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Abstract. The interaction of low-energy scattering electrons/positrons with molecular targets characterized
by a “supercritical” permanent dipole moment (2.0 D) presents special physical characteristics that aﬀect
their spatial distributions, around the nuclear network of the molecular partners, both above and below
the energy thresholds. Such special states are described as either dipole scattering states (DSS) above
thresholds or as dipole bound states (DBS) below thresholds. The details of their respective behaviour will
be presented and discussed in this work in the case of the purinic DNA bases of adenine and guanine. The
behavior of the additional electron, in particular, will be discussed in detail by providing new computational
results that will be related to the ﬁndings from recent experiments on the same DNA bases, conﬁrming
the transient electron’s behaviour surmised by them.
1 Introduction
An interesting ﬁnding by Fermi and Teller [1,2], which
was rediscovered once again in the 60’s [3,4], dealt with
the special properties of a stationary electric dipole of sup-
porting bound states only if the dipole moment exceeds a
critical value of about 0.639 a.u. They also discovered that
the same critical value holds for both a physical dipole and
a point dipole, where the anisotropic potential acquires the
simple form:






with μ = qr [5].
The above critical value of |μ| turns out to also be
valid for the physical problem in a full 3D space, while it
was recently pointed out that, in the apparently simpler
cases in 1D and 2D, the dipole in question always supports
at least one bound state, no matter how small the dipole
moment is [5,6].
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The earliest computational studies were usually struc-
tural analysis made in order to ﬁnd out whether or not
these additional electrons can be bound via the action of
their “supercritical” dipoles [7,8]. Extensive experimental
studies on smaller polar molecules have also been carried
out over the years [9].
In particular, studies of both experimental and com-
putational nature have looked at molecular systems in a
biological context, e.g. the four DNA bases and their close
analogues. The presence of free electrons in their environ-
ment has been considered important since they are known
to be produced via radiative ionization of the surrounding
water molecules [10,11] and therefore capable of driving
further changes in the biological species interacting with
them [12].
Since such molecular systems not only exhibit in the
gas-phase large permanent dipoles but often also have
large and positive electron aﬃnity (EA) values [8] indi-
cated that they can in principle form two diﬀerent types
of bound molecular anions (radical states for closed shell
targets): one with a diﬀuse extra electron trapped by the
dipole potential of equation (1) to the molecular target,
and another more strongly bound with the extra electron
closer to the molecular nuclear framework. The former is
classiﬁed as a weakly-bound dipole-bound-state (DBS),
while the latter is associated with an excess electron in
an unoccupied valence state of the neutral, classiﬁed as a
valence-bound-state (VBS) [13,14].
Because of the current interest on the behavior of low-
energy positrons, the electron’s antiparticle, when made
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to interact at low energies with a large variety of molec-
ular systems, a great deal of studies have also been con-
ducted on ﬁnding out their shapes and sizes in cases when
they can get weakly bound to molecular biosystems: given
the nature of their diﬀerences in the interaction forces,
the positronic leptons tend to mainly form DBS states,
as we shall further discuss below (for additional details
see Ref. [15]). Realistic excess electron’s calculations in
more recent years [16] have estimated that the critical
dipole which could give rise to DBS anions is likely to be
around 2.5 D, as further conﬁrmed by a variety of exper-
iments [17]. The calculations showed that the excess elec-
tron is largely distributed outside of the molecular frame-
work and is much more diﬀuse than a conventional valence
electron’s molecular orbital [16].
In the following we shall show that near-threshold
scattering states of the external electrons, which shall
be termed the dipole-scattering-state (DSS) conﬁgura-
tions, bear speciﬁc similarities with the weakly-bound
DBS states discussed earlier and are located around the
target molecules in similar spatial regions, linked to the
directions of the permanent super-critical dipoles of the
chosen targets. In a series of recent experiments [18], which
we shall further discuss below, such near-threshold contin-
uum states are suggested to provide possible doorways to
bound anionic species. They could therefore produce an
alternative channel to the more disruptive Dissociative-
electron-attachment (DEA) mechanisms often discussed
for DNA-related molecular systems (e.g. see Ref. [19]).
In the next section we will brieﬂy review what has been
speciﬁcally found on the DNA bases about the molecular
DBS anions and on their links to the VBS conﬁgurations
in the same molecules. Section 3 will then “move above the
energy threshold” and shall report our quantum scattering
methods employed to obtain the dipole-driven scattering
states in DNA’s molecular systems. Section 4 will present
our results for the DSS states of an extra electron for the
purinic DNA bases and link them to what has been found
in the literature on the corresponding DBS states. Sec-
tion 5 will draw some general conclusions from the present
discussion.
2 DB and VB anions in DNA bases: a brief
discussion
The fact that polar molecules with a permanent, “super-
critical” dipole can form two diﬀerent types of bound an-
ionic states (usually in the shape of radical anions with
enhanced reactivity) has been already known from ex-
periments for a few years: polar species like acetoniltrile
(CH3CN) [16,20], the water dimer [21], the nucleobases
uracil and thymine [22], and various smaller species [17],
have in fact been observed as forming diﬀuse, weakly
bound DBS anions in their ground electronic states. One
should also note [9] the earlier extensive review on ex-
periments and modeling of smaller gas-phase molecules,
reporting data on the various systems studied in the lab-
oratory of Michael Allan.
The use of Rydberg electron transfer (RET) collisions
with rare-gas atoms has been employed to observe ex-
tra electron’s diﬀuse bound states on the target polar
molecules [23,24]. The lifetimes of such weakly-bound DBS
anions have been observed in the above type of mesure-
ments to exceed microseconds [25,26]. It is also interest-
ing to note at this point that various experiments have
reported the evolution of the initially formed DBS anions
into more strongly bound VBS anions where the excess
electron now can occupy one of virtual molecular orbitals
(MO’s) of the neutral molecule. Speciﬁc experiments dis-
cussed the eﬀect of diﬀerent tautomeric structures, as in
uracil [27] or adenine [28] of modifying the initial (weakly
bound) DBS states into more strongly bound near-VBS
conﬁgurations, thereby linking the stabilization of speciﬁc
conﬁgurations of the relevant nucleic bases (NBs) to ex-
ternal perturbations (e.g. water solvent molecules) which
can drive the formation of more strongly bound anions in
solution, where such NBs are commonly found.
The DBS stabilization via the presence of external sol-
vent molecules has also been discussed in experiments on
DNA’s NB with a “supercritical” dipole [29]. It was shown
that systems with a slightly negative electron aﬃnity as
isolated species could develop into more stably bound
anionic conﬁgurations as the number of clustering sol-
vent molecules is increased, thereby undergoing transi-
tions from a σ∗-type of DBS anion into a more strongly
bound π∗-type anion with VBS characteristics [17].
Extensive computational studies on the structural fea-
tures of the bound [e−-M] complexes have also been car-
ried out on the NB systems by Adamowicz and coworkers
(for a rewiew see Ref. [30])), where it was shown that the
presence of external molecules to the neutral NB would
favour stabilization of DBS conﬁgurations of its anion and
the subsequent formation of a π∗-type covalent VBS anion.
The “gateway” role for the initially formed DBS an-
ions has also been recently observed in dynamical experi-
ments by Neumark and coworkers [31,32] who investigated
binary complexes of iodine-NB systems. It was suggested
from their data that the initial event would be a scattering
complex [e−-NB] where the “continuum” excess electron
would settle into a DBS anionic complex with the NB
partner at its neutral geometry and that a further stabi-
lization into a VBS anion of the NB species would occur
via an intramolecular vibrational energy transfer process
during the experimental observation.
Thus, the above studies indicate that internal restruc-
turing of anionic species from DBS to VBS conﬁgurations
(or to VBS-like excited states when the corresponding sta-
ble anions do not exist in isolated targets [17]), could occur
ﬁrst via a diﬀuse excess electron at near-zero energy with
respect to the polar target. Their spatial shapes play an
important role in the physics that leads to stable anions’
ﬁnal formation since the spatial proximity of such near-
threshold electrons increases overlap eﬀects with the ﬁnal
states and favours anions’ restructuring. They are further
aﬀected by environmental dynamics and by the operat-
ing conditions of the impinging electrons: from the solute-
state of biosystems to the low-temperature, low-density
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characteristics of the interstellar space anions [14] the role
of DBS states has been shown to provide pathways for
structural rearrangements and energy redistributions after
a molecule interacts with low-energy scattering electrons.
3 The present scattering model
In the following we shall describe the quantum dynamics
of low-energy electron/positron scattering methods em-
ployed to generate 3D spatial wavefunctions (real part) of
the excess lepton interacting with a “supercritical” polar
NB target. The interaction forces, although dominated at
low energies by the potential term of equation (1), need
to be more realistically described by accurate representa-
tions of all its additional contributing terms (as reported
below) to obtain a ﬁnal picture for the scattered particle
which is as accurate as possible for such large polyatomic
targets. The method is quite general and has been em-
ployed by us over many years to describe the quantum dy-
namics of extra electrons/positrons interacting with poly-
atomic molecules (for a general review of the method see
Refs. [33,34]).
3.1 The SCE scattering equations
In order to obtain the scattering cross sections for poly-
atomic molecules, we need to solve the Schroedinger equa-
tion for the total system
(H − E)Ψ = 0 (2)
at the total energy E, for the corresponding wavefunction
Ψ . Here H is the total Hamiltonian given by:
Hˆ = Hˆmol + Kˆ + Vˆ (3)
where Hˆmol, Kˆ and Vˆ represent the operators of the
molecular Hamiltonian, kinetic energy of the scattered
electron and the interaction between the incident electron
and the target molecule, respectively. The Hˆmol further
consists, in general, of the rotational and vibrational parts
Hˆmol = Hˆrot + Hˆvib (4)
whereby we exclude, at the collision energies consid-
ered, the electronic excitations, the Ps formation (in case
of positron scattering) and the roto-vibrational excita-
tion channels. The total wavefunction Ψ described in the
molecular frame (MF) reference system in which the z axis
is taken along the direction of the main molecular axis, is
expanded around a single-center as







h (rlpt|R)Xπμh (rˆlpt). (6)
In equation (5) ri represents the position vector of the ith
electron among the Z bound electrons of the target, taken
from the center of mass. The quantity Ψmol represents the
electronic wavefunction for the molecular target at the nu-
clear geometry R. The continuum function φ(rlpt|R) refers
to the wavefunction of the scattered lepton (lpt) (i.e. ei-
ther a continuum electron or a continuum positron as pro-
jectiles) under the full action of the ﬁeld created by the
molecular electrons and their response to the impinging
lepton as described below. Each uπμh is the radial part of
the wavefunction for the incident particle and the Xπμh are
the symmetry-adapted angular basis functions discussed
earlier [33] which we will not repeat further here. The
label π stands for the irreducible representation (IR), μ
distinguishes the components of the basis for each IR, re-
spectively. Since the molecular rotations and vibrations
are often slow when compared with the velocity of the im-
pinging electrons considered in the present study, we may
apply the ﬁxed-nuclei approximation (FN, [33]) that ig-
nores the molecular term of Hˆmol in equation (3) and ﬁxes
the values of all R at their equilibrium locations in each
of the target molecules. We then solve the Schroedinger
equation in the FN approximation, make use of the MF
system rather than the space-frame (SF) reference system:
the two systems are related through a frame transforma-
tion scheme given, for example, by [34,35].
After substituting equation (5) into (2) under the FN
approximation, we obtain a set of coupled diﬀerential


















Solving equation (7) under the boundary conditions that
the asymptotic form of uv is represented by a sum con-
taining the incident plane wave of the projectile and
the outgoing spherical wave, we obtain the correspond-
ing S-matrix elements Sv,′v′ . The actual numerical pro-
cedure we have employed to solve that equation was given
in detail in references [36,37]. After transforming the MF
quantities into the SF frame, the integral cross section
(ICS) for the elastic scattering, rotationally summed over









where Tv,′v′ = δ′,vv′ − Sv,′v′ .
3.2 Modeling the interaction forces
For a target which has a closed shell electronic struc-
ture, with nocc = N/2 doubly occupied molecular orbitals,
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the static-exchange (SE) potential has the following form,
















where Jˆi and Kˆi are the usual static potential and the non-
local exchange potential operator, respectively. We further




V corr(r), for r < rmatch
V pol(r), for r > rmatch
(11)
employing density related models which have been de-
scribed before for the short-range correlation eﬀects [36].
We then generate the exchange interaction with the
Free-Electron-Gas-Exchange model proposed by Hara
(HFEGE, [38]), VHFEGE :
















When dealing with closed-shell systems as the present
case, the electronic density ρ(r|R) is given as:
ρ(r|R) =
∫
|det||φ1(r1)φ2(r2) . . . φne(xne)|||3
× dx1dx2 . . . dxne (13)
is evaluated by assigning 2 as the occupation number
of each of doubly occupied MOs in the neutral targets
of the present study. In other words, the scattered elec-
tron initially interacts with the neutral molecular tar-
gets at the ﬁxed geometry of their equilibrium structures.
This ﬁnal potential provides the so-called static-model-
exchange-correlation-polarization (SMECP) potential ac-
counting for the interaction forces between the impinging
free electron and the target molecule.
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indent where the potential coupling elements are






The numerical solutions of the coupled equations produce
the relevant K-matrix elements which will in turn yield
the ﬁnal integral cross sections [37].
In order to further test the modeling of density-related
exchange and correlation eﬀects described above, in the
present multichannel quantum scattering calculations we
have also employed diﬀerent models for the treatment of
the continuum-bound electron-electron dynamical corre-
lation eﬀects:
(a) orthogonality constraints. Since the scattering elec-
tron wavefunction is not describing exactly a virtual
state from the target DFT molecular orbitals (given
the marked eﬀects caused by the added scattering
correlation-polarization parts of the interaction) it is
not anymore an eigenfunction of the hamiltonian for
the target molecular electrons. Hence, one must make
sure that it remains orthogonal to the bound orbitals
of the same symmetry [33]. For polyatomic targets
such constraint is usually satisﬁed since the static and
exchange contributions dominate. However, when en-
forcing this orthogonality, one makes sure that the
nodal structure of the scattered electron remains the
correct one also in the outer regions of the target den-
sity and therefore allows for an increase of overall at-
tractive eﬀects from the target nuclei [34];
(b) using a diﬀerent short-range correlation potential. In
the treatment reported before we have employed the
form described in reference [33] and obtained earlier
by Perdew and Zunger PZ, [39,40]. A more attractive
density functional form for the short-range correlation
had been suggested by Padial and Norcross (PN, [41])
for diatomic targets and further implemented by us
for polyatomic molecules [42]. It yielded interesting
results in terms of good agreement with existing ex-
periments (for a recent comparison see Ref. [43]). We
further implemented a more computationally expen-
sive alternative to evaluate exchange, one based on
the Schwinger variational expression of the scatter-
ing matrix [44] that further included Pade’ approxi-
mants corrections. Brieﬂy, the interative treatment of
the exchange interaction consists in dividing the inter-
action into two parts: an approximate, local potential
VL that includes an initially simpliﬁed, semiclassical
exchange form (SME, [36]), plus a diﬀerence poten-
tial VD which adds the correction due to using exact
exchange interaction. The latter is initially deﬁned as
VHFEGE −VSME to start the interactive process. The
solution to a purely local problem via the potential
VT = VL + VD could be written as:
HLΦL = EΦL (16)
where HL = −1/2∇2+VL and the associated Green’s
function is deﬁned as:
(E −HL)GL = 1. (17)
Any element of the ﬁnal scattering matrix K for the






where the added correction is:
KDpq = −2〈ΦL|VD|ΦL〉 (19)
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The convergence of this sum turns out to be greatly
enhanced by using Pade’ approximants of [N/N] or-
der, thereby allowing the calculations to incremen-
tally modify the potential by using increasingly more
accurate forms of the Green’s function GL in equa-
tion (20) [43,44]. Since the corresponding modeling
of the interaction forces in the case of an impinging,
low-energy positron have been described before many
times (e.g. see Refs. [45–47]), we shall not be repeat-
ing them here again since we shall focus the present
study on the attachment of extra electrons. The case
of the positrons will only be mentioned for a brief
comparison.
3.3 Present calculations on adenine and guanine
The examples below shall correspond to results obtained
at a collision energy of 1 meV, unless otherwise stated.
This value was chosen since it represents a low enough
collision energy that one can consider the scattering via a
complicated, multi-centered interaction potential for the
excess electron very close to the energy threshold values
similar to those surmised by experiments [18]. The single-
center expansion of all the terms has been extended to
Lmax = 23, which corresponds to 2116 partial waves de-
scribing the scattering event. Numerical convergence was
thus obtained within a few percent for all numerical ob-
servables. The SCE description of all the many bound
molecular orbitals (MOs) occupied in each target molecule
yielded a normalization value well above 0.9 for all of
them, which is accurate enough for the present prob-
lem since it allows a numerically faithful representation
of all the MO-derived interaction terms described in the
previous subsections. We further generated the Diabatic
Representation of the interaction potential matrix, as de-
scribed in [33], and employed in the generation of the spa-
tial scattering functions 256 diabatic partialwaves within
a 3D box of 100 A˚. All scattering results were found to
be numerically converged even when using smaller boxes,
thereby conﬁrming the quality of the ﬁnal calculations
over a larger scattering grid. The data in Figure 1 report
the molecular geometries we have employed in our present
study, the orientation of the dipole components and the
partial Mulliken’s charges on each of the atoms.
It is interesting to note from the data in that ﬁgure
that both species have permanent dipole moments which
are well above the threshold value (either 1.67 or 2.5 D).
One should also keep in mind, however, that the actual
description of all the important contributions to the in-
teraction of the purinic bases with an external electron
is clearly more complicated: the ﬁnal regions of the tar-
get molecules where the excess electron will be collocated
will not depend only on the sign and orientations of the
Fig. 1. Computed structures of the two purinic DNA bases.
From top to bottom: adenine and guanine. The orange solid
arrows show their molecular dipole moments in the xy plane.
The Mulliken partial charges are also reported for all atoms
but hydrogens. See main text for further details.
supercritical dipoles but also from the higher multipolar
terms and from the bound electrons’ charge distributions.
The ﬁrst step in the analysis of the scattering events near
threshold energies therefore requires to know the over-
all shape of the multipolar coeﬃcients associated with
the strongly anisotropic interactions between the ﬁxed-
geometry molecular target’s nuclei, its large number of
bound electrons and the low-energy impinging electron.
The data reported by Figures 2 and 3 show the lowest com-
ponents of the large sum over multipolar coeﬃcients dis-
cussed in the previous section and employed in the actual
calculations. Given the very low collision energy of the in-
coming electrons, we report there only the 	 = 0 (s-wave)
and the 	 = 1 (p-wave) components of the full interactions.
Figure 2 deals with the adenine target molecule, while Fig-
ure 3 presents results for the guanine. To our knowledge,
no previous spatial analysis of the near-threshold scat-
tering states for the present NBs has been found in the
relevant literature
The curves reported in the two ﬁgures are all mea-
sured from the molecular center of mass, where the per-
manent dipole is also centered, and clearly show for both
molecular targets that the spherical interaction associated
to the s-wave behaviour is always strongly attractive in
all directions of approach, as is naturally expected to oc-
cur from the polarization-correlation forces acting close
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Fig. 2. Lowest- contributing terms, V totm (rlpt) of the interac-
tion between electrons and adenine. See main text for further
details.
Fig. 3. Lowest- contributing terms, V totm (rlpt) of the interac-
tion between electrons and guanine. See main text for further
details.
to the molecular “volume”. On the other hand, the two
components for the 	 = 1 (p-wave) interaction, the one
which is strongly orientational and is chieﬂy driven by the
dipolar potential at long-range, exhibit the presence of a
marked barrier in both components. Given the low colli-
sion energy of the threshold electrons we are considering
in this analysis, it follows that such interactions are al-
ready keeping the impinging electrons quite far outside
the molecular space. If we were to also represent the next
term in the multipolar interaction, i.e. the 	 = 2 (d-wave)
component of the potentials, such terms will be even more
strongly repulsive and therefore would play a marginal role
during the scattering process and in shaping the full scat-
tering wavefunctions. Thus, we can say that the approach-
ing excess electrons at threshold will essentially be driven
by the 	 = 0 and the 	 = 1 components and will chieﬂy
behave like an (s + p)-wave during the initial scattering
event.
In comparing the behavior of the p-wave potential con-
tributions in the two systems, it is also signiﬁcant to note
that the repulsive barrier has a higher and more closely
Fig. 4. Lowest- contributing terms for the real parts of the
scattering electron’s wavefunctions oﬀ the adenine molecular
target. See main text for further details.
positioned maximum for adenine than in the case of gua-
nine: a qualitative explanation comes from the much larger
number of bound electrons in the case of the latter as op-
posed to the former target. Hence, their role of screening
the repulsive nuclear charges in the regions closer to the
center-of-mass will be more eﬀective in guanine and will
produce a ﬁnal potential that is less repulsive than the
one for adenine. The near-threshold electron is therefore
expected to come closer when impinging on the former
molecule than when interacts with the latter. Such diﬀer-
ences will also be further analysed below.
4 The adenine and guanine DSS molecular
anions
An interesting series of properties of the excess electrons
at threshold energies could be obtained by ﬁrst observing
the behaviour of the radial components (real part) of the
scattering wavefunctions for the lowest contributing par-
tialwaves. Figure 4 deals with the adenine wavefunction
while Figure 5 presents the guanine’s one.
In the case of adenine the inner region is more com-
pact than in the case of guanine, where the othogonality
node is located further out. In both cases, however, it is
clear that the largest portions of the s-wave components
are located way outside the molecular “volumes” of the
two targets. This behaviour is also evident from the two
components of the radial p-waves, where we see the ex-
tensive nodal structures close to the molecular nuclei and
fairly little tunneling penetration of the impinging elec-
trons. The data in these ﬁgures are clearly pointing at
an extra electron being largely located well outside the
molecules, exactly where one also expects to ﬁnd the spa-
tial locations of the dipole-driven bound states for the
same systems. This aspect will be further analysed below.
The data provided by the radial components of the
threshold scattering wavefunctions can of course be com-
bined with their symmetry-adapted angular components
to generate the corresponding three-dimensional (3D) fea-
tures of such scattering states with respect to the target
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Fig. 5. Lowest- contributing terms for the real parts of the
scattering electron’s wavefunctions oﬀ the guanine molecular
target. See main text for further details.
Fig. 6. Computed 3D maps of the near-threshold scattering
wavefunction (real part) for the electron projectile oﬀ the ade-
nine molecule using the value +0.003 for the cutoﬀ. See text
for further details.
molecules. In depicting such states, to emphasize their rel-
ative positioning, we shall assume that the molecules will
not rotate during the time that the impinging electrons
will be close to the molecules so that their ﬁxed dipoles
will control their short-range collocations. Figures 6 and 7,
respectively show the general shapes of the spatial wave-
functions. In the two ﬁgures we report the behaviour of
the electron projectile and also that of its leptonic coun-
terpart, the positron. In the case of the latter projectile,
shown here to underline its complementary behaviour, the
calculations have followed the details of the method em-
ployed by us in our earlier work references [45–47] and
described there in much greater detail.
The data in Figure 6 show the spatially extended wave-
function of the DSS anion: we report the relative position
of the adenine molecule with respect to the threshold elec-
tron. By considering the dipole’s orientation of Figure 1,
the diﬀuse electron is positioned at the outer end of the
positive direction of the dipole, distributed largely on that
Fig. 7. Computed 3D maps of the near-threshold scatter-
ing wavefunction (real part) for the leptonic antiparticle, the
positron, oﬀ the adenine molecule, using the value +0.003 for
the cutoﬀ. See main text for further details.
Fig. 8. Computed 3D maps of the near-threshold scattering
wavefunction (real part) for the electron projectile oﬀ the gua-
nine molecule using the value +0.003 for the cutoﬀ. See main
text for further details.
region of the molecular nuclei which are enveloped by the
extra electron wavefunction.
On the other hand, when we now look at the 3D wave-
function for the corresponding antiparticle in Figure 7,
we clearly see the opposite collocation of the threshold
positron which maps the external molecular region but at
the negative end of its permanent dipole. We further no-
tice how its overall behaviour is that coming from a largely
repulsive scattering potential: the correponding wavefunc-
tion is, on the same scale, much more diﬀuse and further
outside with respect to that of the scattered electron.
The scattered wavefunction oﬀ the guanine molecule
is presented by the data reported in Figures 8 and 9 for
the same leptonic partners.
The orientation of the permanent dipole in this
molecule (e.g. see Fig. 1) indicates that the diﬀuse, ex-
ternal lobe of the near-threshold electron interacting with
the guanine target is indeed localized on the positive end
of that dipole. We therefore see here the same behaviour
already observed in Figure 6 and also extensively discussed
in our earlier work (see Refs. [45,46]): the DSS anions cor-
respond to near-zero-energy electrons in the continuum
which get located on that area of the molecular space
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Fig. 9. Computed 3D maps of the near-threshold scattering
wavefunction (real part) for the positron projectile oﬀ the gua-
nine molecule using the value +0.003 for the cutoﬀ. See main
text for further details.
where the positive end of the permanent dipole is also
pointing at.
The lower panel of Figure 9 reports the same type of
3D map corresponding now to the electron’s antiparticle:
the positron. What we see in that ﬁgure is that the elec-
tron’s antiparticle is spatially more diﬀuse than the elec-
tron’s wavefunction and that it locates itself on the nega-
tive ending of the molecular dipole moment, as observed
for the adenine target in Figures 6 and 7.
It is also interesting to note that the DNA nucleic acid
bases exhibit a large variety of tautomeric conﬁgurations
that show diﬀerent response to electron attachment stabi-
lization, a feature already extensively analysed in the cur-
rent literature both experimentally and computationally
(e.g. see Refs. [27,29]). Thus, that work has shown that
adenine and guanine, which have a much smaller gas-phase
aﬃnity to an impinging excess electron than the pyrimi-
dinic bases [48], also exhibit very diﬀerent properties when
less common tautomeric forms are considered [28]: the oc-
currence of enamine-imine transformations, for example,
causes the formation of much more strongly bound VB
states, the latter being even more likely to form in solu-
tions after an H atom migration to a carbon atom [48–50].
Computational studies on the most stable structures of
adenine in relation to the presence of the more weakly
bound DB states have indicated that their binding energy
is very close to zero and that it can become more stable in
solutions through the orientational action of the solvent
water molecules [49,50]. Furthermore, the computational
studies related to such possible anions indicate them to be
described by diﬀuse orbitals located outside the molecu-
lar structures, just as we found here to be the case for the
near-threshold DSS scattering electrons for the same NB
systems [51]. The fact that such scattering states would
be located in similar regions of the molecular space as
the weakly bound DBS anions is therefore an interest-
ing result which provides a direct mechanism to stabilize
anionic complexes formed in the energy continuum into
bound anionic structures located within the same molec-
ular regions. The comparison we report in Figure 10 for
the adenine molecule provides computational evidence for
such strong similarity of shapes.
Fig. 10. Computed structures of the two excess electron’s
wavefuntions associated with the adenine molecule. from top
to bottom: the shape of the electron’s DBS state from refer-
ence [50], the spatial location of the DSS state for the same
molecule. See main text for further details.
5 Concluding remarks
One of the common properties within the series of the
DNA’s NBs is the presence of fairly large values of per-
manent dipole moments. The chemical and physical con-
sequences of this common property have been extensively
studied over the years, especially in relation to their in-
teractions with external electrons coming from their cell
environments after ionization of the water molecules in
the solvents (e.g. see Refs. [11,13]). In experiments and
calculations, many of which have been dicussed in our
Introduction, has been pointed out that such permanent
dipoles play a signiﬁcant role on the formation of bound
anionic states, either in the gas phase or in a solvent en-
vironment. For systems like adenine and guanine, which
were also found to have EA values close to zero, it was
also discussed in both experiments and calculations that
the presence of a large number of tautomeric conﬁgura-
tions could lead to small structure modiﬁcations (e.g. in-
duced by a solvent) which allow the formation of bound
anions of the dipole-driven variety (DBS anions). Such
‘intermediate’ bound states could further turn into more
tightly bound, and spatially more compact, VB anionic
states [51,52] by additional, stronger perturbations from
their environments. The discussion reported in the present
work indicates that these near-threshold scattering states
can be accessed by the excess electrons coming from the
chemical environment of the DNA nucleic acid bases.
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The latter zero-energy electrons can thus interact with
the NB targets chieﬂy via their supercritical, permanent
dipole moment and their corresponding states turn out to
be very similar (in terms of their spatial extension and
relative collocation within the molecular space) to those
found by calculations to be weakly bound as DBS anions:
such DB anionic complexes provide important intermedi-
ates toward the ﬁnal formation of VB anions in the cell
environments [52,53].
In the parallel language of the radiative stabiliza-
tion mechanisms under the conditions of the Interstellar
Medium [54,55], one can then say that the overlap in-
tegrals between DSS and DBS conﬁgurations of a given
molecular environment are now expected to be very large
and therefore favour radiative transitions between such
states. In the more dense conditions of a biological envi-
ronment this concept translates into the suggestion that
the small energy gaps between DSS and DBS anions could
favour the formation of the DBS structures of the NB
molecules.
One can therefore argue that the free electrons in the
biological environments of the NB targets [52,53] can fol-
low alternative paths to those provided by dissociative
electron attachment (DEA) processes and form, through a
more gentle mechanism, anionic species where the whole of
the molecule is preserved. This could then be qualitatively
described as follows: M + e− => [DSS] => [DBS] =>
M−. As mentioned before, the recent experimental studies
on the iodide-adenine binary complexes [18] indeed sug-
gest that speciﬁc tautomeric forms of the adenine part-
ner within the complexes can make that systems follow
the formation of adenine’s weakly-bound anions before ob-
serving the detaching electron after the complex’s break-
up. To reach the intermediate DB state of such molecular
anions therefore requires the occurrence, above the energy
threshold, of low-energy scattering states which are also
driven by the supercritical permanent dipoles and that
strongly resemble, in shape and spatial collocation, the
weakly bound DB anionic conﬁgurations. The ﬁnal molec-
ular anion can thus be reached via the former complex
with very little energy being spent for the rearrangement
process. Although the above analysis is still at the conjec-
tural level, the present computational veriﬁcation of the
spatial similarities between DSS and DBS anions in NBs,
linked to the evidence from the experimental analysis [18]
of the occurrence of such transitions, indicate the above
path to be a realistic possibility.
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