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Message-Passing Algorithms: Reparameterizations
and Splittings
Nicholas Ruozzi and Sekhar Tatikonda
Abstract—The max-product algorithm, a local message-passing
scheme that attempts to compute the most probable assignment
(MAP) of a given probability distribution, has been successfully
employed as a method of approximate inference for applications
arising in coding theory, computer vision, and machine learning.
However, the max-product algorithm is not guaranteed to con-
verge to the MAP assignment, and if it does, is not guaranteed
to recover the MAP assignment.
Alternative convergent message-passing schemes have been
proposed to overcome these difficulties. This work provides a
systematic study of such message-passing algorithms that extends
the known results by exhibiting new sufficient conditions for
convergence to local and/or global optima, providing a combina-
torial characterization of these optima based on graph covers,
and describing a new convergent and correct message-passing
algorithm whose derivation unifies many of the known convergent
message-passing algorithms.
While convergent and correct message-passing algorithms
represent a step forward in the analysis of max-product style
message-passing algorithms, the conditions needed to guarantee
convergence to a global optimum can be too restrictive in both
theory and practice. This limitation of convergent and correct
message-passing schemes is characterized by graph covers and
illustrated by example.
Index Terms—Graphical models, Maximum a posteriori es-
timation, Message passing, Belief propagation, Inference algo-
rithms
I. INTRODUCTION
Belief propagation was originally formulated by Judea Pearl
to solve inference problems in Bayesian networks [20]. Pearl
demonstrated that, for tree-structured graphical models, a
simple, distributed message-passing algorithm, dubbed “belief
propagation”, is guaranteed to converge to the exact marginals
of the input probability distribution. If the belief propagation
algorithm is run on an arbitrary graphical model (i.e., one that
may contain cycles), then neither convergence nor correctness
are guaranteed. In practice, however, the “loopy” belief propa-
gation algorithm often produces reasonable approximations to
the true marginals [19].
Pearl also proposed an algorithm for MAP estimation that
he dubbed “belief revision.” This optimization analog of belief
propagation is more commonly known as the max-product or,
equivalently, the min-sum algorithm. These algorithms have
similar guarantees to the belief propagation algorithm: they
produce the correct MAP estimate when the graphical model
is a tree and may or may not produce the correct solution
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when run on graphs that contain cycles. In this work, we
focus primarily on variants of the min-sum algorithm: a local
message-passing scheme designed to find the global minimum
of an objective function that can be written as a sum of
functions, each of which depends on a subset of the problem
variables.
For arbitrary graphical models, the min-sum algorithm may
fail to converge [15], it may converge to a set of beliefs
from which a global minimum cannot be easily constructed
[35], or the estimate extracted upon convergence may not be
optimal [38]. Despite these difficulties, the min-sum algorithm,
like the belief propagation algorithm, has found empirical
success in a variety of application areas including statistical
physics, combinatorial optimization [25], computer vision,
clustering [6], and the minimization of quadratic functions
[17] [15]. However, rigorously characterizing the behavior of
the algorithm outside of a few well-structured instances has
proved challenging.
In an attempt to improve the performance of the min-
sum algorithm, recent work has produced alternative message-
passing algorithms that, under certain conditions, are prov-
ably convergent and correct: MPLP [7], serial tree-reweighted
max-product (TRW-S) [10], max-sum diffusion (MSD) [40],
and the norm-product [8] algorithm. These message-passing
algorithms are convergent in the sense that they can each
be viewed as coordinate-ascent schemes over concave lower
bounds. Such message-passing algorithms can be converted
into distributed algorithms by performing multiple coordinate-
ascent steps in parallel and then averaging the results. Unfortu-
nately, this process may require some amount of central control
at each step and typically results in slower rates of convergence
when compared with the original coordinate-ascent scheme
[29]. A discussion of efficient parallel message passing based
on the norm-product algorithm can be found in [27].
The above algorithmic ideas are closely related to concur-
rent work in the coding community on pseudo-codewords and
LP decoding [4], [31]. Coordinate-ascent schemes and con-
vergent message-passing algorithms related to linear program-
ming problems that arise in the context of coding were studied
in [33], [32], and [30]. As we will see, these approaches are
connected to the above approaches via the MAP LP, a standard
linear programming relaxation of the MAP problem.
Other related work has focused on convex free energy
approximations and the convergence of the sum-product al-
gorithm [39], [41], [9]. As the max-product algorithm is the
zero temperature limit of the sum-product algorithm, these
results provide an algorithmic alternative to the max-product
algorithm but can suffer from numerical issues as a result
of the limiting process. Convex free energy approximations
2are constructed from a vector of double counting numbers.
These double counting numbers are closely related to the
reparameterizations that we will consider in this work.
The primary focus of this work is to provide a systematic
technique for the design of convergent and correct message-
passing algorithms that, like the standard min-sum message-
passing algorithm, are both decentralized and distributed.
Such algorithms have the potential to be useful for solving
large-scale, parallel optimization problems for which standard
optimization algorithms are impractical.
Our primary contributions are threefold:
• We propose a new distributed, local message-passing
algorithm, which we call the splitting algorithm, that con-
tains many of the other convergent and correct message-
passing algorithms as a special case. This algorithm,
though initially derived by “splitting” the nodes of the
factor graph into multiple reweighted copies, can also be
interpreted as producing an alternative reparameterization
of the objective function. We show how to derive an entire
theory of message-passing algorithms by starting from
reparameterizations (in contrast to much of the work on
convergent message-passing algorithms that begins with
Lagrangian duality).
• We provide conditions under which this new algorithm
can converge to locally and globally optimal solutions of
the minimization problem. Past work on similar message-
passing algorithms has focused exclusively on global
optimality. Empirically, message-passing algorithms that
do not guarantee the global optimality of extracted assign-
ments may still perform better than their convergent and
correct counterparts. As such, understanding the behavior
of message-passing algorithms that only guarantee certain
forms of local optimality is of practical importance.
• We characterize the precise relationship between graph
covers and the convergence and correctness of local
message-passing algorithms. This characterization applies
not only to provably convergent and correct message-
passing algorithms, but also to other message-passing
schemes that only guarantee local optimality. This un-
derstanding allows us to provide necessary and suffi-
cient conditions for local message-passing algorithms to
converge to the correct solution over pairwise binary
graphical models.
Beyond these contributions, this work attempts to unify
many disparate results in the theory of message-passing algo-
rithms that have appeared across multiple communities as well
as to make explicit the assumptions that are often used when
studying graphical models. This work is organized as follows.
In Section II, we review the problem setting, the min-sum algo-
rithm, and factor graphs. In Sections III and IV, we derive the
splitting algorithm from the min-sum algorithm and show how
this result can be generalized to a study of reparameterizations.
In Section V, we provide conditions under which the splitting
algorithm is, in some sense, locally or globally optimal. In
Section VI, we produce a simple, convergent message-passing
algorithm from the splitting reparameterization via a trivial
lower bound and coordinate ascent. In Section VII, we show
how to understand the fixed-point solutions of the splitting
algorithm in terms of graph covers and discuss the extension
of the theory of pseudo-codewords to general message-passing
algorithms. In Section VIII, we provide examples that illustrate
the limits of the convergent message-passing approach. Finally,
in Section IX, we summarize our results and conclude.
II. PREVIOUS WORK
In this section, we review the problem formulation, neces-
sary terminology, and basic results concerning the min-sum
algorithm. Let f :
∏
i Xi → R∪{∞}, where each Xi is an ar-
bitrary set (e.g., R, {0, 1}, Z, etc.). Throughout this paper, we
will be interested in finding an element (x1, . . . , xn) ∈
∏
iXi
that minimizes f , and as such, we will assume that there is
such an element:
Assumption 1. ∃x∗ ∈∏iXi such that f(x∗) = infx f(x).
We note that we will in general allow f to take the value
∞ over its domain. However, as we will see in subsequent
sections, some results will only apply when f is a proper,
real-valued function (i.e., f does not take the value ∞ or −∞
at any element in its domain).
For an arbitrary function, computing this minimum may be
computationally expensive, especially if n is large. A typi-
cal scientific application may involve hundreds of thousands
of variables and potential functions, and storing the entire
problem on one computer may be difficult, if not impossible.
In other applications, such as sensor networks, processing
power and storage are limited. Because local message-passing
algorithms like the min-sum algorithm are decentralized and
distributed, they can operate on scales at which typical algo-
rithms would be impractical.
Although we will discuss algorithms for the minimization
problem, some applications have a more natural formulation
as maximization problems. In these instances, we can use the
equivalence maxx f(x) = −minx
[−f(x)] in order to convert
the maximization problem into a minimization problem. His-
torically, the max-product algorithm for nonnegative functions
is often studied instead of the min-sum algorithm. We prefer
the min-sum algorithm for notational reasons, and all of the
results discussed in this work can easily be converted into
results for the max-product case.
A. Factorizations and Factor Graphs
The basic observation of the min-sum algorithm is that, even
though the original minimization problem may be difficult, if
f can be written as a sum of functions depending on only a
small subset of the variables, then we may be able to minimize
the objective function by performing a series of minimizations
over (presumably easier) sub-problems. To make this concrete,
let A ⊆ 2V . We say that f factorizes over a hypergraph G =
(V,A) if we can write f as a sum of real valued potential
functions φi : Xi∈V → R∪ {∞} and ψα : Xα → R∪ {∞} as
f(x) =
∑
i∈V
φi(xi) +
∑
α∈A
ψα(xα). (1)
In this work, we focus on additive factorizations, and multi-
plicative factorizations, such that all of the potential functions
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Fig. 1: The factor graph corresponding to f(x1, x2, x3) = φ1+
φ2 + φ3 + ψ12 + ψ23 + ψ13. By convention, variable nodes
are represented as circles and factor nodes are represented
as squares. Typically, the φ functions that depend only on a
single variable are omitted from the graphical representation
(for clarity).
are nonnegative, can be converted into additive factorizations
by taking a negative log of the objective function.
The above factorization is by no means unique. For exam-
ple, suppose we are given the objective function f(x1, x2) =
x1 + x2 + x1x2. We can factorize f in many different ways.
f(x1, x2) = x1 + x2 + x1x2 (2)
= x1 + (x2 + x1x2) (3)
= (x1 + x2 + x1x2) (4)
= x1 + x2 +
x1x2
2
+
x1x2
2
(5)
Each of these rewritings represents a different factorization of
f (the parenthesis indicate a single potential function). All of
these factorizations can be captured by the above definitions,
except for the last. Recall that A was taken to be a subset of
2V . In order to accommodate the factorization given by (5),
we will allow A to be a multiset whose elements are members
of the set 2V .
The set of all factorizations of the objective function f(x)
over G = (V,A) forms an affine set,
F(V,A)(f) ={(φ, ψ) : κ+
∑
i∈V
φi(xi) +
∑
α∈A
ψα(xα) = f(x)
for all x}. (6)
If (φ, ψ) ∈ F(V,A)(f) and (φ′, ψ′) ∈ F(V,A)(f), then (φ, ψ)
is called a reparameterization of (φ′, ψ′) and vice versa.
We can represent the hypergraph G = (V,A) as a bipartite
graph with a variable node i for each variable xi, a factor
node α for each of the potentials ψα, and an edge joining
the factor node corresponding to α to the variable node
representing xi for all i ∈ α. This bipartite graph is called
the factor graph representation of G. Factor graphs provide a
visual representation of the relationship among the potential
functions. In this work, we will always assume that G is given
in its factor graph representation. For a concrete example, see
Figure 1.
B. The Min-Sum Algorithm
The min-sum algorithm is a local message-passing algo-
rithm over a factor graph. During the execution of the min-
sum algorithm, messages are passed back and forth between
adjacent nodes of the graph. In the algorithm, there are two
types of messages: messages passed from variable nodes to
factor nodes and messages passed from factor nodes to variable
nodes. On the tth iteration of the algorithm, messages are
passed along each edge of the factor graph as follows:
mti→α(xi) := κ+ φi(xi) +
∑
β∈∂i\α
mt−1β→i(xi) (7)
mtα→i(xi) := κ+minxα\i
[
ψα(xα) +
∑
k∈α\i
mt−1k→α(xk)
]
(8)
where ∂i denotes the set of all α ∈ A such that i ∈ α
(intuitively, this is the set of neighbors of variable node xi
in the factor graph), xα is the vector formed from the entries
of x by selecting only the indices in α, and α \ i is abusive
notation for the set-theoretic difference α\{i}. When the graph
is a tree, these message updates can be derived by dynamic
programming. When the graph is not a tree, the same updates
are used as if the graph was a tree. Understanding when these
updates converge to the correct solution for a given graph
is the central question underlying the study of the min-sum
algorithm.
Each message update has an arbitrary normalization factor
κ. Because κ is not a function of any of the variables, it only
affects the value of the minimum and not where the minimum
is located. As such, we are free to choose it however we
like for each message and each time step. In practice, these
constants are used to avoid numerical issues that may arise
during the execution of the algorithm.
Definition II.1. A vector of messages, m =
({mα→i}, {mi→α}), is real-valued if for all α ∈ A,
∀i ∈ α, and ∀xi ∈ X , mα→i(xi) and mi→α(xi) are
real-valued functions (i.e., they do not take the value ∞ for
any xi ∈ X ).
We will think of the messages as a vector of functions
indexed by the direced edge over which the message is passed.
Any vector of real-valued messages is a valid choice for
the vector of initial messages m0, and the choice of initial
messages can greatly affect the behavior of the algorithm. A
typical assumption is that the initial messages are chosen such
that m0α→i ≡ 0 and m0i→α ≡ 0. This uniformity assumption
is often useful when we need to analyze the evolution of
the algorithm over time, but ideally, we would like to design
message-passing schemes that perform well independent of
initialization.
We can use the messages in order to construct an estimate
of the min-marginals of f . Recall that a min-marginal of f is
a function of one or more variables obtained by fixing a subset
of the variables and minimizing the function f over all of the
remaining variables. For example, the min-marginal for the
variable xi would be the function fi(xi) , minx′:x′
i
=xi f(x
′).
Given any vector of messages, mt, we can construct a set of
beliefs that are intended to approximate the min-marginals of
4f by setting
bti(xi) := κ+ φi(xi) +
∑
α∈∂i
mtα→i(xi) (9)
btα(xα) := κ+ ψα(xα) +
∑
i∈α
mti→α(xi). (10)
where, again, κ is an arbitrary constant that can be different
for each belief.
If the beliefs corresponded to the true min-marginals of
f (i.e., bti(xi) = minx′:x′i=xi f(x′)), then for any yi ∈
argminxi b
t
i(xi) there exists a vector x∗ such that x∗i = yi and
x∗ minimizes the function f . If | argminxi bti(xi)| = 1 for all
i, then we can construct x∗ by setting x∗i = yi for all i, but,
if the objective function has more than one optimal solution,
then we may not be able to construct such an x∗ so easily. For
this reason, theoretical results in this area typically assume that
the objective function has a unique global minimum. Although
this assumption is common, we will not adopt this convention
in this work.
Because our beliefs are not necessarily the true min-
marginals, we can only approximate the optimal assignment
by computing an estimate of the argmin
xti ∈ argmin
xi
bti(xi). (11)
Definition II.2. A vector, b = ({bi}, {bα}), of beliefs is locally
decodable to x∗ if for all i and for all xi 6= x∗i , bi(x∗i ) <
bi(xi). Equivalently, for all i, bi has a unique minimum at x∗i .
If the algorithm converges to a vector of beliefs that are
locally decodable to x∗, then we hope that the vector x∗ is
a global minimum of the objective function. This is indeed
the case when the factor graph contains no cycles. Informally,
this follows from the correctness of dynamic programming on
a tree. This result is well known, and we will defer a more
detailed discussion of this result until later in this work (see
Corollary V.6).
Similarly, we hope that the beliefs constructed from any
fixed point of (7) and (8) would be the true min-marginals
of the function f . If the beliefs are the exact min-marginals,
then the estimate corresponding to our beliefs would indeed
be a global minimum. Unfortunately, the algorithm is only
known to produce the exact min-marginals on special factor
graphs (e.g., when the factor graph is a tree, see Section IV-A).
Instead, we will show that the fixed-point beliefs are similar
to min-marginals. Like the messages, we will think of the
beliefs as a vector of functions indexed by the nodes of the
factor graph. Suppose f factors over G = (V,A). Consider
the following definitions.
Definition II.3. A vector of beliefs, b, is admissible for a
function f if
f(x) = κ+
∑
i
bi(xi) +
∑
α
[
bα(xα)−
∑
k∈α
bk(xk)
]
for all x. Beliefs satisfying this property are said to reparam-
eterize the objective function.
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Fig. 2: The new factor graph formed by splitting the ψ13
potential of the factor graph in Figure 1 into two potentials.
Definition II.4. A vector of beliefs, b, is min-consistent if for
all α and all i ∈ α,
min
xα\i
bα(xα) = κ+ bi(xi)
for all xi.
Any vector of beliefs that satisfies these two properties pro-
duces a reparameterization of the original objective function in
terms of the beliefs. As the following theorem demonstrates,
any vector of beliefs obtained from a fixed point of the
message updates in (7) and (8) satisfies these two properties.
Theorem II.1. For any vector of fixed-point messages, the
corresponding beliefs are admissible and min-consistent.
A proof of Theorem II.1 can be found in Appendix A-A.
This result is not new, and simialr proofs can be found, for
example, in [35]. We present the proof in the appendix only
for completeness, and we will make use of similar proof ideas
in subsequent sections.
III. THE SPLITTING ALGORITHM
In this section, we provide a simple derivation of a
reweighted message-passing scheme that can be derived from
the min-sum algorithm by “splitting” the factor and variable
nodes in the factor graph. This novel approach shows that
reweighted message-passing schemes can be derived from the
standard min-sum algorithm on a modified factor graph, sug-
gesting a close link between these types of message-passing
schemes and factorizations. Although this construction appears
to make the message-passing scheme more complicated, in
subsequent sections, we will see that similar ideas can be used
to derive convergent and correct message-passing schemes.
Suppose f factorizes over G = (V,A) as in (1). Take one
potential α ∈ A and split it into c potentials α1, . . . , αc such
that for each j ∈ {1, . . . , c}, ψαj (xα) = ψα(xα)c for all xα.
This allows us to rewrite the objective function, f , as
f(x) =
∑
i∈V
φi(xi) +
∑
β∈A
ψβ(xβ) (12)
=
∑
i∈V
φi(xi) +
∑
β∈A\α
ψβ(xβ) +
c∑
j=1
ψα(xα)
c
(13)
=
∑
i∈V
φi(xi) +
∑
β∈A\α
ψβ(xβ) +
c∑
j=1
ψαj (xα). (14)
This rewriting does not change the objective function, but
it does produce a new factor graph F in which some of the
5x4x5
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Fig. 3: New factor graph formed from the factor graph in
Figure 1 by splitting the variable node x1 into two variables
x4 and x5. The new potentials are given by φ4 = φ5 =
φ1
2 , ψ245 = ψ12(x4, x2) − log{x4 = x5}, and ψ345 =
ψ13(x4, x3)− log{x4 = x5}.
variable nodes have a higher degree (see Figure 2). Now, take
some i ∈ α and consider the messages mi→αj and mαj→i
given by the standard min-sum algorithm
mti→αj (xi) = κ+ φi(xi) +
∑
β∈∂F i\αj
mt−1β→i(xi) (15)
mtαj→i(xi) = κ+minxα\i
[ψα(xα)
c
+
∑
k∈αj\i
mt−1k→αj (xk)
]
(16)
where ∂F i denotes the neighbors of i in F . Notice that there
is an automorphism of the graph that maps αj to αj′ for all
j, j′ ∈ {1, . . . , c}. As the messages passed from any node only
depend on the messages received at the previous time step, if
the initial messages are the same at both of these nodes, then
they must produce identical messages at time 1. More for-
mally, if we initialize the messages identically over each split
edge, then, at any time step t ≥ 0, mti→αj (xi) = mti→αj′ (xi)
for all xi and mtαj→i(xi) = m
t
αj′→i
(xi) for all xi. Because
of this, we can rewrite the message from i to αj as
mti→αj (xi) = φi(xi) +
∑
β∈∂F i\αj
mt−1β→i(xi) (17)
= φi(xi) +
∑
l 6=j
mt−1αl→i(xi)
+
∑
β∈∂Gi\α
mt−1β→i(xi) (18)
= φi(xi) + (c− 1)mt−1αj→i(xi)
+
∑
β∈∂Gi\α
mt−1β→i(xi). (19)
Notice that (19) can be viewed as a message-passing algo-
rithm on the original factor graph. The primary difference then
between the update in (19) and the min-sum update from (7),
in addition to the scaling factor, is that the message passed
from i to α now depends on the message from α to i.
Analogously, we can also split the variable nodes. Suppose
f factorizes over G = (V,A) as in (1). Now, we will take one
variable xi and split it into c variables xi1 , . . . , xic such that
for each l ∈ {1, . . . , c}, φil(xil) = φi(xil )k for all xil . Again,
this produces a new factor graph, F . Because xi1 , . . . , xik are
meant to represent the same variable, we must add a constraint
to ensure that they are indeed the same. Next, we need to
modify the potentials to incorporate the constraint and the
change of variables. We will construct AF such that for each
α ∈ A with i ∈ α there is a β = (α \ i) ∪ {i1, . . . , ic} in
AF . Define ψβ(xβ) , ψα(xα\i, xi1)− log 1xi1=...=xic for all
xα\i. For each α ∈ A with i /∈ α we simply add α to AF
with its old potential. For an example of this construction, see
Figure 3. This rewriting produces a new objective function
g(x) =
∑
j 6=i
φj(xj) +
c∑
l=1
φi(xil )
c
+
∑
α∈AF
ψα(xα). (20)
Minimizing g is equivalent to minimizing f . Again, we will
show that we can collapse the min-sum message-passing
updates over F to message-passing updates over G with
modified potentials. Take some α ∈ AF containing the new
variable i1 that augments the potential γ ∈ A and consider the
messages mi1→α and mα→i1 given by the standard min-sum
algorithm
mti1→α(xi1) = κ+
φi(xi1 )
c
+
∑
β∈∂F i1\α
mt−1β→i1(xi1 ) (21)
mtα→i1 (xi1) = κ+ minxα\i1
[
ψα(xα) +
∑
k∈α\i1
mt−1k→α(xk)
]
.
(22)
Again, if we initialize the messages identically over each
split edge, then, at any time step t ≥ 0, mti1→α(xi) =
mtil→α(xi) for all xi and m
t
α→i1
(xi) = m
t
α→il
(xi) for all
xi and for any l ∈ {1, . . . , k} by symmetry. Using this, we
can rewrite the message from α to i1 as
mtα→i1 (xi1) =κ+ (c− 1)mt−1i1→α(xi1 )
+ min
xα\i1
[
ψγ(xα\i, xi1) +
∑
k∈α\i
mt−1k→α(xk)
]
.
(23)
By symmetry, we only need to perform one message update
to compute mtα→il(xil ) for each l ∈ {1, . . . , c}. As a result,
we can think of these messages as being passed on the original
factor graph G. The combined message updates for each of
these splitting operations are described in Algorithm 1.
Throughout this discussion, we have assumed that each
factor was split into c pieces where c was some positive
integer. If we allow c to be an arbitrary non-zero real, then the
notion of splitting no longer makes sense. Instead, as described
in Section IV-B, these splittings can be viewed more generally
as producing reparameterzations of the objective function.
IV. REPARAMETERIZATIONS
Recall from Theorem II.1 that the beliefs produced from
fixed points of the min-sum algorithm are admissible: every
vector of fixed-point beliefs, b∗, for the min-sum algorithm on
the graph G = (V,A) produces a reparameterization of the
objective function
f(x) =
∑
i∈V
φi(xi) +
∑
α∈A
ψα(xα) (24)
=
∑
i∈V
b∗i (xi) +
∑
α∈A
[
b∗α(xα)−
∑
k∈α
b∗k(xk)
]
. (25)
6Algorithm 1 Synchronous Splitting Algorithm
1: Initialize the messages to some finite vector.
2: For iteration t = 1, 2, . . . update the the messages as follows
mti→α(xi) := κ+
φi(xi)
ci
+ (cα − 1)mt−1α→i(xi) +
∑
β∈∂i\α
cβm
t−1
β→i(xi)
mtα→i(xi) := κ+minxα\i
[ψα(xα)
cα
+ (ci − 1)mt−1i→α(xi) +
∑
k∈α\i
ckm
t−1
k→α(xk)
]
.
In other words, we can view the min-sum algorithm as
trying to produce a reparameterization of the objective func-
tion over G in terms of min-consistent beliefs. If the factor
graph is a tree, then as was observed by Pearl and others,
the min-marginals of the objective function produce such a
factorization. For each i and xi, let fi(xi) be the min-marginal
for the variable xi, and for each α ∈ A and xα, let fα(xα)
be the min-marginal for the vector of variables xα.
Lemma IV.1. If f factors over G = (V,A) and the factor
graph representation of G is a tree, then f can be reparame-
terized in terms of its min-marginals as
f(x) = κ+
∑
i∈V
fi(xi) +
∑
α∈A
[
fα(xα)−
∑
k∈α
fk(xk)
]
. (26)
Proof: For example, see Theorem 1 of [35].
When the factor graph is not a tree, the min-marginals of the
objective function do not necessarily produce a factorization of
the objective function in this way, but we can still hope that
we can construct a minimizing assignment from admissible
and min-consistent beliefs.
In this section, we explore reparameterizations in an attempt
to understand what makes one factorization of the objective
function better than another. Reparameterizations, and lower
bounds derived from them, will be an essential ingredient in
the design of convergent and correct message-passing algo-
rithms. In Section IV-A, we use message reparameterizations
to show that a slight modification to the definition of the beliefs
for the min-sum algorithm can be used to ensure that beliefs
corresponding to any vector of real-valued messages are
admissible. In Section IV-B, we show that a similar technique
can be used to produce alternative reparameterizations of the
objective function. As in the case of the splitting algorithm,
each of these reparameterizations will be characterized by a
vector of non-zero reals. These reparameterizations naturally
produce lower bounds on the objective function. Alternatively,
lower bounds can be derived using duality and a linear
program known as the MAP LP [29]. These two approaches
produce similar lower bounds on the objective function. In
Section IV-C, we review the MAP LP.
A. Admissibility and the Min-Sum Algorithm
Fixed points of the message update equations produce a
reparameterization of the objective function, but an arbitrary
vector of messages need not produce a new factorization.
This difficulty is a direct consequence of having two types
of messages (those passed from variables to factors and those
passed from factors to variables). However, we could ensure
admissibility by introducing a vector of messages, m′, and
rewriting the objective function as
f(x) =
∑
i∈V
[
φi(xi) +
∑
α∈∂i
m′α→i(xi)
]
+
∑
α∈A
[
ψα(xα)−
∑
k∈α
m′α→k(xk)
]
. (27)
If the vector of messages is real-valued, this rewriting does not
change the objective function. For our new vector m′, consider
the following definitions for the beliefs.
b′i(xi) = φi(xi) +
∑
α∈∂i
m′α→i(xi) (28)
b′α(xα) = ψα(xα) +
∑
k∈α
[
b′k(xk)−m′α→k(xk)
]
(29)
With these definitions, we can express the objective function
as
f(x) =
∑
i∈V
b′i(xi) +
∑
α∈A
[
b′α(xα)−
∑
k∈α
b′k(xk)
]
. (30)
Any choice of real-valued factor-to-variable messages pro-
duces an alternative factorization of the objective function.
Notice that the beliefs as defined in (28) and (29) only depend
on one of the two types of messages. Reparameterizations
in the form of (30) are meant to be reminiscent of the
reparameterization in terms of min-marginals for trees in (26).
Notice that this definition of the beliefs corresponds exactly
to those for the min-sum algorithm if we define
m′i→α(xi) = b
′
i(xi)−m′α→k(xi) (31)
= φi(xi) +
∑
β∈∂i\α
m′β→i(xi) (32)
for all α, all i ∈ α, and all xi.
B. The Splitting Reparameterization
The min-sum algorithm produces reparameterizations of the
objective function that have the same form as (25). Many other
reparameterizations in terms of messages are possible. For
example, given a vector of non-zero reals, c, we can construct
7a reparameterization of the objective function,
f(x) =
∑
i∈V
[
φi(xi) +
∑
α∈∂i
cicαmα→i(xi)
]
+
∑
α∈A
[
ψα(xα)−
∑
k∈α
cαckmα→k(xk)
]
(33)
=
∑
i∈V
ci
[φi(xi)
ci
+
∑
α∈∂i
cαmα→i(xi)
]
+
∑
α∈A
cα
[ψα(xα)
cα
−
∑
k∈α
ckmα→k(xk)
]
. (34)
By analogy to the min-sum algorithm, for each i ∈ V
and α ∈ A, we define the beliefs corresponding to this
reparameterization as
bi(xi) =
φi(xi)
ci
+
∑
α∈∂i
cαmα→i(xi) (35)
bα(xα) =
ψα(xα)
cα
+
∑
k∈α
ck
[
bk(xk)−mα→k(xk)
]
. (36)
This allows us to rewrite the objective function as
f(x) =
∑
i∈V
cibi(xi)
+
∑
α∈A
cα
[
bα(xα)−
∑
k∈α
ckbk(xk)
]
. (37)
By analogy to the min-sum case, we will call any vector of
beliefs that satisfies the above property for a particular choice
of the parameters c-admissible.
Definition IV.1. A vector of beliefs, b, is c-admissible for a
function f if
f(x) = κ+
∑
i∈V
cibi(xi)
+
∑
α∈A
cα
[
bα(xα)−
∑
k∈α
ckbk(xk)
]
(38)
for all x.
Notice that if we choose ci = 1 for all i and cα = 1 for all
α then we obtain the same reparameterization as the standard
min-sum algorithm. Because of the relationship to splitting the
factors as in Section III, we will call the reparameterization
given by (34) the splitting reparameterization.
We can use message reparameterizations to construct lower
bounds on the objective function. For example, consider the
following lower bound obtained from the splitting reparame-
terization.
min
x
f(x) ≥ κ+
∑
i∈V
min
xi
cibi(xi)
+
∑
α∈A
min
xα
cα
[
bα(xα)−
∑
k∈α
ckbk(xk)
]
(39)
Notice that this lower bound is a concave function of the
message vector, m, for any choice of the vector c such that
each component is nonzero. Other concave lower bounds are
possible using the same reparameterization
min
x
f(x) ≥ κ+
∑
i∈V
[
min
xi
ci(1−
∑
α∈∂i
cα)bi(xi)
]
+
∑
α∈A
[
min
xα
cαbα(xα)
]
. (40)
C. Lower Bounds and the MAP LP
Many authors have observed that, for finite state spaces (i.e.,
|Xi| < ∞ for all i) and objective functions f : ∏i Xi → R,
we can convert the optimization problem, minx f(x), into an
equivalent integer program by choosing a factorization(φ, ψ) ∈
F(V,A)(f) (see the definition in Section II-A) and introducing
an indicator vector µ [39], [37]. The resulting integer pro-
gramming problem appears in Figure 4. If f is minimized
at the assignment x∗, then choosing µi(x∗i ) = 1 for all i,
µα(x
∗
α) = 1 for all α, and setting the remaining elements of
µ to zero corresponds to an optimum of the integer program.
If the objective function takes the value ∞ at some point
x ∈ ∏iXi, then, strictly speaking, the above construction is
not technically an integer program. We can correct for this
by removing all infinite coefficients from the linear objective
and forcing the corresponding µ variables to zero or one as
appropriate. As an example, if ψα(xα) = −∞ for some xα,
then we will remove the µα(xα) term from the linear objective
and add a constraint that µα(xα) = 0 (this may result in the
addition of exponentially many constraints).
The integer program in Figure 4 can be relaxed into a
linear program by relaxing the integrality constraint, allowing
µi(xi) and µα(xα) to be non-negative reals for all i, xi, α,
and xα. The resulting linear program is typically referred to
as the MAP LP. We note that the constraints can be written
in matrix form as Ax = b such that the components of A and
b are all integers. Consequently, any vertex of the polytope
corresponding to the system of equations Ax = b must have
all rational entries.
We can use the MAP LP and Lagrangian duality in order
to construct lower bounds on the objective function; different
duals will produce different lower bounds. This approach
produces lower bounds similar to the ones obtained in the
last section and suggests a close relationship between duality
and reparameterization. Many different lower bounds on the
objective function have been derived using duality (e.g., see
[7], [29], and [37]). For detailed discussions of duality and
message-passing see [29] and [8]. In addition, extensions
of the duality arguments to continuous variable settings is
discussed in [21].
V. LOWER BOUNDS AND OPTIMALITY
In Section IV, we saw that, given a vector of admissible
beliefs, we can produce concave lower bounds on the objective
function. The discussion in this section will focus on the prop-
erties of admissible and min-consistent beliefs with relation to
these lower bounds. As such, these results will be applicable
to a variety of algorithms, such as the min-sum algorithm, that
produce beliefs with these two properties.
8minimize
∑
i
∑
xi
µi(xi)φi(xi) +
∑
α
∑
xα
µα(xα)ψα(xα)
subject to ∑xα\i µα(xα) = µi(xi) ∀α ∈ A, i ∈ α, xi ∈ Xi∑
xi
µi(xi) = 1 ∀i ∈ V
µi(xi) ∈ {0, 1} ∀i, xi ∈ Xi
µα(xα) ∈ {0, 1} ∀α ∈ A, xα ∈
∏
i∈α Xi
Fig. 4: An integer programming formulation of the minimization problem corresponding to the factorization (φ, ψ) ∈ FA(f).
Recall that, given a vector of admissible and min-consistent
beliefs, we can, under certain conditions, construct a fixed-
point estimate x∗ such that, for all i, x∗i ∈ argmin bi. If
the objective function had a unique global minimum and the
fixed point beliefs were the true min-marginals, then x∗ would
indeed be the global minimum. Now, suppose that the bi
are not the true min-marginals. What can we say about the
optimality of a vector x∗ such that, for all i, x∗i ∈ argmin bi?
What can we say if there is a unique vector x∗ with this
property? We explore these questions by examining the lower
bounds and reparameterizations discussed in Section IV. Our
primary tool for answering these questions will be min-
consistency and the following lemma.
Lemma V.1. Let b be a vector of min-consistent beliefs for
a function f that factorizes over G = (V,A). If b is locally
decodable to x∗, then
• For all α ∈ A and xα, bα(xα) ≥ bα(x∗α).
• For all α ∈ A, i ∈ α, and xα, bα(xα) − bi(xi) ≥
bα(x
∗
α)− bi(x∗i ).
Proof: Because the beliefs are min-consistent for all α
and any i ∈ α, we have
min
xα\i
bα(xα) = κ+ bi(xi)
for all xi and some constant κ that may depend on i and α
but does not depend on xi.
From this, we can conclude that for each α ∈ A and i ∈ α
there is some yα that minimizes bα with yi = x∗i . Further, by
the definition of locally decodable, the minimum is unique for
each bi. As a result, x∗α must minimize bα. Now fix a vector
x and consider
bα(x
∗
α)− bi(x∗i ) =
[
min
xα\i
bα(x
∗
i , xα\i)
]
− bi(x∗i ) (41)
=
[
min
xα\i
bα(xi, xα\i)
]
− bi(xi) (42)
≤ bα(xα)− bi(xi) (43)
where (42) follows from the definition of min-consistency (this
quantity is a constant independent of xi).
This lemma will be a crucial building block of many of
the theorems in this work, and many variants of this lemma
have been proven in the literature (e.g., Lemma 4 in [35]
and Theorem 1 in [16]). The lemma continues to hold, if the
beliefs are not locally decodable, when there exists an x∗ that
simultaneously minimizes the beliefs in the following sense.
Definition V.1. x∗ simultaneously minimizes a vector of
beliefs, b, if x∗i ∈ argminxi bi(xi) for all i and x∗α ∈
argminxα bα(xα) for all α.
If the beliefs are not locally decodable, we may not be able
to efficiently construct an x∗ that simultaneously minimizes
the beliefs (if one even exists). Many of the results in sub-
sequent sections will apply to any vector that simultaneously
minimizes the beliefs, but we will focus on locally decodable
beliefs for concreteness.
Using Lemma V.1 and admissibility, we can convert ques-
tions about the optimality of the vector x into questions about
the choice of reparameterization. Specifically, we focus on the
splitting reparameterization
f(x) =
∑
i
cibi(xi) +
∑
α
cα
[
bα(xα)−
∑
k∈α
ckbk(xk)
]
.
(44)
In this section, we will show how to choose the parameter
vector c in order to guarantee the local or global optimality
of any estimate that simultaneously minimizes a vector of c-
admissible and min-consistent beliefs.
A. Local Optimality
A function f is said to have a local optimum at the point
x ∈ ∏i Xi if there is some neighborhood of the point x such
that f does not increase in that neighborhood.
The definition of neighborhood is metric dependent, and in
the interest of keeping our results applicable to a wide variety
of spaces, we choose the metric to be the Hamming distance.
For any two vectors x, y ∈ ∏iXi, the Hamming distance is
the number of entries in which the two vectors differ. For the
purposes of this paper, we will restrict our definition of local
optimality to vectors within Hamming distance one.
Definition V.2. x ∈∏iXi is a local minimum of the objective
function, f , if for every vector y that has at most one entry
different from x, f(x) ≤ f(y).
We will show that there exist choices of the parameters for
which any estimate, extracted from a vector of c-admissible
and min-consistent beliefs, that simultaneously minimizes all
of the beliefs is guaranteed to be locally optimal with respect to
the Hamming distance. In order to prove such a result, we first
need to relate the minima of c-admissible and min-consistent
beliefs to the minima of the objective function.
Let b be a vector of c-admissible beliefs for the function f .
Define −j = {1, . . . , n} \ {j}. For a fixed x−j , we can lower
9bound the optimum value of the objective function as
min
xj
f(xj , x−j) =min
xj
[
κ+
∑
i
cibi(xi)
+
∑
α
cα
[
bα(xα)−
∑
k∈α
ckbk(xk)
]]
(45)
≥ gj(x−j) +
[
min
xj
(1−
∑
α∈∂j
cα)cjbj(xj)
]
+
∑
α∈∂j
[
min
xj
cαbα(xα)
]
(46)
where gj(x−j) is the part of the reparameterization that does
not depend on xj . The inequality is tight whenever there is a
value of xj that simultaneously minimizes each component of
the sum. If the coefficients of the bj’s and the coefficients of
the bα’s in (46) were non-negative, then we could rewrite this
bound as
min
xj
f(x) ≥ gj(x−j) +
[
(1−
∑
α∈∂j
cα)cj min
xj
bj(xj)
]
+
∑
α∈∂j
[
cαmin
xj
bα(xα)
]
, (47)
which depends on the minima of each of the beliefs. Recall
from Lemma V.1 that if b is locally decodable to x∗, then for
all i and α, x∗ must simultaneously minimize bi, bα, and, for
j ∈ α, bα − bj . So, in general, we want to know if we can
write
f(x) = gj(x−j) + djjbj(xj) +
∑
α∈∂j
dααbα(xα)
+
∑
α∈∂j
djα
[
bα(xα)− bj(xj)
]
(48)
for each j and some vector of non-negative constants d. This
motivates the following definition.
Definition V.3. A function, h, can be written as a conical
combination of the beliefs, b, if there exists a vector of non-
negative reals, d, such that
h(x) = κ+
[ ∑
i,α:i∈α
diα(bα(xα)− bi(xi))
]
+
[∑
α
dααbα(xα)
]
+
[∑
i
diibi(xi)
]
. (49)
The set of all conical combinations of a collection of vectors
in Rn forms a cone in Rn in the same way that a convex
combination of vectors in Rn forms a convex set in Rn.
The above definition is very similar to the definition of
“provably convex” in [16]. There, an entropy approximation is
provably convex if it can be written as a conical combination
of the entropy functions corresponding to each of the factors.
In contrast, our approach follows from a reparameterization of
the objective function. Putting all of the above ideas together,
we have the following theorem.
Theorem V.2. Let b be a vector of c-admissible and min-
consistent beliefs for the function f such that for all i,
cibi(xi) +
∑
α∈∂i cα
[
bα(xα) − cibi(xi)
]
can be written as
a conical combination of the beliefs. If the beliefs are locally
decodable to x∗, then x∗ is a local minimum (with respect to
the Hamming distance) of the objective function.
Proof: Choose a j ∈ {1, . . . , n}. By assumption, the
portion of the objective function that depends on the variable
xj can be written as a conical combination of the beliefs. By
admissibility, up to a constant,
f(x∗) =
∑
i
cibi(x
∗
i ) +
∑
α
cα
[
bα(x
∗
α)−
∑
k∈α
ckbk(x
∗
k)
]
(50)
= gj(x
∗
−j) + cjbj(x
∗
j )
+
∑
α∈∂j
cα
[
bα(x
∗
α)− cjbj(x∗j )
]
(51)
= gj(x
∗
−j) + djjbj(x
∗
j ) +
∑
α∈∂j
dααbα(x
∗
α)
+
∑
α∈∂j
djα[bα(x
∗
α)− bj(x∗j )] (52)
≤ f(xj , x∗−j) (53)
for any xj ∈ Xj . The inequality follows from Lemma V.1,
as x∗ simultaneously minimizes each piece of the sum, and
the admissibility of f . We can repeat this proof for each j ∈
{1, . . . , n}.
Theorem V.2 tells us that, under suitable choices of the
parameters, if the beliefs corresponding to a given fixed-point
of the message-passing equations are locally decodable to x∗,
then no vector x within Hamming distance one of x∗ can
decrease the objective function. We can check that choosing
ci = 1 for all i and cα > 0 for all α always satisfies the
conditions of Theorem V.2. Consequently, if the fixed-point
beliefs corresponding to the min-sum algorithm are locally
decodable to x∗, then x∗ corresponds to a local optimum of
the objective function.
Corollary V.3. Let b be a vector of admissible and min-
consistent beliefs produced by the min-sum algorithm. If the
beliefs are locally decodable to x∗, then x∗ is a local minimum
(with respect to the Hamming distance) of the objective
function.
Consider a differentiable function f : Rn → R (i.e., Xi = R
for all i). Suppose that ci 6= 0 for all i and cα 6= 0 for all
α. If a vector of c-admissible and min-consistent beliefs is
locally decodable to x∗, then we can always infer that the
gradient of f at the point x∗ must be zero (this is a direct
consequence of min-consistency). Consequently, x∗ is either a
local minimum, a local maximum, or a saddle point of f . If,
in addition, c satisfies the conditions Theorem V.2, then by the
second derivative test and the observation that the function can
only increase in value along the coordinate axes, x∗ is either a
local minimum or a saddle point of f . Similarly, for a convex
differentiable function f : Rn → R, if ci 6= 0 for all i and
cα 6= 0 for all α, then x∗ minimizes f .
Corollary V.4. Let f : Rn → R be a convex differentiable
function. Under the hypothesis of Theorem V.2, if the beliefs
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are locally decodable to x∗, then x∗ is a global minimum of
the objective function.
B. Global Optimality
We now extend the approach of the previous section to show
that there are choices of the vector c that guarantee the global
optimality of any unique estimate produced from c-admissible
and min-consistent beliefs. As before, suppose b is a vector of
c-admissible beliefs for the function f . If f can be written as a
conical combination of the beliefs for some vector d, then we
can lower bound the optimal value of the objective function
as
min
x
f(x) ≥
∑
i,α:i∈α
diαmin
xα
(bα(xα)− bi(xi))
+
∑
α
dααmin
xα
bα(xα)
+
∑
i
diimin
xi
bi(xi). (54)
This analysis provides us with our first global optimality result.
We note that the following theorem also appears as Theorem
1 in [16], and Theorem 2 in [37] provides a similar proof for
the TRMP algorithm.
Theorem V.5. Let b be a vector of c-admissible and min-
consistent beliefs for the function f such that f can be written
as a conical combination of the beliefs. If the beliefs are locally
decodable to x∗, then x∗ minimizes the objective function.
The proof of Theorem V.5 follows from Lemma V.1 in
nearly the same way as Theorem V.2. The difference between
Theorem V.2 and Theorem V.5 is that the former only requires
that the part of the reparameterization depending on a single
variable can be written as a conical combination of the beliefs,
whereas the latter requires the entire reparameterization to be
a conical combination of the beliefs. We can easily check
that the conditions of Theorem V.5 imply the conditions of
Theorem V.2, and as a result, Theorem V.5 places greater
restrictions on the vector c.
As a corollary, Theorem V.5 also provides us with a simple
proof of the well-known result that the standard min-sum
algorithm is correct on a tree.
Corollary V.6. Suppose the factor graph is a tree. If the ad-
missible and min-consistent beliefs produced by the standard
min-sum algorithm are locally decodable to x∗, then x∗ is the
global minimum of the objective function.
Proof: Let b be the vector of min-consistent and ad-
missible beliefs obtained from running the standard min-sum
algorithm. Choose a variable node r ∈ G and consider the
factor graph as a tree rooted at the variable node, r. Let p(α)
denote the parent of factor node α ∈ G. Because G is a tree,
we can now write, by admissibility,
f(x) = κ+
∑
i
bi(xi) +
∑
α∈A
[
bα(xα)−
∑
k∈α
bk(xk)
]
(55)
= κ+ br(xr) +
∑
α∈A
[
bα(xα)− bp(α)(xp(α))
]
. (56)
Therefore, f can be written as a conical combination of the
beliefs, and we can apply Theorem V.5 to yield the desired
result.
We note that there are choices of the parameters for which
we are guaranteed local optimality but not global optimality.
The standard min-sum algorithm always guarantees local
optimality, and there are applications for which the algorithm
is known to produce local optima that are not globally optimal
[38].
Given Theorem V.5, starting with the vector d seems slightly
more natural than the starting with the vector c. Consider any
non-negative real vector d, we now show that we can find a
vector c such that f has a conical decomposition in terms of d
provided d satisfies a mild condition. Given d, we will choose
the vector c as
cα = dαα +
∑
i∈α
diα (57)
ci =
dii −
∑
α∈∂i diα
1−∑α∈∂i cα . (58)
These equations are valid whenever 1−∑α∈∂i cα 6= 0.
Note that any valid reparameterization must have ci 6= 0 and
cα 6= 0 for all α and i. Hence, dαα +
∑
i∈α diα 6= 0 and
dii 6=
∑
α∈∂i diα.
In the case that 1−∑α∈∂i cα = 0, ci can be chosen to be
any non-zero real. Again, any valid reparameterization must
have ci 6= 0 and cα 6= 0 for all α and i. Hence, dαα +∑
i∈α diα 6= 0, but, unlike the previous case, we must have
dii −
∑
α∈∂i diα = 0.
We now address the following question: given a factoriza-
tion of the objective function f , does there exist a choice of
the vector c which guarantees that any estimate obtained from
locally decodable beliefs minimizes the objective function?
The answer to this question is yes, and we will provide a
simple condition on the vector c that will ensure this.
Corollary V.7. Let b be a vector of c-admissible and min-
consistent beliefs for the function f such that
1) For all i, (1−∑α∈∂i cα)ci ≥ 0
2) For all α, cα > 0.
If the beliefs are locally decodable to x∗, then x∗ minimizes
the objective function.
Proof: By admissibility, we can write f as
f(x) =
∑
i
[
(1−
∑
α∈∂i
cα)cibi(xi)
]
+
∑
α
[
cαbα(xα)
]
. (59)
Observe that if (1−∑α∈∂i cα)ci ≥ 0 for all i and cα ≥ 0 for
all α, then the above rewriting provides the desired conical
decomposition of f .
This result is quite general; for any choice of c such that
cα > 0 for all α ∈ A, there exists a choice of ci, possibly
negative, for each i ∈ V such that the conditions of the above
theorem are satisfied.
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All of the previous theorems are equally valid for any
vector that simultaneously minimizes all of the beliefs. Given
the above results, we would like to understand when the
conditions of the theorems can be achieved. Specifically, when
can we guarantee that the algorithm converges to c-admissible
and min-consistent beliefs that are locally decodable? The
remainder of this work attempts to provide an answer to this
question.
VI. CONVERGENT ALGORITHMS
Given that the lower bounds discussed in Sections IV and
V are concave functions of the messages, we can employ
traditional methods from convex optimization in an attempt
to maximize them. One such method is cyclic coordinate
ascent. This scheme operates by fixing an initial guess for
the solution to the optimization problem and then constructs
a better solution by performing an optimization over a single
variable. However, this scheme does not always converge to an
optimal solution. For example, if the function concave is but
not strictly concave, the algorithm may become stuck at local
optima (again, a local optimum with respect to the Hamming
distance, see Section V-A). Despite this and other drawbacks,
we will attempt to maximize our lower bounds on the objective
function via block coordinate ascent, a variant of coordinate
ascent where the update is performed over larger subsets of
the variables at a time.
Our proof of convergence will demonstrate that the pro-
posed algorithm cannot decrease the lower bound (i.e., the
value of the lower bound converges) and that, once the
lower bound cannot be increased by further iterations, the
beliefs behave as if they are min-consistent. This definition
of convergence does not guarantee that the beliefs or the
messages converge, only that the lower bound converges. First,
we will discuss a particular coordinate-ascent scheme, and then
we will discuss conditions under which the lower bound is
guaranteed to be maximized by this and related schemes.
A. A Simple Convergent Algorithm
Consider the message-passing schedule in Algorithm 2. This
asynchronous message-passing schedule fixes an ordering on
the variables and for each j, in order, updates all of the
messages from each β ∈ ∂j to j as if j were the root of
the subtree containing only β and its neighbors. We will show
that, for certain choices of the parameter vector c, this message
passing schedule cannot decrease a specific lower bound of the
objective function at each iteration.
To demonstrate convergence of the algorithm, we restrict
the parameter vector c so that ci = 1 for all i, cα > 0 for all
α, and
∑
α∈∂i cα ≤ 1 for all i. For a fixed vector of messages,
m, consider the lower bound on the objective function
min
x
f(x) ≥
∑
i
[
ci(1−
∑
α∈∂i
cα)min
xi
bi(xi)
]
+
∑
α
[
cαmin
xα
bα(xα)
]
, (60)
where b is the vector of beliefs derived from the vector of
messages m.
Define LB(m) to be the lower bound in (60) as a function
of the vector of messages, m. We will show that, with this
restricted choice of the parameter vector, Algorithm 2 can be
viewed as a block coordinate ascent scheme on the lower
bound LB(m). In order to do so, we need the following
lemma.
Lemma VI.1. Suppose ci = 1 for all i, and we perform the
update for the edge (j, α) as in Algorithm 2. If the vector
of messages is real-valued1 after the update, then bα is min-
consistent with respect to bj .
Proof: See Appendix A-B.
Observe that, after updating all of the factor-to-variable
messages to a fixed variable node j as in Algorithm 2, bα is
min-consistent with respect to bj for every α ∈ A containing
j. The most important conclusion we can draw from this is that
there is an x∗j that simultaneously minimizes bj , minxα\j bα,
and minxα\j bα − bj .
Theorem VI.2. Suppose ci = 1 for all i, cα > 0 for all α,
and
∑
α∈∂i cα ≤ 1 for all i. If the vector of messages is real-
valued after each iteration of Algorithm 2, then for all t > 0,
LB(mt) ≥ LB(mt−1).
The proof of Theorem VI.2 can be found in Appendix A-C.
We say that the lower bound has converged if for all t >
t′, LB(mt
′
) = LB(mt). Again, this says nothing about the
convergence of the messages or the beliefs. However, as part
of the proof of Theorem VI.2, we show that for all t > t′, if
bt
′ is locally decodable to x∗, then x∗ minimizes the objective
function.
Although the restriction on the parameter vector in The-
orem VI.2 seems strong, we observe that for any objective
function f , we can choose the parameters such that the
theorem is sufficient to guarantee convergence and global
optimality. As an example, if we set cα = 1maxi |∂i| for all α
and ci = 1 for all i, then c satisfies the conditions of Theorem
VI.2.
We present Algorithm 2 both as a convergent local message-
passing algorithm and as an example of how the intuition
developed from the optimality conditions can be extended to
show convergence results: we can achieve global consistency
by carefully ensuring a weak form of local consistency. Recall
that, like other coordinate-ascent schemes, this algorithm can
become stuck (i.e., reach a fixed point) that does not maximize
the lower bound. For an example of an objective function
and choice of parameters such that the algorithm may become
stuck, see [10].
B. Synchronous Convergence
By using the message-passing schedule in Algorithm 2, we
seem to lose the distributed nature of the parallel message
updates. For some message-passing schedules, we can actually
1This is a technical assumption. Should there exist an edge (i, j) such that
for some xj , mij(xj) ∈ {∞,−∞}, then admissibility no longer makes
sense. This cannot occur for bounded functions on finite domains, but can
occur, for example, when using this algorithm to minimize a multivariate
quadratic function [24].
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Algorithm 2 Sequential Splitting Algorithm
1: Initialize the messages uniformly to zero.
2: Choose some ordering of the variables, and perform the following update for each variable j
3: for each edge (j, α) do
4: For all i ∈ α \ j, update the message from i to α
mi→α(xi) := κ+
φi(xi)
ci
+ (cα − 1)mα→i(xi) +
∑
β∈∂i\α
cβmβ→i(xi).
5: Update the message from α to j
mα→j(xj) := κ+min
xα\j
[ψα(xα)
cα
+ (cj − 1)mj→α(xj) +
∑
k∈α\j
ckmk→α(xk)
]
.
6: end for
Algorithm 3 Damped Synchronous Splitting Algorithm
1: Fix a real-valued vector of initial messages, m0.
2: Choose δ ∈ [0, 1].
3: for t = 1, 2, . . . do
4: For each α and i ∈ α, update the message from i to α,
mti→α(xi) := κ+
φi(xi)
ci
+ (cα − 1)mt−1α→i(xi) +
∑
β∈∂i\α
cβm
t−1
β→i(xi).
5: For each α and i ∈ α, update the message from α to i,
mtα→i(xi) := κ+ (1− δ)mt−1α→i(xi) + δminxα\i
[ψα(xα)
cα
+ (ci − 1)mti→α(xi) +
∑
k∈α\i
ckm
t
k→α(xk)
]
.
6: end for
parallelize the updating process by performing concurrent
updates as long as the simultaneous updates do not form a
cycle (e.g., we could randomly select a subset of the message
updates that do not interfere). We also note that performing
updates over larger subgraphs may be advantageous, and other
algorithms, such as those discussed in [37], [10], [16], and
[29], perform updates over larger subtrees of the factor graph.
Each of these coordinate ascent schemes can be converted
into distributed algorithms by performing multiple coordinate-
ascent updates in parallel and then averaging the resulting
message vectors. Unfortunately, this process may require
some amount of central control at each step and typically
results in slower rates of convergence when compared with
the original asynchronous message-passing scheme [29]. For
example, consider a message vector m. Let mi be the vector of
messages produced by performing the update for the variable
node i on the message vector m as in Algorithm 2. For an
appropriate choice of the vector c, Theorem VI.2 guarantees
that LB(mi) ≥ LB(m) for all i. Since the lower bound is
concave, we must also have that LB(
∑
i
mi
n ) ≥ LB(m) where
n is the total number of variable nodes. Let m′ =
∑
i
mi
n . For
all α, i ∈ α, and xi,
m′α→i(xi) =
n− 1
n
mα→i(xi) +
1
n
miα→i(xi). (61)
This observation can be used to construct the synchronous
algorithm described in Algorithm 3. The messages passed by
this scheme are a convex combination of the previous time
step and the splitting updates, modulated by a “damping”
coefficient δ. Similar damped message updates are often
employed in order to help the min-sum algorithm to converge.
Algorithm 3 is guaranteed to converge when the parameter
vector satisfies the conditions of Theorem VI.2 and δ = 1n .
Other choices of δ can also result in convergence.
C. Relationship to Other Algorithms
Recent work has produced other message-passing algo-
rithms that are provably convergent under specific updat-
ing schedules: MPLP [7], serial tree-reweighted max-product
(TRW-S) [10], max-sum diffusion (MSD) [40], and the norm-
product algorithm [8]. Like Algorithm 2, these asynchronous
message-passing algorithms are convergent in the sense that
they can each be viewed as coordinate-ascent schemes over
concave lower bounds.
All of these algorithms, with the exception of the norm-
product algorithm, were shown to be members of a particular
family of bound minimizing algorithms [16]. We note that,
even when the parameter vector satisfies the conditions of
Theorem VI.2, Algorithm 2 is still not strictly a member of the
family of bound minimizing algorithms. The disparity occurs
because the definition of a bound minimizing algorithm as
presented therein would require bα to be min-consistent with
respect to xi for all i ∈ α after the update is performed over
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the edge (j, α). Instead, Algorithm 2 only guarantees that bα
is min-consistent with respect to xj after the update.
In this section, we show that all of these message-passing
algorithms can be seen as coordinate-ascent schemes over
concave lower bounds. More specifically, their derivations,
with, perhaps, the exception of the norm-product algorithm,
can be seen to follow the same formula developed earlier in
this work:
1) Choose a reparameterization.
2) Construct a lower bound.
3) Perform coordinate ascent in an attempt to maximize the
bound.
In some cases, the message-passing algorithms themselves can
be seen as a special case of the splitting algorithm (although
the original derivation of these algorithms was typically quite
different than that of the splitting algorithm). While in other
cases, a slight tweak to the definition of min-consistency
allows us to apply the results of the previous sections.
1) TRW-S and TRMP: The tree-reweighted belief propa-
gation algorithm (TRBP) was first proposed in [36], and the
application of similar ideas to the MAP inference problem is
known as the tree-reweighted max-product algorithm (TRMP)
[37]. At the heart of the min-sum analog of the TRMP
algorithm is the observation that the objective function can
be bounded from below by a convex combination of functions
that depend only on factor induced subtrees of the factor graph.
As we will see below, the message updates of the TRMP
algorithm, as defined in [37], are a special case of the splitting
algorithm.
Although the TRMP algorithm can be derived for general
factor graphs, for simplicity, we consider the algorithm on a
pairwise factor graph. When the factorization is pairwise, each
factor node is connected to at most two variable nodes. As a
result, the hypergraph G = (V,A) can be viewed as a typical
graph. Each edge of G corresponds to a factor node in the
factor graph, and we will write G = (V,E) in this case.
Let T be the set of all spanning trees on G, and let µ be
a probability distribution over T such that every edge has a
nonzero probability of occurring in at least one spanning tree.
Set ci = 1 for all i and cij = Prµ[(i, j) ∈ T ] corresponding
to the edge appearance probabilities. Let b be a vector of c-
admissible and min-consistent beliefs for f . We can write the
objective function f as
f(x) =
∑
i∈V
bi(xi)
+
∑
(i,j)∈E
cij
[
bij(xi, xj)− bi(xi)− bj(xj)
]
(62)
=
∑
T∈T
µ(T )
[ ∑
i∈VT
bi(xi)
+
∑
(i,j)∈ET
[
bij(xi, xj)− bi(xi)− bj(xj)
]]
(63)
where T = (VT , ET ) is a spanning tree of G.
For each T ∈ T , designate a variable node rT ∈ T as the
root of T . For all T ∈ T and i ∈ T , let pT (i) denote the
parent of node i ∈ T . We can now write,
f(x) =
∑
T∈T
µ(T )
[
brT (xrT )
+
∑
i∈VT ,i6=rT
[
bipT (i)(xi, xpT (i))− bpT (i)(xpT (i))
]]
(64)
Because µ(T ) ≥ 0 for all T ∈ T , we can conclude that
f can be written as a conical combination of the beliefs. The
TRMP update, defined in [37], is then exactly Algorithm 1
with the vector c chosen as above. All of the results from
the previous sections can then be applied to this special case.
For example, by Theorem V.5, convergence of the TRMP
algorithm to locally decodable beliefs implies correctness.
The TRMP algorithm was motivated, in part, by the obser-
vation that the min-sum algorithm is correct on trees. However,
a similar derivation can be made if µ is a probability distribu-
tion over all spanning subgraphs of G containing at most one
cycle. In this case, we would obtain a reparameterization of
the objective function as a convex combination of functions
over subgraphs containing only a single cycle.
Although the TRMP algorithm guarantees correctness upon
convergence to locally decodable beliefs, the algorithm need
not converge, even if we use Algorithm 2. Specifically, the
vector c does not necessarily satisfy the conditions of Theorem
VI.2. The solution, proposed in [10], is to perform the message
updates over subtrees in a specific order that is guaranteed
to improve the lower bound. The resulting algorithm, known
as the TRW-S algorithm, is then a convergent version of the
TRMP algorithm.
2) MPLP: The MPLP algorithm was originally derived by
constructing a special dual of the MAP LP from which a
concave lower bound can be extracted. The MPLP algorithm is
then a coordinate-ascent scheme for this concave lower bound.
The MPLP algorithm was initially derived in terms of pairwise
factor graphs, and was extended, with some work, to arbitrary
factor graphs in [7]. Unlike the TRMP algorithm, the MPLP
algorithm does not have the tunable parameters required by
the TRMP algorithm.
Again, consider a pairwise factor graph, G = (V,E), with
corresponding objective function, f . Let ci = 12 for all i and
cij = 1 for all i. This choice of c produces the following
reparameterization.
f(x) =
∑
i∈V
bi(xi)
2
+
1
2
∑
(i,j)∈E
[
bij(xi, xj)− bi(xi)
]
+
1
2
∑
(i,j)∈E
[
bij(xi, xj)− bj(xj)
]
(65)
From (65), we can see that this choice of c produces a conical
decomposition.
Several variants of the MPLP algorithm were presented in
the original paper. One such variant, the EMPLP algorithm,
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can be seen as a coordinate-ascent scheme on the following
lower bound.
min
x
f(x) ≥
∑
i∈V
min
xi
bi(xi)
2
+
1
2
∑
(i,j)∈E
min
xi,xj
[
bij(xi, xj)− bi(xi)
]
+
1
2
∑
(i,j)∈E
min
xi,xj
[
bij(xi, xj)− bj(xj)
]
(66)
We can rewrite the message update in terms of messages
passed directly between the nodes of G. Consider unwrapping
the message updates as
mt(i,j)→j(xj) =minxj
[
ψij(xi, xj)
− 1
2
mt−1j→(i,j)(xj)
+
1
2
mt−1i→(i,j)(xi)
]
(67)
=min
xi
[
ψij(xi, xj)
− 1
2
[
φj(xj) +
∑
k∈∂j\i
mt−1(j,k)→j(xj)
]
+
1
2
[
φi(xi) +
∑
k∈∂i\j
mt−1(i,k)→i(xi)
]]
. (68)
Now, define
m̂ti→j(xj) ,
1
2
mt(i,j)→j(xj) (69)
=min
xi
[
1
2
ψij(xi, xj)
− 1
2
[1
2
φj(xj) +
∑
k∈∂j\i
m̂t−1k→j(xj)
]
+
1
2
[1
2
φi(xi) +
∑
k∈∂i\j
m̂t−1k→i(xi)
]]
(70)
for each (i, j) ∈ E. This is precisely the message update
for the EMPLP algorithm in [7] (there the self-potentials are
identically equal to zero). As was the case for the TRMP
algorithm, we can extend all of the previous results to the
general, non-pairwise, case.
3) Max-Sum Diffusion: The max-sum diffusion algorithm
and a variant known as the augmenting DAG algorithm were
designed to solve the max-sum problem (i.e., the negated
version of the min-sum problem). Although discovered in the
1970s by Ukrainian scientists, most of the original work on
these algorithms remained either in Russian or unpublished
until a recent survey article [40]. The augmenting DAG algo-
rithm was suggested in [26] and later expanded in [13]. The
max-sum diffusion algorithm was discovered independently by
two authors [14], [5], but neither result was ever published.
Here, we derive the min-sum analog of the max-sum diffu-
sion algorithm using the machinery that we have developed for
the splitting algorithm. Although the algorithm is a coordinate-
ascent scheme over a familiar lower bound, the message up-
dates are not an instance of the splitting algorithm because the
fixed points are not min-consistent in the sense of Definition
II.4.
The max-sum diffusion algorithm was originally described
only for pairwise factorizations. However, we will see that the
algorithm can be derived for general factor graphs. Consider
the reparameterization of the objective function corresponding
to the standard min-sum algorithm (i.e., ci = 1 for all i and
cα = 1 for all α)
f(x) =
∑
i
bi(xi) +
∑
α
[
bα(xα)−
∑
k∈α
bk(xk)
]
(71)
=
∑
i
min
xi
bi(xi)
+
∑
α
min
xα
[
ψα(xα)−
∑
k∈α
mα→k(xk)
]
. (72)
The following lower bound follows from this reparameteriza-
tion.
min
x
f(x) ≥
∑
i
min
xi
bi(xi)
+
∑
α
min
xα
[
ψα(xα)−
∑
k∈α
mα→k(xk)
]
(73)
The max-sum diffusion algorithm is a coordinate ascent
message-passing scheme that improves the above lower bound.
Unlike the reparameterizations that produced the TRMP and
MPLP algorithms, whether or not this reparameterization can
be written as a conical combination of the beliefs depends on
the underlying factor graph. As such, even if we choose an
algorithm that converges to a min-consistent vector of beliefs,
we will not be guaranteed correctness.
Instead, the max-sum diffusion algorithm ensures a different
form of consistency. Namely, the algorithm guarantees that
the fixed points of the message-passing scheme satisfy the
following for each α and each i ∈ α:
min
xα\i
[
bα(xα)−
∑
k∈α
bk(xk)
]
= bi(xi). (74)
Again, there are many message updates that will guarantee
this form of consistency upon convergence. The one chosen
by the developers of the max-sum diffusion algorithm was
mα→i(xi) :=mα→i(xi)
+
1
2
min
xα\i
[
bα(xα)−
∑
k∈α
bk(xk)− bi(xi)
]
.
(75)
We can obtain a simpler message update rule that does not
depend on the previous iteration as
mα→i(xi) :=
1
2
min
xα\i
[
ψα(xα)−
∑
k∈α\i
mα→k(xk)
]
− 1
2
[
φi(xi)−
∑
β∈∂i\α
mβ→i(xi)
]
. (76)
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After computing mα→i(xi) for each xi, the lower bound
can only increase. Further, we can check that if the algorithm
converges to locally decodable beliefs, then this estimate is
guaranteed to be correct. This follows by replacing our notion
of min-consistency with that of (74). In addition, the lower
bound (73), can be shown to be dual to the MAP LP [40].
4) Norm-Product: The norm-product algorithm, like the
above algorithms, is a coordinate-ascent scheme for maximiz-
ing a concave dual objective function [8]. Unlike the previous
algorithms, however, whether or not the norm-product algo-
rithm produces a reparameterization of the objective function
remains an open question.
The algorithm is derived by studying the general problem
of minimizing a convex objective function having a particular
form. The derivation of the algorithm uses more or less
standard tools from convex analysis including Fenchel and
Lagrangian duality. While the derivation of this algorithm is
beyond the scope of this work, it is worth noting that, like
the splitting algorithm, the norm-product algorithm is param-
eterized by a real vector. For some choices of the parameter
vector for both algorithms, the norm-product algorithm agrees
with the asynchronous splitting algorithm (Algorithm 2).
5) Subgradient Methods: The fixed points of the splitting
algorithm do not necessarily correspond to maxima of the
lower bound. As discussed earlier, this problem can occur
when using coordinate-ascent schemes to optimize concave,
but not strictly concave, lower bounds. Other optimization
strategies do not suffer from this problem but may have slower
rates of convergence. In this section, we discuss one alternative
strategy known as subgradient ascent.
The subgradient ascent method is a generalization of the
gradient ascent method to functions that are not necessarily
differentiable. Let g : Rn → R, and fix a y0 ∈ Rn. h ∈
R
n is a subgradient of g at the point y0 if for all y ∈ Rn,
g(y)−g(y0) ≥ h · (y−y0). If g is differentiable, then ∇g(y0)
is the only subgradient of g at y0.
The subgradient method to maximize the function g per-
forms the iteration in Algorithm 4. Unlike gradients, sub-
gradients do not necessarily correspond to ascent directions.
However, under certain conditions on the sequence γ1, . . . , γt,
the subgradient algorithm can be shown to converge [28].
The subgradient algorithm can be converted into a dis-
tributed algorithm by exploiting the fact that the subgradient
of a sum of functions is equal to the sum of the individual
subgradients. Such a strategy has been used to design mas-
ter/slave algorithms for maximizing the concave lower bounds
above [12]. This procedure requires a certain amount of central
control, that may not be possible in certain applications. A
double loop method that is equivalent to the subgradient
method was proposed in [22].
VII. GRAPH COVERS
Thus far, we have demonstrated that certain parameterized
variants of the min-sum algorithm allow us to guarantee both
convergence and correctness, upon convergence to locally
decodable beliefs. Even if the beliefs are not locally decodable,
they still produce a lower bound on the objective function, but
1 2
34
(a) A graph G
1 2 3 4
1 2 3 4
(b) A 2-cover of G
Fig. 5: An example of a graph cover. Nodes in the cover are
labeled by the node that they are a copy of in G.
they seem to tell us very little about the argmin of the objective
function.
We have provided relatively little intuition about when we
can expect the converged beliefs to be locally decodable. The
success of the min-sum algorithm is intrinsically tied to both
the uniqueness of the optimal solution and the “hardness” of
the optimization problem. For lower bounds such as those in
Section IV, we provide necessary conditions for dual optima
to be locally decodable.
These necessary conditions rely on a notion of indistin-
guishability: the splitting algorithm, in attempting to solve
the minimization problem on one factor graph, is actually
attempting to solve the minimization problem over an entire
family of equivalent (in some sense) factor graphs. The same
notion of indistinguishability has been studied for general
distributed message-passing schemes [1], [2], and we expect
ideas similar to those discussed in this and subsequent sections
to be applicable to other iterative algorithms as well.
The above notion of indistinguishability is captured by the
formalism of graph covers. Intuitively, if a graph H covers the
graph G, then H has the same local structure as G. This is
potentially problematic as our local message-passing schemes
depend only on local graph structure and local potentials.
Definition VII.1. A graph H covers a graph G if there exists
a graph homomorphism h : H → G such that h is an
isomorphism on neighborhoods (i.e., for all vertices i ∈ H ,
∂i is mapped bijectively onto ∂h(i)). If h(i) = j, then we say
that i ∈ H is a copy of j ∈ G. Further, H is an η-cover of
G if every vertex of G has exactly η copies in H .
Graph covers may be connected (i.e., there is a path between
every pair of vertices) or disconnected. However, when a graph
cover is disconnected, all of the connected components of the
cover must themselves be covers of the original graph. For a
simple example of a connected graph cover, see Figure 5.
Every finite cover of a connected graph is an η-cover for
some integer η. For every base graph G, there exists a graph,
possibly infinite, which covers all finite, connected covers of
the base graph. This graph is known as the universal cover.
Throughout this work, we will be primarily concerned with
finite, connected covers.
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Algorithm 4 Subgradient Ascent
1: Let g : Rn → R.
2: Choose an initial vector y0.
3: for t = 1, 2, . . . do
4: Construct a new vector yt by setting
yt := yt−1 + γth
t
where ht is a subgradient of g at yt−1 and γt is the step size at time t.
5: end for
To any finite cover, H , of a factor graph G we can associate
a collection of potentials derived from the base graph; the
potential at node i ∈ H is equal to the potential at node
h(i) ∈ G. Together, these potential functions define a new
objective function for the factor graph H . In the sequel, we
will use superscripts to specify that a particular object is over
the factor graph H . For example, we will denote the objective
function corresponding to a factor graph H as fH , and we
will write fG for the objective function f .
Graph covers, in the context of graphical models, were
originally studied in relation to local message-passing algo-
rithms [31]. Synchronous local message-passing algorithms
such as the min-sum and splitting algorithms are incapable of
distinguishing the two factor graphs H and G given that the
initial messages to and from each node in H are identical to
the nodes they cover in G: for every node i ∈ G the messages
received and sent by this node at time t are exactly the same
as the messages sent and received at time t by any copy of i
in H . As a result, if we use a local message-passing algorithm
to deduce an assignment for i, then the algorithm run on the
graph H must deduce the same assignment for each copy of i.
A similar argument can be made for any sequence of message
updates.
Now, consider an objective function f that factors with re-
spect to G = (V G,AG). For any finite cover H = (V H ,AH)
of G with covering homomorphism h : H → G, we can “lift”
any vector of beliefs, bG, from G to H by defining a new
vector of beliefs, bH , such that
• For all variable nodes i ∈ V H , bHi = bGh(i).
• For all factor nodes α ∈ AH , bHα = bGh(α).
Analogously, we can lift any assignment xG to an assignment
xH by setting xHi = xGh(i).
A. Pseudo-codewords
Surprisingly, minima of the objective function fH need
not be lifts of the minima of the objective function fG.
Even worse, the minimum value of fG does not necessarily
correspond to the minimum value of fH . This idea is the basis
for the theory of pseudo-codewords in the LDPC (low-density
parity-check) community [31], [34]. In this community, valid
codewords, assignments satisfying a specific set of constraints,
on graph covers that are not lifts of valid codewords of the
base graph are referred to as pseudo-codewords.
The existence of pseudo-codewords is not unique to coding
theory. Consider the maximum weight independent set prob-
lem in Figure 6. The maximum weight independent set for the
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Fig. 6: An example of a maximum weight independent set
problem and a graph cover whose maximum weight indepen-
dent set is not a copy of an independent set on the original
graph. The nodes are labeled with their corresponding weights.
graph in Figure 6 (a) has weight three. The maximum weight
independent set on the 2-cover of this graph in Figure 6 (b)
has weight seven, which is larger than the lift of the maximum
weight independent set from the base graph.
Because local message-passing algorithms cannot distin-
guish a factor graph from its covers and our lower bounds
provide lower bounds on the objective function corresponding
to any finite cover, we expect that maxima of the lower bounds,
at best, correspond to the optimal solution on some graph cover
of the original problem. For the splitting algorithm, we can
make this intuition precise.
Theorem VII.1. Let b be a vector of c-admissible and min-
consistent beliefs for the function f , such that f can be written
as a conical combination of the beliefs. If there exists an
assignment xG that simultaneously minimizes the beliefs, then
• The assignment xG minimizes fG, and for any finite cover
H of G, xH , the lift of xG to H , minimizes fH .
• For any finite cover H of G with covering homomor-
phism h, if yH minimizes fH , then for all i ∈ H ,
yHi ∈ argminx′i bh(i)(x′i).
Proof: The beliefs can be lifted from G to H . In other
words, the beliefs define a reparameterizaion of the objective
function fH . Consequently, as fG can be written as a conical
combination of the beliefs, fH can also be written as a conical
combination of the beliefs. The first observation then follows
from Corollary V.7. For the second observation, observe that,
because xH minimizes fH and simultaneously minimizes
each of the beliefs bH , any other minimum, yH , of fH
must also simultaneously minimize the beliefs bH . If not,
f(yH) > f(xH), a contradiction.
As a consequence of Theorem VII.1, for any choice of
the parameter vector that guarantees correctness, the splitting
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algorithm can only converge to a locally decodable vector of
admissible and min-consistent beliefs if the objective function
corresponding to any finite graph cover has a unique optimal
solution that is a lift of the unique optimal solution on the
base graph.
B. Graph Covers and the MAP LP
The existence of pseudo-codewords is problematic because
local message-passing algorithms cannot distinguish a graph
from its covers. For objective functions over finite state spaces,
we can relate the previous observations to the MAP LP. There
is a one-to-one correspondence between the rational feasible
points of the MAP LP and assignments on graph covers:
every rational feasible point of the MAP LP corresponds to
an assignment on some cover, and every assignment on a
cover of the base graph corresponds to a rational feasible
point of the MAP LP. Similar ideas have been explored in the
coding community: a construction relating psuedo-codewords
to graph covers was provided in [31] and an LP relaxation of
the codeword polytope, the convex hull of valid codewords, is
described in [4].
Theorem VII.2. The vector µ is a rational, feasible point of
the MAP LP for fG if and only if there exists an η-cover H
of G and an assignment yH such that
fH(yH) =η
[ ∑
i∈V G
∑
xi
µi(xi)φi(xi)
+
∑
α∈AG
∑
xα
µα(xα)ψα(xα)
]
.
Proof: See Appendix A-D.
Because the polyhedron corresponding to the MAP LP is
rational, the optimum of the MAP LP is attained at a rational
point. Hence, there is an η-cover H of G and an assignment
yH that, in the sense of Theorem VII.2, achieves the optimal
value of the MAP LP. This assignment corresponds to a lower
bound on the minimum value of any finite cover of G (i.e.,
for every η′-cover H ′ of G and any assignment yH′ on H ′,
fH(yH)
η ≤ f
H′(yH
′
)
η′ ).
The polytope corresponding to the MAP LP is related to the
fundamental polytope defined in [31] and the linear program
relaxation of [4]. The fundamental polytope of [31] contains
only the information corresponding to the variable nodes (i.e.,
each µi(xi)) in the MAP LP whereas the polytope Q of [4]
is equivalent to the MAP LP for the coding problem.
C. Lower Bounds and the MAP LP
The relationship between the MAP LP and graph covers
allows us to extend the necessary conditions for local decod-
ability of Theorem VII.1 to lower bounds whose maximum
is equal to the minimum of the MAP LP. For the analysis
in this section, we will concentrate on lower bounds as a
function of the messages such that supm LB(m) is equal to
the optimum value of the MAP LP. Lower bounds that are dual
to the MAP LP such that strong duality holds always satisfy
this property, and many of the lower bounds discussed in this
work (e.g., those produced by Algorithm 2, TRMP, MPLP,
max-sum diffusion, etc.) can be shown to have the required
property.
For simplicity, we consider the lower bound related to
Algorithm 2. Let fG factor over G = (V,A). Restrict the
parameter vector c so that ci = 1 for all i, cα > 0 for all
α, and
∑
α∈∂i cα ≤ 1 for all i. For any vector of messages,
m, with corresponding beliefs, b, recall the following lower
bound on the objective function
min
x
fG(x) ≥
∑
i∈V
[
ci(1−
∑
α∈∂i
cα)min
xi
bi(xi)
]
+
∑
α∈A
[
cαmin
xα
bα(xα)
]
(77)
, LBG(m). (78)
Theorem VII.3. If mG maximizes LBG, then the following
are equivalent.
1) The MAP LP has an integral optimum.
2) There is an assignment x∗ that simultaneously minimizes
each term in the lower bound.
3) If xG minimizes fG, then for any finite graph cover H
of G, xH , the lift of xG to H , minimizes fH .
Proof:
(1 → 2) By Theorem VII.2, there exists a 1-cover of G
and an assignment xG such that xG minimizes fG. Because
m∗ maximizes the lower bound, we have that minx fG(x) =
LBG(mG). Because of this equality, any assignment that
minimizes fG must also simultaneously minimize each term
of the lower bound.
(2 → 3) Suppose that there exists an assignment, xG, that
simultaneously minimizes each component of the lower bound.
Let H be a finite cover of G, let xH be the lift of xG to H ,
and let mH be the lift of mG to H . xH must simultaneously
minimize each term of the lower bound LBH which implies
that fH(xH) = LBH(mH) and that xH minimizes fH .
(3 → 1) Suppose that fG has a minimum, xG, and for
any graph cover H of G, fH has a minimum at xH , the lift
of xG to H . By Theorem VII.2 every rational feasible point
corresponds to an assignment on some finite graph cover H
of G and vice versa. Because every cover is minimized by a
lift of xG, the MAP LP must have an integral optimum.
For lower bounds dual to the MAP LP, the equivalence of
1 and 2 also follows from Lemmas 6.2 and 6.4 in [29]. In the
case that the optimum of the MAP LP is unique and integral,
we have the following corollary.
Corollary VII.4. If mG maximizes LBG, then the following
are equivalent.
1) The MAP LP has a unique and integral optimum, xG.
2) fG has a unique minimum xG, and for any finite graph
cover H of G, fH is uniquely minimized at xH , the lift
of xG to H .
Notice that these conditions characterize the existence of
an x∗ that simultaneously minimizes each of the components
of the lower bound, but they do not provide a method for
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constructing such an x∗. As we saw earlier, local decodability
is one condition that ensures that we can construct a solution
to the inference problem. As was the case for the splitting
algorithm, Theorem VII.3 tells us that dual optimal solutions
cannot be locally decodable unless every graph cover of the
base factor graph has a unique solution that is a lift of the
solution on the base graph or, equivalently, that the optimum
of MAP LP is unique and integral. In other words, Theorem
VII.3 provides necessary, but not sufficient, conditions for dual
optima to be locally decodable.
D. Pairwise Binary Graphical Models
In the special case that the state space is binary (i.e., each
xi can only take one of two values) and the factors depend
on at most two variables, we can strengthen the results of the
previous sections by providing necessary and sufficient condi-
tions for local decodability. Previous work on pairwise binary
graphical models has focused on the relationship between the
converged beliefs and solutions to the MAP LP [11], [39].
In this work, we focus on the relationships between the base
factor graph and its 2-covers.
In the context of graph covers, the most surprising property
of pairwise binary graphical models is that, for any choice
of the vector c and any fixed point of the message updates,
we can always construct a 2-cover, H , and an assignment on
this cover, xH , such that xH simultaneously minimizes the
fixed-point beliefs when lifted to H . In the case that that the
objective function can be written as a conical combination of
the beliefs, this assignment would be a global minimum of the
objective function on the 2-cover (corresponding to a rational
optimum of the MAP LP).
Theorem VII.5. Let bG be a vector of c-admissible and min-
consistent beliefs for the objective function fG that factors
over G = (V,A). If the factorization is pairwise binary, then
there exists a 2-cover, H , of G and an assignment, y∗, on
that 2-cover such that y∗ simultaneously minimizes the lifted
beliefs.
Proof: Without loss of generality we can assume that
Xi = {0, 1} for all i ∈ V . We will construct a 2-cover,
H , of the factor graph G and an assignment y∗ such that
y∗ minimizes fH . We will index the copies of variable
i ∈ G in the factor graph H as (i, 1) and (i, 2). First, we
will construct the assignment. If argminxi bGi (xi) is unique,
then set y∗(i,1) = y
∗
(i,2) = argminxi b
G
i (xi). Otherwise, set
y∗(i,1) = 0 and y∗(i,2) = 1. Now, we will construct a 2-cover,
H , such that y∗ minimizes each of the beliefs. We will do this
edge by edge. Consider the edge (i, j) ∈ E. There are several
possibilities.
1) bGi and bGj have unique argmins. In this case, by Lemma
V.1, bGij is minimized at bGij(y∗(i,1), y∗(j,1)). So, we will
add the edges ((i, 1), (j, 1)) and ((i, 2), (j, 2)) to H .
The corresponding beliefs bH(i,1)(j,1) and bH(i,2)(j,2) are
minimized at y∗.
2) bGi has a unique argmin and bGj is minimized at
both 0 and 1 (or vice versa). In this case, we have
y∗(i,1) = y
∗
(i,2), y
∗
(j,1) = 0, and y∗(j,2) = 1. By min-
consistency, we can conclude that bGij is minimized at
(y∗(i,1), 0) and (y∗(i,1), 1). Therefore, we will add the
edges ((i, 1), (j, 1)) and ((i, 2), (j, 2)) to H .
3) bGi and bGj are minimized at both 0 and 1. In this case, we
have y∗(i,1) = 0, y
∗
(i,2) = 1, y
∗
(j,1) = 0, and y∗(j,2) = 1.
By min-consistency, there is an assignment that mini-
mizes bGij(xi, xj) with xi = 0 and an assignment that
minimizes bGij(xi, xj) with xi = 1. This means that
argminxi,xj b
G
ij(xi, xj) contains at least one of the sets
{(0, 0), (1, 1)} or {(0, 1), (1, 0)}. In the first case, we
will add the edges ((i, 1), (j, 1)) and ((i, 2), (j, 2)) to
H , and in the second case, we will add ((i, 1), (j, 2))
and ((i, 2), (j, 1)) to H .
The constructed H and y∗ then satisfy the requirements in the
statement of the theorem.
From the construction in Theorem VII.5, for the case of
pairwise binary graphical models, a solution to the MAP LP
must always correspond to an optimal assignment on some
2-cover of the base graph. A similar phenomenon occurs for
cycle codes (see Corollary 3.5 of [3]).
Given the construction in Theorem VII.5, we can explicitly
describe necessary and sufficient conditions for the splitting
algorithm to converge to locally decodable beliefs.
Corollary VII.6. Let c satisfy the conditions of Theorem VI.2.
Algorithm 2 converges to locally decodable beliefs, bG, if and
only if for every cover H of G, fH has a unique minimizing
assignment.
The proof of Corollary VII.6 can be found in Appendix A-E.
Another consequence of Theorem VII.5 is that, in the pairwise
binary case, Algorithm 2 always converges to a vector of
messages that maximizes the lower bound (i.e., the coordinate
ascent algorithm does not get stuck). An alternative proof,
based on duality, that the coordinate ascent scheme does not
become stuck for these models can be found in [11].
VIII. LOCAL VERSUS GLOBAL
As a consequence of Theorem VII.1, for any choice of
the parameter vector that guarantees correctness, the splitting
algorithm can only converge to a locally decodable vector of
admissible and min-consistent beliefs if the objective function
corresponding to any finite graph cover has a unique optimal
solution that is a lift of the unique optimal solution on the
base graph. The corresponding result for pairwise binary
factorizations is that this condition is both necessary and
sufficient.
These results highlight the inherent weaknesses of coni-
cal decompositions and, consequently, the dual approach in
general: conical decompositions guarantee the correctness, on
every finite cover of the base graph, of any assignment that
simultaneously minimizes each of the beliefs. For many ap-
plications, this requirement on graph covers is very restrictive.
This suggests that the convergent and correct strategy outlined
in the previous chapters is not as useful as it seems, and
for many applications, the standard min-sum algorithm, which
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only guarantees a form of local optimality on all graph covers,
may still be preferred in practice. In this section, we briefly
discuss specific examples of how these issues arise in practice.
A. Quadratic Minimization
The quadratic minimization problem provides a simple
example of how the guarantee of global optimality can be
undesirable in practice. Let Γ ∈ Rn×n be a symmetric positive
definite matrix and h ∈ Rn. The quadratic minimization
problem is to find the x ∈ Rn that minimizes f(x) =
1
2x
TΓx−hTx. The global optimum must satisfy Γx = h, and
as a result, minimizing a positive definite quadratic function is
equivalent to solving a positive definite linear system. In this
case, the min-sum algorithm is usually called GaBP (Gaussian
Belief Propagation). Consider the following definitions.
Definition VIII.1. Γ ∈ Rn×n is scaled diagonally dominant
if ∃w > 0 ∈ Rn such that |Γii|wi >
∑
j 6=i |Γij |wj .
Definition VIII.2. Γ ∈ Rn×n is walk summable if the spectral
radius ̺(|I −D− 12ΓD− 12 |) < 1. Here, D−1/2 is the diagonal
matrix such that D−1/2ii = 1√|Γii| .
Here, we use |A| to denote the matrix obtained from A by
taking the absolute value of every entry.
For positive definite Γ, the sufficiency of walk-summability
for the convergence of GaBP was demonstrated in [15] while
the sufficiency of scaled diagonal dominance was demon-
strated in [17] and [18]. In [24] and [23], we showed the
following.
Theorem VIII.1. Let Γ be a symmetric matrix with positive
diagonal. The following are equivalent.
1) Γ is walk summable.
2) Γ is scaled diagonally dominant.
3) All covers of Γ are positive definite.
4) All 2-covers of Γ are positive definite.
Here, a cover of the matrix Γ is the matrix corresponding to
a cover of the pairwise graphical model for the factorization
f(x) =
[∑
i
Γii
2
x2i − hixi
]
+
[∑
i>j
Γijxixj
]
. (79)
That is, every matrix that is positive definite but not walk
summable is covered by a matrix that is not positive defi-
nite. As any choice of the parameter vector satisfying the
conditions of Theorem V.5 must guarantee the correctness
of any collection of locally decodable beliefs on all covers,
the splitting algorithm cannot converge to a vector of locally
decodable beliefs for such a choice of the parameter vector
for any matrix in this class. As a result, the convergent and
correct message-passing algorithms would be a poor choice
for solving problems in this particular regime even when the
objective function is strictly convex. A similar observation
continues to hold for more general convex functions.
B. Coding Theory
Empirical studies of the choice of the parameter vector were
discussed in the context of LDPC codes in [42]. Here, the
authors discuss an algorithm called the Divide and Concur
algorithm that is related to the splitting algorithm. They
demonstrate experimentally that the best decoding perfor-
mance is not achieved at a choice of the parameter vector that
guarantees correctness but at a choice of the parameter vector
that only guarantees local optimality. We refer the interested
reader to their paper for more details.
IX. CONCLUSION
In this work, we presented a novel approach for the
derivation of convergent and correct message-passing algo-
rithms based on a reparameterization framework motivated
by “splitting” the nodes of a given factor graph. Within this
framework, we focused on a specific, parameterized family
of message-passing algorithms. We provided conditions on
the parameters that guarantee the local or global optimality
of locally decodable fixed points, and described a simple
coordinate-ascent scheme that guarantees convergence.
In addition, we showed how to connect assignments on
graph covers to rational points of the MAP LP. This approach
allowed us to provide necessary conditions for local decod-
ability and to discuss the limitations of convergent and correct
message passing. These results suggest that, while convergent
and correct message-passing algorithms have some advantages
over the standard min-sum algorithm in theory, algorithms that
only guarantee local optimality still have practical advantages
in a variety of settings.
APPENDIX A
PROOFS
A. Proof of Theorem II.1
Theorem. For any vector of fixed-point messages, the corre-
sponding beliefs are admissible and min-consistent
Proof: Let m be a fixed point of the message update
equations
mi→α(xi) = κ+ φi(xi) +
∑
β∈∂i\α
mβ→i(xi) (80)
mα→i(xi) = κ+min
xα\i
[
ψα(xα) +
∑
k∈α\i
mk→α(xk)
]
. (81)
First, we will show that m produces min-consistent beliefs.
Take α ∈ A and choose some i ∈ α. Up to an additive constant
we can write
min
xα\i
bα(xα) =min
xα\i
[
ψα(xα) +
∑
k∈α
mk→α(xk)
]
(82)
=mi→α(xi)
+ min
xα\i
[
ψα(xα) +
∑
k∈α\i
mk→α(xk)
]
(83)
=mi→α(xi) +mα→i(xi) (84)
= φi(xi) +
[ ∑
β∈∂i\α
mβ→i(xi)
]
+mα→i(xi) (85)
= bi(xi). (86)
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Next, we can check that the beliefs are admissible. Again,
up to an additive constant,
f(x) =
∑
i
φi(xi) +
∑
α
ψα(xα) (87)
=
∑
i
[
φi(xi) +
∑
α∈∂i
mα→i(xi)
]
+
∑
α
[
ψα(xα)−
∑
i∈α
mα→i(xi)
]
(88)
=
∑
i
bi(xi) +
∑
α
[
ψα(xα)−
∑
i∈α
mα→i(xi)
]
(89)
=
∑
i
bi(xi) +
∑
α
[
ψα(xα)−
∑
i∈α
bi(xi)
+
∑
i∈α
b(xi)−
∑
i∈α
mα→i(xi)
]
(90)
=
∑
i
bi(xi) +
∑
α
[
bα(xα)−
∑
i∈α
bi(xi)
]
. (91)
B. Proof of Lemma VI.1
Lemma. Suppose ci = 1 for all i, and we perform the update
for the edge (j, α) as in Algorithm 2. If the vector of messages
is real-valued after the update, then bα is min-consistent with
respect to bj .
Proof: Let m be the vector of messages before the update
and let m+ be the vector of messages after the update. By the
definition of Algorithm 2, for each i ∈ α\ j, up to an additive
constant,
m+i→α(xi) = φi(xi)−mα→i(xi) +
∑
β∈∂i
cβmβ→i(xi) (92)
= φi(xi)−m+α→i(xi) +
∑
β∈∂i
cβm
+
β→i(xi) (93)
= bi(xi)−mα→i(xi). (94)
Similarly,
m+α→j(xj) = κ+minxα\j
[ψα(xα)
cα
+
∑
k∈α\j
m+k→α(xk)
]
(95)
Let b+ be the vector of beliefs produced derived from m+.
With these observations, up to an additive constant,
min
xα\j
b+α (xα) =minxα\j
[
ψα(xα)
cα
+
∑
k∈α
[
b+k (xk)−m+α→k(xk)
]]
(96)
=m+α→j(xj) +
[
b+j (xj)−m+α→j(xj)
]
(97)
= b+j (xj) (98)
where (97) follows from the observation in (95).
C. Proof of Theorem VI.2
Theorem. Suppose ci = 1 for all i, cα > 0 for all α, and∑
α∈∂i cα ≤ 1 for all i. If the vector of messages is real-
valued after each iteration of Algorithm 2, then for all t > 0,
LB(mt) ≥ LB(mt−1).
Proof: The message updates performed for the variable
node j in each iteration of Algorithm 2 cannot decrease the
lower bound. To see this, let LBj(m) denote the terms in LB
that involve the variable xj .
LBj(m) , (1 −
∑
β∈∂j
cβ)min
xj
bj(xj)
+
∑
β∈∂j
cβmin
xβ
bβ(xβ) (99)
where b is the vector of beliefs generated by the message
vector m.
We can upper bound LBj as
LBj(m) ≤ min
xj
[
(1−
∑
β∈∂j
cβ)bj(xj)
+
∑
β∈∂j
cβ min
xβ\j
bβ(xβ)
]
(100)
= min
xj
[
φj(xj) +
∑
β∈∂j
cβmin
xβ\j
[ψβ(xβ)
cβ
+
∑
k∈β\j
(bk(xk)−mβ→k(xk))
]]
(101)
where (101) follows by plugging in the definition of the beliefs
and collecting like terms.
The upper bound in (101) does not depend on the choice
of the messages from β to j for any β ∈ ∂j. As a result, any
choice of these messages for which the inequality is tight must
maximize LBj . Observe that the upper bound is tight if there
exists an xj that simultaneously minimizes bj and minxβ\j bβ
for each β ∈ ∂j. By Lemma VI.1, this is indeed the case
after performing the updates in Algorithm 2 for the variable
node j. As this is the only part of the lower bound affected by
the update, we have that LB cannot decrease. Let m be the
vector of messages before the update for variable j and m+
the vector after the update (see Lemma VI.1). Define LB−j
to be the sum of the terms of the lower bound that do not
involve the variable xj . By definition and the above,
LB(m) = LB−j(m) + LBj(m) (102)
≤ LB−j(m) + LBj(m+) (103)
= LB−j(m
+) + LBj(m
+) (104)
= LB(m+) (105)
where (104) follows from the observation that the update has
no effect on messages that are not passed into j or out of
any α containing j. As LB(m) is bounded from above by
minx f(x), we can conclude that the value of the lower bound
converges.
Finally, the lower bound has converged if no single variable
update can improve the bound. By the arguments above,
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this must mean that there exists an xj that simultaneously
minimizes bj and minxα\j bα for each α ∈ ∂j. These beliefs
may or may not be min-consistent. Now, if there exists a
unique minimizer x∗, then x∗j must simultaneously minimize
bj and minxα\j bα for each α ∈ ∂j. From this we can
conclude that x∗ simultaneously minimizes all of the beliefs
and therefore, using the argument from Corollary V.7, must
minimize the objective function.
D. Proof of Theorem VII.2
Theorem. The vector µ is a rational, feasible point of the
MAP LP for fG if and only if there exists an η-cover H of G
and an assignment yH such that
fH(yH) =η
[ ∑
i∈V G
∑
xi
µi(xi)φi(xi)
+
∑
α∈AG
∑
xα
µα(xα)ψα(xα)
]
.
Proof: First, suppose µ is a rational, feasible point of
the MAP LP for fG. Let η be the smallest integer such that
η · µi(xi) ∈ Z for all i and xi and η · µα(xα) ∈ Z for all α
and xα. Construct an η-cover H of G by creating η copies
of each variable and factor node of G. We will think of each
copied variable as corresponding to a particular assignment.
For example, consider the η copies in H of the variable node
i ∈ G. Exactly η · µi(xi) of these copies will be assigned the
value xi. Similarly, each of the η copies in H of the factor node
α ∈ G will correspond to a particular assignment: η · µα(xα)
of these copies will be assigned the value xα.
We can now add edges to H in the following way: for
each copy α′ ∈ H of the factor node α ∈ G, we look at
its corresponding assignment and connect α′ to a subset of
the variables in H that are copies of some i ∈ α, not already
connected to a copy of the node α in H , whose corresponding
assignments are consistent with the assignment for α′. Note
that there is not necessarily a unique way to do this, but after
this process, every copy in H of i ∈ α will be connected
to a copy of α in H . After repeating this for the remaining
factors in G, we must have that H is an η-cover of G, and
the assignment yH , given by the chosen assignment corre-
sponding to each variable node in H , must satisfy fH(yH) =
η
[∑
i
∑
xi
µi(xi)φi(xi) +
∑
α
∑
xα
µα(xα)ψα(xα)
]
.
For the other direction, let H be an η-cover of G with cover
homomorphism h : H → G, and let yH be an assignment to
the variables in H . Define µi(xi) = 1η
∑
j∈H,h(j)=i 1yHj =xi
.
Observe that η · µi(xi) is then equal to the number of times
in the assignment yH that some copy in H of the variable
i ∈ G is assigned the value xi. Similarly, define µα(xα) =
1
η
∑
β∈H,h(β)=α 1yHβ =xα
. With these definitions, µα(xα) is
sum consistent (min-consistency with the min replaced by a
sum) with respect to µi(xi) for each i ∈ α. This means that
µ is feasible for the MAP LP. Finally, we have
fH(yH) =
∑
i∈H
φh(i)(y
H
i ) +
∑
α∈H
ψh(α)(y
H
α ) (106)
=
∑
i∈G
∑
xi
η · µi(xi)φi(xi)
+
∑
α∈G
∑
xα
η · µα(xα)ψα(xα). (107)
E. Proof of Corollary VII.6
Corollary. Let c satisfy the conditions of Theorem VI.2.
Algorithm 2 converges to locally decodable beliefs, bG, if and
only if for every cover H of G, fH has a unique minimizing
assignment.
Proof: The lower bound has converged if no single
variable update can improve the bound. By the arguments
in the proof of Theorem VI.2, this must mean that for
each j there exists an x∗j that simultaneously minimizes
(1−∑i∈∂j cij)bj(xj) and minxi bij(xi, xj) for each i ∈ ∂j.
Notice that these beliefs may or may not be min-consistent.
However, as observed in the proof of Theorem VI.2, when
LBj cannot be improved it is independent of the messages
passed from i to j for each i ∈ ∂j. As a result, we may
assume that the beliefs are min-consistent as they must have
the same minima as the min-consistent beliefs.
For one direction of the proof, suppose that there exists an
x∗ such that the beliefs, on G, are locally decodable to x∗. This
implies that for any cover H ′ of G the lift of b to H ′ is locally
decodable to the lift of x∗ to H ′. Recall that this must imply
that every graph cover has a unique minimizing assignment;
the lower bound is tight to each graph cover and this implies
that any minimizing assignment must simultaneously minimize
the beliefs.
For the other direction, suppose that every graph cover has
a unique minimizing assignment. We can construct a vector y∗
and a graph cover H as in Theorem VII.5: if there is a unique
xj that simultaneously minimizes (1 −
∑
i∈∂j cij)bj(xj) and
minxi bij(xi, xj) for each i ∈ ∂j, then set y∗j1 and y∗j2
equal to this xj . Otherwise, set y∗j1 = 0 and y
∗
j2
= 1.
The 2-cover, H , can then be constructed using the vector
y∗ as in the proof of the theorem. Construct a vector z∗
similarly to the vector y∗ but swapping the role of zero and
one: if there is a unique xj that simultaneously minimizes
(1−∑i∈∂j cij)bj(xj) and minxi bij(xi, xj) for each i ∈ ∂j,
then set z∗j1 and z
∗
j2
equal to this xj . Otherwise, set z∗j1 = 1
and z∗j2 = 0. By the symmetry of the construction, the vector
z∗ also simultaneously minimizes the beliefs on H .
Finally, as each graph cover has a unique minimizing
assignment, we must have z∗ = y∗ and the result follows.
We have z∗ = y∗ if and only if the beliefs, on H , are locally
decodable to y∗. In addition, if z∗ = y∗, then there exists an
x∗ such that the beliefs, on G, are locally decodable to x∗.
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