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Abstract
In the present thesis we consider a variational formulation of a floating body in a
perfect fluid. In particular, we study the case of a stationary two-dimensional potential
flow and thus we are able to replace the velocity potential by its harmonic conjugate
which is called the stream function. Compared to the velocity potential the stream
function satisfies Dirichlet data instead of Neumann data on the boundary and we
can characterize the liquid set as the positivity set of the stream function.
The resulting energy functional depends on both stream function and floating body.
We realize these two minimizations by working in two separated steps.
When minimizing the stream function we work with the constraint that the volume
of the fluid has to be constant. However, in order to use non-volume preserving
perturbations we add a penalty term and disregard the volume condition. The choice
of the penalty term yields an approximation of the original functional. Using direct
methods we prove the existence of a minimizer of the penalized problem. Moreover,
we show that the minimizer is bounded and subharmonic. By a construction of two
appropriate comparison functions we get equivalence of the original and the penalized
problem provided we have chosen adequate parameters.
Furthermore, we use a technique of Morrey in order to show Ho¨lder continuity and
a method of Alt and Caffarelli in order to get Lipschitz continuity of the stream
function, which is the maximal regularity which can be proved. A nondegeneracy
property of the stream function leads to density estimates on the free surface of the
fluid which imply that the free boundary has locally finite perimeter.
We use the concept of blow-up limits to deduce gradient estimates on the surface of
the fluid which finally lead to the statement that the reduced boundary is locally a
C1,β surface. A further result which is only valid in a two-dimensional setting extends
the regularity to the whole boundary.
We look for the optimal floating body in the family of all compact sets with prescribed
volume and a priori bounded number of connected components. In addition, we
postulate boundedness of the density perimeter of the boundary in order to avoid
oscillations that may eventually appear. Again we use direct methods and work with
two different notions of domain convergence, namely Hausdorff convergence and γ-
convergence. In both cases we are able to show the existence of an optimal floating
body.
3
Zusammenfassung
In der vorliegenden Arbeit betrachten wir die variationelle Formulierung eines schwim-
menden Ko¨rpers in einer idealen Flu¨ssigkeit. Dabei untersuchen wir den Fall einer
stationa¨ren zweidimensionalen Potentialstro¨mung und sind damit in der Lage, das
Geschwindigkeitspotential durch seine konjugiert harmonische Funktion, die Strom-
funktion, zu ersetzen. Diese hat im Vergleich zur Potentialfunktion den Vorteil,
anstelle von Neumanndaten am Rand Dirichletdaten zu besitzen. Insbesondere ko¨n-
nen wir so das Gebiet, in dem sich die Flu¨ssigkeit befindet, als Positivita¨tsmenge der
Stromfunktion charakterisieren.
Das resultierende zu minimierende Energiefunktional ha¨ngt zum einen von der Strom-
funktion, zum anderen vom Ko¨rper ab. Wir fu¨hren diese beiden Minimierungen in
zwei aufeinanderfolgenden Schritten durch.
Bei der Minimierung der Stromfunktion geben wir als Nebenbedingung vor, dass
das Volumen der Flu¨ssigkeit konstant ist. Um dennoch nicht-volumenerhaltende
Sto¨rungen benutzen zu ko¨nnen, erga¨nzen wir das Funktional um einen Strafterm und
vernachla¨ssigen die Volumenbedingung. Dabei wird der Strafterm so gewa¨hlt, dass
das urspru¨ngliche Funktional approximiert wird. Mittels direkter Methoden zeigen
wir die Existenz eines Minimieres des bestraften Variationsproblems sowie dessen
Beschra¨nktheit und Subharmonizita¨t. Eine Konstruktion von zwei geeigneten Vergle-
ichsfunktionen fu¨hrt zur A¨quivalenz des urspru¨nglichen und des gesto¨rten Problems
unter angemessener Parameterwahl.
Außerdem ko¨nnen wir mit Hilfe einer Technik von Morrey Ho¨lderstetigkeit sowie mit
einer Methode von Alt und Caffarelli Lipschitzstetigkeit der Stromfunktion als max-
imal mo¨gliche Regularita¨t nachweisen. Eine Nichtentartungseigenschaft der Strom-
funktion impliziert Dichteabscha¨tzungen der freien Flu¨ssigkeitsoberfla¨che, mit denen
wir folgern ko¨nnen, dass der freie Rand lokal endlichen Perimeter hat.
Gradientenabscha¨tzungen an der Flu¨ssigkeitsoberfla¨che, die mit Hilfe von Blow-up
Grenzwerten hergeleitet werden, fu¨hren schließlich zu der Aussage, dass der reduzierte
Rand lokal von der Klasse C1,β ist. Durch ein weiteres Resultat, welches nur in zwei
Dimensionen gu¨ltig ist, ko¨nnen wir diese Regularita¨t auf den kompletten freien Rand
erweitern.
Den optimalen schwimmenden Ko¨rper suchen wir in der Familie aller kompakten Men-
gen mit vorgeschriebenem Volumen, deren Anzahl der Wegzusammenhangskomponen-
ten gleichma¨ßig beschra¨nkt ist. Außerdem verlangen wir Beschra¨nktheit des Dichte-
perimeters des Randes, um dort eventuell auftretende Oszillationen auszuschließen.
Erneut benutzen wir direkte Methoden, wobei wir mit zwei verschiedenen Gebietskon-
vergenzen arbeiten, na¨mlich mit Hausdorff Konvergenz und γ-Konvergenz. In beiden
Fa¨llen ko¨nnen wir die Existenz eines optimalen schwimmenden Ko¨rpers nachweisen.
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Chapter 1
Introduction
1.1 Physical Backround
In the present work we consider a variational formulation of a floating body in a
two-dimensional fluid of finite depth. We study the case of a stationary irrotational
flow of a perfect fluid of unit density ρF under the influence of gravity. As reference
domain D ⊂ R2 we choose a rectangle: let a, b > 0 and let
D := (−a, a]× (0, b). (1.1)
We can subdivide this domain into the three regions water (W ), floating body (K),
and air (A).
D
W
A
x1
b
x2
−a a0
K
Figure 1.1: The floating body
We look for steady waves of period 2a such that the wave profile and the floating
body move in x1-direction without change of form with speed c and which have speed
zero on the bottom ∂W− := {x2 = 0}. In absence of the body K this corresponds
with the classic water wave problem, and there is a huge and growing literature in
this area. We refer to the classic work of T. Levi-Civita` [31] and the book of J.J.
Stoker [35] or the newer review article of M.D. Groves [27]. It is well known that if we
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neglect surface tension the velocity potential φ :W → R solves the Euler equations
∆φ = 0 in W, (1.2)
ν.∇φ = cν1 on the upper boundary ∂W+, (1.3)
ν.∇φ = 0 on the lower boundary ∂W−, (1.4)
φ(−a, x2) = φ(a, x2), (1.5)
where ν = (ν1, ν2) denotes the outer unit normal vector on ∂W . Moreover there is an
overdetermined boundary condition on the free boundary ∂W+ ∩ ∂A:
1
2
|∇φ|2 + gx2 = const on the boundary ∂W+ ∩ ∂A. (1.6)
Here g is the acceleration due to gravity. Introducing a new velocity potential
Φ(x1, x2) := φ(x1, x2)− cx1
we can describe the flow in a moving frame of reference. For the equations satisfied
by Φ this causes zero Neumann boundary data also on the upper boundary of W and
of course a shifting of the periodicity by cx1.
For further studies we consider the corresponding stream function Ψ, i.e. the harmonic
conjugate of Φ (which exists ifW is simply connected) such that Φ+iΨ is holomorphic.
Using the relation between Φ and Ψ which is given by the Cauchy-Riemann Equations
Φx1 = Ψx2 and Φx2 = −Ψx1
we can conclude that the tangential derivative of Ψ vanishes on the boundary which
means that Ψ is constant on the surface and on the bottom. Since Ψ is only well-
defined up to a constant we may assume that Ψ ≡ 0 on the upper boundary and then
conclude Ψ ≡ k on the lower boundary, where k is a positive constant. In addition,
Ψ again is 2a-periodic in x1-direction.
These phenomena demonstrate the advantages of the stream function Ψ compared
to the velocity potential Φ. Instead of Neumann boundary data Ψ satisfies Dirichlet
data. Furthermore, applying the maximum principle we are able to give an alternative
description of the liquid set W , namely as the positivity set of Ψ:
W =
{
x ∈ D; Ψ(x) > 0}.
The first works on variational formulations of the water wave problem were con-
tributed by P.R. Garabedian [23] and by J.C. Luke [32] who observed that critical
points of an energy functional E correspond to steady water waves. In a similar man-
ner we want to extend this situation to our model with the floating body by specifying
all the energies that occur in our system.
The sum of kinetic and potential energy EF of the fluid is given by
EF =
1
2
ρF

W
|∇Φ|2 dx+ ρF

W
gx2 dx (1.7)
= ρF

W
1
2
|∇Ψ|2 + gx2 dx.
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As we already said above we do not treat the energy due to stretching of the free
surface. Since we consider the situation that the floating body moves without rotation
with constant speed c and we are in a fixed reference frame the kinetic energy of the
body vanishes, and it only remains its potential energy. If the unit density of K is
denoted by ρK this means that we have the energy
EK = ρK

K
gx2 dx. (1.8)
Putting these results together we obtain the total energy
E = ρF

W
1
2
|∇Ψ|2 + gx2 dx+ ρK

K
gx2 dx. (1.9)
This is the functional we want to minimize.
1.2 Notation and Conventions
In order to give a precise mathematical formulation of our variational problem we need
some basic notations. Let N denote the positive and N0 the nonnegative integers, Z
the integers and R the real numbers. The Euclidean space Rn is given by
Rn :=
{
(x1, ..., xn); xj ∈ R, j = 1, ..., n
}
with the standard scalar product
x.y :=
n∑
j=1
xj yj .
This induces the Euclidean norm
|x| :=
√√√√ n∑
j=1
x2j
and the metric
d(x, y) := |x− y|.
Studying a two-dimensional fluid we usually treat the case n = 2. We write
e1 := (1, 0) and e2 := (0, 1)
for the unit vectors and
x = (x1, x2) = x1 e1 + x2 e2 ∈ R2.
The reference domain D is defined as in (1.1). Whenever we work in this domain we
have to keep in mind that we consider a situation which is periodic in x1-direction.
Hence, in this case the usual Euclidean space with its metric d(·, ·) is not the right point
of view. Considering the domain D as a periodic domain in x1-direction is equivalent
11
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y
Figure 1.2: The periodic distance
to considering the surface of a cylinder with radius a/pi and height b. Nevertheless
we do not transform our situation on cylinder coordinates but stay in the Euclidean
setting with Cartesian coordinates. In order to handle the problems of periodicity we
consider the set X := (−a, a]× R and define for x, y ∈ X the ’periodic’ addition
x+ y :=

(x1 + y1 + 2a, x2 + y2) if x1 + y1 ≤ −a,
(x1 + y1, x2 + y2) if − a < x1 + y1 ≤ a,
(x1 + y1 − 2a, x2 + y2) if x1 + y1 > a,
(1.10)
and for λ ∈ R and x ∈ X the ’periodic’ multiplication
λx :=

(λx1 mod 2a+ 2a, λx2) if λx1 mod 2a ≤ −a,
(λx1 mod 2a, λx2) if − a < λx1 mod 2a ≤ a,
(λx1 mod 2a− 2a, λx2) if λx1 mod 2a > a.
(1.11)
With these compositions (X,+, ·) is a vector space on R with periodic properties.
Whenever we add two elements of the space X or its subset D we always mean the
’periodic’ addition defined in (1.10).
Moreover, using the usual Euclidean norm we observe that (X, | · |) also is a normed
vector space and hence we can introduce the periodic metric dper(·, ·) induced by | · |,
i.e. for x, y ∈ X we define
dper(x, y) := |x− y|.
The periodic character of the metric does not come from the norm but from the
addition. If we set x˜ := (x1 + 2a, x2) for x ∈ X we can write
dper(x, y) = min
{
d(x, y), d(x˜, y), d(x, y˜)
}
. (1.12)
Figure 1.2 illustrates how we measure the periodic distance between two points in D.
As dper is a metric on X we have the metric space (X, dper). All topological properties
that we use are understood with respect to this metric space. Indeed, if we call a set
’open’ or ’compact’ we always mean ’open’ or ’compact’ with respect to (X, dper). For
x0 ∈ X and r > 0 we denote by
Br(x0) :=
{
x ∈ X; dper(x, x0) < r} (1.13)
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the open ball with centre x0 and radius r, and for a given set A ⊂ X and ε > 0
Bε(A) :=
⋃
x∈A
Bε(x) (1.14)
denotes the ε-dilatation of the set A. Moreover, let A denote the closure and ∂A the
boundary of A with respect to (X, dper). We write B ⊂⊂ A if the closure B is a
compact subset of A. |A| stands for the Lebesgue measure of the set A and Hs(A)
for its s-dimensional Hausdorff measure.
For two sets A1, A2 ⊂ X the periodic distance between these sets is defined by
dper(A1, A2) := inf
x∈A1,y∈A2
dper(x, y). (1.15)
However, we do not only need this notion of distance but also the Hausdorff comple-
mentary distance and therefore we adapt it to our periodic setting. It is not necessary
to consider this concept on the whole space X but restricted to the set D only. There-
fore let
O(D) := {Ω ⊂ D, Ω open}, (1.16)
K(D) := {K ⊂ D, K compact} (1.17)
be the families of all open or compact subsets of D. For Ω ∈ O(D) we have D \ Ω ∈
K(D). For this reason we always denote the complement of Ω ∈ O(D) in D by
K ∈ K(D), i.e. K = Ωc := D \ Ω (we use the same notation if the sets have indices).
For Ω1,Ω2 ∈ O(D) (and hence K1,K2 ∈ K(D)) we set
dper(x,K1) := inf
y∈K1
dper(x, y), (1.18)
%per(K1,K2) := sup
x∈K1
dper(x,K2). (1.19)
With these notations we are able to define the periodic Hausdorff distance dHper (see
Figure 1.3) and the periodic Hausdorff complementary distance dH
c
per:
dHper(K1,K2) := max
{
%per(K1,K2), %per(K2,K1)
}
, (1.20)
dH
c
per(Ω1,Ω2) := d
H
per(K1,K2). (1.21)
There is an alternative way to describe the periodic Hausdorff distance,
dHper(K1,K2) = inf
{
ε > 0; K1 ⊂ Bε(K2) and K2 ⊂ Bε(K1)
}
. (1.22)
Let {Ωn}n and Ω be open subsets of D. We say that Ωn converges to Ω in the periodic
Hausdorff complementary topology, Ωn
Hcper−−−→ Ω, if
dH
c
per(Ωn,Ω)→ 0 for n→∞.
Denoting by ]A the number of connected components of the set A we define
Ol(D) :=
{
Ω ∈ O(D); ]Ωc ≤ l} (1.23)
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Figure 1.3: The periodic Hausdorff distance
as the family of open subsets of D whose complements have at most l connected
components.
By c and C we always denote positive generic constants, i.e. they may change without
further notice from one line to the next. Whenever we integrate by parts during a
calculation we denote by ν the outer unit normal vector of a set.
We recall the definition and elementary properties of some basic function spaces and
transfer them to our periodic setting. If we call a function u periodic in a set A ⊂ R2
we always mean 2a-periodic in x1-direction, i.e.
u(x1, x2) = u(x1 + 2a, x2) for all (x1, x2) ∈ A.
For Ω ∈ O(D) and m ∈ Z we set
Ω(m) :=
{
x+ 2am; x ∈ Ω} and Ω(∞) := ⋃
m∈Z
Ω(m).
Then we define for k ∈ N0
Ckper(Ω) :=
{
u|Ω; u ∈ Ck(Ω(∞)), u is periodic in Ω(∞)
}
(1.24)
and
C∞per(Ω) :=
∞⋂
k=0
Ckper(Ω). (1.25)
We call
supp u :=
{
x ∈ Ω, u(x) 6= 0}
the support of the function u : Ω→ R. If k ∈ N0 or k =∞ we set
Ck0 (Ω) :=
{
u ∈ Ckper(Ω); supp u ⊂⊂ Ω
}
, (1.26)
and moreover we define
Ckper(Ω) :=
{
u|Ω; u ∈ Ck(Ω(∞)), u is periodic in Ω(∞)
}
(1.27)
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The space Ckper(Ω) together with the norm
‖u‖Ckper(Ω) :=
∑
|α|≤k
sup
x∈Ω
|Dαu(x)|
is a Banach space. Given a function u ∈ C0per(Ω) and 0 < α ≤ 1 we define the Ho¨lder
norm
‖u‖
C0,αper (Ω)
:= sup
x∈Ω
|u(x)|+ sup
x,y∈Ω, x 6=y
|u(x)− u(y)|
|x− y|α
and the spaces of Ho¨lder continuous functions
C0,αper (Ω) :=
{
u ∈ C0per(Ω); ‖u‖C0,αper (Ω) <∞
}
(1.28)
and
C0,αper (Ω) :=
{
u ∈ C0per(Ω); ‖u‖C0,αper (G) <∞ for each open G ⊂⊂ Ω
}
. (1.29)
In the case α = 1 we call the elements Lipschitz continuous.
For 1 ≤ p ≤ ∞ we denote by Lpper(Ω) the Banach space of all (equivalence classes of)
periodic Lebesgue measurable functions u for which the norm
‖u‖Lpper(Ω) :=
( 
Ω
|u(x)|p dx
) 1
p if 1 ≤ p <∞,
‖u‖L∞per(Ω) := ess sup
x∈Ω
|u(x)|
is finite, i.e.
Lpper(Ω) :=
{
u|Ω; ‖u‖Lpper(Ω) <∞, u is periodic in Ω(∞)
}
. (1.30)
If p = 2, L2per(Ω) is a Hilbert space with scalar product
〈u, v〉L2per(Ω) :=

Ω
u(x)v(x) dx.
The local version of Lpper is given by
Lploc(Ω) :=
{
u|Ω; u ∈ Lpper(G) for each open G ⊂⊂ Ω
}
. (1.31)
Furthermore we consider the norms
‖u‖
H1,pper(Ω)
:=
(
‖u‖p
Lpper(Ω)
+ ‖∇u‖p
Lpper(Ω)2
) 1
p if 1 ≤ p <∞,
‖u‖
H1,∞per (Ω)
:= max
{
‖u‖L∞per(Ω), ‖∇u‖L∞per(Ω)2
}
and define the periodic Sobolev spaces by using the concept of completion. Consider
the space
Zp(Ω) :=
{
u ∈ C∞per(Ω); ‖u‖H1,pper(Ω) <∞
}
,
15
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then the completion of this space yields the Sobolev space H1,pper(Ω), i.e.
H1,pper(Ω) := Zp(Ω)
‖·‖
H
1,p
per(Ω) . (1.32)
Another important Sobolev space is the following subspace of H1,pper(Ω):
H˚1,pper(Ω) := C∞0 (Ω)
‖·‖
H
1,p
per(Ω) . (1.33)
Again, in case p = 2 the space H1,2per(Ω) is a Hilbert space with scalar product
〈u, v〉
H1,2per(Ω)
:=

Ω
uv +∇u.∇v dx.
The Sobolev space H−1per(Ω) is the dual space of H˚
1,2
per(Ω),
H−1per(Ω) := H˚
1,2
per(Ω)
′, (1.34)
i.e. H−1per(Ω) is the space of all linear functionals f : H˚
1,2
per(Ω) → R, f(ϕ) = 〈f, ϕ〉
which are continuous in the norm ‖ϕ‖
H1,2per(Ω)
. The norm in H−1per(Ω) is the functional
norm
‖f‖H−1per(Ω) := sup
0 6=ϕ∈C∞0 (Ω)
|〈f, ϕ〉|
‖ϕ‖
H1,2per(Ω)
.
We say that a function u ∈ L1per(Ω) has bounded variation in Ω if
‖Du‖(Ω) := sup
{
Ω
u divϕdx; ϕ ∈ C10 (Ω)2, |ϕ| ≤ 1
}
<∞
and set
BVper(Ω) :=
{
u ∈ L1per(Ω); ‖Du‖(Ω) <∞
}
(1.35)
and
BVloc(Ω) :=
{
u ∈ L1loc(Ω); ‖Du‖(G) <∞ for each open G ⊂⊂ Ω
}
(1.36)
to denote the spaces of functions of bounded and locally bounded variation respec-
tively.
1.3 The Variational Problem
In this section we give a precise mathematical description of the minimization problem
we want to solve. We consider the reference domain D which we have already defined
in (1.1). The body is described by a compact set K ∈ K(D) and therefore Ω = D \K
is the exterior of the body. This exterior domain Ω is divided into two parts, water
and air. We make use of the stream function to distinguish these two regions. From
now on the stream function is denoted by u : Ω → R. Then the part of Ω in which
the fluid is located is characterized by {x ∈ Ω, u(x) > 0}. For the sake of brevity we
usually say {u > 0}.
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The total energy of our system is given by
E(Ω, u) :=

Ω
|∇u|2 + g(x)χ{u>0} dx+ ρ̂

D\Ω
g(x) dx (1.37)
where ρ̂ > 0 is a constant and g ∈ C0,αper (D) with g(x1, x2) > 0 for x2 > 0. Comparing
this energy with the term we have deduced in (1.9) one can find some differences we
have to explain. On the one hand the energy depends on the velocity potential and
hence on the stream function u, and on the other hand on the shape of the body K.
Since the set K is uniquely determined by its complement Ω we write the dependence
of the functional on K in terms of Ω. Therefore we denote the integration domain of
the potential energy of the body as D \ Ω. Moreover the functional in (1.37) uses a
generalization of the integrand of the potential energies, the special case g(x) = gx2
of (1.9) is included in this framework. By scaling we put the densities ρF and ρK as
well as the factor 1/2 of (1.9) in one parameter ρ̂ and in the function g. In (1.37)
the integral resulting from the energies of the fluid is taken over the whole domain Ω
instead of the liquid set {u > 0}. For the potential part this fault is corrected by the
characteristic function χ{u>0}, whereas for the kinetic part this is no mistake since
a minimizer (as we will see later in Lemma 2.3) is nonnegative in the whole domain
and hence the integral of the kinetic energy over Ω \ {u > 0} is zero.
It is our goal to minimize the functional over both stream function u and domain Ω.
Therefore we have to find a certain function space and a family of admissible sets in
which this minimization can be done.
We split the problem into two parts and treat them separately. For small η > 0 we
define Ωη := (−a, a]× (0, η) and
Oηl (D) :=
{
Ω ∈ Ol(D); Ωη ⊂ Ω
}
. (1.38)
The idea of this small strip of thickness η is to avoid the constellation that the body
touches the ground. Limiting the number of connected components of the complement
Ωc is plausible since this fact implies that the body consists of at most finitely many
parts. Now we fix a set Ω ∈ Oηl (D) and try to minimize the energy E(Ω, ·). As an
adequate function space we consider
Uw0(Ω) :=
{
u ∈ H1,2per(Ω);u = f in {x2 = 0}, u = 0 in ∂K∪{x2 = b}, |{u > 0}| = w0
}
(1.39)
with a positive function f ∈ C0,1per([−a, a]). Again the condition u = f on the bottom
is a generalization which includes the case u = k > 0 in {x2 = 0}. If f is not a
constant function then the boundary condition of the potential flow in (1.4) is
ν.∇φ = f ′,
a situation which can be interpreted physically as artificial waves from the ground.
The positivity of f also explains why the exclusion of a body touching the ground is
necessary; otherwise there would be a compatibility problem between positive data
on the bottom and zero data on the boundary of the body. The relation
|{u > 0}| = w0 (1.40)
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s
w0
Fε(s)
−εw0
Figure 1.4: Fε penalizes a support with Lebesgue measure bigger than w0
is a volume condition, which prescribes the volume of the fluid. Naturally w0 is a
positive number that is smaller than the measure of the connected component of Ω
which contains Ωη.
Altogether we get the following first variational problem (P):
For fixed Ω ∈ Oηl (D), find a function u ∈ Uw0(Ω) such that
E(Ω, u) = inf
v∈Uw0 (Ω)
E(Ω, v).
(P)
Without the volume condition this problem would be very similar to the one H.W.
Alt and L.A. Caffarelli solved in [2]. However, the volume condition causes some
more difficulties because when perturbing a function u ∈ Uw0(Ω) also the perturbed
function must hold the volume. In order to solve the problem in a way that allows for
the use of non-volume preserving perturbations we consider the following penalized
problem instead: let
U(Ω) :=
{
u ∈ H1,2per(Ω); u = f in {x2 = 0}, u = 0 in ∂K ∪ {x2 = b}
}
(1.41)
and for ε > 0 let
Eε(Ω, u) :=

Ω
|∇u|2 + g(x)χ{u>0} dx+ ρ̂

D\Ω
g(x) dx+ Fε
(|{u > 0}|) (1.42)
where the penalty term Fε is defined by
Fε(s) :=
{
ε(s− w0) if s < w0,
1
ε (s− w0) if s ≥ w0.
(1.43)
We always think of ε as a small positive number, see Figure 1.4.
Then, the penalized problem (Pε) is:
For fixed Ω ∈ Oηl (D), find a function uε ∈ U(Ω) such that
Eε(Ω, uε) = inf
v∈U(Ω)
Eε(Ω, v).
(Pε)
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This idea goes back to N. Aguilera, H.W. Alt and L.A. Caffarelli [1] who showed that
for the Dirichlet integral a minimizer of the penalized functional satisfies the volume
condition for sufficiently small ε and hence solves the original problem. We try to
transfer this result to our setting and therefore very often we work with the same or
similar techniques of [1] and [2] or works which base on these ideas.
By setting
u˜(x) :=
{
u(x) if x ∈ Ω,
0 if x ∈ K,
for u ∈ H1,2per(Ω) we can extend the function u and regard it as an element of H1,2per(D).
Using this extension we can integrate the first term of the energy over the whole
domain D. From now on we always write u instead of u˜.
After solving the problem (P) of finding a minimal stream function u we must go one
step further and consider the set Ω. Since in the first minimization Ω was fixed the
solution u depends on Ω, i.e. u = uΩ.
Then we have to do a second minimization over an suitable family of open subsets
of D and hence get an optimal shape result. For the moment we leave it at a vague
formulation concerning the family in which we want to find the optimal set Ω. We
study the aspects which we have to keep in mind when choosing an adequate family
in Chapter 5 where we also define this family. Here we only write down the structure
of the second variational problem (Q):
For a special family O ⊂ Oηl (D), find a set Ω ∈ O such that
E(Ω, uΩ) = inf
W∈O
E(W,uW ).
(Q)
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Chapter 2
Existence of a Minimal Stream
Function
In this chapter we discuss solvability of the problems (Pε) and (P). We prove exis-
tence of the penalized problem (Pε) and show some first properties of the minimizer.
Moreover we are able to show that under certain additional assumptions and for ε
small the minimizer of (Pε) fulfils the volume condition (1.40) and hence is also a
minimizer of the original problem (P).
2.1 The Penalized Problem
Using direct methods as in [2] we can immediately start with the existence theorem.
Theorem 2.1. There exists a minimizer uε of the penalized problem (Pε).
Proof. We have Eε(Ω, u) ≥ −εw0 for all u ∈ U(Ω), i.e. the functional Eε(Ω, ·) is
bounded from below. Since Eε 6= ∞ this implies the existence of a minimizing se-
quence un. The estimate
Eε(Ω, u) ≥

D
|∇u|2 dx− εw0
for all u ∈ U(Ω) implies coercivity of the functional and hence we get Eε(Ω, u)→∞
for ‖u‖
H1,2per(D)
→ ∞ (a Poincare´ inequality for u exists because of the boundary
condition u(x1, 0) = f(x1)).
Thus, the bounded minimizing sequence un contains a weakly convergent subsequence
which we denote by un again, i.e. there is a uε such that un ⇀ uε weakly in H
1,2
per(D).
We study this convergence of the minimizing sequence un more thoroughly. We obtain
uε = f in {x2 = 0} and uε = 0 in ∂K ∪ {x2 = b} and hence uε ∈ U(Ω). Moreover, by
Rellich‘s Theorem we conclude un → uε pointwise almost everywhere and∇un ⇀ ∇uε
weakly in L2per(D)
2.
The functions χ{un>0} are bounded in L
∞
per(D) which yields the existence of a subse-
quence (which will be denoted by un) and a function β ∈ L∞per(D) with 0 ≤ β ≤ 1
such that χ{un>0} ⇀ β weakly star in L
∞
per(D).
It remains to show that the functional is lower semicontinuous, i.e.
Eε(Ω, uε) ≤ lim inf
n→∞ Eε(Ω, un).
21
2 Existence of a Minimal Stream Function
It is obvious that the expression

D
|∇u|2 dx+ ρ

D\Ω
g(x) dx
is lower semicontinuous since the first summand is a norm and the second one does
not depend on u. Because of the weak star convergence of χ{un>0} we know that
lim
n→∞

D
g(x)χ{un>0} dx =

D
g(x)β dx,
and conclude β = 1 almost everywhere in {uε > 0}:
0 = lim
n→∞

D
u+n (1− χ{un>0}) dx =

D
u+ε (1− β) dx.
This implies lower semicontinuity of the potential term:
lim
n→∞

D
g(x)χ{un>0} dx ≥

D
g(x)χ{uε>0} dx.
The last expression is the penalty term Fε(|{u > 0}|). As we know that the function
Fε is monotone increasing it is sufficient to show the lower semicontinuity of the
argument |{u > 0}|. However, we know that
|{u > 0}| =

{u>0}
dx =

D
χ{u>0} dx
and we can argue as in the case before to get lower semicontinuity. This completes
the proof.
Now we derive some simple properties of the minimizer uε.
Lemma 2.2. If uε is a solution of (Pε) then uε is weakly subharmonic in Ω, i.e. for
all ξ ∈ C∞0 (Ω) with ξ ≥ 0 we have
Ω
∇uε.∇ξ dx ≤ 0.
Proof. Let ξ ∈ C∞0 (Ω) with ξ ≥ 0. For τ > 0 we define the function uτε := uε − τξ,
which is an admissible variation. By the minimality of uε we get
Eε(Ω, uε) ≤ Eε(Ω, uτε)
and hence
2τ

Ω
∇uε.∇ξ dx ≤

Ω
g(x)
(
χ{uτε>0} − χ{uε>0}
)
dx
+ Fε
(|{uτε > 0}|)− Fε(|{uε > 0}|)+ o(τ).
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Since {uτε > 0} ⊂ {uε > 0} and Fε is an increasing function the integral and the
difference of the penalty terms on the right hand side are negative which yields
2τ

Ω
∇uε.∇ξ dx ≤ o(τ)
or, by dividing by 2τ and letting τ → 0,

Ω
∇uε.∇ξ dx ≤ 0.
In particular we can deduce from this lemma that for all x ∈ Ω with Br(x) ⊂ Ω the
function
θ(r) :=
 
Br(x)
uε(y) dy
is monotone increasing in r and we know that
uε(x) = lim
r↓0
 
Br(x)
uε(y) dy
for almost every x ∈ Ω. Furthermore, we have θ′(r) ≥ 0 which implies
− 2
r3pi

Br(x)
uε(y) dy +
1
r2pi

∂Br(x)
uε(y) dSy ≥ 0
and hence  
Br(x)
uε(y) dy ≤
 
∂Br(x)
uε(y) dSy. (2.1)
The next lemma shows that a minimizer uε is always nonnegative and is an element
of L∞per(Ω).
Lemma 2.3. If uε is a solution of (Pε) then
0 ≤ uε ≤ ‖f‖L∞per(−a,a)
almost everywhere in Ω.
Proof. For s ∈ (−1, 1) we consider the function usε := uε−smin{uε, 0} as an admissible
variation with the property {usε > 0} = {uε > 0}. By the minimality of uε we get
Eε(Ω, uε) ≤ Eε(Ω, usε)
which means 
Ω
|∇uε|2 − |∇usε|2 dx ≤ 0
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and hence
2s

Ω
∇uε.∇min{uε, 0} dx+ o(s) ≤ 0.
Since s has no prescribed sign it follows that

Ω
∇uε.∇min{uε, 0} dx = 0
or equivalently 
Ω∩{uε<0}
|∇uε|2 dx = 0
which implies uε ≥ 0 almost everywhere in Ω.
A similar argumentation leads to the second inequality. Let h := ‖f‖L∞per(−a,a) and
for t ∈ (−1, 1) consider the function utε := uε − tmin{h− uε, 0}, which again satisfies
{utε > 0} = {uε > 0}. The minimum condition
Eε(Ω, uε) ≤ Eε(Ω, utε)
yields
2t

Ω
∇uε.∇min{h− uε, 0} dx+ o(t) ≤ 0
and hence 
Ω
∇uε.∇min{h− uε, 0} dx = 0
which means that
−

Ω∩{uε>h}
|∇uε|2 dx = 0.
This shows uε ≤ h almost everywhere in Ω.
2.2 The Volume Condition
If a minimizer uε of the penalized problem (Pε) fulfils the volume condition (1.40)
then it is also a solution of the original problem (P). In this section we show that for
suitable ε the measure of {uε > 0} is always smaller or equal than w0. In order to
show this fact we do not take the limit ε → 0, but we can prove that this condition
is already satisfied for sufficiently small ε. Moreover, in chapter 3 we will be able to
complete this thought by proving that under certain assumptions on g the volume
condition (1.40) is satisfied.
The idea of the proof is to construct suitable comparison functions that cause a
contradiction to the minimality of uε when we assume that the volume condition is
not fulfilled. We need two of these comparison functions having the structure that one
of them increases the measure of {uε > 0} and the other decreases it. This approach
was carried out by [1] and inspired some further works like [30], [21] or [20]. In these
24
2.2 The Volume Condition
uε > 0 v̂ > 0
v̂ = 0uε = 0
Br(x0)
x0
Figure 2.1: v̂ increases the measure of the positivity set
papers the construction of the comparison functions is done by perturbing an extract
of the free boundary Ω ∩ ∂{uε > 0} in direction of the normal vector of ∂{uε > 0}.
This concept requires at least Lipschitz continuity of the free boundary which means
that before applying this technique some deep regularity results have to be shown.
C. Bandle and A. Wagner [5] use another construction method that does not need
any assumptions on the regularity of the free boundary but leads to the same result.
In the present work we follow this ansatz and therewith show the attaining of the
volume condition (1.40) without any regularity assumptions.
For the construction of the two comparison functions v̂ and ŵ let x0 ∈ Ω∩ ∂{uε > 0}
and r > 0 such that Br(x0) ⊂ Ω. We define v as the solution of
∆v = 0 in Br(x0), (2.2)
v = uε in ∂Br(x0), (2.3)
and
v̂ :=
{
v in Br(x0),
uε in D \Br(x0).
(2.4)
It is obvious that by the maximum principle v̂ > 0 in Br(x0) and hence v̂ increases
the support of uε: {uε > 0} ( {v̂ > 0} (see Figure 2.1).
In order to build a suitable comparison function that decreases the measure of the
support of uε we do not follow the construction in [5] but another one which is done
in [2], see also [22]. For s > 0 define Φs : (0,∞)→ R with
Φs(t) := s ln
(s
t
)
(2.5)
as the two-dimensional fundamental solution and set
w(x) :=
ϑκr
−Φκ2r(κr)
max{−Φκ2r(|x− x0|), 0} (2.6)
where κ and ϑ are constants with 0 < κ < 1 and
ϑ :=
1
κr
ess sup
x∈Bκr(x0)
uε(x). (2.7)
Now we define the following comparison function:
ŵ :=
{
min{uε, w} in Bκr(x0),
uε in D \Bκr(x0).
(2.8)
25
2 Existence of a Minimal Stream Function
x0 + κ2r x0 + κrx0
w
uε
ŵ
Figure 2.2: The comparison function ŵ
In order to understand the effect of ŵ we consider some properties of this function. For
x ∈ ∂Bκr(x0) we have Φκ2r(|x− x0|) = κ2r ln(κ) < 0 and hence w(x) = ϑκr ≥ uε(x)
which means that
ŵ = uε in ∂Bκr(x0).
On the other hand, for x ∈ ∂Bκ2r(x0) we have Φκ2r(|x − x0|) = κ2r ln(1) = 0 and
therefore
ŵ = 0 in ∂Bκ2r(x0).
Analogue reasoning leads to w = 0 in Bκ2r(x0) and w > 0 in Bκr(x0) \ Bκ2r(x0). A
one-dimensional illustration of ŵ can be seen in Figure 2.2.
Considering the measure of {ŵ > 0} we observe ŵ = 0 in Bκ2r(x0) and ŵ > 0 in(
Bκr(x0) \ Bκ2r(x0)
) ∩ {uε > 0}. This shows that compared with uε the measure
decreases: {ŵ > 0} ( {uε > 0} (see Figure 2.3).
uε > 0 ŵ > 0
ŵ = 0uε = 0
x0
Bκr(x0)
Bκ2r(x0)
Figure 2.3: ŵ decreases the measure of the positivity set
In order to work with these comparison functions we need to compare the energies of
v̂ and ŵ with that of the minimizer uε.
Lemma 2.4. Let uε ∈ U(Ω) be a solution of (Pε). Let x0 ∈ ∂{uε > 0} and r > 0
such that Br(x0) ⊂ Ω and v̂ ∈ U(Ω) be the comparison function defined in (2.4). Then
Br(x0)
∣∣∇(uε − v)∣∣2 dx ≤ 
Br(x0)
g(x)χ{uε=0} dx+ Fε
(|{v̂ > 0}|)− Fε(|{uε > 0}|).
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Proof. Since uε is a minimizer we have
Eε(Ω, uε) ≤ Eε(Ω, v̂)
and hence
Br(x0)
|∇uε|2 − |∇v|2 dx ≤

Br(x0)
g(x)χ{uε=0} dx+ Fε
(|{v̂ > 0}|)− Fε(|{uε > 0}|).
Considering the left hand side of this inequality we observe that

Br(x0)
|∇(uε − v)|2 dx =

Br(x0)
|∇uε|2 − 2∇uε.∇v + |∇v|2 dx
=

Br(x0)
|∇uε|2 − |∇v|2 + 2∇v.(∇v −∇uε) dx
and

Br(x0)
∇v.(∇v −∇uε) dx = −

Br(x0)
∆v(v − uε) dx+

∂Br(x0)
ν.∇v(v − uε) dS
= 0.
Consequently,

Br(x0)
|∇(uε − v)|2 dx =

Br(x0)
|∇uε|2 − |∇v|2 dx, (2.9)
which implies the assertion.
Lemma 2.5. Let uε ∈ U(Ω) be a solution of (Pε). Let x0 ∈ ∂{uε > 0} and r > 0
such that Br(x0) ⊂ Ω and ŵ ∈ U(Ω) be the comparison function defined in (2.8).
Then 
Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx ≤
−2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x− x0)uε
)
dx
+Fε
(|{ŵ > 0}|)− Fε(|{uε > 0}|).
Proof. Since uε solves the minimization problem (Pε) we obtain
Eε(Ω, uε) ≤ Eε(Ω, ŵ)
or equivalently

Bκr(x0)
g(x)(χ{uε>0} − χ{ bw>0}) dx ≤

Bκr(x0)
|∇ŵ|2 − |∇uε|2 dx
+Fε
(|{ŵ > 0}|)− Fε(|{uε > 0}|).
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Since
Bκr(x0)
g(x)(χ{uε>0} − χ{ bw>0}) dx =

Bκ2r(x0)
g(x)χ{uε>0} dx
and

Bκr(x0)
|∇ŵ|2 − |∇uε|2 dx =

Bκr(x0)∩{w<uε}
|∇w|2 − |∇uε|2 dx
=

A
|∇w|2 − |∇uε|2 dx−

Bκ2r(x0)
|∇uε|2 dx,
where
A :=
(
Bκr(x0) \Bκ2r(x0)
) ∩ {w < uε},
we get that

Bκ2r(x0)∩{uε>0}
|∇uε|2 + g(x) dx ≤

A
|∇w|2 − |∇uε|2 dx
+Fε
(|{ŵ > 0}|)− Fε(|{uε > 0}|).
It remains to estimate the integral over A on the right hand side. We have

A
|∇w|2 − |∇uε|2 dx =

A
∇(w − uε).∇(w + uε) dx
=

A
∇(w − uε).∇w dx+

A
∇(w − uε).∇uε dx
= 2

A
∇(w − uε).∇w dx−

A
|∇(w − uε)|2 dx
≤ −2

A
∇(uε − w).∇w dx
= −2

Bκr(x0)\Bκ2r(x0)
∇(max{uε − w, 0}).∇w dx
= 2

∂Bκ2r(x0)
uεν.∇w dS.
We compute
∂iw(x) =
ϑκr
ln(κ)
∂i
(
ln
( κ2r
|x− x0|
))
=
−ϑκr
ln(κ)
xi − x0,i
|x− x0|2
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and get
νi∂iw(x) =
−ϑκr
ln(κ)
(xi − x0,i)2
|x− x0|3
for i = 1, 2 which implies
ν.∇w(x) = −ϑ
κ ln(κ)
for x ∈ ∂Bκ2r(x0). This leads to the inequality

A
|∇w|2 − |∇uε|2 dx ≤ −2ϑ
κ ln(κ)

∂Bκ2r(x0)
uε dS
=
−2ϑ
rκ3 ln(κ)

∂Bκ2r(x0)
uε (x− x0).ν dS
=
−2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x− x0)uε
)
dx.
After these preparations we are able to prove an estimate for the measure of {uε > 0}.
Lemma 2.6. Let uε ∈ U(Ω) be a solution of (Pε). Then there exists ε0 > 0 such that
for all 0 < ε < ε0 we have
|{uε > 0}| ≤ w0.
Proof. The proof is done by contradiction. Assume that for all ε0 > 0 there exists
0 < ε < ε0 with |{uε > 0}| > w0. Let ŵ be the comparison function from (2.8) and
choose the radius r so small that we still have |{ŵ > 0}| > w0. Then Lemma 2.5
yields

Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx ≤
−2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x− x0)uε
)
dx
+Fε
(|{ŵ > 0}|)− Fε(|{uε > 0}|),
where by assumption on uε and construction of ŵ we know
Fε
(|{ŵ > 0}|)− Fε(|{uε > 0}|) = −1
ε
∣∣Bκ2r(x0) ∩ {uε > 0}∣∣.
The estimate

Bκ2r(x0)
g(x)χ{uε>0} dx ≥ 0
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leads to the inequality
1
ε
∣∣Bκ2r(x0) ∩ {uε > 0}∣∣+ 
Bκ2r(x0)
|∇uε|2 dx ≤ −2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x− x0)uε
)
dx.
(2.10)
We look for a further estimate of the right hand side. The constants that appear will
be denoted by c(κ, r),
−2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x− x0)uε
)
dx = c(κ, r)

Bκ2r(x0)
2uε + (x− x0).∇uε dx.
We treat both integrals on the right separately:
c(κ, r)

Bκ2r(x0)
2uε dx ≤ c(κ, r)
(
2 ess sup
Bκ2r(x0)
uε
)∣∣Bκ2r(x0) ∩ {uε > 0}∣∣
≤ c(κ, r) ∣∣Bκ2r(x0) ∩ {uε > 0}∣∣
and, by using Young’s inequality
c(κ, r)

Bκ2r(x0)
(x− x0).∇uε dx ≤ c(κ, r)

Bκ2r(x0)
|∇uε| dx
≤

Bκ2r(x0)
|∇uε|2 dx+ c(κ, r)
2
4
∣∣Bκ2r(x0) ∩ {uε > 0}∣∣.
This means
−2ϑ
rκ3 ln(κ)

Bκ2r(x0)
div
(
(x−x0)uε
)
dx ≤

Bκ2r(x0)
|∇uε|2 dx+c(κ, r)
∣∣Bκ2r(x0)∩{uε > 0}∣∣
and together with (2.10) it follows that
1
ε
∣∣Bκ2r(x0) ∩ {uε > 0}∣∣ ≤ c(κ, r) ∣∣Bκ2r(x0) ∩ {uε > 0}∣∣
which is a contradiction for small ε.
In view of volume conditon (1.40) it is still necessary to show that the measure of
{uε > 0} is also bigger or equal than w0. This will be possible (see Lemma 3.10) after
having deduced some regularity properties of uε.
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Chapter 3
Regularity of the Minimal
Stream Function
Up to now we know from Lemma 2.3 that a solution uε of problem (Pε) is an element
of L∞per(Ω). This chapter contains further analyses concerning the regularity of the
minimizer.
3.1 Ho¨lder Continuity
In a first step we prove Ho¨lder continuity. We use an argumentation which has been
used for similar problems (see [37], [4] or [13]). This technique is based on a result of
Morrey [34].
Theorem 3.1 (Morrey’s Dirichlet growth Theorem). Let u ∈ H1,2per(Ω) and suppose
that there exist constants 0 < M <∞ and α ∈ (0, 1] such that for all balls Bρ(x0) ⊂ Ω

Bρ(x0)
|∇u|2 dx ≤Mρ2α,
then u ∈ C0,αper (Ω).
When applying the above Theorem we will also need
Lemma 3.2. Let φ(t) be a nonnegative and nondecreasing function. Suppose that
φ(ρ) ≤ γ
[(ρ
r
)α
+ δ
]
φ(r) + κ rβ
for all 0 ≤ ρ ≤ r ≤ r0, where γ, α and β are positive constants with β < α. Then
there exist positive constants δ0 = δ0(γ, α, β) and c = c(γ, α, β) such that if δ < δ0,
then
φ(ρ) ≤ c
(ρ
r
)β
[φ(r) + κ rβ]
for all 0 ≤ ρ ≤ r ≤ r0.
For a proof of this lemma we refer to [24], Lemma 2.1 in Chapter III.
In order to prove Ho¨lder continuity of uε let x0 ∈ Ω and let 0 < ρ < r < 1 such that
Bρ(x0) ⊂ Ω. We do not assume that the ball Br(x0) is a subset of Ω but we explicitly
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allow settings in which the ball may leave the domain. In order to work on these balls
we extend the minimizer uε as follows:
u˜ε(x) :=

0 if x2 ≥ b,
uε(x) if x ∈ D,
f(x1) if x2 ≤ 0.
From now on we denote this extension again by uε instead of u˜ε. For Br(x0) we
consider the comparison function v̂ we have already defined in (2.4). In view of
Theorem 3.1 it is our goal to estimate the integral
Bρ(x0)
|∇uε|2 dx.
Therefore we compute
Bρ(x0)
|∇uε|2 dx ≤ 2

Bρ(x0)
|∇(uε − v̂)|2 dx+ 2

Bρ(x0)
|∇v̂|2 dx
≤ 2

Br(x0)
|∇(uε − v)|2 dx+ 2

Bρ(x0)
|∇v|2 dx. (3.1)
Considering the first term on the right hand side we may compute as in the proof of
Lemma 2.4 and get (2.9):
Br(x0)
|∇(uε − v)|2 dx =

Br(x0)
|∇uε|2 − |∇v|2 dx
≤

Br(x0)∩Ω
|∇uε|2 − |∇v|2 dx+

Br(x0)\Ω
|∇uε|2 dx.
Comparing the energies of uε and v and arguing again as in the proof of Lemma 2.4
we derive the estimate
Br(x0)∩Ω
|∇uε|2 − |∇v|2 dx ≤ c
∣∣Br(x0) ∩ {uε = 0}∣∣,
where the constant c depends on ‖g‖L∞per(D) and ε. Outside the domain Ω we have
uε = 0 or uε(x) = f(x1). In both cases we can estimate the integrand of the Dirichlet
integral by a constant and get 
Br(x0)\Ω
|∇uε|2 dx ≤ c r2.
Altogether this leads to 
Br(x0)
|∇(uε − v)|2 dx ≤ c r2. (3.2)
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Now we need an estimate for the second term in (3.1). We can use the following well
known growth estimate for harmonic functions.
Lemma 3.3. Let v be defined as in (2.2). Then there exists a constant ĉ > 0 such
that 
Bρ(x0)
|∇v|2 dx ≤ ĉ
(ρ
r
)2 
Br(x0)
|∇v|2 dx.
A proof can be found e.g. in [33], Lemma 5.11. As a consequence of this lemma we
get the estimate 
Bρ(x0)
|∇v|2 dx ≤ ĉ
(ρ
r
)2 
Br(x0)
|∇uε|2 dx (3.3)
using the fact that v minimizes the Dirichlet integral among all functions in Br(x0)
having the same boundary values.
Now we can state the main Theorem of this section.
Theorem 3.4. Let uε be a solution of (Pε). Then uε ∈ C0,αper (Ω) for any 0 ≤ α < 1.
Proof. Take a fixed r < 1 and let 0 < ρ < r and x0 ∈ Ω such that Bρ(x0) ⊂ Ω.
Combining (3.1) with (3.2) and (3.3) we get

Bρ(x0)
|∇uε|2 dx ≤ ĉ
(ρ
r
)2 
Br(x0)
|∇uε|2 dx+ c r2
and since r < 1 this implies

Bρ(x0)
|∇uε|2 dx ≤ ĉ
(ρ
r
)2 
Br(x0)
|∇uε|2 dx+ c rβ
for any 0 < β < 2. Now we apply Lemma 3.2 with
φ(ρ) =

Bρ(x0)
|∇uε|2 dx
which yields

Bρ(x0)
|∇uε|2 dx ≤ c˜
(ρ
r
)β( 
Br(x0)
|∇uε|2 dx+ c rβ
)
.
Since the Dirichlet intergal of uε is bounded and r is fixed this implies

Bρ(x0)
|∇uε|2 dx ≤ c ρβ
for all 0 < ρ < r and hence uε ∈ C0,αper (Ω) for all 0 < α < 1.
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The regularity result leads to some simple properties of the minimizer uε.
Corollary 3.5. Let uε be a solution of (Pε). Then the set {uε > 0} is open.
This follows immediately from the continuity of uε. However, with this knowledge we
are able to study the behaviour of the minimizer uε in the positivity set.
Lemma 3.6. If uε is a solution of (Pε) then uε is harmonic in {uε > 0}.
Proof. For τ ∈ R take the variation uτε := uε + τξ with ξ ∈ C∞0
({uε > 0}). By
minimality of uε we get
Eε(Ω, uε) ≤ Eε(Ω, uτε)
and hence
−2τ

Ω
∇uε.∇ξ dx ≤ o(τ)
which implies 
{uε>0}
∇uε.∇ξ dx = 0
for all ξ ∈ C∞0
({uε > 0}). This yields harmonicity of uε in {uε > 0}.
3.2 Lipschitz Continuity
Now we go one step further and verify Lipschitz continuity of a minimizer uε. We
follow a method in [2]. An interesting aspect of this technique is the fact that we are
able to prove Lipschitz continuity of uε without using any of the continuity properties
we have shown in the previous section. A very essential result for what follows is the
following statement.
Lemma 3.7 (Lipschitz property). There is a positive constant c∗ = c∗(ε) such that
any solution uε of (Pε) has the following property for every ball Br(x0) ⊂ Ω:
1
r
 
∂Br(x0)
uε(y) dSy ≥ c∗ implies uε > 0 in Br(x0).
Proof. Let uε be a solution of (Pε) and Br(x0) ⊂ Ω. We choose the comparison
function v̂ from (2.4) with the only difference that the point x0 need not to be a point
of the free boundary but may be an arbitrary point in Ω. However, this does not affect
the computations and hence we can use Lemma 2.4 to get the following inequality:
Br(x0)
|∇(uε − v)|2 dx ≤ c(ε)
∣∣Br(x0) ∩ {uε = 0}∣∣. (3.4)
To go on, we look for a lower bound for the integral on the left hand side and follow
an argument from [2]. For z ∈ Br/2(x0) consider the transformation
φz : Br(x0)→ Br(x0), φz(x) :=
(
1− |x− x0|
r
)
(z − x0) + x. (3.5)
We note some properties of this mapping:
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x0
Br/8(x0)
x0
z z
uzε > 0 uε > 0
uzε = 0 uε = 0
Br/4(z)
x0 + rξ x0 + rξ
x0 + sξξ
Br(x0) Br(x0)
φz(x0 + sξξ)
Figure 3.1: The finding of sξ
• The point z is the new center of the ball after the transformation: φz(x0) = z.
• Every boundary point is mapped onto itself: x ∈ ∂Br(x0)⇒ φz(x) = x.
• If x ∈ Br/8(x0) then φz(x) ∈ Br/4(z), i.e. φz
(
Br/8(x0)
) ⊂ Br/4(z).
For further computations we set
uzε := uε ◦ φz and vz := v ◦ φz.
For ξ ∈ ∂B1(0) define
sξ := inf
{
s ∈ R; 1
8
r ≤ s ≤ r, uzε(x0 + sξ) = 0
}
(3.6)
if this set is nonempty and sξ := r if it is empty. A graphical illustration of sξ from
the perspectives of uε and uzε is given in Figure 3.1.
For sξ < r there holds for almost all ξ:
vz(x0 + sξξ) = vz(x0 + sξξ)− uzε(x0 + sξξ)
=
r
sξ
d
ds
((
uzε − vz
)
(x0 + sξ)
)
ds
=
r
sξ
∇(uzε − vz)(x0 + sξ). ξ ds
≤
( r
sξ
∣∣∣∇(uzε − vz)(x0 + sξ)∣∣∣2 ds
)1/2( r
sξ
|ξ|2 ds
)1/2
35
3 Regularity of the Minimal Stream Function
and hence
vz(x0 + sξξ) ≤
√
r − sξ
( r
sξ
∣∣∣∇(uzε − vz)(x0 + sξ)∣∣∣2 ds
)1/2
. (3.7)
We look for a lower estimate of the expression vz(x0 + sξξ). Poisson’s formula (see
[16], Theorem 15 in Chapter 3) implies that for x ∈ Br(x0)
v(x) =
r2 − |x− x0|2
2pir

∂Br(x0)
uε(y)
|x− y|2 dSy
and hence
vz(x0 + sξξ) =
r2 − |φz(x0 + sξξ)− x0|2
2pir

∂Br(x0)
uε(y)
|φz(x0 + sξξ)− y|2 dSy. (3.8)
Since for y ∈ ∂Br(x0) we have
|φz(x0 + sξξ)− y| =
∣∣∣(1− sξ
r
)
(z − x0) + x0 + sξξ − y
∣∣∣
≤
∣∣∣(1− sξ
r
)
(z − x0)
∣∣∣+ |sξξ|+ |x0 − y|
=
(
1− sξ
r
)|z − x0|+ sξ + r
≤ c r
and since
r2 − ∣∣φz(x0 + sξξ)− x0∣∣2 ≥ r (r − ∣∣φz(x0 + sξξ)− x0∣∣)
= r
(
r −
∣∣∣(1− sξ
r
)
(z − x0) + sξξ
∣∣∣)
≥ r
(
r − (1− sξ
r
)r
2
− sξ
)
=
1
2
r (r − sξ)
we get the lower estimate
vz(x0 + sξξ) ≥ c
r2
(r − sξ)

∂Br(x0)
uε(y) dSy
= c (r − sξ)1
r
 
∂Br(x0)
uε(y) dSy.
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Together with (3.7) this yields
(r − sξ)
(
1
r
 
∂Br(x0)
uε(y) dSy
)2
≤ c
r
sξ
∣∣∣∇(uzε − vz)(x0 + sξ)∣∣∣2 ds (3.9)
which is also true for sξ = r. Now we integrate this inequality with respect to ξ. We
start with the right hand side:

∂B1(0)
r
sξ
∣∣∇(uzε − vz)(x0 + sξ)∣∣2 ds dSξ = 
∂B1(x0)
r
sξ
∣∣∇(uzε − vz)(sξ)∣∣2 ds dSξ
≤ 8
r

∂B1(x0)
r
sξ
∣∣∇(uzε − vz)(sξ)∣∣2s ds dSξ
≤ 8
r

Br(x0)
∣∣∇(uzε − vz)(x)∣∣2 dx. (3.10)
Next we integrate the left hand side of (3.9) and get

∂B1(0)
r − sξ dSξ =

∂B1(0)
r
sξ
ds dSξ
≥

∂B1(0)
r
sξ
χ{uzε=0}(x0 + sξ) ds dSξ
≥ 1
r

∂B1(0)
r
sξ
χ{uzε=0}(x0 + sξ)s ds dSξ
=
1
r

∂B1(0)
r
r/8
χ{uzε=0}(x0 + sξ)s ds dSξ
=
1
r

Br(x0)\Br/8(x0)
χ{uzε=0}(x) dx. (3.11)
Moreover, we compute

Br(x0)\Br/4(z)
χ{uε=0}(x) dx ≤

Br(x0)\φz(Br/8(x0))
χ{uε=0}(x) dx
=

Br(x0)\Br/8(x0)
χ{uzε=0}(x) |detDφz(x)| dx.
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For the transformation φz we have
Dφz(x) = Id− 1
r|x− x0|(x− x0)⊗ (z − x0),
where a⊗ b := (aibj)ij denotes the tensor product, and hence
detDφz(x) = 1− 1
r|x− x0|(x− x0).(z − x0)
which means that
1
2
≤ detDφz(x) ≤ 32 . (3.12)
Then 
Br(x0)\Br/8(x0)
χ{uzε=0}(x) dx ≥ c

Br(x0)\Br/4(z)
χ{uε=0}(x) dx
and together with (3.11) this leads to the estimate

∂B1(0)
r − sξ dSξ ≥ c
r

Br(x0)\Br/4(z)
χ{uε=0}(x) dx.
(3.13)
Combining now (3.13) and (3.10) with (3.9) we get(
1
r
 
∂Br(x0)
uε(y) dSy
)2 
Br(x0)\Br/4(z)
χ{uε=0} dx ≤ c

Br(x0)
|∇(uzε − vz)|2 dx. (3.14)
Recalling that we intended to get a lower bound on the left hand side of (3.4) we
observe that in (3.14) we still work with the transformed functions uzε and v
z. These
functions are replaced by the original functions uε and v in the next step.
Br(x0)
∣∣∇(uzε − vz)∣∣2 dx = 
Br(x0)
∣∣∣Dφz(x).(∇uε(φz(x))−∇v(φz(x)))∣∣∣2 dx
≤

Br(x0)
∥∥Dφz(x)∥∥22 ∣∣∇uε(φz(x))−∇v(φz(x))∣∣2 dx,
where ‖ · ‖2 denotes the spectral norm which can be estimated by
‖Dφz(x)‖2 ≤ c.
Using (3.12) again we derive
Br(x0)
∣∣∇(uzε − vz)∣∣2 dx ≤ c 
Br(x0)
∣∣∇uε(φz(x))−∇v(φz(x))∣∣2 |detDφz(x)| dx
= c

Br(x0)
|∇(uε − v)|2 dx. (3.15)
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xBr(x)
x
uε = 0 uε = 0
uε > 0 uε > 0
G′ G′
G G
Br(x)
Figure 3.2: The two possible cases
Combining (3.14) and (3.15) we get(
1
r
 
∂Br(x0)
uε(y) dSy
)2 
Br(x0)\Br/4(z)
χ{uε=0} dx ≤ c

Br(x0)
|∇(uε − v)|2 dx. (3.16)
Now choose z1 and z2 ∈ Br/2(x0) such that Br/4(z1)∩Br/4(z2) = ∅ and add the two
estimates which result from replacing z by z1 and z2 in (3.16). This implies(
1
r
 
∂Br(x0)
uε(y) dSy
)2∣∣Br(x0) ∩ {uε = 0}∣∣ ≤ c 
Br(x0)
|∇(uε − v)|2 dx.
Combining this result with (3.4) we conclude(
1
r
 
∂Br(x0)
uε(y) dSy
)2∣∣Br(x0) ∩ {uε = 0}∣∣ ≤ c∗2 ∣∣Br(x0) ∩ {uε = 0}∣∣
which implies the assertion.
Using the result of Lemma 3.7 we are able to prove Lipschitz continuity of the mini-
mizer uε. This justifies that we call the lemma ’Lipschitz property’:
Theorem 3.8. Let uε be a solution of (Pε). Then we have uε ∈ C0,1per(Ω).
Proof. Let G,G′ be open sets such that G ⊂⊂ G′ ⊂⊂ Ω and choose x ∈ G with
uε(x) > 0. Then we define by Br(x) the largest ball that is contained in G′∩{uε > 0}.
Then ∂Br(x) touches either ∂G′ or ∂{uε > 0} (see Figure 3.2). In the first case we
have r ≥ dper(G, ∂G′) and hence
1
r
 
∂Br(x)
uε(y) dSy ≤ 1
r
‖uε‖L∞per(D) ≤
‖uε‖L∞per(D)
dper(G, ∂G′)
.
If ∂Br(x) touches ∂{u > 0} we choose σ > 0 such that Bσ+r(x) ⊂ D. Then Bσ+r(x)
contains a domain where uε is zero, and by Lemma 3.7
1
σ + r
 
∂Bσ+r(x)
uε(y) dSy < c∗.
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Passing to the limit σ → 0 we conclude
1
r
 
∂Br(x)
uε(y) dSy ≤ c∗,
so in both cases we can estimate the expression by a constant.
Since uε is harmonic in {uε > 0}, ∇uε is also harmonic and by the mean-value formula
(Theorem 2, Chapter 2 in [16]) we have
∂iuε(x) =
 
Br(x)
∂iuε(y) dy =
1
|Br(x)|

∂Br(x)
νiuε(y) dSy
≤ c
r
 
∂Br(x)
uε(y) dSy ≤ c.
This implies |∇uε| ≤ c in G∩{uε > 0} and since |∇uε| = 0 in G∩{uε = 0} we obtain
uε ∈ H1,∞per (G) and hence uε ∈ C0,1per(Ω).
3.3 Nondegeneracy
Similar to the Lipschitz property in Lemma 3.7 we deduce a nondegeneracy estimate
from below on averages of uε.
Since we have the boundary condition uε(x1, 0) = f(x1) > 0 for all x1 ∈ (−a, a] we
know that there exists a δ > 0 such that for all minimizers uε we have uε(x) > 0 for
all x ∈ Sδ := (−a, a]× (0, δ] and we set Ωδ := Ω \ Sδ.
Lemma 3.9 (Nondegeneracy property). For any 0 < τ < 1 there is a positive con-
stant c∗ = c∗(τ, δ) such that any solution uε of (Pε) has the following property for
every ball Br(x0) ⊂ Ωδ:
1
r
 
∂Br(x0)
uε(y) dSy ≤ c∗ implies uε = 0 in Bτr(x0).
Proof. Let 0 < τ < 1 and uε be a solution of (Pε) and Br(x0) ⊂ Ωδ. For κ :=
√
τ
choose the comparison function ŵ from (2.8) aside from the fact that x0 need not be
a free boundary point.
The constant ϑ from (2.7) is crucial for what follows. Indeed, because of the subhar-
monicity of uε we have
uε(x) ≤
 
Bs(x)
uε(y) dy for all Bs(x) ⊂ Br(x0).
For x ∈ Bκr(x0) and s := (1− κ)r this implies
uε(x) ≤ |Br(x0)||Bs(x)|
 
Br(x0)
uε(y) dy
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and with (2.1) we get
uε(x) ≤ c(κ)
 
∂Br(x0)
uε(y) dSy.
Taking the supremum over all x ∈ Bκr(x0) and using the definition of ϑ we obtain
ϑ =
1
κr
sup
x∈Bκr(x0)
uε(x) ≤ c(κ)1
r
 
∂Br(x0)
uε(y) dSy.
This estimate underlines the relevance of ϑ: if the mean-value integral is smaller than
a constant as postulated in the assumptions of this lemma, then also ϑ is smaller than
a constant bound.
To go on we remark that ŵ at most reduces the measure of the support and hence
Lemma 2.5 yields

Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx ≤ c(κ)
ϑ
r

Bκ2r(x0)
div
(
(x− x0)uε
)
dx
= c(κ)
ϑ
r

Bκ2r(x0)
2uε + (x− x0).∇uε dx. (3.17)
Note that g is positive in {x2 > 0} and since we consider the domain Ωδ there is a
positive constant c(δ) such that
g(x) ≥ c(δ) (3.18)
for all x ∈ Ωδ. With this knowledge we can estimate both terms of (3.17):
c(κ)
ϑ
r

Bκ2r(x0)
2uε dx ≤ c(κ)ϑ
r

Bκ2r(x0)
2 sup
x∈Bκr(x0)
uε(x)χ{uε>0} dx
= c(κ)ϑ2

Bκ2r(x0)
χ{uε>0} dx
≤ c(κ)
c(δ)
ϑ2

Bκ2r(x0)
g(x)χ{uε>0} dx
≤ c(κ, δ)ϑ2

Bκ2r(x0)
|∇u|2 + g(x)χ{uε>0} dx
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and
c(κ)
ϑ
r

Bκ2r(x0)
(x− x0).∇uε dx ≤ c(κ)ϑ

Bκ2r(x0)
|∇uε| dx
≤ c(κ)√
c(δ)
ϑ

Bκ2r(x0)
|∇uε|
√
g(x)χ{uε>0} dx
≤ c(κ, δ)ϑ

Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx.
Putting these facts together we get the estimate

Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx ≤ c(κ, δ)(ϑ2 + ϑ)

Bκ2r(x0)
|∇uε|2 + g(x)χ{uε>0} dx
or, in terms of τ ,

Bτr(x0)
|∇uε|2 + g(x)χ{uε>0} dx ≤ c(τ, δ)(ϑ2 + ϑ)

Bτr(x0)
|∇uε|2 + g(x)χ{uε>0} dx,
and we obtain uε = 0 in Bτr(x0) if ϑ is small enough.
It is necessary to neglect the small strip Sδ of thickness δ on the ground in order to
get estimate (3.18) from below for g. Indeed, when assuming that g is positive in
{x2 > 0} we can not exclude the case that g might be zero in {x2 = 0} and therefore
an estimate like (3.18) in the whole domain Ω is not necessarily possible.
Although it seems that there is a similarity to the choice of the family Oη(D) in (1.38)
where we also paid attention to a small strip of thickness η the accounts are different;
the η-strip relates to the boundary conditions of the minimizer uε whereas the δ-strip
is related to the function g.
However, using the nondegeneracy property we are able to show that under certain
assumptions on g the volume condition (1.40) is satisfied for ε small.
Lemma 3.10. Let uε ∈ U(Ω) be a solution of (Pε). There exists a constant c0 > 0
such that the following holds: If ‖g‖L∞per(D) < c0, then there exists ε0 > 0 such that for
all 0 < ε < ε0 we have
|{uε > 0}| ≥ w0.
Proof. We prove the claim by contradiction. Assume that for all ε0 > 0 there exists
0 < ε < ε0 with |{uε > 0}| < w0. For x0 ∈ ∂{uε > 0} we consider the comparison
function v̂ from (2.4) and by choosing r sufficiently small we still have |{v̂ > 0}| < w0.
Using this information Lemma 2.4 yields

Br(x0)
∣∣∇(uε − v)∣∣2 dx ≤ 
Br(x0)
g(x)χ{uε=0} dx+ ε
∣∣Br(x0) ∩ {uε = 0}∣∣. (3.19)
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In order to find a lower estimate of the left hand side we work as in the proof of
Lemma 3.7 and get inequality (3.7) for sξ < r:
vz(x0 + sξξ) ≤
√
r − sξ
( r
sξ
∣∣∣∇(uzε − vz)(x0 + sξ)∣∣∣2 ds
)1/2
. (3.20)
Again we look for an estimate of the expression vz(x0 + sξξ), but here we cannot
proceed as in Lemma 3.7. Instead we use an argument from [3]. We know that v is
harmonic and positive in Br(x0), i.e.
sup
Br/2(x0)
v > 0.
Using the Harnack inequality (see [25]) we get
c inf
Br/2(x0)
v ≥ sup
Br/2(x0)
v
with a constant c independant of r. Since uε is subharmonic by Lemma 2.2 we can
use this fact together with the nondegeneracy property of Lemma 3.9 to compute
sup
Br/2(x0)
v ≥
 
Br/2(x0)
v(y) dSy ≥
 
Br/2(x0)
uε(y) dSy ≥ c r
and hence we get the existence of a constant c∗ > 0 with
v(x) ≥ c∗r for all x ∈ Br/2(x0). (3.21)
In order to deduce also an estimate on Br(x0) \Br/2(x0) we define the function
v(x) := c∗r
(
e−α
|x−x0|2
r2 − e−α
)
with α > 0 and compute
∆v(x) =
4αc∗
r3
e−α
|x−x0|2
r2
(
α |x− x0|2 − r2
)
.
For x ∈ Br(x0) \Br/2(x0) we have |x− x0|2 ≥ r2/4 and thus
∆v(x) ≥ αc
∗
r
e−α
|x−x0|2
r2
(
α− 4) > 0
provided that α is sufficiently large, i.e. v is subharmonic in Br(x0) \Br/2(x0). Com-
bining these observations we obtain
∆v > 0 in Br(x0) \Br/2(x0),
v = 0 in ∂Br(x0),
v = c∗r
(
e−α/4 − e−α) in ∂Br/2(x0).
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The comparison principle yields
v(x) ≥ v(x) for all x ∈ Br(x0) \Br/2(x0)
and hence
v(x) ≥ c∗re−α
(
eα(1−
|x−x0|2
r2
) − 1
)
≥ c∗rαe−α
(
1− |x− x0|
2
r2
)
≥ c∗rαe−α
(
1− |x− x0|
r
)
.
As we know from (3.21) that v(x) ≥ c∗r in Br/2(x0) we can extend the estimate to
the whole ball and get
v(x) ≥ c r
(
1− |x− x0|
r
)
for all x ∈ Br(x0). (3.22)
Applying this estimate to vz we get
vz(x0 + sξξ) = v(φz(x0 + sξξ))
≥ c r
(
1− |φz(x0 + sξξ)− x0|
r
)
= c
(
r −
∣∣∣(1− sξ
r
)
(z − x0) + sξξ
∣∣∣)
≥ c
(
r − (1− sξ
r
)r
2
− sξ
)
=
c
2
(r − sξ)
and thus have the lower bound
vz(x0 + sξξ) ≥ c (r − sξ). (3.23)
From (3.20) and (3.23) we conclude
r − sξ ≤ c
r
sξ
∣∣∇(uzε − vz)(x0 + sξ)∣∣2 ds (3.24)
which is of course also valid for sξ = r. Again we want to integrate this inequality
with respect to ξ. For that purpose we can benefit from some results we have already
computed in Lemma 3.7. Indeed, using estimates (3.10), (3.15) and (3.13) we can
write (3.24) as

Br(x0)\Br/4(z)
χ{uε=0} dx ≤ c

Br(x0)
|∇(uε − v)|2 dx. (3.25)
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We proceed as in the proof of Lemma 3.7. By choosing two points z1, z2 ∈ Br/2(x0)
such that Br/4(z1) ∩Br/4(z2) = ∅ and adding the two resulting inequalities we get
c0
∣∣Br(x0) ∩ {uε = 0}∣∣ ≤ 
Br(x0)
|∇(uε − v)|2 dx
which is the desired estimate we can use in (3.19):
c0
∣∣Br(x0) ∩ {uε = 0}∣∣ ≤ 
Br(x0)
g(x)χ{uε=0} dx+ ε
∣∣Br(x0) ∩ {uε = 0}∣∣
≤
(
‖g‖L∞per(Ω) + ε
) ∣∣Br(x0) ∩ {uε = 0}∣∣.
This is a contradiction for small ε.
Lemma 2.6 and Lemma 3.10 show that if the function g is bounded by a sufficiently
small constant a minimizer uε of (Pε) satisfies the volume condition (1.40) provided
that ε is small.
For the rest of the present work we assume ‖g‖L∞per(D) and ε to be chosen sufficiently
small and hence we can treat (P) and (Pε) as equivalent problems. From now on we
omit the index ε and write u instead of uε for a minimizer.
Furthermore, the nondegeneracy property as well as the Lipschitz property lead to
some consequences for the minimizer u. We start with a simple conclusion.
Corollary 3.11. Let u be a solution of (P) and let x ∈ {u > 0} and r > 0 such that
Br(x) ⊂ {u > 0}∩Ωδ touches the free boundary ∂{u > 0}. Then there exist constants
c, c > 0 such that
c r ≤ u(x) ≤ c r.
Proof. Let x ∈ {u > 0} and r > 0 as in the assumptions above. Using the harmonicity
of u and Lemma 3.9 we get
u(x) =
 
∂Br(x)
u(y) dSy ≥ c r.
Moreover, we use the Lipschitz continuity of u. Let y ∈ ∂Br(x) ∩ ∂{u > 0}, then
u(x) ≤ |u(x)− u(y)| ≤ c |x− y| = c r.
The essence of this statement is that u grows linearly away from the free boundary
which implies that Lipschitz continuity of u is the maximal regularity we are able to
show.
Next we derive two density estimates for the set {u > 0}.
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u = 0
u > 0
x0
Br(x0)
Br/2(x0)
y
Bσr(y)
Figure 3.3: The ball Br(x0)
Theorem 3.12. There exist positive constants 0 < c < c < 1 such that for any
solution u of (P) and for every small ball Br(x0) ⊂ Ωδ with x0 ∈ ∂{u > 0} we have
c ≤ |Br(x0) ∩ {u > 0}||Br(x0)| ≤ c.
Proof. Let u be a solution of (P), x0 ∈ ∂{u > 0}, and r > 0 with Br(x0) ⊂ Ωδ.
Choose a point y ∈ ∂Br/2(x0) such that
u(y) = sup
x∈∂Br/2(x0)
u(x)
which naturally implies  
∂Br/2(x0)
u(x) dSx ≤ u(y).
Moreover, since x0 is a point of the free boundary there does not hold u ≡ 0 in
Br/2(x0) and therefore we can apply Lemma 3.9 to achieve
2
r
 
∂Br/2(x0)
u(x) dSx ≥ c∗
which leads to
u(y) ≥ cr. (3.26)
For 0 < σ < 1/2 we have Bσr(y) ⊂ Br(x0) (see Figure 3.3) and by the subharmonicity
of u we conclude
u(y) ≤
 
∂Bσr(y)
u(x) dSx.
Combining this estimate with (3.26) we get
1
σr
 
∂Bσr(y)
u(x) dSx ≥ c
σ
.
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For small σ the expression on the right hand side becomes large, especially bigger
than the constant c∗ of Lemma 3.7. Hence we can apply that lemma and have u > 0
in Bσr(y) which leads to the lower estimate
|Br(x0) ∩ {u > 0}|
|Br(x0)| ≥
|Bσr(y)|
|Br(x0)| = σ
2 =: c.
In order to realize the upper bound choose the comparison function v̂ as in (2.4) and
use estimate (3.4):
∣∣Br(x0) ∩ {u = 0}∣∣ ≥ c 
Br(x0)
|∇(u− v)|2 dx.
Since u− v ∈ H˚1,2per(Br(x0)) we can apply Poincare´’s inequality and get∣∣Br(x0) ∩ {u = 0}∣∣ ≥ c
r2

Br(x0)
|u− v|2 dx
≥ c
r2

Bωr/2(x0)
|u− v|2 dx
for 0 < ω < 2. For further estimates we consider x ∈ Bωr/2(x0) and use Poisson’s
formula to compute
v(x) =
r2 − |x− x0|2
2pir

∂Br(x0)
u(y)
|x− y|2 dSy
≥ 4r
2 − ω2r2
cr3

∂Br(x0)
u(y) dSy
= ĉ (4− ω2)
 
∂Br(x0)
u(y) dSy.
Since x0 is a point of the free boundary we apply the nondegeneracy property of
Lemma 3.9 to conclude that
v(x) ≥ ĉ (4− ω2)r.
In order to estimate u we make use of the Lipschitz continuity of u and compute
u(x) = |u(x)− u(x0)| ≤ c˜ |x− x0| ≤ c˜ ω r.
This implies
v(x)− u(x) ≥ (ĉ (4− ω2)− c˜ ω)r ≥ c r
for ω small enough and hence∣∣Br(x0) ∩ {u = 0}∣∣ ≥ c r2.
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u = 0
u > 0u > 0
u = 0
Figure 3.4: Situations of the free boundary that are not possible
Finally we get
|Br(x0) ∩ {u > 0}|
|Br(x0)| = 1−
|Br(x0) ∩ {u = 0}|
|Br(x0)| ≤ 1− c =: c.
These density estimates carry information about the character of the free boundary.
Indeed, it follows that cusps as in Figure 3.4 can not occur since these situations are
contradictory to Theorem 3.12. We continue the study of the regularity of the free
boundary in chapter 4.
Another aspect of the model is also justified by the first estimate of Theorem 3.12,
namely the zero boundary data at the top. For large b the density estimate prevents
that a small tentacular strip of {u > 0} reaches the top {x2 = b}, i.e. for b sufficiently
large the boundary condition u = 0 on {x2 = b} is satisfied automatically.
Moreover, we have deduced uniform positive density of {u > 0} and {u = 0} at
every free boundary point. In other words, any x0 ∈ Ω ∩ ∂{u > 0} is neither a
point of density 0 nor of density 1 and therefore it follows (see [17] section 1.7) that
Ω ∩ ∂{u > 0} has Lebesgue measure zero. In fact, to prove this statement, we only
have to use the left-hand side inequality in Theorem 3.12.
3.4 The Measure µ = ∆u
In this section we expand the result that Ω∩ ∂{u > 0} has Lebesgue measure zero by
proving that the free boundary is locally of finite perimeter.
For that purpose define for a solution u of (P) and for ϕ ∈ C∞0 (Ω)
µ(ϕ) := (∆u)(ϕ) = −

Ω
∇u.∇ϕdx. (3.27)
Lemma 3.13. The mapping µ : C∞0 (Ω) → R in (3.27) defines a positive Radon
measure with support in Ω ∩ ∂{u > 0}.
Proof. Let ϕ ∈ C∞0 (Ω) with ϕ ≥ 0. For δ > 0 define ψ : Ω→ R as
ψ(x) :=

1 if 0 ≤ u(x) < δ,
2− u(x)δ if δ ≤ u(x) < 2δ,
0 if u(x) ≥ 2δ.
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Ω
ψ
2δ
δ
u
1
Figure 3.5: The function ψ
A one-dimensional scheme of ψ can be seen in Figure 3.5.
Since ψ ∈ C0,1per(Ω) we have ϕψ ∈ H1,2per(Ω) and compute
−

Ω
∇u.∇(ϕψ) dx = −

Ω
ψ∇u.∇ϕdx−

Ω
ϕ∇u.∇ψ dx.
Using the definition of ψ we get
−

Ω
∇u.∇(ϕψ) dx = −

Ω∩{0≤u<δ}
∇u.∇ϕdx−

Ω∩{δ≤u<2δ}
ψ∇u.∇ϕdx
−

Ω∩{δ≤u<2δ}
ϕ∇u.∇ψ dx
= −

Ω
∇u.∇ϕdx+

Ω∩{u≥δ}
∇u.∇ϕdx−

Ω∩∂{u≥δ}
ν.∇uϕdSx
= −

Ω
∇u.∇ϕdx.
Now we take this identity and estimate
−

Ω
∇u.∇ϕdx = −

Ω
∇u.∇(ϕψ) dx
= −

Ω∩{0≤u<2δ}
ψ∇u.∇ϕdx−

Ω∩{δ≤u<2δ}
ϕ∇u.∇ψ dx
≥ −

Ω∩{0≤u<2δ}
|∇u.∇ϕ| dx+ 1
δ

Ω∩{δ≤u<2δ}
ϕ|∇u|2 dx
≥ −

Ω∩{0≤u<2δ}
|∇u.∇ϕ| dx.
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The last expression tends to zero for δ → 0 which implies (∆u)(ϕ) ≥ 0 for all ϕ ∈
C∞0 (Ω) with ϕ ≥ 0. Then by the Riesz representation Theorem (see chapter 1.8 in
[17]) there exists a Radon measure µ such that
−

Ω
∇u.∇ϕdx =

Ω
ϕdµ
for all ϕ ∈ C∞0 (Ω). Since by Lemma (3.6) u is harmonic in {u > 0} it follows that
the support of µ lies in Ω ∩ ∂{u > 0}.
The measure µ also satisfies a density property on the free boundary:
Theorem 3.14. For any G ⊂⊂ Ωδ there exist constants c, c ∈ R such that for any
solution u of (P)
c r ≤ µ(Br(x0)) ≤ c r
for almost all balls Br(x0) ⊂ G with x0 ∈ ∂{u > 0}.
Proof. In this proof we do not follow the ideas of H.W. Alt and L.A. Caffarelli in [2]
who argue by using Green’s function but take a technique which is more robust and
follows the work of D. Danielli and A. Petrosyan in [15]. For ϕ ∈ C∞0 (Ω) with ϕ ≥ 0
we have 
Ω
ϕdµ = −

Ω
∇u.∇ϕdx
as we have seen in the proof before. For x0 ∈ ∂{u > 0} and Br(x0) ⊂ Ω we get for
almost all r > 0, approximating χBr(x0) by suitable test functions ϕ,
µ
(
Br(x0)
)
=

∂Br(x0)
ν.∇u dSx.
By the Lipschitz continuity of u the upper estimate follows:
µ
(
Br(x0)
) ≤ 
∂Br(x0)
|∇u| dSx ≤ c r.
For the lower estimate assume that the assertion is not true. The correct contradic-
tionary assertion can be formulated as follows: There is a set G ⊂⊂ Ωδ such that
there holds: Let {ck}k be a real positive sequence with limit 0 then there exist a
sequence of minimizers uk, a sequence of centres xk ∈ ∂{uk > 0} and a sequence of
radii rk > 0 with Brk(xk) ⊂ G such that
µk
(
Brk(xk)
)
< ckrk.
We want to study the behaviour of the solutions uk on the balls Brk(xk). In order to
compare one of these elements with another we transform them to a reference domain.
Therefore consider
φk : B1(0)→ Brk(xk), φk(y) := xk + rky (3.28)
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and define the sequence
u˜k : B1(0)→ R, u˜k(y) := 1
rk
(uk ◦ φk)(y) = 1
rk
uk(xk + rky). (3.29)
By this construction every u˜k is defined on the same domain, namely on the unit
ball (of course, since we consider it as a subset of R2, B1(0) is defined in the usual
Euclidean, not in the periodic metric), and for all k ∈ N we have 0 ∈ ∂{u˜k > 0}.
When investigating the convergence of the u˜k we consider the norm ‖u˜k‖H1,∞(B1(0)).
A simple transformation suffices to estimate the gradient term:
‖∇u˜k‖L∞(B1(0))2 = ‖∇uk‖L∞per(Brk (xk))2 ≤ ‖∇uk‖L∞per(G)2 ≤ c,
where in the last step we have used the Lipschitz continuity of the uk (recall that in
Lemma 3.7 the constant c∗ is a uniform constant for every minimizer).
Consider now the second term:
‖u˜k‖L∞(B1(0)) = ess sup
x∈Brk (xk)
1
rk
uk(x).
Let x ∈ Brk(xk). Since x, xk ∈ G for all k ∈ N we use the Lipschitz continuity of uk
again and conclude
1
rk
uk(x) =
1
rk
|uk(x)− uk(xk)| ≤ c
rk
|x− xk| ≤ c.
This implies
‖u˜k‖L∞(B1(0)) ≤ c
and hence we have a uniform bound on the H1,∞
(
B1(0)
)
-norm. Then by the theorem
of Arzela-Ascoli there is a function u0 : B1(0) → R such that after passing to a
subsequence we have
u˜k → u0 uniformly in B1/2(0).
The limit u0 is also Lipschitz continuous.
On the other hand, because of the boundedness of ‖∇u˜k‖L∞(B1(0))2 , we know that
there is a function γ ∈ L∞(B1/2(0))2 with
∇u˜k ⇀ γ weakly star in L∞
(
B1/2(0)
)2
.
We want to show that these limits agree, i.e. ∇u0 = γ in B1/2(0). This will be done
in three steps.
First, let y ∈ B1/2(0) ∩ {u0 > 0} and ρ > 0 such that Bρ(y) ⊂ B1/2(0) ∩ {u0 > 0}.
Then we can extract a subsequence such that
u˜k → u0 locally in C1,α
(
Bρ(y)
)
and hence ∇u0 = γ in Bρ(y).
Secondly, let y ∈ B1/2(0) ∩ {u0 = 0} and ρ > 0 with Bρ(y) ⊂ B1/2(0) ∩ {u0 = 0}.
Then for k sufficiently large we have u˜k = 0 in Bτρ(y) for all 0 < τ < 1. Indeed,
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assume the contrary, i.e. for all k0 ∈ N there is a k ≥ k0 and a 0 < τ < 1 with ûk 6≡ 0
in Bτρ(y). This means uk 6≡ 0 in Brkτρ
(
φk(y)
)
and hence we apply the nondegeneracy
property of Lemma 3.9 to conclude
1
rkρ
 
∂Brkρ(φk(y))
uk(x) dSx > c∗.
We transform the mean-value integral and write the inequality in terms of u˜k:
1
ρ
 
∂Bρ(y)
u˜k(x) dSx > c∗.
Passing to the limit k →∞ this yields
0 =
1
ρ
 
∂Bρ(y)
u0(x) dSx ≥ c∗
which is a contradiction. Hence ∇u0 = γ in Bρ(y).
Finally it remains to show that the boundary B1/2(0) ∩ ∂{u0 > 0} has Lebesgue
measure zero. Let z ∈ B1/2(0) ∩ ∂{u0 > 0} be a free boundary point and let ρ > 0
with Bρ(z) ⊂ B1/2(0). Due to the remark after Theorem 3.12 we need a density
estimate for the set {u0 > 0}. For this a nondegeneracy property must be found, and
as before we use the known property of uk, transform it and hence get a statement
for u˜k, then we pass to the limit. Indeed, the point z is the limit of a sequence {zk}k
with zk ∈ ∂{u˜k > 0}, especially we have |zk − z| < ρ for sufficiently large k. But this
implies |φk(zk)− φk(z)| < rkρ, i.e. for sufficiently large k, the point φk(zk) (which is
a point of the free boundary ∂{uk > 0}) lies in the interior of the ball Brkρ
(
φk(z)
)
and thus we have uk 6≡ 0 in Brkρ
(
φk(z)
)
. Then we use the nondegeneracy property
of Lemma 3.9 and get
1
rkρ
 
∂Brkρ(φk(z))
uk(x) dSx > c∗.
After transforming and passing to the limit as above we have
1
ρ
 
∂Bρ(z)
u0(x) dSx ≥ c∗.
Now we have deduced a nondegeneracy condition of u0. We use this property together
with the Lipschitz continuity of u0 to argue as in the first part of the proof of Theorem
3.12 and get the density estimate
|Bρ(z) ∩ {u0 > 0}|
|Bρ(z)| ≥ c > 0.
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This estimate is valid for every free boundary point, and again we may follow the
argumentation in [17], section 1.7. This leads to the fact that the Lebesgue measure
of the boundary B1/2 ∩ ∂{u0 > 0} vanishes:
|B1/2(0) ∩ ∂{u0 > 0}| = 0.
Thus ∇u0 = γ in B1/2(0) and hence we know that
∇u˜k ⇀ ∇u0 weakly star in L∞
(
B1/2(0)
)2
.
Then for ζ ∈ C∞0
(
B1/2(0)
)
, ζ ≥ 0 we have

B1/2(0)
∇u0.∇ζ dx = lim
k→∞

B1/2(0)
∇u˜k.∇ζ dx.
Setting ϕ := ζ ◦ φ−1k which implies ϕ ∈ C∞0
(
Brk/2(xk)
)
, ϕ ≥ 0 and using the trans-
formation formula we get
−

B1/2(0)
∇u0.∇ζ dx = − lim
k→∞
1
rk

Brk/2(xk)
∇uk.∇ϕdx
= lim
k→∞
1
rk

Brk/2(xk)
ϕdµk
≤ ‖ϕ‖L∞per(Brk/2(xk)) limk→∞
1
rk
µk(Brk(xk))
≤ ‖ϕ‖L∞per(Brk/2(xk)) limk→∞ ck = 0,
i.e. u0 is harmonic in B1/2(0). Since we also know that u0 ≥ 0 and u0(0) = 0 we can
use the maximum principle to obtain
u0 = 0 in B1/2(0). (3.30)
On the other hand we have xk ∈ ∂{uk > 0}. Again we use the nondegeneracy property
of Lemma 3.9, this time applied to the ball Brk/4(xk):
4
rk
 
∂Brk/4(xk)
uk(x) dSx > c∗.
As before we transform the integral and pass to the limit. We get
4
 
∂B1/4(0)
u0(x) dSx ≥ c∗ > 0,
which is a contradiction to (3.30).
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As a consequence of this theorem we get the following result:
Theorem 3.15 (Representation Theorem). Let u be a solution of (P). Then we have
(i) H1(G ∩ ∂{u > 0}) <∞ for every G ⊂⊂ Ωδ.
(ii) There is a Borel function qu such that
∆u = quH1b ∂{u > 0},
that is, for every ζ ∈ C∞0 (Ω) we have
−

Ω
∇u.∇ζ dx =

Ω∩∂{u>0}
ζqu dS.
(iii) For any G ⊂⊂ Ωδ there exist constants c, c > 0 such that
c ≤ qu(x) ≤ c, cr ≤ H1(Br(x) ∩ ∂{u > 0}) ≤ cr
for every ball Br(x) ⊂ G with x ∈ ∂{u > 0}.
Proof. We show that the Radon measure µ is absolutely continuous with respect to
the Radon measure H1b∂{u > 0} and vice versa. Then (i) follows from the fact that
the measure µ is finite, (ii) and (iii) follow from the Theorem of Radon-Nikodym.
Let E ⊂ G ∩ ∂{u > 0} be a compact set and {Br(yi)}i∈I a finite covering of E such
that ∑
i∈I
χB2r(yi)(x) ≤ c. (3.31)
The importance of this condition is the fact that the constant c does not depend on
the radius r. Then we have
H1δ(E) ≤ c
∑
i∈I
r for all δ with 2r ≤ δ.
Let xi ∈ Br(yi) ∩ E. By Theorem 3.14 it follows that
r ≤ cµ(Br(xi)).
Summing over all i we get ∑
i∈I
r ≤ c
∑
i∈I
µ
(
Br(xi)
)
and since Br(xi) ⊂ B2r(yi) we use (3.31) to compute
H1δ(E) ≤ c
∑
i∈I
µ
(
Br(xi)
) ≤ cµ(B2r(E)).
Passing to the limit δ → 0 (and thus r → 0) we have
H1(E) ≤ cµ(E).
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On the other hand, let Br(y0) ⊂ G with Br(y0) ∩ E 6= ∅, i.e. there is an x0 ∈
Br(y0) ∩ E. Then we use the upper estimate of Theorem 3.14 and get
µ
(
Br(y0)
) ≤ µ(B2r(x0)) ≤ cr.
Now we take a finite covering {Bri(yi)}i∈I of E and use this estimate to compute
µ(E) ≤
∑
i∈I
µ
(
Bri(yi)
) ≤ c∑
i∈I
ri
Taking the infimum over all coverings of E with balls with radii ri < δ we obtain
µ(E) ≤ cS1δ (E),
where S1δ denotes the δ-approximation of the 1-dimensional spherical measure S1.
Passing to the limit δ → 0 and using the fact that
S1(E) ≤ 2√
3
H1(E)
(see Corollary 2.10.42 in [19]) we get the desired estimate.
From Theorem 3.15 (i) we can conclude that the free boundary Ω ∩ ∂{u > 0} has
locally finite perimeter, that is χ{u>0} ∈ BVloc(Ω) or, equivalently, −∇χ{u>0} is a
Borel measure.
We define the reduced boundary ∂redG of a set G ⊂ R2 by
∂redG :=
{
x ∈ Ω; |νu(x)| = 1
}
(3.32)
where νu(x) is the unique unit vector with

Br(x)
|χG(y)− χ{z;(z−x).νu(x)<0}(y)| dy = o(r2) (3.33)
if such a vector exists, and νu(x) = 0 otherwise, see [19] or [26].
Considering the density estimates of Theorem 3.12 together with Theorem 4.5.6 (3)
in [19] we conclude that for the free boundary
H1(∂{u > 0} \ ∂red{u > 0}) = 0. (3.34)
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Chapter 4
Regularity of the Free Boundary
The goal of this chapter is to study the free boundary. Starting with some thoughts
about blow-up sequences we deduce gradient estimates on the free boundary which
are fundamental in order to get regularity results. In the whole chapter we follow the
ideas of [2].
4.1 Blow-up Limits
To proceed, we need some properties of the blow-up limits.
Definition 4.1. Let u ∈ U(Ω) be a solution of (P) and let Bρk(xk) be a sequence of
balls in Ω with ρk → 0, xk → x0 ∈ Ω and u(xk) = 0. Then the sequence
uk(x) :=
1
ρk
u(xk + ρkx)
is called a blow-up sequence of u with respect to Bρk(xk).
Although this construction looks very similar to the idea of (3.29) in the proof of
Theorem 3.14 the concept is different. In (3.29) we have a sequence of minimizers,
whereas the blow-up sequence is connected with one minimizer u.
The minimizer u is defined on the set Ω, but its blow-up sequence uk is defined on
certain subsets of R2. Whenever we consider balls in Ω in conjunction with u, these
balls are defined as before by the periodic metric. However, considering balls or
domains in R2 in conjunction with the blow-up sequence, we define these sets by the
usual Euclidean metric. Since in both cases the classification of the balls is clear we
will not use a different notation.
Let G ⊂ R2 be a compact set and x ∈ G. Since ρk → 0 and xk → x0 there is an r > 0
with Br(x0) ⊂ Ω such that
xk + ρkx ∈ Br(x0)
for sufficiently large k. Since u ∈ C0,1per(Ω) this implies
|∇uk(x)| = |∇u(xk + ρkx)| < c
for all x ∈ G and therefore there exists a function u0 : R2 → R (which is the blow-up
limit of uk) such that
uk → u0 in C0,αloc (R2) for all 0 < α < 1, (4.1)
∇uk ⇀ ∇u0 weakly star in L∞loc(R2)2. (4.2)
Moreover, we show further properties of the blow-up sequence:
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Lemma 4.2. Let uk be a blow-up sequence as in Definition 4.1 and u0 its blow-up
limit. Then the following properties hold:
(a) ∂{uk > 0} → ∂{u0 > 0} in the Hausdorff distance, (4.3)
(b) χ{uk>0} → χ{u0>0} in L1loc(R2), (4.4)
(c) if xk ∈ ∂{u > 0}, then 0 ∈ ∂{u0 > 0}, (4.5)
(d) if G ⊂⊂ int{u0 = 0}, then uk ≡ 0 in G for large k, (4.6)
(e) if G ⊂⊂ {u0 > 0} ∪ int{u0 = 0}, then ∇uk → ∇u0 uniformly in G, (4.7)
(f) ∇uk → ∇u0 pointwise almost everywhere, (4.8)
(g) ∆u0 = 0 in {u0 > 0}, (4.9)
(h) there is a constant c ∈ (0, 1) such that |BR(z0) ∩ {u0 = 0}||BR(z0)| > c (4.10)
for all R > 0 and z0 ∈ ∂{u0 > 0}.
Proof. (a) Let Br(y) be a ball such that Br(y) ∩ ∂{u0 > 0} = ∅. If u0 > 0 in
Br(y) it follows from (4.1) that also uk > 0 in Br/2(y) for k sufficiently large and
this implies Br/2(y) ∩ ∂{uk > 0} = ∅. If u0 = 0 in Br(y) then again (4.1) yields
that for every ε > 0 we get |uk(x)| < ε for all x ∈ Br(y) for sufficiently large k.
Thus the nondegeneration property implies that uk = 0 in Bτr/2(y) and hence again
Br/2(y) ∩ ∂{uk > 0} = ∅.
On the other hand let Br(y) be a ball such that Br(y) ∩ ∂{uk > 0} = ∅ for large
k. If uk = 0 in Br(y) for all sufficiently large k then we also have u0 = 0 in Br(y)
and therefore Br(y) ∩ ∂{u0 > 0} = ∅. If there is a subsequence kj such that ukj > 0
in Br(y) it follows that the ukj are harmonic in Br(y). Then u0 is also harmonic in
Br(y) and hence we have again that Br(y)∩ ∂{u0 > 0} = ∅. In view of (1.22) in the
nonperiodic case this completes the convergence in the Hausdorff distance.
(b) We start with some preliminary thoughts in order to show that the nondegener-
ation Lemma 3.9 and the Lipschitz Lemma 3.7 can be assigned to the blow-up limit
u0. Let z0 ∈ R2 and r > 0 then we have
1
rρk
 
∂Brρk (xk+ρkz0)
u(y) dSy =
1
r
 
∂Br(z0)
uk(y) dSy → 1
r
 
∂Br(z0)
u0(y) dSy (4.11)
If now
1
r
 
∂Br(z0)
u0(y) dSy < c∗
we see by (4.11) that there must also hold
1
rρk
 
∂Brρk (xk+ρkz0)
u(y) dSy < c∗
for k sufficiently large. The nondegeneration property gives u = 0 in Bτrρk(xk+ρkz0)
which means that uk = 0 in Bτr(z0) and hence u0 = 0 in Bτr(z0). This is the
nondegeneration Lemma for u0.
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For the Lipschitz property consider the situation
1
r
 
∂Br(z0)
u0(y) dSy > c∗,
then we also have
1
rρk
 
∂Brρk (xk+ρkz0)
u(y) dSy > c∗
for k sufficiently large. From the Lipschitz property we conclude u > 0 in Brρk(xk +
ρkz0) which means uk > 0 in Br(z0). Using the fact that the uk are harmonic in Br(x0)
and therefore applying the Harnack inequality (see [25]) we transfer this positivity to
the limit and get u0 > 0 in Br(z0) which is the Lipschitz Lemma for u0.
We use these properties of u0 and argue as in the proof of Theorem 3.12. Then we
get analogue density estimates for u0 and hence |∂{u0 > 0}| = 0.
It follows that for a set G ⊂⊂ R2 we get |G∩Br(∂{u0 > 0})| → 0 for r ↓ 0. Moreover,
using the result of (a) we have

G
|χ{uk>0} − χ{u0>0}| dx ≤

G∩Br(∂{u0>0})
dx =
∣∣G ∩Br(∂{u0 > 0})∣∣
for k sufficiently large. Now we pass to the limit r ↓ 0 and get property (b).
(c) Let xk ∈ ∂{u > 0} then for all k ∈ N and for all 0 < r < r0 we have
c∗ <
1
r
 
∂Br(xk)
u(y) dSy < c∗,
especially
c∗ <
1
rρk
 
∂Brρk (xk)
u(y) dSy < c∗.
Since
1
rρk
 
∂Brρk (xk)
u(y) dSy =
1
r
 
∂Br(0)
uk(y) dSy → 1
r
 
∂Br(0)
u0(y) dSy,
by passing to the limit we get
c∗ ≤ 1
r
 
∂Br(0)
u0(y) dSy ≤ c∗.
Now Lipschitz continuity and nondegeneration imply 0 ∈ ∂{u0 > 0}.
(d) This statement follows immediately from property (b).
(e) Let G ⊂⊂ {u0 > 0} ∪ int{u0 = 0}, then we know by property (a) that uk is
harmonic in G for k sufficiently large. This implies ∇uk → ∇u0 uniformly in G.
(f) Using the result of (e) and the fact that |∂{u0 > 0}| = 0 (see (b)) we see that (f)
follows.
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(g) Let G ⊂ {u0 > 0} be a compact set. Then, uk is harmonic in G if k is large
enough. Since uk → u0 uniformly in G it follows that u0 is harmonic in G and this
implies (g).
(h) Again we argue as in the proof of Theorem 3.12 to get the desired result.
We use the blow-up sequence to derive some properties of the free boundary. We
start with the topological tangent cone of a free boundary point. Therefore we need
the following notation: For any set G ⊂ R2 we denote by Tan(G, x0) the topological
tangent cone of G at x0, i.e.
Tan(G, x0) :=
{
v ∈ R2; v = lim
k→∞
rkvk, rk > 0, x0 + vk ∈ G, vk → 0
}
. (4.12)
Now we formulate the statement:
Theorem 4.3. Let u ∈ U(Ω) be a solution of (P) and let x0 ∈ ∂red{u > 0}. Then
we have
Tan
(
∂{u > 0}, x0
)
=
{
x ∈ R2; x.νu(x0) = 0
}
.
Proof. Let x0 ∈ ∂red{u > 0}. Consider the blow-up sequence uk with respect to the
balls Bρk(x0), i.e.
uk(x) =
1
ρk
u(x0 + ρkx)
and its blow-up limit u0. Using Lemma 4.2, property (4.4) of the blow-up sequence
we know
χ{uk>0} → χ{u0>0} in L1loc(R2). (4.13)
On the other hand, with
B := {z ∈ R2; (z − x0).νu(x0) < 0}
we use (3.33) to deduce

Bρk (x0)
|χ{u>0}(y)− χB(y)| dy = o(ρ2k)
for ρk → 0. Transforming this integral on the unit ball we get

Bρk (x0)
|χ{u>0}(y)− χB(y)| dy = ρ2k

B1(0)
|χ{u>0}(x0 + ρky)− χB(x0 + ρky)| dy
= ρ2k

B1(0)
|χ{uk>0}(y)− χA(y)| dy
with
A := {x ∈ R2; x.νu(x0) < 0}
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which means

B1(0)
|χ{uk>0}(y)− χA(y)| dy =
o(ρ2k)
ρ2k
→ 0 for ρk → 0.
Hence
χ{uk>0} → χA in L1(B1(0)) (4.14)
and together with (4.13) this implies
u0 = 0 in B1(0) ∩ {x.νu(x0) ≥ 0} (4.15)
and
u0 > 0 a.e. in B1(0) ∩ {x.νu(x0) < 0}.
Using property (4.10) of Lemma 4.2 we see that this last inequality also holds every-
where, i.e.
u0 > 0 in B1(0) ∩ {x.νu(x0) < 0}.
Now it follows
Tan(∂{u0 > 0}, 0) = {x ∈ R2; x.νu(x0) = 0}
and since u0 is the blow-up limit of uk this does also hold for the topological tangent
cone of ∂{u > 0} at x0.
In addition to the structure of the topological tangent cone we are able to analyse the
structure of the blow-up limit. We deduce that the blow-up limit is a half plane solu-
tion, but at this point we are only able to show this property H1-almost everywhere
on the reduced free boundary.
Theorem 4.4. Let u ∈ U(Ω) be a solution of (P), then we have for H1-almost all
x0 ∈ Ω ∩ ∂red{u > 0}:
u(x0 + x) = qu(x0)max
{− x.νu(x0), 0}+ o(|x|) for x→ 0.
Proof. Let u ∈ U(Ω) be a solution of (P). For an x0 ∈ Ω ∩ ∂red{u > 0} we rotate the
coordinate system such that νu(x0) = e2. Let uk be a blow-up sequence with respect
to the balls Bρk(x0) with blow-up limit u0.
We define the test function
ξ(x) :=
{
min
{
2(1− |x2|), 1
}
η(x1), if |x2| ≤ 1,
0, otherwise
(4.16)
with η ∈ C∞0 ([−r, r]), which gives ξ ∈ C0,10
(
[−r, r] × [−1, 1]). Transforming the
identity of the Representation Theorem 3.15 to the blow-up sequence we get
−

R2
∇uk.∇ξ dx =

∂{uk>0}
ξ(x) qu(x0 + ρkx) dSx. (4.17)
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We want to pass to the limit k →∞ in this equation. For the left hand side it is easy
to see that by (4.2)
−

R2
∇uk.∇ξ dx→ −

R2
∇u0.∇ξ dx. (4.18)
For the right hand side we write
∂{uk>0}
ξ(x) qu(x0 + ρkx) dSx =

∂{uk>0}
ξ(x)
(
qu(x0 + ρkx)− qu(x0)
)
dSx
+qu(x0)

∂{uk>0}
ξ(x) dSx
(4.19)
and treat these two integrals separately. We set R :=
√
1 + r2 and calculate∣∣∣∣ 
∂{uk>0}
ξ(x)
(
qu(x0 + ρkx)− qu(x0)
)
dSx
∣∣∣∣
≤ c

BR(0)∩∂{uk>0}
∣∣qu(x0 + ρkx)− qu(x0)∣∣ dSx
= c
1
ρk

BρkR(x0)∩∂{u>0}
∣∣qu(y)− qu(x0)∣∣ dSy
= c
H1(∂{u > 0} ∩BρkR(x0))
ρk
 
BρkR(x0)∩∂{u>0}
∣∣qu(y)− qu(x0)∣∣ dSy.
Everything we have shown up to now is valid for all x0 ∈ Ω∩∂red{u > 0}. In the next
two steps we can argue only H1-almost everywhere, this is the reason why we cannot
formulate the statement of the theorem on the whole boundary.
Using a well known property of the density (see Theorem 2 of Section 2.3 in [17]) we
get
lim sup
k→∞
H1(∂{u > 0} ∩BρkR(x0))
ρk
≤ c
for H1-almost every x0 ∈ ∂red{u > 0}. Moreover, since qu ∈ L1loc
(
Ω,H1b∂{u > 0})
we use the Lebesgue-Besicovitch Differentiation Theorem (see Theorem 1 of Section
1.7 in [17]) and deduce
lim
k→∞
 
BρkR(x0)∩∂{u>0}
∣∣qu(y)− qu(x0)∣∣ dSy = 0
for H1-almost every x0 ∈ ∂red{u > 0}. This means
∂{uk>0}
ξ(x)
(
qu(x0 + ρkx)− qu(x0)
)
dSx → 0.
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In order to compute the limit of the second integral of (4.19) we need a preliminary
computation. We set A := (−r, r) × (−s, s) which means that A ⊂ Br+s(0). Using
the Structure Theorem for sets of finite perimeter (see Theorem 2 (iii) of Section 5.7
in [17]) and the lower semicontinuity of BV-functions (see Theorem 1.9 in [26]) we get
2r = H1((−r, r))
≤ H1(A ∩ ∂red{u0 > 0})
=
∥∥∇χ{u0>0}∥∥(A)
≤ lim inf
k→∞
∥∥∇χ{uk>0}∥∥(A)
≤ lim sup
k→∞
H1(A ∩ ∂red{uk > 0})
≤ lim sup
k→∞
H1(Br+s(0) ∩ ∂{uk > 0}).
From the boundedness of the one-dimensional density of Theorem 2 of section 2.3 in
[17] we know that for all δ > 0 and for small r and s there is an yk ∈ Bs(0)∩∂{uk > 0}
such that
H1(Br+2s(yk) ∩ ∂{uk > 0}) ≤ 2(r + 2s) + δ
which implies
2r ≤ lim sup
k→∞
H1(Br+s(0) ∩ ∂{uk > 0})
≤ lim sup
k→∞
H1(Br+2s(yk) ∩ ∂{uk > 0})
≤ 2(r + 2s) + δ.
Passing to the limit s→ 0 we conclude
2r = lim sup
k→∞
H1(Br(0) ∩ ∂{uk > 0}). (4.20)
From now on we actually need the structure of the test function ξ defined in (4.16).
Since for compact E ⊂ (−r, r) and for large k

∂{uk>0}∩
(
E×(−r,r)
) ξ(x) dSx ≥

E
ξ(x) dSx =

E
η(x1) dSx
we get
0 ≤

∂{uk>0}
ξ(x) dSx −

{x2=0}
η(x1) dSx
≤ sup
x1∈(−r,r)
η(x1)
(
H1
(
∂{uk > 0} ∩
(
(−r, r)× (−1, 1)))− 2r),
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where in the last estimate we have used the fact that the difference of the two integrals
before is a positive measure in η.
From (4.20) we see that the last term tends to zero and hence we have
qu(x0)

∂{uk>0}
ξ(x) dSx → qu(x0)

{x2=0}
η(x1) dSx.
Altogether we get

∂{uk>0}
ξ(x) qu(x0 + ρkx) dSx → qu(x0)

{x2=0}
η(x1) dSx. (4.21)
Combining (4.18) and (4.21) with (4.17) we conclude
−

R2
∇u0.∇ξ dx = qu(x0)

{x2=0}
η(x1) dSx
which means
−

{x2=0}
νu.∇u0 η(x1) dSx = qu(x0)

{x2=0}
η(x1) dSx
and hence
−νu(x0).∇u0 = qu(x0) on {x2 = 0}.
Recalling other properties of u0 we see that u0 solves
∆u0 = 0 in {x2 < 0},
u0 = 0 in {x2 > 0},
−νu(x0).∇u0 = qu(x0) on {x2 = 0},
and thus we obtain the unique solution
u0(x) = −qu(x0)x2 for x2 < 0.
On the whole space R2 we write this as
u0(x) = max{−qu(x0)x2, 0} = qu(x0)max{−x.νu(x0), 0}.
We have chosen an arbitrary blow-up sequence, but we get a unique blow-up limit.
This property leads to the assertion of the theorem.
We will be able to extend the last result not only on the whole reduced free boundary
but also on the complete free boundary (see Theorem 4.22). But this is not possible
until we have proven regularity of the reduced free boundary.
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4.2 Estimates on |∇u| and qu
In this section we show some estimates on |∇u| near the free boundary. These state-
ments are essential for the further regularity theory. We start with an estimate for
|∇u| at every point of the free boundary.
Theorem 4.5. Let u be a solution of (P) then there exists a constant λu such that
(1) lim sup
x→x0,u(x)>0
|∇u|2 = g(x0) + λu for all x0 ∈ Ω ∩ ∂{u > 0},
(2) qu(x0)2 = g(x0) + λu for H1-a.e. x0 ∈ Ω ∩ ∂{u > 0}.
Proof. We split the proof into several parts.
Step 1: Let x0, x1 ∈ Ω ∩ ∂{u > 0} and ρk a real sequence with ρk > 0, ρk → 0.
Moreover, let x0k and x
1
k be two sequences in Ω with x
0
k → x0, x1k → x1, u(x0k) =
u(x1k) = 0 for all k and Bρk(x
i
k) ⊂ Ω for i = 1, 2. These properties imply that we can
define the blow-up sequences
uik(x) =
1
ρk
u(xik + ρkx).
In this step we show that if we have
u0k → u0 with u0(x) =
√
g(x0) + λ0 max{−x.ν0, 0} (4.22)
and
u1k → u1 with u1(x) =
√
g(x1) + λ1 max{−x.ν1, 0} (4.23)
with 0 <
√
g(xi) + λi <∞, where the νi are unit vectors for i = 1, 2, then it follows
that λ0 = λ1.
Assume that λ1 < λ0 and proceed as follows: Perturbate the function u near the
points x0 and x1 and get a new function which is still admissible and has a lower
energy than u which is a contradiction. We use a perturbation in such a way that
we increase the measure of the positivity set in a neighbourhood of x0k whereas at
the same time we decrease the measure in a neighbourhood of x1k; altogether the
modification of the measure is of order o(ρ2k).
When doing so we have to keep in mind that a test function whose positivity set is
perturbed does not belong any longer to the minimization class which is provided for
problem (P). But from chapter 2 we know that for sufficiently small ε any minimizer of
(P) is also a minimizer of (Pε), and in this problem no volume condition is prescribed.
Thus we consider u as a solution of (Pε). This means of course that we also have to
work with the penalized functional Eε from (1.42).
Choose a symmetric φ ∈ C∞0 ([−1, 1]) and define for t > 0 the function τk : Ω→ Ω,
τk(x) =

x+ tρk φ
( |x−x0k|
ρk
)
ν0, if x ∈ Bρk(x0k),
x− tρk φ
( |x−x1k|
ρk
)
ν1, if x ∈ Bρk(x1k),
x, else.
(4.24)
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This is a diffeomorphism if we choose t small enough. Remark that the choice of t
depends only on the function φ. Now we define
vk(x) := (u ◦ τ−1k )(x),
this is an admissible test function. In order to compare the energy of vk with u we
need some properties of the transformation τk. We get the derivative
∂i(τk)j(x) =

δij + t φ′
( |x−x0k|
ρk
)
xi−(x0k)i
|x−x0k|
(ν0)j , if x ∈ Bρk(x0k),
δij − t φ′
( |x−x1k|
ρk
)
xi−(x1k)i
|x−x1k|
(ν1)j , if x ∈ Bρk(x1k),
δij , else.
(4.25)
This implies
Dτk(x) =

Id + t φ′
( |x−x0k|
ρk
)
x−x0k
|x−x0k|
⊗ ν0, if x ∈ Bρk(x0k),
Id− t φ′
( |x−x1k|
ρk
)
x−x1k
|x−x1k|
⊗ ν1, if x ∈ Bρk(x1k),
Id, else,
(4.26)
and therefore
detDτk(x) =

1 + t φ′
( |x−x0k|
ρk
)
x−x0k
|x−x0k|
.ν0, if x ∈ Bρk(x0k),
1− t φ′
( |x−x1k|
ρk
)
x−x1k
|x−x1k|
.ν1, if x ∈ Bρk(x1k),
1, else.
(4.27)
Now we compute the particular summands of Eε(Ω, vk) and compare them with
Eε(Ω, u):
(a) The penalty term Fε
(|{vk > 0}|)− Fε(|{u > 0}|):
Since ∣∣Bρk(x0k) ∩ {vk > 0}∣∣ = 
Bρk (x
0
k)∩{vk>0}
dx
we use the diffeomorphism
τk : Bρk(x
0
k) ∩ {u > 0} → Bρk(x0k) ∩ {vk > 0}
and get ∣∣Bρk(x0k) ∩ {vk > 0}∣∣ = 
Bρk (x
0
k)∩{u>0}
detDτk(x) dx.
We transform this integral once more using the function
ψ : B1(0) ∩ {u0k > 0} → Bρk(x0k) ∩ {u > 0}, ψ(x) = x0k + ρkx.
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This implies∣∣Bρk(x0k) ∩ {vk > 0}∣∣ = 
B1(0)∩{u0k>0}
detDτk(x0k + ρkx) ρ
2
k dx
= ρ2k

B1(0)∩{u0k>0}
1 + t φ′(|x|) x|x| .ν0 dx.
The same calculation yields∣∣Bρk(x1k) ∩ {vk > 0}∣∣ = ρ2k 
B1(0)∩{u1k>0}
1− t φ′(|x|) x|x| .ν1 dx.
For the minimizer u we only need the transformation ψ to compute that∣∣Bρk(x0k) ∩ {u > 0}∣∣ = ρ2k 
B1(0)∩{u0k>0}
dx
and ∣∣Bρk(x1k) ∩ {u > 0}∣∣ = ρ2k 
B1(0)∩{u1k>0}
dx.
Since v = u in Ω \ (Bρk(x0k) ∪Bρk(x1k)) we put these results together and get∣∣{vk > 0}∣∣− ∣∣{u > 0}∣∣ = ρ2k 
B1(0)∩{u0k>0}
t φ′(|x|) x|x| .ν0 dx− ρ
2
k

B1(0)∩{u1k>0}
t φ′(|x|) x|x| .ν1 dx
= ρ2k t
{ 
B1(0)∩{u0k>0}
φ′(|x|) x|x| .ν0 dx−

B1(0)∩{u1k>0}
φ′(|x|) x|x| .ν1 dx
}
.
This implies
|{vk > 0}| − |{u > 0}|
ρ2k
= t
{ 
B1(0)∩{u0k>0}
φ′(|x|) x|x| .ν0 dx−

B1(0)∩{u1k>0}
φ′(|x|) x|x| .ν1 dx
}
k→∞−−−→ t
{ 
B1(0)∩{u0>0}
φ′(|x|) x|x| .ν0 dx−

B1(0)∩{u1>0}
φ′(|x|) x|x| .ν1 dx
}
.
where in the last step we have used property (4.4) of the blow-up sequence. We have
φ′(|x|) x|x| .ν0 = divx
(
φ(|x|)ν0
)
and therefore

B1(0)∩{u0>0}
φ′(|x|) x|x| .ν0 dx =

B1(0)∩{u0>0}
divx
(
φ(|x|)ν0
)
dx =

B1(0)∩∂{u0>0}
φ(|x|)ν0.ν dSx
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where ν denotes the outer normal vector on B1(0)∩{u0 > 0}. Recalling that in (4.22)
u0(x) =
√
g(x0) + λ0 max{−x.ν0, 0}
we see {u0 > 0} = {x.ν0 < 0}. Therefore ν = ν0 and hence

B1(0)∩{u0>0}
φ′(|x|) x|x| .ν0 dx =

B1(0)∩∂{x.ν0<0}
φ(|x|) dSx =

B1(0)∩{x2=0}
φ(|x|) dSx.
In the last step we have used the fact that the integrand depends only on the norm
of x. But this calculation shows that this integral does not depend on the blow-up
limit u0. With an analogue argumentation we get the same for the second integral,
and this implies
|{vk > 0}| − |{u > 0}|
ρ2k
→ 0
for k →∞, i.e.
|{vk > 0}| − |{u > 0}| = o(ρ2k).
Since Fε is Lipschitz continuous we get
Fε
(|{vk > 0}|)− Fε(|{u > 0}|)
ρ2k
≤ c
∣∣|{vk > 0}| − |{u > 0}|∣∣
ρ2k
→ 0
and hence
Fε
(|{vk > 0}|)− Fε(|{u > 0}|) = o(ρ2k). (4.28)
(b) The velocity term

Ω
|∇vk|2 − |∇u|2 dx:
Since vk(x) = (u ◦ τ−1k )(x) we have
(∇xvk)(x) = Dτ−1k (x).(∇yu)(τ−1k (x))
=
[
Dτk(τ−1k (x))
]−1
.(∇yu)(τ−1k (x)).
In the following calculations we use the transformations τk and ψ as in part (a). Then
we get

Bρk (x
0
k)
|∇vk|2 dx =

Bρk (x
0
k)
∣∣∣[Dτk(τ−1k (x))]−1.(∇yu)(τ−1k (x))∣∣∣2 dx
=

Bρk (x
0
k)∩{u>0}
∣∣∣[Dτk(y)]−1.(∇yu)(y)∣∣∣2 ∣∣ detDτk∣∣ dy
= ρ2k

B1(0)∩{u0k>0}
∣∣∣[Dτk(x0k + ρkx)]−1.(∇xu0k)(x)∣∣∣2 ∣∣ detDτk(x0k + ρkx)∣∣ dx.
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As we have seen in (4.27) for x ∈ Bρk(x0k) we have
detDτk(x) = 1 + t φ′
( |x− x0k|
ρk
) x− x0k
|x− x0k|
.ν0,
thus
detDτk(x0k + ρkx) = 1 + t φ
′(|x|) x|x| .ν0 = 1 + t div
(
φ(|x|)ν0
)
.
If we set
η0(x) := φ(|x|)ν0
we can write this condition as
detDτk(x0k + ρkx) = 1 + t div
(
η0(x)
)
.
Moreover, we have[
Dτk(x0k + ρkx)
]−1 = [Id + tDη0(x)]−1 = 1
1 + t div
(
η0(x)
)[Id + t cof (Dη0(x))T ],
denoting by cof(B) the cofactor matrix and by BT the transpose of B. Putting these
facts together we get

Bρk (x
0
k)
|∇vk|2 dx
= ρ2k

B1(0)∩{u0k>0}
∣∣∣[Id + t cof (Dη0(x))T ].∇u0k(x)∣∣∣2 11 + t div (η0(x)) dx
= ρ2k

B1(0)∩{u0k>0}
(
|∇u0k|2 + 2t∇u0k. cof(Dη0)T .∇u0k + o(t)
)(
1− t div(η0) + o(t)) dx
= ρ2k

B1(0)∩{u0k>0}
|∇u0k|2 − t|∇u0k|2 div(η0) + 2t∇u0k. cof(Dη0)T .∇u0k dx+ ρ2ko(t).
We compute
∇u0k. cof(Dη0)T .∇u0k = |∇u0k|2 div(η0)−∇u0k.Dη0.∇u0k
and hence
Bρk (x
0
k)
|∇vk|2 dx = ρ2k

B1(0)∩{u0k>0}
|∇u0k|2+t|∇u0k|2 div(η0)−2t∇u0k.Dη0.∇u0k dx+ ρ2ko(t).
Since 
Bρk (x
0
k)
|∇u|2 dx = ρ2k

B1(0)∩{u0k>0}
|∇u0k|2 dx
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ν0
x.ν0 < 0
x.ν0 > 0
B1(0)
Figure 4.1: The normal vector
we have the difference
1
ρ2k

Bρk (x
0
k)
|∇vk|2−|∇u|2 dx = t

B1(0)∩{u0k>0}
|∇u0k|2 div(η0)−2∇u0k.Dη0.∇u0k dx+o(t).
Using (4.4), (4.8) and (4.22) we can pass to the limit:
1
ρ2k

Bρk (x
0
k)
|∇vk|2−|∇u|2 dx → t
(
g(x0)+λ0
) 
B1(0)∩{x.ν0<0}
div(η0)−2ν0.Dη0.ν0 dx+o(t).
Since
ν0.Dη
0.ν0 =
∑
i,j
(ν0)i φ′(|x|) xi|x| (ν0)
2
j =
∑
i
φ′(|x|) xi|x| (ν0)i = div(η
0)
and we know that the unit normal vector on {x.ν0 < 0} is ν0 (see Figure 4.1) it follows
that
lim
k→∞
1
ρ2k

Bρk (x
0
k)
|∇vk|2 − |∇u|2 dx = −t
(
g(x0) + λ0
) 
B1(0)∩{x.ν0<0}
div(η0) dx+ o(t)
= −t (g(x0) + λ0) 
B1(0)∩∂{x.ν0<0}
η0.ν0 dSx + o(t)
= −t (g(x0) + λ0) 
B1(0)∩{x.ν0=0}
φ(|x|) dSx + o(t)
= −t (g(x0) + λ0) 
B1(0)∩{x2=0}
φ(|x|) dSx + o(t),
and this computation shows
Bρk (x
0
k)
|∇vk|2 − |∇u|2 dx = −tρ2k
(
g(x0) + λ0
) 
B1(0)∩{x2=0}
φ(|x|) dSx + ρ2ko(t) + o(ρ2k).
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With the same argumentation for the ball Bρk(x
1
k) we get

Bρk (x
1
k)
|∇vk|2 − |∇u|2 dx = tρ2k
(
g(x1) + λ1
) 
B1(0)∩{x2=0}
φ(|x|) dSx + ρ2ko(t) + o(ρ2k)
and hence

Ω
|∇vk|2−|∇u|2 dx = ρ2k
(
t
(
g(x1)−g(x0)+λ1−λ0
) 
B1(0)∩{x2=0}
φ(|x|) dSx+o(t)
)
+o(ρ2k).
(4.29)
(c) The potential term

Ω
g(x)(χ{vk>0} − χ{u>0}) dx:
Again we use the transformations τk and ψ and get

Bρk (x
0
k)∩{vk>0}
g(x) dx
=

Bρk (x
0
k)∩{u>0}
g(τk(x)) |detDτk(x)| dx
= ρ2k

B1(0)∩{u0k>0}
g
(
x0k + ρkx+ tρkφ(|x|)ν0
) |detDτk(x0k + ρkx)| dx
= ρ2k

B1(0)∩{u0k>0}
(
g(x0k) + o(1)
)
|detDτk(x0k + ρkx)| dx
= ρ2k

B1(0)∩{u0k>0}
g(x0k) |detDτk(x0k + ρkx)| dx+ o(ρ2k)
= ρ2k

B1(0)∩{u0k>0}
g(x0k)
(
1 + t div(η0)
)
dx+ o(ρ2k).
Since 
Bρk (x
0
k)∩{u>0}
g(x) dx = ρ2k

B1(0)∩{u0k>0}
g(x0k) dx
we have
1
ρ2k

Bρk (x
0
k)
g(x)(χ{vk>0} − χ{u>0}) dx = t

B1(0)∩{u0k>0}
g(x0k) div(η
0) dx+
o(ρ2k)
ρ2k
.
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As in part (b) we pass to the limit and get
lim
k→∞
1
ρ2k

Bρk (x
0
k)
g(x)(χ{vk>0} − χ{u>0}) dx = t g(x0)

B1(0)∩{x2=0}
φ(|x|) dSx
which means
Bρk (x
0
k)
g(x)(χ{vk>0} − χ{u>0}) dx = t ρ2k g(x0)

B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ2k).
The same calculation for Bρk(x
1
k) yields
Bρk (x
1
k)
g(x)(χ{vk>0} − χ{u>0}) dx = −t ρ2k g(x1)

B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ2k)
and hence
Ω
g(x)(χ{vk>0} − χ{u>0}) dx = t ρ2k
(
g(x0)− g(x1)
) 
B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ2k).
(4.30)
Combining the results of the equations (4.28), (4.29) and (4.30) we get
Eε(Ω, vk)− Eε(Ω, u) = ρ2k
(
t
(
λ1 − λ0
) 
B1(0)∩{x2=0}
φ(|x|) dSx + o(t)
)
+ o(ρ2k).
Since by assumption λ1 < λ0 we see that this expression is negative for sufficiently
small t and sufficiently large k, i.e.
Eε(Ω, vk)− Eε(Ω, u) < 0,
which is a contradiction to the minimality of u. If we change the roles of λ0 and λ1
we get that λ0 = λ1.
Step 2: Let x0 ∈ Ω ∩ ∂{u > 0} and
η := η(x0) := lim sup
x→x0,u(x)>0
|∇u(x)|. (4.31)
Now we show that 0 < η < ∞ and find a sequence of balls Bρk(x0k) ⊂ Ω with
ρk > 0, ρk → 0, x0k → x0, x0k ∈ Ω ∩ ∂{u > 0}, such that the blow-up sequence u0k
converges to
u0(x) = ηmax{−x.ν, 0},
where ν = ν(x0) is a unit vector.
Because of (4.31) there is a sequence {zk}k ⊂ Ω ∩ {u > 0} with zk → x0 such that
|∇u(zk)| → η.
Let x0k be the nearest point to zk on Ω ∩ ∂{u > 0} and ρk := |zk − x0k| (see Figure
4.2).
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u > 0
x0
zk
ρk
zk+1
ρk+1
u = 0
x0k+1x0k
Figure 4.2: Construction of x0k and ρk
Now consider the blow-up sequence of u with respect to Bρk(x
0
k) and its limit u0.
Eventually after passing to a subsequence there exists
ν := lim
k→∞
x0k − zk
ρk
.
It is obvious that ν is a unit vector since∣∣∣x0k − zk
ρk
∣∣∣ = 1
for all k. From (4.5) we know that 0 ∈ ∂{u0 > 0}. Moreover we see by the construction
of the blow-up sequence that
Bρk(zk) ⊂ {u > 0}. (4.32)
Now let x ∈ B1(−ν), i.e. |x+ ν| < 1, then we have
|x0k + ρkx− zk| = ρk
∣∣∣x0k − zk
ρk
+ x
∣∣∣ < ρk
for k sufficiently large, which means x0k + ρkx ∈ Bρk(zk). Then by (4.32) we get
u(x0k + ρkx) > 0 and hence u
0
k(x) > 0. Because of the blow-up property (4.4) it
follows that u0(x) > 0 for almost every x ∈ B1(−ν). Property (4.10) then implies
u0(x) > 0 for every x ∈ B1(−ν) and therefore B1(−ν) ⊂ {u0 > 0}.
Moreover, from (4.7) we have
|∇u0(−ν)| = lim
k→∞
∣∣∣∇u0k(zk − x0kρk
)∣∣∣ = lim
k→∞
|∇u(zk)| = η.
Since u0 is harmonic in B1(−ν) there must hold |∇u0(−ν)| <∞ which means η <∞.
In order to show that η is positive let x ∈ {u0 > 0}. By (4.1) we know
u0k(x) =
1
ρk
u(x0k + ρkx) > 0
for sufficiently large k. For a neighbourhood U of x0 we have x0k + ρkx ∈ U for large
k and hence
|∇u0k(x)| = |∇u(x0k + ρkx)| ≤ η.
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Using (4.8) and passing to the limit we get
|∇u0(x)| ≤ η
almost everywhere in {u0 > 0} and by harmonicity of u0 everywhere in {u0 > 0}.
If we assume now η = 0, then it follows that |∇u0| = 0 and hence u0 is constant
in {u0 > 0}. Because of the continuity of u0 this constant must be 0 which is a
contradiction.
So we have shown the property 0 < η <∞, and in this step it remains to analyse the
structure of the blow-up limit u0. For that purpose we define a unit vector ω and a
function v as follows:
ω :=
∇u0(−ν)
|∇u0(−ν)| and v(x) := ∇u0(x).ω.
By this definition v is harmonic in {u0 > 0} and we have
|v(x)| ≤ |∇u0(x)| |ω| ≤ η and |v(−ν)| = η.
Then the strong maximum principle for harmonic functions implies v(x) = η for
x ∈ B1(−ν).
This means ∇u0.ω = η and hence ∇u0 = η ω in B1(−ν) which implies
u0(x) = η x.ω + c for x ∈ B1(−ν).
From u0(0) = 0 we get c = 0 and since u0 is positive in B1(−ν) it follows that ω = −ν
and hence
u0(x) = −η x.ν for x ∈ B1(−ν).
We want to extend this equation to the whole half space {x.ν < 0}. Therefore consider
the family of balls Bt(−tν) for t ≥ 1 and assume there is a point in {x.ν < 0} such
that u0 vanishes. Then we define
t0 := sup
{
t ≥ 1; u0(x) > 0 for all x ∈ Bt(−tν)
}
and we know that there is a z ∈ ∂Bt0(−t0ν), z 6= 0 with u0(z) = 0 (see Figure 4.3).
Now we argue as before in B1(0) to deduce
u0(x) = −η x.ν for x ∈ Bt0(−t0ν).
Due to the continuity of u0 this equality must also hold on the boundary ∂Bt0(−t0ν)
which is a contradiction to u0(z) = 0. Hence u0 > 0 in {x.ν < 0}.
Using this fact and arguing again as before we conclude that for all t ≥ 1 we have
u0(x) = −η x.ν for x ∈ Bt(−tν).
Since t may be arbitrary large this holds for the whole half space {x.ν < 0}.
Moreover we apply Theorem A.1 of [30] and get
u0(x) = 0 for x ∈ {x.ν > 0}
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ν
x.ν = 0B1(−ν)
Bt0(−t0ν)
0 x.ν > 0
x.ν < 0
z
Figure 4.3: The family Bt(−tν)
which leads to the blow-up limit
u0(x) = ηmax
{− x.ν, 0}.
This completes step 2.
Step 3: Choose x1 ∈ Ω ∩ ∂red{u > 0} such that the statement of Theorem 4.4 holds
for x1, take an arbitrary x0 ∈ Ω ∩ ∂{u > 0} and set
η(x0) := lim sup
x→x0,u(x)>0
|∇u(x)|.
As in step 2 construct a blow-up sequence with respect to Bρk(x
0
k) with limit
u0(x) = η(x0)max{−x.ν, 0}.
Since η(x0) > 0 (see step 2) we may write η(x0) =
√
g(x0) + λ0 for a constant λ0.
From Theorem 4.4 we know that the blow-up sequence with respect to Bρk(x1) has
the limit
u1(x) = qu(x1)max{−x.νu, 0}.
Since 0 < qu(x1) <∞ we also may write qu(x1) =
√
g(x1) + λ1. Then step 1 implies
that λ0 = λ1. Therefore set
λu := qu(x1)2 − g(x1).
Since x0 ∈ Ω ∩ ∂{u > 0} was chosen arbitrarily it follows for all x0 ∈ Ω ∩ ∂{u > 0}
lim sup
x→x0,u(x)>0
|∇u(x)| =
√
g(x0) + λu
which is (1). Furthermore, using (3.34) we see that (2) follows.
A very simple, but important estimate concerning the constant λu can be concluded
immediately.
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Corollary 4.6. For G ⊂⊂ Ωδ there are constants c and c such that for a solution
u ∈ U(Ω) of (P) we have
c ≤
√
g(x) + λu ≤ c
for all x ∈ ∂{u > 0}.
Proof. Combining Theorem 4.5 (2) and Theorem 3.15 (iii) we see that the estimates
hold H1-almost everywhere, and since g is continuous they hold on the whole bound-
ary.
Lemma 4.7. Let u ∈ U(Ω) be a solution of (P). If B is a ball in {u = 0} touching
Ω ∩ ∂{u > 0} in x0, then
lim sup
x→x0,u(x)>0
u(x)
dper(x,B)
≥ lim inf
x→x0
qu(x). (4.33)
Proof. Parts of the argumentation are similar to step 2 of the proof of Theorem 4.5.
Denote the left hand side of (4.33) by γ and take a sequence {zk}k ⊂ Ω ∩ {u > 0}
with zk → x0 and
lim
k→∞
u(zk)
dk
= γ,
where dk := dper(zk, B). Let yk ∈ ∂B be points of the boundary of B such that
dk = |zk − yk|. This construction of course implies yk → x0. Consider the blow-up
sequence uk with respect to Bdk(yk), i.e.
uk(x) =
1
dk
u(yk + dkx)
with blow-up limit u0 and choose a subsequence such that
v := lim
k→∞
yk − zk
dk
exists. From the uniform convergence of the uk in (4.1) it follows
u0(−v) = lim
k→∞
uk
(zk − yk
dk
)
= lim
k→∞
u(zk)
dk
= γ.
Moreover, by construction we can conclude
u0(x) = 0 if x.v ≥ 0,
and
u0(x) ≤ −γx.v if x.v ≤ 0.
Both u0 and −γx.v are harmonic in {u0 > 0} and by the strong maximum principle
they must coincide. Hence
u0(x) = γmax
{− x.v, 0}. (4.34)
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Now we use the Representation Theorem 3.15 and transform this situation to the
blow-up setting. Then we have for all non-negative functions ξ ∈ C∞0 (B1(0))
−

B1(0)
∇uk(x).∇ξ(x) dx =

∂{uk>0}
ξ(x)qu(yk + dkx) dSx
≥ inf
x∈∂{uk>0}
qu(yk + dkx)

∂{uk>0}
ξ(x) dSx.
For the left hand side of this inequality we get by using (4.2) and (4.34) and passing
to the limit
− lim
k→∞

B1(0)
∇uk(x).∇ξ(x) dx = −

B1(0)
∇u0(x).∇ξ(x) dx
=

B1(0)∩{x.v<0}
γv.∇ξ(x) dx
= γ

{x.v=0}
ξ(x) dSx.
For the integral on the right hand side we compute

∂{uk>0}
ξ(x) dSx ≥

∂{uk>0}
ξ(x)v.ν dSx =

{uk>0}
v.∇ξ(x) dx,
and passing to the limit with (4.4) and (4.34) leads to
lim
k→∞

{uk>0}
v.∇ξ(x) dx =

{x.v<0}
v.∇ξ(x) dx =

{x.v=0}
ξ(x) dSx.
We handle the infimum in front of the integral on the right hand side by taking the
limes inferior which gives us lim inf
x→x0
qu(x). All in all we have the estimate
γ

{x.v=0}
ξ(x) dSx ≥ lim inf
x→x0
qu(x)

{x.v=0}
ξ(x) dSx
which implies the assertion of the lemma.
The following theorem is a strengthened version of Theorem 4.5 (2).
Theorem 4.8. Let u ∈ U(Ω) be a solution of (P) and G ⊂⊂ Ω, then there are
constants β > 0, c > 0 and R > 0 such that for x0 ∈ G ∩ ∂{u > 0} and r < R with
BR(x0) ⊂ G we have
sup
x∈Br(x0)
|∇u| ≤ sup
x∈BR(x0)
√
g(x) + λu + c
( r
R
)β
.
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Proof. Consider the sequence
wk := max
{
|∇u| − sup
x∈BR(x0)
√
g(x) + λu − 1
k
, 0
}
.
Since u is harmonic in {u > 0} it follows that |∇u| and hence wk are subharmonic
in {u > 0}. From Theorem 4.5 we know that wk = 0 in a neighbourhood of the free
boundary ∂{u > 0} which implies that wk is subharmonic in the whole domain G.
Moreover, it is clear that
wk → w0 := max
{
|∇u| − sup
x∈BR(x0)
√
g(x)− λu, 0
}
.
Define
hk(r) := sup
x∈Br(x0)
wk(x) and h0(r) := sup
x∈Br(x0)
w0(x),
then hk(r)− wk is superharmonic, and we have
hk(r)− wk ≥ 0 in Br(x0),
hk(r)− wk = hk(r) in Br(x0) ∩ {u = 0}.
Let y ∈ Br/4(x0) and use the superharmonicity and Theorem 3.12 to deduce
hk(r)− wk(y) ≥
 
B3r/4(y)
hk(r)− wk(x) dx
≥ 16
9pir2

Br/2(x0)∩{u=0}
hk(r) dx
=
16
9pir2
∣∣Br/2(x0) ∩ {u = 0}∣∣hk(r)
≥ c hk(r).
This inequality is true for all y ∈ Br/4(x0) and hence we take the infimum:
inf
y∈Br/4(x0)
(
hk(r)− wk(y)
) ≥ c hk(r)
for 0 < c < 1 which implies
sup
y∈Br/4(x0)
wk(y) ≤ (1− c)hk(r)
or
hk
(r
4
)
≤ c hk(r)
for 0 < c < 1. If we now pass to the limit we get
h0
(r
4
)
≤ c h0(r).
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Using Lemma 8.23 of [25] we conclude
h0(r) ≤ c
( r
R
)β
which means
sup
x∈Br(x0)
|∇u| ≤ sup
x∈BR(x0)
√
g(x) + λu + c
( r
R
)β
.
Corollary 4.9. Let u ∈ U(Ω) be a solution of (P) and let x ∈ {u > 0} with
dper(x, ∂{u > 0}) = ρ < 1. Set x0 ∈ ∂{u > 0} such that |x − x0| = ρ and take
a domain G ⊂⊂ Ω with B√ρ(x0) ⊂ G. Then there are constants γ > 0 and C < ∞
such that
|∇u(x)| ≤
√
g(x) + λu + Cργ .
Proof. We have |∇u(x)| ≤ sup
y∈Bρ(x0)
|∇u(y)| and thus we may apply Theorem 4.8 with
r = ρ and R =
√
ρ to get
|∇u(x)| ≤ sup
y∈B√ρ(x0)
√
g(y) + λu + C
√
ρβ.
Denote by x ∈ B√ρ(x0) the point where the supremum is achieved, i.e.√
g(x) + λu = sup
y∈B√ρ(x0)
√
g(y) + λu
and by α the Ho¨lder exponent of g. We obtain
|∇u(x)| ≤
√
g(x) + λu +
√
|g(x)− g(x)|+ Cρβ/2
≤
√
g(x) + λu +
√
c|x− x|α + Cρβ/2
≤
√
g(x) + λu + cρα/4 + Cρβ/2.
If we set γ := min{α/4, β/2} we get
|∇u(x)| ≤
√
g(x) + λu + Cργ .
4.3 Flat Free Boundary Points
After developing estimates for the gradient on the free boundary we want to use them
in order to study the regularity of the free boundary. We work similar as in [2], but
with an additional rescaling argument which is inspired by [30]. The main idea is to
define a flatness class and to show that if the solution u satisfies this property at one
point of the free boundary, then the free boundary is regular in a neighbourhood of
this point.
79
4 Regularity of the Free Boundary
e2
x0
u = 0
Bρ(x0)
φ
u > 0
Bρ(0)
0
σ+ρ
−σ−ρ
1.)
2.)
ν
Figure 4.4: Flatness class
Definition 4.10. Let 0 < σ+, σ− ≤ 1, τ > 0 and ν ∈ R2 be a unit vector. We say
that u belongs to class
F(σ+, σ−; τ) in Bρ(x0) with respect to g in direction ν
if x0 ∈ ∂{u > 0} and
1.) u(x) = 0 for x ∈ Bρ(x0) with (x− x0).ν ≥ σ+ρ,
2.) u(x) ≥ −√g(x0) + λu ((x−x0).ν+σ−ρ) for x ∈ Bρ(x0) with (x−x0).ν ≤ −σ−ρ,
3.) |∇u| ≤√g(x0) + λu (1+τ) in Bρ(x0) and osc
x∈Bρ(x0)
√
g(x) + λu ≤
√
g(x0) + λu τ .
Properties 1.) and 2.) of this definition imply that if u is a solution of (P) of class
F(σ+, σ−; τ) then the free boundary ∂{u > 0} ∩ Bρ(x0) lies in the strip −σ−ρ ≤
(x− x0).ν ≤ σ+ρ (see Figure 4.4).
Since ν is a unit vector there is an angle α ∈ [0, 2pi) such that ν = ( cos(α), sin(α)).
Using the transformation
φ : Bρ(x0)→ Bρ(0), φ(x) = A.(x− x0) (4.35)
where A denotes the rotation matrix
A :=
cos(α) − sin(α)
sin(α) cos(α)
 (4.36)
we translate the ball into the origin and rotate it such that ν is mapped on e2 (see
Figure 4.4).
We define u˜ := u ◦φ−1, g˜ := g ◦φ−1, and λeu := λu and now an easy calculation shows
the equivalence of the following two statements:
a) u ∈ F(σ+, σ−; τ) in Bρ(x0) with respect to g in direction ν,
b) u˜ ∈ F(σ+, σ−; τ) in Bρ(0) with respect to g˜ in direction e2.
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σ − sη(x1)
z
B1(0)
G
0
v = 0
v > 0
B7/8(0)
Figure 4.5: Construction of the set G
This shows that if we want to deduce some properties of the flatness class it suffices
to consider the ball centred in the origin and to work with the unit vector e2.
The first statement about this flatness class says, roughly speaking, that flatness from
above implies flatness from below.
Theorem 4.11. Let u be a solution of (P). There exist positive constants c and σ0
such that if u ∈ F(σ, 1;σ) in Bρ(x0) with respect to g in direction ν with σ ≤ σ0 then
u ∈ F(2σ, cσ;σ) in Bρ/2(x0) with respect to g in direction ν.
Proof. As declared above we prove this theorem for the function u˜ which arises from
a translation and a rotation. We actually have to focus on the second entry of the
flatness class. The first entry doubles because we consider the ball with half of the
radius, and the third entry remains unmodified. Thus we have to show property 2.)
of Definition 4.10 only.
For that purpose use the following rescaling: For x ∈ B1(0) define
v(x) :=
u˜(ρx)
ρ
√
g˜(0) + λeu
and let
η(y) :=
{
exp
( −9|y|2
1−9|y|2
)
, if |y| < 1/3,
0, otherwise.
Now choose s ≥ 0 maximal such that
B7/8(0) ∩ {v > 0} ⊂ G :=
{
x ∈ B7/8(0); x2 < σ − s η(x1)
}
(see Figure 4.5). Then we know that for small σ there exists a point
z ∈ B1/2(0) ∩ ∂{v > 0} ∩ ∂G.
Moreover, since 0 ∈ ∂{v > 0} we have s ≤ σ. We construct a comparison function w1
81
4 Regularity of the Free Boundary
in G which satisfies
∆w1 = 0 in G,
w1 = 0 on ∂G ∩B7/8(0),
w1 = (1 + σ)(σ − x2) on ∂G \B7/8(0),
and show v ≤ w1 on ∂G. Indeed, this is obvious on the upper boundary ∂G∩B7/8(0)
and on points of ∂B7/8(0) where v vanishes. So let x ∈ ∂G\B7/8(0) with v(x) > 0 and
choose y ∈ B1(0)∩∂{v > 0} where the first components of x and y coincide. In other
words, we start from x in vertical direction and go on as soon as we are still in the
positivity set of v, and we stop at the point where we reach its boundary ∂{v > 0},
this is the point y. The choice of G as a subset of the smaller ball B7/8(0) guarantees
that such a y does always exist for small σ, and since its second component must be
smaller or equal than σ we have |y − x| ≤ σ − x2.
Using property 3.) of Definition 4.10 we have
v(x) = v(x)− v(y)
=
1
0
d
dt
v
(
tx+ (1− t)y) dt
≤
1
0
∣∣∣∇v(tx− (1− t)y)∣∣∣ ∣∣x− y∣∣ dt
≤ (1 + σ)(σ − x2)
which gives the desired estimate v ≤ w1 on ∂G. Since v is subharmonic we can extend
this result to the whole domain G and get
v ≤ w1 in G. (4.37)
This property will be useful after having constructed a second comparison function:
Let ξ ∈ ∂B3/4(0) with ξ2 < −12 and consider the solution w2 of
∆w2 = 0 in G \B1/10(ξ),
w2 = 0 on ∂G,
w2 = −x2 on ∂B1/10(0),
(see Figure 4.6). Now assume that for all real numbers d > 0 we have
v(x) ≤ w1(x) + dσx2 for x ∈ B1/10(ξ).
This implies
v(x) ≤ w1(x)− dσw2(x) for x ∈ ∂B1/10(ξ).
Recalling that w2 = 0 on ∂G and using (4.37) we also get
v(x) ≤ w1(x)− dσw2(x) for x ∈ ∂G.
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z
0
v = 0
v > 0
B1(0)
G \B1/10(ξ)
σ
− 12
B7/8(0) B3/4(0)
0
ξ
B1/10(ξ)
Figure 4.6: Construction of the set G \B1/10(ξ)
If we use property (iii) of Theorem 3.15 and Lemma 4.7 we have
c ≤ lim sup
x→z,v(x)>0
v(x)
dper(x, ∂G)
≤ lim sup
x→z,v(x)>0
w1(x)− dσw2(x)
dper(x, ∂G)
≤ ∂−nw1(z)− dσ∂−nw2(z) (4.38)
where n denotes the outer unit normal vector on G in z. By the Hopf maximum
principle (see section 6.4.2 in [16]) we know
∂−nw2(z) ≥ ĉ. (4.39)
In order to estimate also the normal derivative of w1 we consider the comparison
function
ω(x) :=
γ
µ
(
1− e−µκ(x))
for x ∈ G with
κ(x) := σ − x2 − sη(x1)
and positive constants γ and µ which depend on σ and will be chosen later. For the
function κ we compute
|∇κ(x)| =
√
1 + s2η′(x1)2 and ∆κ(x) = −s η′′(x1)
and since s ≤ σ and by construction η and its first and second derivative are bounded,
1 ≤ |∇κ(x)| ≤
√
1 + c2σ2 ≤ 1 + cσ
and
|∆κ(x)| ≤ cσ.
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Moreover, for the function ω we compute
∆ω(x) =
(
∆κ(x)− µ|∇κ(x)|2
)
γe−µκ(x)
≤ (cσ − µ)γe−µκ(x).
If we choose µ := Cσ with C sufficiently large (C > c) this implies
∆ω < 0
inG, i.e. ω is superharmonic. In order to apply a comparison principle to the functions
w1 and ω we compare their boundary values on ∂G. For x ∈ ∂G ∩ B7/8(0) we have
κ(x) = 0 and hence ω(x) = w1(x) = 0. Now let x ∈ ∂G \ B7/8(0). Expanding ω we
get
ω(x) =
γ
µ
(
µκ(x)− 1
2
µ2κ(x)2 + o
(
µ2κ(x)2
))
= γκ(x)
(
1− 1
2
µκ(x) + o
(
µκ(x)
))
.
For sufficiently small µ (which can be achieved by reducing the bound σ0) we have∣∣o(µκ(x))∣∣ ≤ 1
2
µκ(x)
and hence
ω(x) ≥ γκ(x)(1− µκ(x))
≥ γκ(x)(1− Ĉµ).
Choosing γ := 1 + cσ with large c we can write this as
ω(x) ≥ (1 + cσ)(1− Ĉµ)κ(x)
≥ (1 + kσ)κ(x)
where the last inequality can be achieved by taking a large k and a small σ. In other
words we have the estimate
ω(x) ≥ (1 + σ)κ(x) + (k − 1)σκ(x)
= (1 + σ)(σ − x2) + (k − 1)σ
(
σ − x2 − sη(x1)
)− (1 + σ)sη(x1).
For |x1| ≥ 1/3 we have η(x1) = 0 and hence ω(x) ≥ (1+σ)(σ−x2). In the case |x1| <
1/3 we use the estimate sη(x1) ≤ σ and recall that we consider the set ∂G \ B7/8(0)
which means x2 ≤ −
√
377
24 . Thus
ω(x) ≥ (1 + σ)(σ − x2) + (k − 1)σ
√
377
24
− σ − σ2
≥ (1 + σ)(σ − x2)
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for small σ. Altogether we have
ω(x) ≥ (1 + σ)(σ − x2) = w1(x) for x ∈ ∂G \B7/8(0).
Then the comparison principle yields
ω ≥ w1 in G
and since w1 is positive in G and ω(z) = w1(z) = 0 this estimate is also true for the
absolute value of the gradient in z, i.e.
∂−nw1(z) ≤ |∇w1(z)| ≤ |∇ω(z)| = |∇κ(z)|γe−µκ(z) ≤ 1 + Cσ. (4.40)
Combining (4.39) and (4.40) with (4.38) we get
c ≤ 1 + Cσ − dσĉ
which is a contradiction if d is large. Thus there exist a number d > 0 and a point
xξ ∈ B1/10(ξ) with
v(xξ) > w1(xξ) + dσxξ2. (4.41)
Using again property 3.) of Definition 4.10, the estimate w1(x) ≥ −(1 + σ)x2, which
follows from comparison principle, and the fact that −1 ≤ xξ2 ≤ −2/5 we see that
for x ∈ B1/10(ξ) we have
v(x) = v(xξ) +
1
0
d
dt
v
(
tx+ (1− t)xξ
)
dt
≥ v(xξ)−
1
0
∣∣∣∇v(tx− (1− t)xξ)∣∣∣ ∣∣x− xξ∣∣ dt
≥ v(xξ)− 15(1 + σ)
> w1(xξ) + dσxξ2 − 15(1 + σ)
≥ −
(
xξ2 +
1
5
)
(1 + σ) + dσxξ2
≥ 1
5
(1 + σ)− dσ
which is positive for σ small. Hence v is harmonic in B1/10(ξ) and so does w1 − v.
Since by (4.37) w1 − v is non-negative in B1/10(ξ) we apply Harnack’s inequality and
(4.41) to get
w1(ξ)− v(ξ) ≤ cw1(xξ)− cv(xξ) ≤ −cdσxξ2
which implies
v(ξ) ≥ w1(ξ)− cdσ ≥ −(1 + σ)ξ2 − cdσ ≥ −ξ2 − cσ. (4.42)
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Now let β > 0. Using property 3.) of Definition 4.10 and (4.42) we compute
v(ξ + βe2) = v(ξ) +
1
0
d
dt
v(tβe2 + ξ) dt
= v(ξ) +
1
0
∇v(tβe2 + ξ).βe2 dt
≥ v(ξ)− (1 + σ)β
≥ −ξ2 − cσ − (1 + σ)β
= −(ξ2 + β)− cσ.
In terms of u˜ this means
u˜
(
ρ(ξ + βe2)
)
) ≥ −
√
g˜(0) + λu
(
(ξ2 + β)ρ+ cσρ
)
and this is property 2.) of Definition 4.10 for u˜ with respect to g˜.
In the next lemma we perform a non-homogeneous blow-up.
Lemma 4.12. Let {uk}k be a sequence of solutions of (P) that belong to the class
F(σk, σk; τk) in Bρk(x0) with respect to g in direction ν with σk → 0 and τk = o(σ2k)
for σk → 0. For x ∈ B1(0) define
vk(x) :=
u˜k(ρkx)
ρk
√
g˜(0) + λeuk ,
and for y ∈ (−1, 1) set
f+k (y) := sup
{
h ∈ R; (y, σkh) ∈ ∂{vk > 0}
}
,
f−k (y) := inf
{
h ∈ R; (y, σkh) ∈ ∂{vk > 0}
}
.
Then for a subsequence there holds
f˜(y) := lim sup
z→y,k→∞
f+k (z) = lim infz→y,k→∞
f−k (z)
for all y ∈ (−1, 1). Moreover f˜ is continuous with f˜(0) = 0, and locally f+k → f˜ and
f−k → f˜ uniformly.
Proof. For k ∈ N define the set
Gk :=
{
(y, h) ∈ B1(0); (y, σkh) ∈ {vk > 0}
}
and choose a subsequence (that we call again Gk) such that the sets Gk converge in
the Hausdorff metric which is possible since the family of compact sets is compact in
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the Hausdorff metric. This fact plays an important role in the analysis of the optimal
shape problem later on, and therefore we omit the compactness proof here and hand
it in later in a periodic version in the next chapter (see Theorem 5.3).
This Hausdorff convergence implies that for y0 ∈ (−1, 1) there is a sequence {yk}k of
points with yk → y0 and f+k (yk) → f˜(y0). Furthermore by construction f˜ is upper
semicontinuous and this means for ε > 0 there is a δ > 0 such that for large k(
[yk − ε, yk + ε]× [f+k (yk) + δ,∞)
)
∩Gk = ∅.
In other words we have vk(x) = 0 for x ∈ B1(0) with x1 ∈ (yk − ε, yk + ε) and
x2 > σk
(
f+k (yk) + δ
)
.
Writing this condition in terms of u˜k we get u˜k(x) = 0 for all x ∈ Bρk(0) with
x1 ∈
(
ρk(yk − ε), ρk(yk + ε)
)
and x2 > ρkσk
(
f+k (yk) + δ
)
. But this is property 1.) of
Definition 4.10 with ρ = ρkε, x0 =
(
ρkyk, ρkσkf
+
k (yk)
)
, σ+ = σkδ/ε and ν = e2.
Since we know
(
ρkyk, ρkσkf
+
k (yk)
) ∈ ∂{u˜k > 0} it follows
u˜k ∈ F
(σkδ
ε
, 1; τk
)
in Bρkε
((
ρkyk, ρkσkf
+
k (yk)
))
w.r.t. g˜k in direction e2,
if we set g˜k := g˜ ◦ ψ−1k with
ψk : Bρ(0)→ Bρkε
((
ρkyk, ρkσkf
+
k (yk)
))
, ψk(x) :=
ρkε
ρ
x+
(
ρkyk, ρkσkf
+
k (yk)
)
.
The assumptions on σk and τk imply τk ≤ σkδ
ε
for large k, hence we can apply
Theorem 4.11 and obtain
u˜k ∈ F
(2σkδ
ε
,
cσkδ
ε
; τk
)
in Bρkε/2
((
ρkyk, ρkσkf
+
k (yk)
))
w.r.t. g˜k in direction e2.
Then the flatness condition 2.) of Definition 4.10 says
u˜k(x) ≥ −
√
g˜(0) + λeuk
(
x2 − ρkσkf+k (yk) +
cρkσkδ
2
)
for all x ∈ Bρkε/2
((
ρkyk, ρkσkf
+
k (yk)
))
with x2−ρkσkf+k (yk) ≤ −
cρkσkδ
2
, or, in terms
of vk,
vk(x) ≥ −
(
x2 − σkf+k (yk) +
cσkδ
2
)
for all x ∈ Bε/2
((
yk, σkf
+
k (yk)
))
with x2 − σkf+k (yk) ≤ −
cσkδ
2
.
Using the fact that σk → 0 we get vk(x) > 0 for all x ∈ B1(0) with |x1 − yk| < ε/4
and x2 ≤ σk(f+k (yk)− cδ/2). Thus for all y ∈ (yk − ε/4, yk + ε/4) we have
f−k (y) ≥ f+k (yk)−
cδ
2
.
If we let ε→ 0 which implies δ → 0 the assertion follows.
In the next statements we show some more properties of the function f˜ . These results
are fundamental for the further study of the flatness class.
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Lemma 4.13. f˜ is subharmonic.
Proof. Assume the assertion is not true. Then there is an interval (y0−%, y0+%) and a
harmonic function $ : (−1, 1)→ R with $(y0−%) > f˜(y0−%), $(y0+%) > f˜(y0+%)
and $(y0) < f˜(y0).
Below we will use the notation Z := (y0 − %, y0 + %) × R and for a function ϑ :
(y0 − %, y0 + %)→ R we write
Z+(ϑ) :=
{
x ∈ Z; x2 > ϑ(x1)
}
(epigraph of ϑ),
Z0(ϑ) :=
{
x ∈ Z; x2 = ϑ(x1)
}
(graph of ϑ),
Z−(ϑ) :=
{
x ∈ Z; x2 < ϑ(x1)
}
(subgraph of ϑ).
We may assume that Z0(σk$)∩∂{vk > 0} has H1 measure zero, otherwise we replace
$ by $ + c for some suitable small c.
Now we formulate the Representation Theorem 3.15 in terms of vk. We transform the
unit ball B1(0) to the ball Bρk(x0) via the mapping
ψ : B1(0)→ Bρk(x0), ψ(y) := ρkA−1y + x0,
where A is the rotation matrix defined in (4.36). For ϕ ∈ C∞0
(
B1(0)
)
we have ϕ◦ψ−1 ∈
C∞0
(
Bρk(x0)
)
and then by Theorem 3.15 it follows
−

Bρk (x0)∩{uk>0}
∇uk.∇(ϕ ◦ ψ−1) dx =

Bρk (x0)∩∂{uk>0}
quk(x)(ϕ ◦ ψ−1)(x) dSx,
or, if we transform this equation into the setting of vk,
−ρk
√
g(x0) + λuk

B1(0)∩{vk>0}
(A.∇vk).(A∇ϕ) dy = ρk

B1(0)∩∂{vk>0}
quk
(
ψ(y)
)
ϕ(y) dSy,
which leads to
−

B1(0)∩{vk>0}
(A.∇vk).(A∇ϕ) dy = 1√
g(x0) + λuk

B1(0)∩∂{vk>0}
quk
(
ψ(y)
)
ϕ(y) dSy.
(4.43)
For B ⊂ R2 let dδ(B) be an approximation of the characteristic function χB which
for example can be constructed by mollifying the function min
{1
δ
dist(x,R2 \B), 1
}
.
Now we choose dδ
(
Z+(σk$)∩B1(0)
)
as a test function in (4.43) and pass to the limit
δ → 0, together with (3.34) this implies

∂Z+(σk$)∩{vk>0}
(A.∇vk).(A.ν) dSy = 1√
g(x0) + λuk

Z+(σk$)∩∂red{vk>0}
quk(ψ(y)) dSy.
(4.44)
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Using that by Definition 4.10 3.) we have |A.∇vk| ≤ 1 + τk we get
∂Z+(σk$)∩{vk>0}
(A.∇vk).(A.ν) dSy ≤

∂Z+(σk$)∩{vk>0}
|A.∇vk| dSy
≤ (1 + τk)H1
(
∂Z+(σk$) ∩ {vk > 0}
)
= (1 + τk)H1
(
Z0(σk$) ∩ {vk > 0}
)
.
On the other hand we can use the other property of Definition 4.10 3.) and estimate
the oscillation to deduce
Z+(σk$)∩∂red{vk>0}
quk(ψ(y)) dSy ≥ inf
x∈Bρk (x0)
√
g(x) + λuk H1
(
Z+(σk$) ∩ ∂red{vk > 0}
)
≥
√
g(x0) + λuk (1− τk) H1
(
Z+(σk$) ∩ ∂red{vk > 0}
)
.
These two estimates together with (4.44) lead to
H1
(
Z+(σk$) ∩ ∂red{vk > 0}
)
≤ 1 + τk
1− τk H
1
(
Z0(σk$) ∩ {vk > 0}
)
. (4.45)
Define the set
Ek := {vk > 0} ∪ Z−(σk$)
which has finite perimeter in Z, and estimate
H1
(
Z ∩ ∂redEk
)
≤ H1
(
Z+(σk$) ∩ ∂red{vk > 0}
)
+H1
(
Z0(σk$) ∩ {vk = 0}
)
.
Together with (4.45) we deduce
H1
(
Z ∩ ∂redEk
)
≤ 1 + τk
1− τk H
1
(
Z0(σk$) ∩ {vk > 0}
)
+H1
(
Z0(σk$) ∩ {vk = 0}
)
=
(
1 + 2τk + o(τk)
) H1(Z0(σk$) ∩ {vk > 0})
+H1
(
Z0(σk$) ∩ {vk = 0}
)
=
(
2τk + o(τk)
) H1(Z0(σk$) ∩ {vk > 0})+H1(Z0(σk$)).
(4.46)
Since f˜(y0) > $(y0) we use the excess area estimate from [2], p. 136
H1
(
Z ∩ ∂redEk
)
≥ H1
(
Z0(σk$)
)
+ cσ2k
for k large enough. This estimate together with (4.46) gives
cσ2k ≤
(
2τk + o(τk)
) H1(Z0(σk$) ∩ {vk > 0})
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which leads to
c ≤
(2τk
σ2k
+
o(τk)
σ2k
)
H1
(
Z0(σk$) ∩ {vk > 0}
)
.
Since by assumption τk = o(σ2k) the right hand side of this inequality tends to zero
which is a contradiction.
Since f˜ depends only on one real variable the subharmonicity we have proven in the
above lemma is equivalent to convexity. Hence we also know that f˜ is locally Lipschitz
(see Theorem 1 in section 6.3 of [17]).
From now on we use the notation B−1 (0) := B1(0) ∩ {x2 < 0} for the negative half
ball.
Lemma 4.14. Let
wk(x) :=
vk(x) + x2
σk
, (4.47)
then there is a constant c such that for x ∈ B−1 (0) we have
|wk(x)| ≤ c (4.48)
for sufficiently large k, and for a subsequence, wk converges in B−1 (0) to a function
w, whereas the convergence is uniform in compact subsets of B−1 (0). Moreover, the
limit w satisfies
|w(x)| ≤ c for x ∈ B−1 (0), (4.49)
∆w = 0 in B−1 (0), (4.50)
w(0, x2) ≤ 0, (4.51)
w(x1, 0) = f˜(x1) (4.52)
in the sense that lim
x2↑0
w(x1, x2) = f˜(x1).
Proof. By the flatness assumptions 1.) and 2.) we know that the free boundary of vk
lies in the strip |x2| ≤ σk, and from 3.) it follows |∇vk| ≤ 1 + τk. Moreover we have
τk ≤ σk. Let x = (x1, x2) ∈ B−1 (0) and choose y := (x1, σk). Since σk → 0 we have
y ∈ B1(0) for large k and it is vk(y) = 0. Hence
wk(x) =
vk(x)− vk(y) + x2
σk
=
1
σk
( 1
0
∇vk
(
tx+ (1− t)y).(x− y) dt+ x2)
≤ (1 + τk)(σk − x2) + x2
σk
= 1 + τk − τk
σk
x2 ≤ c.
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On the other hand we have x2 < −σk for large k and thus we use condition 2.) of
Definition 4.10 to deduce
wk(x) ≥ −(x2 + σk) + x2
σk
= −1.
These two estimates imply |wk(x)| ≤ c which is (4.48).
Then there exists a function w such that for a subsequence we have wk → w pointwise.
Furthermore, the wk are harmonic in B−1 (0)∩{x2 < −σk}. Thus, together with (4.48),
in compact subsets of B−1 (0) we have |∇wk| ≤ c. This implies uniform convergence,
and moreover (4.49) and (4.50) follow.
In addition, we have wk(0, 0) = 0 and
− ∂wk
∂x2
= − 1
σk
(∂vk
∂x2
+ 1
)
≤ |∇vk| − 1
σk
≤ τk
σk
. (4.53)
Thus we compute
wk(0, x2) = wk(0, x2)− wk(0, 0) = −
0
x2
∂
∂s
wk(0, s) ds ≤ |x2| τk
σk
→ 0,
i.e. w(0, x2) ≤ 0 and hence (4.51) is fulfilled.
In order to establish the remaining property (4.52) we first show that for any small
δ > 0 and for a large constant K
wk(x1, σkx2)→ f+k (x1) uniformly for x1 ∈
(− 1 + δ, 1− δ) and −K ≤ x2 ≤ −1.
(4.54)
By Lemma 4.12 it suffices to show
wk(x1, σkx2)− f˜(x1)→ 0. (4.55)
From the definition of the function f+k it follows vk
(
x1, σkf
+
k (x1)
)
= 0 and hence
wk
(
x1, σkf
+
k (x1)
)
= f+k (x1). Then we use (4.53) and obtain
wk
(
x1, σkx2
)− f+k (x1) = wk(x1, σkx2)− wk(x1, σkf+k (x1))
= −
σkf
+
k (x1)
σkx2
∂
∂s
wk(x1, s) ds
≤ (σkf+k (x1)− σkx2) τkσk
≤ (1 +K) τk → 0.
In a next step we have to estimate this difference also from below. For that purpose
take an x1 ∈
(− 1 + δ, 1− δ) and consider vk in Bσkr(xk) where the centre xk is the
free boundary point
xk :=
(
x1, σkf
+
k (x1)
)
,
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and r is a constant. We observe
vk(x) = 0 for all x ∈ Bσkr(xk) with x2 ≥ sup
s∈(x1−σkr,x1+σkr)
σkf
+
k (s).
Similarly as in the proof of Lemma 4.12 we write this condition in terms of u˜k in order
to say something about the flatness class and obtain
u˜k(y) = 0 for all y ∈ Bρkσkr(ρkxk) with y2 ≥ sup
s∈(x1−σkr,x1+σkr)
ρkσkf
+
k (s).
If we define
ψk : Bρ(0)→ Bρkσkr(ρkxk), ψk(x) :=
ρkσkr
ρ
x+ ρkxk
and set g˜k := g˜ ◦ ψ−1k we write this property as
u˜k ∈ F
(
η˜k, 1; τk
)
in Bρkσkr(ρkxk) w.r.t. g˜k in direction e2
with
η˜k :=
1
r
sup
s∈(x1−σkr,x1+σkr)
(
f+k (s)− f+k (x1)
)
.
Lemma 4.12 implies that η˜k → 0, and hence we apply Theorem 4.11 to deduce
u˜k ∈ F
(
2ηk, cηk; τk
)
in Bρkσkr/2(ρkxk) w.r.t. g˜k in direction e2,
where
ηk := max{η˜k, τk}.
Then the second condition of Definition 4.10 yields
u˜k(x) ≥ −
√
g˜(0) + λeuk
(
x2 − ρkσkf+k (x1) + c ηkρkσk
r
2
)
for all x ∈ Bρkσkr/2(ρkxk) with x2 − ρkσkf+k (x1) ≤ −c ηkρkσk
r
2
.
Transforming this estimate into the setting of vk we get
vk(x) ≥ −
(
x2 − σkf+k (x1) + c ηkσk
r
2
)
for all x ∈ Bσkr/2(xk) with x2−σkf+k (x1) ≤ −c ηkσk
r
2
, and in terms of wk this means
wk(x) ≥ f+k (x1)− c ηk
r
2
for all x ∈ Bσkr/2(xk) with x2 − σkf+k (x1) ≤ −c ηkσk
r
2
.
Especially for x2 with f+k (x1)−
r
2
≤ x2 ≤ f+k (x1)− c ηk
r
2
we have
wk(x1, σkx2)− f+k (x1) ≥ −c ηk
r
2
→ 0
and for the right choice of r together with the upper estimate we have (4.55) and
hence (4.54).
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In order to conclude (4.52) we use the following barrier argument. For small ε > 0
define a smooth function gε on ∂B−1−δ(0) which satisfies
gε ≥ f˜ − 2ε on ∂B−1−2δ(0) ∩ {x2 = 0},
gε ≤ f˜ − ε on ∂B−1−δ(0) ∩ {x2 = 0}, (4.56)
gε ≤ w − ε on ∂B−1−δ(0) ∩ {x2 < 0},
and let φε be a solution of the Dirichlet problem
∆φε = 0 in B−1−δ(0),
φε = gε on ∂B−1−δ(0).
By (4.54) and (4.56) it follows that for sufficiently large k
wk ≥ φε on ∂
(
B−1−δ(0) ∩ {x2 < −σkK}
)
.
Then by comparison principle we obtain
wk ≥ φε in B−1−δ(0) ∩ {x2 < −σkK}.
Letting k →∞ we get
w(x1, x2) ≥ φε(x1, x2) for (x1, x2) ∈ B−1−δ(0)
and hence
lim inf
x2↑0
w(x1, x2) ≥ f˜(x1)− 2ε
for x1 ∈ (−1 + 2δ, 1− 2δ). Similarly we construct a barrier from above which gives
lim sup
x2↑0
w(x1, x2) ≤ f˜(x1) + 2ε
for x1 ∈ (−1 + 2δ, 1− 2δ). Since δ and ε can be chosen arbitrarily, (4.52) follows.
Lemma 4.15. There exists a constant C such that for any y ∈
(
− 1
2
,
1
2
)
1/4
0
1
r2
(1
2
(
f˜(y − r) + f˜(y + r))− f˜(y)) dr ≤ C. (4.57)
Proof. Let y ∈
(
− 1
2
,
1
2
)
. We use an affine transformation and define
w∗(x1, x2) := w
(1
2
x1 + y,
1
2
x2
)
− w(y, 0) for (x1, x2) ∈ B−1 (0)
and
f∗(x1) := f˜
(1
2
x1 + y
)
− f˜(y) for x1 ∈ (−1, 1).
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Then by Lemma 4.14 we have |w∗| < c in B−1 (0), ∆w∗ = 0 in B−1 (0), w∗(0, x2) ≤ 0
and lim
x2↑0
w∗(x1, x2) = f∗(x1). Now the result of Lemma 5.5 in [3] can be applied to
the function w∗ which means
1/2
0
1
s2
(
f∗(−s) + f∗(s)) ds ≤ C
and hence
1/4
0
1
r2
(1
2
(
f˜(y − r) + f˜(y + r))− f˜(y)) dr ≤ C.
Lemma 4.16. There is a large constant C and for θ ∈ (0, 1) there is a small constant
cθ such that there exist an r > 0 and an l ∈ R with cθ ≤ r ≤ θ, |l| < C and
f˜(y) ≤ ly + θ
2
r for |y| ≤ r.
Proof. Let δ > 0 and c < 1/4. By Lemma 4.15 it follows
1/4
0
1
r2
1
2
(
f˜(−r) + f˜(r)) dr ≤ C
and hence
inf
c≤r≤1/4
1
2r
(
f˜(−r) + f˜(r)) ln( 1
4c
)
≤ C.
Then we know that there is a number s ∈ [c, 1/4] with
1
2
(
f˜(−s) + f˜(s)) ln( 1
4c
)
≤ C s.
If we set cδ := c :=
1
4
e−C/δ we get
1
2
(
f˜(−s) + f˜(s)) ≤ δ s.
Now let h be the harmonic (i.e. linear since we are in a one-dimensional setting)
function in (−s, s) with boundary values h(−s) = f˜(−s) and h(s) = f˜(s), i.e.
h(y) =
1
2s
(
f˜(s)− f˜(−s))y + 1
2
(
f˜(−s) + f˜(s)).
Since f˜ is subharmonic we have
f˜(y) ≤ h(y) ≤ 1
2s
(
f˜(s)− f˜(−s))y + δ s.
We choose θ := 2
√
δ, r :=
√
δs and l :=
1
2s
(
f˜(s)− f˜(−s)). Lipschitz continuity of f˜
implies |l| < C and hence the statement of the lemma follows.
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Lemma 4.17. Let θ ∈ (0, 1) and cθ, C as in the lemma before. Then there exists a
constant σθ such that for all solutions u of (P) that satisfy
u ∈ F(σ, σ; τ) in Bρ(x0) w.r.t. g in direction ν
with σ ≤ σθ and τ ≤ σθσ2 there is a radius ρ with cθρ ≤ ρ ≤ θρ and a normal vector
ν with |ν − ν| ≤ Cσ such that
u ∈ F(θσ, 1; τ) in Bρ(x0) w.r.t. g in direction ν.
Proof. We argue by contradiction. Assume that for all k ∈ N there are a solution uk
of (P) and sequences {σk}k, {τk}k and {ρk}k with
uk ∈ F(σk, σk; τk) in Bρk(x0) w.r.t. g in direction ν
with σk ≤ 1
k
, and τk ≤ 1
k
σ2k such that for every ρk with cθρk ≤ ρk ≤ θρk and for every
νk with |νk − ν| ≤ Cσk we have
uk /∈ F(θσk, 1; τk) in Bρk(x0) w.r.t. g in direction νk. (4.58)
Then {uk}k is a sequence as in Lemma 4.12 and hence we define u˜k, vk and f˜ as
before. By Lemma 4.16 it follows
f˜(y) ≤ ly + θ
2
r for |y| ≤ r
and therefore Lemma 4.12 implies that for large k
f+k (y) ≤ ly + θr for |y| ≤ r.
From the definition of f+k we conclude
vk(x) = 0 for x ∈ Br(0) with x2 ≥ σklx1 + θσkr
which also means
u˜k(x) = 0 for x ∈ Brρk(0) with x2 ≥ σklx1 + θσkrρk.
Setting
σk :=
θσk√
1 + σ2kl
2
and νk :=
(−σkl, 1)√
1 + σ2kl
2
we can write this property as
u˜k(x) = 0 for x ∈ Brρk(0) with x.νk ≥ σkrρk
and obtain
u˜k ∈ F(σk, 1; τk) in Brρk(0) w.r.t. g˜ in direction νk.
Since σk ≤ θσk, cθρk ≤ rρk ≤ θρk and |νk − e2| = σkl + o(σ2k) ≤ Cσk for large k this
is a contradiction to (4.58).
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Lemma 4.18. Let ω be a continuous and increasing function with ω(0) = 0 and
0 < θ < 1. Then there are constants σθ, cθ and C such that the following holds. If
u ∈ F(σ, 1; τ) in Bρ(x0) w.r.t. g in direction ν
with σ ≤ σθ and τ ≤ σθσ2 and if for 0 ≤ s ≤ 1 we have
osc
x∈Bsρ(x0)
√
g(x) + λu ≤ ω(s)τ
√
g(x0) + λu
then there are a ρ with cθρ ≤ ρ ≤ 1/4ρ and a vector ν with |ν − ν| ≤ Cσ such that
u ∈ F(θσ, θσ; θ2τ) in Bρ(x0) w.r.t. g in direction ν.
Proof. Choose σθ so small that we can apply Theorem 4.11. Then we obtain
u ∈ F(Cσ,Cσ; τ) in Bρ/2(x0) w.r.t. g in direction ν.
If 0 < θ1 ≤ 1/2 and if we take again σθ small enough we may use Lemma 4.17 to get
u ∈ F(Cθ1σ, 1; τ) in Br1ρ(x0) w.r.t. g in direction ν1
with cθ1 ≤ 2r1 ≤ θ1 and |ν1 − ν| ≤ Cσ. Consider the sequence
wk :=
{
|∇u| − sup
x∈B2r1ρ(x0)
√
g(x) + λu − 1
k
, 0
}
.
As in the proof of Theorem 4.8 we conclude wk → w0 with
w0 :=
{
|∇u| − sup
x∈B2r1ρ(x0)
√
g(x) + λu, 0
}
and that wk is subharmonic and continuous in G for G ⊂⊂ Ω with B2r1ρ(x0) ⊂ G.
Moreover we know
|∇u| ≤
√
g(x0) + λu(1 + τ) in B2r1ρ(x0)
and hence
wk ≤
√
g(x0) + λu τ in B2r1ρ(x0).
Additionally property 1.) of Definition 4.10 implies (again for small σθ)
u = 0 in Br1ρ/4
(r1ρ
2
ν1
)
and therefore
wk = 0 in Br1ρ/4
(r1ρ
2
ν1
)
.
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As a comparison function we construct h which solves
∆h = 0 in B2r1ρ(x0) \Br1ρ/4
(r1ρ
2
ν1
)
,
h =
√
g(x0) + λu τ on ∂B2r1ρ(x0),
h = 0 on ∂Br1ρ/4
(r1ρ
2
ν1
)
,
and by comparison principle we get
wk ≤ h in B2r1ρ(x0) \Br1ρ/4
(r1ρ
2
ν1
)
,
especially there is a constant c∗ such that
wk ≤ (1− c∗)
√
g(x0) + λu τ in Br1ρ(x0).
Passing to the limit k →∞ we conclude
w0 ≤ (1− c∗)
√
g(x0) + λu τ in Br1ρ(x0)
which means
|∇u| ≤ (1− c∗)
√
g(x0) + λu τ + sup
x∈B2r1ρ(x0)
√
g(x) + λu
≤ (1− c∗)
√
g(x0) + λu τ + ω(2r1)τ
√
g(x0) + λu + inf
x∈B2r1ρ(x0)
√
g(x) + λu
≤
√
g(x0) + λu
(
1 +
(
1− c∗ + ω(2r1)
)
τ
)
in Br1ρ(x0). Now choose θ1 (and hence r1) so small that we have ω(2r1) < c
∗/2,
ω(r1) ≤ 1− c∗/2 and Cθ1 < 1− c∗/2. Then for θ0 :=
√
1− c∗/2 there holds
|∇u| ≤
√
g(x0) + λu(1 + θ20τ) in Br1ρ(x0),
osc
x∈Br1ρ(x0)
√
g(x) + λu ≤
√
g(x0) + λu θ20τ in Br1ρ(x0)
and
u(x) = 0 for all x ∈ Br1ρ(x0) with (x− x0).ν1 ≥ θ0σr1ρ
which means
u ∈ F(θ0σ, 1; θ20τ) in Br1ρ(x0) w.r.t. g in direction ν1.
Now we repeat this argumentation for a finite number of times; we only have to choose
the constant σθ small enough in every step. Then we obtain
u ∈ F(θm0 σ, 1; θ2m0 τ) in Br1...rmρ(x0) w.r.t. g in direction νm
with cθm ≤ 2rm ≤ θm and |νm − ν| ≤ mCσ. Choose m large enough and once more
apply Theorem 4.11. This gives the assertion.
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4.4 Smoothness of the Free Boundary
In the previous section we showed that flatness of u near one point even implies more
flatness in a smaller neighbourhood. Together with some estimates of the sections 4.1
and 4.2 this result leads to C1,β-regularity of the free boundary.
Theorem 4.19. Let u ∈ U(Ω) be a solution of (P). For G ⊂⊂ Ω there are constants
β > 0, γ > 0, σ0 > 0, τ0 > 0 and C <∞ such that
u ∈ F(σ, 1;∞) in Bρ(x0) w.r.t. g in direction ν
for Bρ(x0) ⊂ G with σ ≤ σ0 and ρ ≤ τ0σ2/γ implies that
Bρ/4(x0) ∩ ∂{u > 0} is a C1,β surface.
Proof. Let α be the Ho¨lder exponent of g and let x ∈ Bρ(x0). Our first goal is to
improve the third condition of the flatness class. By Corollary 4.9 there is a γ > 0
such that
|∇u| ≤
√
g(x) + λu + C|x− x0|γ
≤
√
g(x0) + λu +
√
|g(x)− g(x0)|+ Cργ
≤
√
g(x0) + λu + cρα/2 + Cργ
≤
√
g(x0) + λu + cργ
since γ < α/2. Using Corollary 4.6 we get
|∇u| ≤
√
g(x0) + λu
(
1 + c1ργ
)
.
Next we estimate the oscillation. For that purpose let x, x̂ ∈ Bρ(x0) such that
sup
x∈Bρ(x0)
g(x) = g(x) and inf
x∈Bρ(x0)
g(x) = g(x̂) and calculate
osc
x∈Bρ(x0)
√
g(x) + λu =
√
g(x) + λu −
√
g(x̂) + λu
≤
√
|g(x)− g(x0)|+
√
|g(x0)− g(x̂)|
≤ cρα/2
≤
√
g(x0) + λu c2ργ .
If we set c˜ := max{c1, c2} we have
u ∈ F(σ, 1; τ˜) in Bρ(x0) w.r.t. g in direction ν
with τ˜ := c˜ργ . Setting τ1 :=
(1
c˜
)1/γ
we see that for ρ ≤ τ1σ2/γ we have
τ˜ ≤ c˜τγ1 σ2 = σ2 < σ
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and hence we can apply Theorem 4.11, which yields
u ∈ F(2σ, cσ; τ˜) in Bρ/2(x0) w.r.t. g in direction ν. (4.59)
Now let x1 ∈ Bρ/4(x0) ∩ ∂{u > 0} and x ∈ Bρ/4(x1). We want to deduce a similar
flatness property for u in the ball Bρ/4(x1). Analogue calculations as before lead to
|∇u(x)| ≤
√
g(x1) + λu
(
1 + c3
(ρ
4
)γ)
for x ∈ Bρ/4(x1) (4.60)
and
osc
x∈Bρ/4(x1)
√
g(x) + λu ≤
√
g(x1) + λu c4
(ρ
4
)γ
. (4.61)
With c := max{c3, c4} and τ := c
(ρ
4
)γ
we have again a bound for the third flatness
property of Definition 4.10. Since in (4.59) we have already flatness in the bigger ball
Bρ/2(x0) there is a constant C such that for σ small enough
u ∈ F(Cσ,Cσ; τ) in Bρ/4(x1) w.r.t. g in direction ν. (4.62)
In order to apply Lemma 4.18 we have to study the estimate of the oscillation in more
detail. Calculating as before in (4.61) we obtain
osc
x∈Bsρ/4(x1)
√
g(x) + λu ≤
√
g(x1) + λu csγ
(ρ
4
)γ
(4.63)
and this is the desired estimate for the oscillation in Lemma 4.18 with ω(s) := sγ .
For θ ∈ (0, 1) we take the constants σθ and cθ as in Lemma 4.18 and moreover we set
σ0 ≤ σθ
C
and τ0 := 4
(σθ
c
)1/γ
where C and c are the constants in (4.62) and (4.63) respectively. Now we have
Cσ ≤ σθ and τ ≤ σθσ2
and hence we are able to apply Lemma 4.18, this means there are a constant ρ1 with
cθρ0 ≤ ρ1 ≤ 1/4ρ0 whereas ρ0 := ρ/4 and a ν1 with |ν1 − ν| ≤ Cσ such that
u ∈ F(θCσ, θCσ; θ2τ) in Bρ1(x1) w.r.t. g in direction ν1.
Since this result is not enough we try to apply Lemma 4.18 inductively in order to
get sequences {ρm}m and {νm}m with
cθρm−1 ≤ ρm ≤ ρm−14 and |ν
m − νm−1| ≤ θm−1Cσ. (4.64)
To do so we only have to check the condition for the oscillation in every step, i.e. we
have to prove that
osc
x∈Bsρm (x1)
√
g(x) + λu ≤
√
g(x1) + λu csγθ2m
(ρ
4
)γ
.
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Comparing this inequality with (4.63) and recalling ρm ≤ ρ04m we see that this is
satisfied if we choose θ =
1
2γ
.
Hence we get the desired sequences {ρm}m and {νm}m such that
u ∈ F(θmCσ, θmCσ; θ2mτ) in Bρm(x1) w.r.t. g in direction νm.
Then properties 1.) and 2.) of Definition 4.10 imply that the free boundary ∂{u > 0}
lies in a strip of thickness 2θmCσρm, i.e.
|(x− x1).νm| ≤ θmCσρm for x ∈ Bρm(x1) ∩ ∂{u > 0}. (4.65)
In addition, by (4.64) we know that the sequence {νm}m converges, and if we set
ν(x1) := lim
m→∞ ν
m we have
|ν(x1)− νm| ≤
∞∑
k=m
|νk+1 − νk| ≤ Cσ
∞∑
k=m
θk =
Cσθm
1− θ . (4.66)
Now let x ∈ Bρ/4(x1)∩∂{u > 0} and choose m ∈ N with ρm+1 ≤ |x−x1| ≤ ρm. Then
by (4.65) and (4.66)
|(x− x1).ν(x1)| ≤ |x− x1| |ν(x1)− νm|+ |(x− x1).νm|
≤ Cθmσ
( |x− x1|
1− θ + ρm
)
≤ Cθmσ
( 1
1− θ +
1
cθ
)
|x− x1|.
Furthermore, since |x− x1| ≥ ρm+1 ≥ cm+1θ ρ0 we get
θm+1 = 2−γ(m+1) =
(
cm+1θ
)−γ ln(2)
ln(cθ) ≤
( |x− x1|
ρ0
)β
with β :=
−γ ln(2)
ln(cθ)
which leads to
|(x− x1).ν(x1)| ≤ Cσ
θ
( 1
1− θ +
1
cθ
) 1
ρβ0
|x− x1|1+β
≤ Cσ
ρβ
|x− x1|1+β.
Theorem 4.20. Let u ∈ U(Ω) be a solution of (P). Then ∂red{u > 0} is a C1,β
surface locally in Ω.
Proof. Let x0 ∈ ∂red{u > 0}, and let {uk}k be a blow-up sequence with respect to
balls Bρk(x0) with blow-up limit u0. From (4.15) in Theorem 4.3 we know
u0 = 0 in B1(0) ∩ {x.νu(x0) ≥ 0}
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and together with property (4.6) of the blow-up sequence it follows that there is a
sequence σk → 0 such that
u ∈ F(σk, 1;∞) in Bρk(x0) w.r.t. g in direction νu.
Now we apply Theorem 4.19 for large k and get regularity.
Up to now we know that the reduced boundary is a surface of class C1,β . The fact
that in [2] this result can be extended to the whole free boundary if n = 2 suggests
it must be also possible in this setting. Indeed we are able to show the following
statement which will lead to regularity.
Theorem 4.21. Let u ∈ U(Ω) be a solution of (P). For x0 ∈ Ω ∩ ∂{u > 0} we have
1
r2

Br(x0)∩{u>0}
max
{
g(x) + λu − |∇u|2, 0
}
dx→ 0 for r → 0.
Proof. Let 0 < r < κ < R < 1 such that BR(x0) ⊂ Ω. In order to perturbate the
function u in the ball Bκ(x0) we consider a nonnegative function ξ ∈ H˚1,2per(Bκ(x0))
and a real number t > 0 and define the comparison function
v0 := max
{
u− tξ, 0} = u−min{u, tξ}.
Comparing u and v0 on the set Bκ(x0) we see that the construction of v0 decreases
the measure of the support of u by the value δκ where
δκ :=
∣∣∣{x ∈ Bκ(x0); 0 < u(x) ≤ tξ(x)}∣∣∣.
If we perturbated only on the ball Bκ(x0), a comparison of energy would generate some
uncontrolled terms due to the penalty term Fε. In order to avoid this phenomenon
we do another perturbation in a second ball where we increase the measure of the
support.
For that reason we consider a point y ∈ Ω∩ ∂red{u > 0} away from x0 that fulfils the
statement of Theorem 4.4 and of Theorem 4.5 (2) and take
τρ : Bρ(y)→ Bρ(y), τρ(x) = x+ ρ2φ
( |x− y|
ρ
)
νu(y)
with symmetric φ ∈ C∞0 ([−1, 1]). This transformation is very similar to the one we
defined in (4.24) in the proof of Theorem 4.5 and thus some calculations we need are
nearly consistent to the proof of Theorem 4.5.
Choose ρ such that
δκ = ρ2

Bρ(x0)∩∂{u>0}
φ
( |x− y|
ρ
)
dSx.
As we will see later this choice guarantees that the decreasing and the increasing of
the measure cancel each other up to something of higher order. For x ∈ Bρ(y) we
define
vρ(x) :=
(
u ◦ τ−1ρ
)
(x)
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and hence we construct
v :=

v0 in Bκ(x0),
vρ in Bρ(y),
u elsewhere,
which is an admissible function. Comparing the energies of u and v we get by the
minimality of u
0 ≤ Eε(Ω, v)− Eε(Ω, u)
= E(Bκ(x0), v0)− E(Bκ(x0), u) + E(Bρ(x0), vρ)− E(Bρ(x0), u)
+ Fε
(|{v > 0}|)− Fε(|{u > 0}|). (4.67)
For the energy difference on the domain Bκ(x0) we compute
E(Bκ(x0), v0)− E(Bκ(x0), u)
=

Bκ(x0)
|∇v0|2 − |∇u|2 dx−

Bκ(x0)∩{0<u≤tξ}
g(x) dx
=

Bκ(x0)
∣∣∇min{u, tξ}∣∣2 − 2∇u.∇min{u, tξ} dx− 
Bκ(x0)∩{0<u≤tξ}
g(x) dx
= t2

Bκ(x0)∩{u>tξ}
|∇ξ|2 dx+

Bκ(x0)∩{0<u≤tξ}
|∇u|2 − g(x) dx. (4.68)
Next we check the measure of the support and thus the difference of the penalty
terms. For the ball Bκ(x0) we know∣∣Bκ(x0) ∩ {v0 > 0}∣∣− ∣∣Bκ(x0) ∩ {u > 0}∣∣ = −δκ.
For the other ball Bρ(y) we proceed as in part (a) of the first step of the proof of
Theorem 4.5:∣∣Bρ(y) ∩ {vρ > 0}∣∣ = 
Bρ(y)∩{u>0}
detDτρ(x) dx
=

Bρ(y)∩{u>0}
1 + ρ φ′
( |x− y|
ρ
) x− y
|x− y| .νu(y) dx
=

Bρ(y)∩{u>0}
1 + ρ2 div
(
φ
( |x− y|
ρ
)
νu(y)
)
dx
=
∣∣Bρ(y) ∩ {u > 0}∣∣+ ρ2 
Bρ(y)∩∂{u>0}
φ
( |x− y|
ρ
)
νu(y).ν dSx
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where ν denotes the outer normal vector on Bρ(y)∩ {u > 0}. Recalling (3.34) we use
the regularity of the reduced boundary of Theorem 4.20 and get
ρ2

Bρ(y)∩∂{u>0}
φ
( |x− y|
ρ
)
νu(y).ν dSx ≤ ρ2

Bρ(y)∩∂{u>0}
φ
( |x− y|
ρ
)
dSx
+ ρ2

Bρ(y)∩∂{u>0}
φ
( |x− y|
ρ
)
|νu(y)|
∣∣ν − νu(y)∣∣ dSx
≤ δκ + c ρ2+β

Bρ(y)∩∂{u>0}
φ
( |x− y|
ρ
)
dSx
= δκ + c ρβδκ
= δκ + o(δκ)
which leads to ∣∣Bρ(y) ∩ {vρ > 0}∣∣− ∣∣Bρ(y) ∩ {u > 0}∣∣ ≤ δκ + o(δκ)
and hence ∣∣{v > 0}∣∣− ∣∣{u > 0}∣∣ ≤ o(δκ).
Since Fε is Lipschitz continuous we also have
Fε
(|{v > 0}|)− Fε(|{u > 0}|) ≤ o(δκ). (4.69)
Next we analyse the energy difference on the ball Bρ(y) and start with the difference
of the Dirichlet integral. As in part (b) of the proof of Theorem 4.5 we transform the
integral to the unit ball and hence we have to work with the blow-up sequence
uρ(x) :=
1
ρ
u(y + ρx).
Using the calculations of the proof of Theorem 4.5 we get

Bρ(y)
|∇vρ|2 − |∇u|2 dx = ρ3

B1(0)∩{uρ>0}
|∇uρ|2 div(η)− 2∇uρ.Dη.∇uρ dx+ o(ρ3)
with η(x) := φ(|x|)νu(y). Since by assumption Theorem 4.4 is valid for the point y
we know that the blow-up limit u0 is a half plane solution, i.e.
u0(x) = qu(y)max{−x.νu(y), 0},
and from Theorem 4.5 we conclude
qu(y) =
√
g(y) + λu.
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Using properties (4.4) and (4.8) of the blow-up limit we pass to the limit ρ→ 0 and
get
1
ρ3

Bρ(y)
|∇vρ|2− |∇u|2 dx→
(
g(y) + λu
) 
B1(0)∩{x.νu(y)<0}
div(η)− 2νu(y).Dη.νu(y) dx.
Again we transfer some computations of part (b) of the proof of Theorem 4.5 and get

Bρ(y)
|∇vρ|2 − |∇u|2 dx = −ρ3
(
g(y) + λu
) 
B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ3).
For the difference of the potential energy we work as in part (c) of the proof of
Theorem 4.5: Again we transform the integral to the unit ball and get

Bρ(y)∩{vρ>0}
g(x) dx = ρ2

B1(0)∩{uρ>0}
g
(
y + ρx+ ρ2φ(|x|)νu(y)
)∣∣ detDτρ(y + ρx)∣∣ dx
= ρ2

B1(0)∩{uρ>0}
(
g(y + ρx) + o(ρ)
)(
1 + ρ div(η)
)
dx.
Since 
Bρ(y)∩{u>0}
g(x) dx = ρ2

B1(0)∩{uρ>0}
g(y + ρx) dx
we get

Bρ(y)
g(x)
(
χ{vρ>0} − χ{u>0}
)
dx = ρ3

B1(0)∩{uρ>0}
g(y + ρx) div(η) dx+ o(ρ3).
As before we pass to the limit and get
1
ρ3

Bρ(y)
g(x)
(
χ{vρ>0} − χ{u>0}
)
dx→ g(y)

B1(0)∩{x.νu(y)<0}
div(η) dx
which means
Bρ(y)
g(x)
(
χ{vρ>0} − χ{u>0}
)
dx = ρ3g(y)

B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ3).
Summing up we have
E
(
Bρ(y), vρ
)− E(Bρ(y), u) = −λuρ3 
B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ3)
and with
δκ = ρ3

B1(0)∩∂{uρ>0}
φ(|x|) dSx = ρ3

B1(0)∩{x2=0}
φ(|x|) dSx + o(ρ3)
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we see that δκ is of same order than ρ3. Hence we write the energy difference as
E
(
Bρ(y), vρ
)− E(Bρ(y), u) = −λu δκ + o(δκ). (4.70)
Combining (4.67) with (4.68), (4.69) and (4.70) we get
Bκ(x0)∩{0<u≤tξ}
g(x) + λu − |∇u|2 dx ≤ t2

Bκ(x0)∩{u>tξ}
|∇ξ|2 dx+ o(δκ).
By the Lipschitz continuity of u we know u ≤ cr in Br(x0). If we choose special values
for t and ξ, namely t := cr and
ξ(x) :=

ln
(
κ
|x−x0|
)
ln
(
κ
r
) for x ∈ Bκ(x0) \Br(x0),
1 for x ∈ Br(x0),
and if we split the left hand side integrand in its positive and its negative part we get
Br(x0)
max
{
g(x) + λu − |∇u|2, 0
}
dx ≤

Bκ(x0)
max
{|∇u|2 − g(x)− λu, 0} dx
+
c r2
ln
(κ
r
) + o(δκ).
Denoting by ωR the oscillation of g over BR(x0) and using the result of Theorem 4.8
we can estimate the integrand on the right hand side and get
|∇u|2 − g(x)− λu ≤ ωR + c
( κ
R
)β
.
Thus
1
r2

Br(x0)∩{u>0}
max
{
g(x)+λu−|∇u|2, 0
}
dx ≤ C
(κ
r
)2(
ωR+
( κ
R
)β)
+
c
ln
(κ
r
)+o(δκ)
r2
.
We know that by construction δκ ≤ cκ2 and if we choose
κ = R2,
r = κmax
{
ωR +Rβ,
o(δκ)
δκ
}1/4
we get
1
r2

Br(x0)∩{u>0}
max
{
g(x) + λu − |∇u|2, 0
}
dx
≤ C
√
ωR +Rβ + c ln
(
1
max{ωR +Rβ, o(δκ)δκ }
)−1
+ ĉ
(
o(δκ)
δκ
)1/2
→ 0 for r → 0.
105
4 Regularity of the Free Boundary
Comparing the proof of the theorem above with the analogue statement in [2] we see
that the difference lies in the constant λu which comes from the volume condition.
This condition, more precisely the penalty term Fε, is the reason why we have to do
the second perturbation in the ball Bρ(y). However, this perturbation is only possible
with knowledge of C1,β-regularity of the reduced boundary. Thus, different to [2], we
can formulate Theorem 4.21 only after having studied the regularity theory of the
reduced boundary.
The result of Theorem 4.21 yields a strengthened version of Theorem 4.4, namely the
fact that every blow-up limit is a half plane solution.
Theorem 4.22. Let u ∈ U(Ω) be a solution of (P), and for x0 ∈ Ω ∩ ∂{u > 0} let
{uk}k be a blow-up sequence with respect to Bρk(x0) with blow-up limit u0. Then we
have
u0(x) =
√
g(x0) + λumax
{− x.w, 0},
where w = w(x0) is a unit vector.
Proof. Let {uk}k be a blow-up sequence with respect to Bρk(x0) converging to u0.
For y ∈ B1(0) ∩ {u0 > 0} we know, using properties (4.8) and (4.9) of the blow-up
sequence, that
∇u0(y) = lim
k→∞
∇uk(y) = lim
k→∞
∇u(x0 + ρky) = ∇u(x0).
Now Theorem 4.8 implies |∇u(x0)| ≤
√
g(x0) + λu and from Theorem 4.21 it follows
|∇u(x0)| ≥
√
g(x0) + λu; together we get
|∇u0| =
√
g(x0) + λu in B1(0) ∩ {u0 > 0}. (4.71)
With this knowledge we finish the proof similarly to the argumentation of step 2 in
the proof of Theorem 4.5: Since 0 ∈ ∂{u0 > 0} there exists a connected component
G of {u0 > 0} such that 0 ∈ ∂G. Let z ∈ G ∩B1(0) and set
w :=
−∇u0(z)
|∇u0(z)| and v(x) := ∇u0(x).w.
Then v is harmonic in G ∩ B1(0) and from (4.71) we see |v| = const in G ∩ B1(0),
more precisely
v = −
√
g(x0) + λu in G ∩B1(0).
Hence
∇u0 = −
√
g(x0) + λuw in G ∩B1(0)
which means
u0(x) = −
√
g(x0) + λu x.w + c for x ∈ G ∩B1(0)
and since u0(0) = 0 it follows
u0(x) = −
√
g(x0) + λu x.w for x ∈ G ∩B1(0).
A continuation argument as in step 2 in the proof of Theorem 4.5 implies
u0(x) = −
√
g(x0) + λu x.w + c for x.w ≤ 0
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and if we apply Theorem A.1 of [30] we get
u0(x) = −
√
g(x0) + λumax
{− x.w, 0}.
With this theorem we have extended the statement of Theorem 4.4 to the whole free
boundary. Now we are able to do the same for the regularity of the free boundary.
Theorem 4.23. Let u ∈ U(Ω) be a solution of (P). Then ∂{u > 0} is a C1,β surface
locally in Ω.
Proof. Let x0 ∈ ∂{u > 0}, and let {uk}k be a blow-up sequence with respect to balls
Bρk(x0) with blow-up limit u0. From Theorem 4.22 we know
u0 = 0 in B1(0) ∩ {x.w ≥ 0}
and together with property (4.6) of the blow-up sequence it follows that there is a
sequence σk → 0 such that
u ∈ F(σk, 1;∞) in Bρk(x0) w.r.t. g in direction w.
Now we apply Theorem 4.19 for large k and get regularity.
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Chapter 5
Existence of an Optimal Shape
Since we know that for every open set Ω ∈ Oηl (D) there exists a solution uΩ which
minimizes the functional Eε(Ω, ·) the question arises if there is an optimal domain Ω
(and hence an optimal domain K) for the floating body, i.e. does the minimum
min
Ω∈O
E(Ω, uΩ)
exist? Here O is a family of appropriate subsets of D which we have to specify.
When using the direct methods in the calculus of variation, the usual problem arises:
Taking a minimizing sequence {Ωn}n we need the two properties
• compactness: Ωn → Ω and
• lower semicontinuity: E(Ω, uΩ) ≤ lim inf
n→∞ E(Ωn, uΩn)
in order to get existence. Hence, we are confronted with the classic situation of having
two opposite requests and we have to find a topology which is weak enough to allow
compactness and strong enough to allow lower semicontinuity.
In general, there is no natural topology for such problems. We study possible alter-
natives, especially Hausdorff complementary convergence and γ-convergence.
5.1 The Class of Admissible Domains
Before analysing which topology might be the best choice in our situation we have to
formulate the shape optimization problem (Q) in a correct mathematical way, i.e. we
have to state more precisely how the family of admissible domains shall look like. At
the moment we only assume that it is a subset of the class Oηl (D).
An additional natural restriction is to minimize only over those floating bodies K that
have the same volume; this property can be realized by prescribing |Ω| = m.
A more delicate point has to do with the volume w0 = |{uΩ > 0}| of the fluid. When
we formulated the variational problem (P) we pointed out that w0 has to be smaller
than the measure of the connected component of Ω which contains Ωη. When we are
talking about minimization in a family of sets we have to assure that for every Ω of
this family the measure of the crucial connected component is bigger than the water
volume w0.
However, considering the present assumptions on the class of admissible domains we
observe that this constraint is not satisfied for every set Ω. Imagine for example a
sequence of floating bodies Kn that are horizontal narrow planks reaching over the
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Kn−1
Kn
Kn+1
Ω˜n−1 Ω˜n+1Ω˜n
Figure 5.1: The measure of the connected component Ω˜n descends
whole length 2a and shrinking towards the ground until they reach the height η (see
Figure 5.1). Then every set Ωn = D \ Kn fulfils all demanded properties, but the
measure of the connected component of the Ωn which contains Ωη (we denote it by
Ω˜n) shrinks and possibly falls below w0. This setting is not compatible with the whole
model and the theory of the previous chapters.
In order to avoid a situation like this a further restriction of the class of admissible
domains is necessary. A way to prevent the measure of Ω˜n from being too small is
to bound the length of the boundary, H1(∂Ω) < M , where we have to choose the
constant M small enough. Then
T (D) :=
{
Ω ∈ Oηl (D); |Ω| = m, H1(∂Ω) ≤M
}
(5.1)
is a possible family of admissible domains. According to compatibility we must relate
M to m and also to w0. We set s := min{2a, b} and choose
M < 4a+ s, (5.2)
then the case of Figure 5.1 can be excluded. Indeed, the boundary ∂Ω consists of
the bottom and the top of the rectangle D, which together have length 4a, and the
boundary of the body K (see the first picture in Figure 5.2). Since the length of
boundary of K may not exceed the value s the body cannot range from the left to
the right hand side of D.
The bound on M in (5.2) has direct consequences for the measure of K and Ω and
hence for the parameter m. Using the isoperimetric inequality we see that we have to
choose
m ≥ 2ab− s
2
4pi
. (5.3)
The question remains how big we may choose the parameter w0, which is equivalent
to the question of the minimal measure of the connected component Ω˜. Recalling the
situation of the first picture of Figure 5.2 we observe, again by use of the isoperimetric
inequality, that
|Ω˜| ≥ 2ab− s
2
4pi
. (5.4)
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K
Ω˜Ω ∂Ω
K
Figure 5.2: The boundary ∂Ω
However, a further situation may occur, namely that the top of D does not belong to
the boundary ∂Ω (see the second picture of Figure 5.2). In this case the set K may
have some holes which are connected components of the set Ω. Denoting the measure
of these holes by c and using the isoperimetric inequality once more we get
m = |Ω| = |Ω˜|+ c ≤ |Ω˜|+ s
2
4pi
,
and together with (5.3)
|Ω˜| ≥ 2ab− s
2
2pi
. (5.5)
Combining both cases we see that we can choose
w0 < 2ab− s
2
2pi
. (5.6)
The family T (D) agrees with the class of domains that was used in [6] to maximize
a functional depending on the spectrum of the Neumann Laplacian. However, in our
setting we get a problem when trying to apply the argumentation from [6]. This
is due to the condition H1(∂Ω) ≤ M and bad continuity properties of the Hausdorff
measure for the Hausdorff complementary convergence: Taking a minimizing sequence
we certainly want to obtain that the limit is still an element of the family T (D).
For the condition H1(∂Ω) ≤ M this requires lower semicontinuity of the Hausdorff
measure. This can be shown for the Hausdorff complementary topology (see [14] or
[18], Theorem 3.18) provided that the number of connected components of every set
of the sequence is bounded. We know ]Ωc ≤ l, but this does not imply that ]∂Ω is
finite. If we knew additionally that also the number of connected components of Ω is
less than a finite value we would be able to conclude that the number of connected
components of ∂Ω is bounded. For that reason there is a strategy in [6] to switch over
to a minimizing sequence with a bounded number of connected components. However,
in our situation we cannot a priori exclude that Ω consists of infinitely many connected
components.
Instead of that we have to modify the admissible class of sets in a way that we re-
place the Hausdorff measure by a similar, but different concept with better continuity
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properties. This can be done by the density perimeter introduced and developed by
D. Bucur and J.P. Zolesio in [10] and [11].
Definition 5.1. Let A ⊂ D, γ > 0 and H : [0,∞)→ R be a continuous function with
H(0) = 0. Then the (γ,H)-density perimeter of the set A is defined by
Pγ,H(A) := sup
ε∈(0,γ)
( |Bε(A)|
2ε
+H(ε)
)
.
In order to understand the concept of the density perimeter we consider a segment
A ⊂ D. In th first term of the definition we have expanded the set A by a tube of
height 2ε. Then the quotient of the measure of the tubular neighbourhood Bε(A) and
the height 2ε is equal to the sum of the length of the segment A and an additional
term which comes from the area of the two half balls in the starting point and the
endpoint. This default can be corrected by the function H. If we choose H(ε) ≤ −piε2
we can eliminate the volume of the two half discs. On the other hand, if A is a closed
curve, e.g. a circle, no mistake is made and hence no correction term is necessary in
order to get the length of the curve.
In many cases Pγ,H(A) is equal to the length if the corrector function H is chosen in
a correct way. A systematic comparison between the density perimeter and other well
known terms concerning length can be found in [10]. There it is also shown, based on
a result in [29], that for every compact set A with at most k connected components
and for H(ε) = −kpiε2 we have P1,H(A) = H1(A).
Now we define the enhanced class of admissible sets:
Fm,M (D) :=
{
Ω ∈ Oηl (D); |Ω| = m, Pγ,H(∂Ω) ≤M
}
. (5.7)
We will see advantages of this class compared to the family T (D) in the next section
where we derive properties of Fm,M (D), especially lower semicontinuity of the density
perimeter.
As a consequence of this introductory section we reformulate problem (Q) in a precise
mathematical setting:
Find a set Ω ∈ Fm,M (D) such that E(Ω, uΩ) = inf
W∈Fm,M (D)
E(W,uW ). (Q)
It remains to choose a topology which allows for both compactness and lower semicon-
tinuity in order to prove existence of this optimal shape problem. We return to this
question and start with an analysis of the periodic Hausdorff complementary topology
as defined in (1.21).
5.2 Compactness
It is a well-known fact that the Hausdorff complementary topology is compact (see
for example [28]). Of course, our special periodic situation does neither change this
result nor the techniques we need for the proof. Indeed we can adapt the classic
argumentation and start with a characterization of the distance.
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Lemma 5.2. Let Ω1,Ω2 ∈ O(D). Then we have
dH
c
per(Ω1,Ω2) = sup
x∈D
∣∣dper(x,K1)− dper(x,K2)∣∣,
where Ki := D \ Ωi, i = 1, 2.
Proof. For x ∈ K2 we have
dper(x,K1) = |dper(x,K1)− dper(x,K2)| ≤ sup
x∈D
|dper(x,K1)− dper(x,K2)|.
Taking the supremum over all x ∈ K2 we get
%per(K2,K1) ≤ sup
x∈D
|dper(x,K1)− dper(x,K2)|
and by the symmetry of the right hand side also
dH
c
per(Ω1,Ω2) ≤ sup
x∈D
|dper(x,K1)− dper(x,K2)|. (5.8)
On the other hand we denote for fixed x ∈ D by k1 and k2 the elements of K1 and
K2 such that
dper(x, k1) = dper(x,K1) and dper(x, k2) = dper(x,K2).
For y ∈ K1 we have
dper(x, y) ≤ dper(x, k2) + dper(k2, y)
and if we take the infimum over all y ∈ K1 we get
dper(x,K1) ≤ dper(x,K2) + dper(k2,K1)
and hence
dper(x,K1)− dper(x,K2) ≤ dper(k2,K1) ≤ %per(K2,K1) ≤ dHper(K1,K2).
Using a symmetry argument and taking the supremum over all x ∈ D we get
sup
x∈D
|dper(x,K1)− dper(x,K2)| ≤ dHcper(Ω1,Ω2). (5.9)
Now the estimates (5.8) and (5.9) yield the statement of the lemma.
In particular the assertion of Lemma 5.2 implies
dH
c
per(Ω1,Ω2) = ‖dper(·,K1)− dper(·,K2)‖L∞per(D),
and hence we can characterize the Hausdorff complementary convergence of open sets
by a uniform convergence of continuous functions:
Ωn
Hcper−−−→ Ω ⇔ dper(·,Kn)→ dper(·,K) uniformly in D.
With this knowledge we are able to prove the compactness of the periodic Hausdorff
complementary topology.
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Theorem 5.3. Let {Ωn}n be a sequence of open subsets of D. Then there exist an
open set Ω ⊂ D and a subsequence {Ωnk}k such that Ωnk
Hcper−−−→ Ω.
Proof. Consider the sequence {Kn}n of the complements of Ωn and the sequence
{dper(·,Kn)}n ⊂ C0per(D). We know |dper(x,Kn)| ≤ diam(D) for all x ∈ D and for all
n ∈ N and thus the sequence is uniformly bounded. Moreover, we have
|dper(x,Kn)− dper(y,Kn)| ≤ dper(x, y)
and therefore the sequence is equicontinuous. Then, by the Theorem of Arzela-Ascoli,
the sequence is compact, i.e. there exists a subsequence dper(·,Kn) that converges
uniformly to a function h ∈ C0per(D).
We set K := {x ∈ D; h(x) = 0} and as usual Ω := D \K. By using the inequality
|dper(x,Kn)− dper(y,Kn)| ≤ dper(x, y) and after passing to the limit we get
|h(x)− h(y)| ≤ dper(x, y).
Then for every y ∈ K we have h(x) = |h(x)| ≤ dper(x, y), and by taking the infimum
over all y ∈ K we conclude
h(x) ≤ dper(x,K) for all x ∈ D. (5.10)
On the other hand, for x ∈ D we set xn ∈ Kn such that dper(x,Kn) = dper(x, xn) and
find (after extracting a subsequence) a point y ∈ D such that xn → y. Hence
h(x) = lim
n→∞ dper(x,Kn) = limn→∞ dper(x, xn) = dper(x, y).
Moreover, we have
h(y) = lim
n→∞ dper(y, xn) = dper(y, y) = 0
from which we conclude y ∈ K and hence
h(x) = dper(x, y) ≥ dper(x,K) for all x ∈ D. (5.11)
Then (5.10) and (5.11) show that h(x) = dper(x,K) for all x ∈ D. Using the charac-
terization of Lemma 5.2 we have Ωn
Hcper−−−→ Ω.
In view of shape optimization Theorem 5.3 implies that a minimizing sequence (or a
suitable subsequence) converges to an open set which is a candidate for a minimizer.
Nevertheless, at the moment we only know that such a limit is an open set. How-
ever, with regard to the variational problem (Q) we also have to guarantee that this
limit is an element of the family Fm,M (D), i.e. it remains to show compactness of
Fm,M (D). For that purpose we relate the separate constraints that define Fm,M (D)
to the periodic Hausdorff complementary topology.
Since inclusion is stable for the Hausdorff complementary topology, the limit Ω of a
sequence {Ωn}n ⊂ Oη(D) also contains the set Ωη, i.e. Ω ∈ Oη(D). Furthermore,
considering the number of connected components of Ωc it is also known (see [28])
that the boundedness of this number remains stable in the Hausdorff complementary
topology:
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Lemma 5.4. Let {Ωn}n ⊂ Ol(D) be a sequence of open sets which converges to a set
Ω in the periodic Hausdorff complementary topology, then we have Ω ∈ Ol(D).
Proof. Again we denote the complements of the open sets Ωn and Ω by Kn and K
respectively. Assume that K has more than l connected components. Then we write
K =
l+1⋃
i=1
Ki
where the Ki are closed, disjoint and nonempty sets. Thus
δ := min
1≤i<j≤l+1
dHper(K
i,Kj)
is a positive number. For every Ki we find an open superset Gi via
Gi :=
{
x ∈ X; dper(x,Ki) < δ2
}
,
and by construction also the l+ 1 open sets Gi are disjoint. Since dHper(Kn,K) < δ/2
for n chosen sufficiently large the union of the Gi is also a covering of Kn, i.e.
Kn ⊂
l+1⋃
i=1
Gi.
By
sup
x∈Ki
dper(x,Kn) ≤ sup
x∈K
dper(x,Kn) <
δ
2
for n sufficiently large and i = 1, ..., l+1 we conclude Kn∩Gi 6= ∅ for all i. However,
this implies that Kn has at least l+1 connected components which is a contradiction.
The next property we have to check is the volume condition |Ω| = m. For that pur-
pose we study continuity properties of the Lebesgue measure with respect to periodic
Hausdorff complementary topology. Again we can benefit from results in [28].
Lemma 5.5. Let Ωn,Ω ⊂ D be open sets such that Ωn
Hcper−−−→ Ω. Then we have
|Ω| ≤ lim inf
n→∞ |Ωn|,
i.e. the Lebesgue measure is lower semicontinuous with respect to the periodic Haus-
dorff complementary convergence.
Proof. Choose a sequence {εn}n which converges to zero and has the additional prop-
erty εn > %per(Kn,K) for all n ∈ N. In particular, this implies dper(x,K) < εn for all
x ∈ Kn. Thus
Kn \K ⊂
{
x ∈ D; 0 < dper(x,K) < εn
}
and hence
χKn\K ≤ χ{x∈D; 0<dper(x,K)<εn}.
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Hcper
|Ω| = ab
Ωn Ω
|Ωn| = 54ab
Figure 5.3: Ωn converges to Ω, but the Lebesgue measure shrinks
However, as the right hand side of this inequality tends to zero for n→∞ we get by
the Theorem of Levi
lim
n→∞

D
χΩ\Ωn dx = 0.
Moreover we have
χΩ = χΩ\Ωn + χΩ∩Ωn ≤ χΩ\Ωn + χΩn
and by Fatou’s Lemma
|Ω| =

D
χΩ dx ≤ lim inf
n→∞

D
χΩ\Ωn + χΩn dx = lim infn→∞

D
χΩn dx = lim infn→∞ |Ωn|.
The lower semicontinuity of the Lebesgue measure we have proven in Lemma 5.5 does
not guarantee the condition |Ω| = m. At this moment we only know that the limit
of a minimizing sequence has measure m or smaller. To achieve equality we need
continuity of the Lebesgue measure. However, in general this is not true which can
be shown by the following example.
We consider the sequence {Ωn}n defined by
Ωn :=
{
(x1, x2) ∈ D; −a < x1 ≤ a, 0 < x < 18b
(
5− cos
(pinx1
a
))}
(5.12)
and the set
Ω := (−a, a]× (0, b/2) (5.13)
(see Figure 5.3). As usual we set Kn := D \ Ωn and K := D \ Ω. Then we have
%per(Kn,K) = 0 since Kn ⊂ K, and for all x ∈ K we have dper(x,Kn) ≤ a/n which
implies %per(K,Kn)→ 0 for n→∞. This shows that Ωn
Hcper−−−→ Ω.
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However, for the Lebesgue measure we observe
|Ωn| = 18b
a
−a
5− cos
(pinx1
s
)
dx1 =
5
4
ab
for all n ∈ N, whereas |Ω| = ab.
This example shows that in general the Lebesgue measure is not continuous w.r.t.
the periodic Hausdorff complementary topology. Nevertheless, we want to show that
the minimizing set Ω satisfies the volume condition. We can solve this problem in
two different ways. One alternative, for which we only sketch the main idea, is to
argue as in parts of [12] and to use the fact that the functional fulfils a monotonicity
property. It is easy to show that E is decreasing, i.e. E(A, uA) ≥ E(B, uB) whenever
A ⊂ B. This follows immediately from the fact that for the set B we take the
minimum in the first part of the functional over a bigger set and in the second part
we integrate over a smaller set, both actions decrease the value of the functional. By
lower semicontinuity, see Lemma 5.5, the measure of a minimizer is smaller or equal
than m. Then, if necessary, we can enlarge this measure up to the value m by taking
a suitable superset. The monotonicity property guarantees that this process does not
increase the energy.
For the second alternative, which we treat in detail, we consider further properties
of the class Fm,M (D), especially the boundedness of the density perimeter. When
searching for the reason why the Lebesgue measure is not continuous w.r.t. the
Hausdorff complementary topology we observe that in the example an oscillation of
the boundary ∂Ωn occurs. Looking at the whole situation, i.e. considering all the
properties of Fm,M (D) as a collective, we see that the example does not take place in
the family Fm,M (D) since by the oscillation the length of the boundary is no longer
bounded. This gives reason to hope that in the case of a bounded density perimeter
it is still possible to prove continuity of the Lebesgue measure. In order to check
this hypothesis we firstly need another property of the Hausdorff complementary
convergence which is associated with the boundary.
Lemma 5.6. Let Ωn and Ω be open subsets of D and Ωn
Hcper−−−→ Ω. Then for every
ε > 0 there exists N ∈ N such that for all n ∈ N with n > N we have ∂Ω ⊂ Bε(∂Ωn).
Proof. Assume the assertion is not true. Then there exist ε > 0 and a subsequence
of Ωn (which we still denote by Ωn) such that ∂Ω * Bε(∂Ωn).
Thus, there exists a sequence of points xn with xn ∈ ∂Ω and xn /∈ Bε(∂Ωn). By the
compactness of ∂Ω we obtain that (again a subsequence of) xn converges to a point
x ∈ ∂Ω, i.e. there is an n ∈ N such that dper(x, xn) < ε/2 for all n > n. Since
xn /∈ Bε(∂Ωn) we have dper(xn, ∂Ωn) ≥ ε and therefore
ε ≤ dper(xn, ∂Ωn) ≤ dper(x, xn) + dper(x, ∂Ωn)
which implies
dper(x, ∂Ωn) >
ε
2
for all n > n. On the other hand, since Ωn
Hcper−−−→ Ω there is a number n˜ ∈ N
with dper(x,Kn) < ε/4 for all n > n˜. Altogether we have Bε/4(x) ⊂ Kn for all
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n > max{n, n˜}. However, we also have Bε/4(x) ⊂ K, i.e. x is an interior point of K
which is a contradiction to x ∈ ∂Ω.
When analysing if a bounded density perimeter has an affect on continuity properties
of the Lebesgue measure we certainly have to study the character of this perimeter
concerning periodic Hausdorff complementary convergence. Following the work of D.
Bucur and J.P. Zolesio in [10] we get the following lower semicontinuity result.
Lemma 5.7. Let Ωn and Ω be open subsets of D and Ωn
Hcper−−−→ Ω. Then
Pγ,H(∂Ω) ≤ lim inf
n→∞ Pγ,H(∂Ωn),
i.e. the density perimeter of the boundary is lower semicontinuous with respect to the
periodic Hausdorff complementary convergence.
Proof. Fix ε ∈ (0, γ) and choose δ > 0 such that ε + δ < γ. By Lemma 5.6 we have
∂Ω ⊂ Bδ(∂Ωn) for n sufficiently large and hence Bε(∂Ω) ⊂ Bε+δ(∂Ωn). Then
|Bε(∂Ω)|
2ε
+H(ε) ≤ |Bε+δ(∂Ωn)|
2ε
+H(ε)
=
|Bε+δ(∂Ωn)|
2(ε+ δ)
ε+ δ
ε
+H(ε)
=
( |Bε+δ(∂Ωn)|
2(ε+ δ)
+H(ε+ δ)
)
ε+ δ
ε
− ε+ δ
ε
H(ε+ δ) +H(ε).
Letting δ → 0 and n→∞ we get
|Bε(∂Ω)|
2ε
+H(ε) ≤ lim inf
n→∞ Pγ,H(∂Ωn),
and the lower semicontinuity follows.
Considering the family Fm,M (D) we observe that the lower semicontinuity of the
density perimeter we have proven in the previous lemma implies that also the condition
Pγ,H(∂Ω) ≤M remains valid for the Hausdorff complementary limit of a minimizing
sequence.
Furthermore, we can apply Lemma 5.7 to derive L1per-convergence as a consequence
of periodic Hausdorff complementary convergence.
Lemma 5.8. Let Ωn and Ω be open subsets of D and Pγ,H(∂Ωn) ≤M for all n ∈ N.
If Ωn
Hcper−−−→ Ω, then we also have Ωn
L1per−−−→ Ω, i.e. χΩn → χΩ in L1per(D).
Proof. By the definition of the Hcper-convergence we have that for all ε > 0 there is
an n ∈ N such that Kn ⊂ Bε(K) and K ⊂ Bε(Kn) for all n ≥ n. For a set G ⊂ D we
have Bε(G) \G ⊂ Bε(∂G) and hence, denoting by A∆B the symmetric difference of
two sets A and B, we get
|Kn∆K| = |Kn \K|+ |K \Kn|
≤ |Bε(K) \K|+ |Bε(Kn) \Kn|
≤ |Bε(∂K)|+ |Bε(∂Kn)|.
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Since
|Bε(∂Kn)|
2ε
+H(ε) ≤ Pγ,H(∂Kn) ≤M
for ε < γ we have
|Bε(∂Kn)| ≤ 2ε
(
M −H(ε)).
By Lemma 5.7 the same estimate holds for the measure of Bε(∂K) and hence
|Kn∆K| ≤ 4ε
(
M −H(ε))→ 0 for ε→ 0.
Since
|Kn∆K| = |Ωn∆Ω| =

D
χΩn∆Ω dx =

D
|χΩn − χΩ| dx
we obtain Ωn
L1per−−−→ Ω.
Of course L1per-convergence implies that for a minimizing sequence in Fm,M (D) the
Lebesgue measure of the limit does not change.
Finally, we conclude our study of the class Fm,M (D) with the following summary
statement.
Corollary 5.9. The family Fm,M (D) is compact in the Hcper-topology.
Proof. Let {Ωn}n ⊂ Fm,M (D). Then by Theorem 5.3 there exist a set Ω ∈ O(D) and
a subsequence such that Ωn
Hcper−−−→ Ω. Lemma 5.4, Lemma 5.7 and Lemma 5.8 imply
Ω ∈ Fm,M (D).
5.3 Lower Semicontinuity
For the study of the lower semicontinuity of the energy functional in the periodic
Hausdorff complementary topology we divide the functional into two parts and treat
them separately,
Eε(Ω, u) = Iε(Ω, u) + J(Ω)
with
Iε(Ω, u) :=

Ω
|∇u|2 + g(x)χ{u>0} dx+ Fε(|{u > 0}|) (5.14)
and
J(Ω) := ρ̂

D\Ω
g(x) dx. (5.15)
By virtue of Lemma 5.8 it is very simple to show that the functional J is not only
lower semicontinuous but also continuous.
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Lemma 5.10. Let Ωn, Ω ∈ Fm,M (D) such that Ωn
Hcper−−−→ Ω. Then
J(Ω) = lim
n→∞J(Ωn).
Proof. Since the density perimeter of the sequence {Ωn}n is uniformly bounded we
know by Lemma 5.8 that Ωn
L1per−−−→ Ω. Consequently
J(Ωn) = ρ̂

D\Ωn
g(x) dx = ρ̂

D
(1− χΩn)g(x) dx n→∞−−−→ ρ̂

D\Ω
g(x) dx = J(Ω).
We remark that we are able to prove this continuity result only in the special context
of the class Fm,M (D) where the density perimeter is bounded and not in a more
general framework of open sets since in J we integrate over the complement of Ω and
therefore need continuity and not only lower semicontinuity of the Lebesgue measure.
However, we can turn our attention to the lower semicontinuity of the functional Iε.
Lemma 5.11. Let Ωn, Ω ∈ Fm,M (D) such that Ωn
Hcper−−−→ Ω. Then
Iε(Ω, uΩ) ≤ lim inf
n→∞ Iε(Ωn, uΩn).
Proof. If lim inf
n→∞ Iε(Ωn, uΩn) = ∞ the assertion follows easily. In the case that the
limes inferior is bounded the structure of Iε ensures that also the Dirichlet integrals
of uΩn ∈ U(Ωn) are uniformly bounded and hence
‖uΩn‖H1,2per(D) ≤ k.
Then there exist a subsequence and u ∈ H1,2per(D) such that
uΩn ⇀ u weakly in H
1,2
per(D).
We want to show that for the limit u we get u ∈ U(Ω). We have (1 − χΩn)uΩn = 0
and by Lemma 5.8 we can pass to the limit and get
(1− χΩ)u = 0.
Consequently u = 0 a.e. in K and hence u ∈ U(Ω).
We make use of the fact that Iε(D, ·) is weakly lower semicontinuous in H1,2per(D) as
we have shown in the proof of Theorem 2.1 and get
Iε(Ω, uΩ) = min
v∈U(Ω)

D
|∇v|2 + g(x)χ{v>0} dx+ Fε(|{v > 0}|)
≤

D
|∇u|2 + g(x)χ{u>0} dx+ Fε(|{u > 0}|)
≤ lim inf
n→∞

D
|∇uΩn |2 + g(x)χ{uΩn>0} dx+ Fε(|{uΩn > 0}|)
= lim inf
n→∞ Iε(Ωn, uΩn).
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Again the proof of this lower semicontinuity result postulates that we consider only
the class Fm,M (D) and not a more general situation since we make use of the L1per-
convergence stated in Lemma 5.8.
Nevertheless, we combine these statements and get lower semicontinuity of the whole
functional. Now all important facts are shown and we are in a position to formulate
the existence theorem.
Theorem 5.12. There exists a minimizing set Ω of the problem (Q).
Proof. For the proof we merely recall our previous results. Let {Ωn}n ⊂ Fm,M (D) be
a minimizing sequence. Then, by Corollary 5.9, there exist a set Ω ∈ Fm,M (D) and
a subsequence such that Ωn
Hcper−−−→ Ω. The lower semicontinuity of the functional Eε
stated in Lemma 5.10 and in Lemma 5.11 implies that Ω is a minimizing set.
5.4 γ-Convergence
In the previous section we have already proven the existence of an optimal shape.
Considering the admissible family Fm,M (D) and the reasons for introducing all the
restrictions of this class we see that there is no obvious chance for a generalization.
However, if we cannot achieve a better assertion why do we actually work with another
topology?
The answer is that from the perspective of γ-convergence we cannot enhance the
existence result, but we can elaborate the structure of the functional for a better
understanding, especially concerning the condition Pγ,H(∂Ω) ≤ M . This constraint
was postulated in order to reach a uniform lower bound for the measure of the con-
nected component of Ω that contains Ωη (see (5.4) and (5.5)). However, when proving
lower semicontinuity of the functional Eε in Lemma 5.10 and Lemma 5.11 we use the
condition of a bounded density perimeter in each case. Regarding this situation the
question arises whether this boundedness is really necessary to get lower semicontinu-
ity or if it is eventually possible to prove lower semicontinuity without the condition
Pγ,H(∂Ω) ≤M .
We cover this problem with the aid of γ-convergence, which is, contrary to the Haus-
dorff complementary convergence, motivated from a more analytical than geometrical
point of view. Since we are in a periodic setting we also formulate this convergence in
a periodic way. Let f ∈ H−1per(D) and Ω ∈ O(D), then we denote by wΩ,f the solution
of
−∆wΩ,f = f in Ω, wΩ,f ∈ H˚1,2per(Ω). (5.16)
Of course this formulation is understood in the weak sense, i.e.
wΩ,f ∈ H˚1,2per(Ω) and

Ω
∇wΩ,f .∇ϕdx = 〈f, ϕ〉 for all ϕ ∈ H˚1,2per(Ω), (5.17)
where 〈·, ·〉 denotes the duality pairing between H−1per(Ω) and H˚1,2per(Ω). Now we define
the periodic γ-convergence:
Definition 5.13. Let Ωn, Ω be open subsets of D. We say that Ωn γ-converges to Ω,
Ωn
γ−→ Ω, if
wΩn,f → wΩ,f in H1,2per(D) for all f ∈ H−1per(D).
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We see that by definition γ-convergence is precisely the topology in which the shape
functional S : O(D) → H1,2per(D), S(Ω) = wΩ,f is continuous. In general, this is not
true for the Hausdorff complementary topology. The aspect of having shape con-
tinuity in the case of γ-convergence indicates that we are concerned with a strong
topology. This clarifies why γ-convergence appears to be a good candidate to gen-
eralize a lower semicontinuity result. Otherwise, looking at the whole context of our
situation, a strong topology can lead to a lack of compactness. Indeed, in general the
γ-convergence is not compact.
Nevertheless, we are able to include the concept of γ-convergence in our context and
close the gap of missing compactness. Two things indicate why this is possible in our
setting. One of them, for which we only sketch the main idea, is the monotonicity of
our functional which we have already mentioned in the previous section. In order to
understand the influence of this monotonicity property we cite a very general existence
result of an optimal shape concerning γ-convergence which goes back to G. Buttazzo
and G. Dal Maso.
Theorem 5.14. Let F : A(D) → R be a mapping satisfying the following assump-
tions:
(i) F is decreasing, i.e. F (A) ≥ F (B) whenever A ⊂ B;
(ii) F is lower semicontinuous with respect to γ-convergence.
Then, for every m between 0 and |Ω| the minimum
min{F (Ω); Ω ∈ A(D), |Ω| = m}
is achieved.
Here A(D) denotes the family of all quasi-open subsets of D. Since in general Sobolev
functions are not continuous, but only quasi-continuous, in this statement the class
O(D) is replaced by A(D). However, as we will see later, in the second strategy to
resolve the lack of compactness we can work with the family O(D), and therefore we
are not going to discuss definition and properties of quasi-open sets and the notion of
capacity. Instead we refer to a detailed analysis in [8].
A proof of Theorem 5.14 can be found in the original paper [12] or in [9]. In both
cases the statement is proven in a non-periodic setting, but the differences to our
situation are marginal. Especially in [9] it is pointed out how the monotonicity of the
functional enforces compactness. Roughly speaking it can be shown that if we take a
minimizing sequence (which in general does not converge), under the assumption of
monotonicity we are able to construct a second sequence which is still a minimizing
sequence and additionally convergent.
Since in our setting the functional Eε is decreasing we may use this technique to
overcome the missing compactness. In order to avoid a result in the class A(D) of
quasi-open subsets we will not follow this idea and use instead another strategy that
also solves this problem.
The second idea makes use of the aspect that we are working in the class Ol(D) where
the number of the connected components of the complement Ωc is bounded and that
we are in a two-dimensional setting. For this special situation there exists a result
going back to V. Sˇvera´k which shows a connection between Hausdorff complementary
convergence and γ-convergence.
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Theorem 5.15. Let Ωn, Ω ∈ Ol(D) with Ωn
Hcper−−−→ Ω. Then Ωn γ-converges to Ω.
A proof - again in a non-periodic situation - can be found in [36]. Now we may
use Theorem 5.3 and Corollary 5.9 to achieve compactness in the periodic Hausdorff
complementary topology and then switch via Theorem 5.15 to the γ-convergence. This
means that from now on we only have to focus on the question of lower semicontinuity
with respect to γ-convergence.
As before we treat the two parts Iε and J of the functional (see (5.14) and (5.15))
separately. Considering the part J we recall that in general we could prove lower
semicontinuity, but not continuity of the Lebesgue measure which would be necessary
for the lower semicontinuity of J . However this fact does not change when we use
γ-convergence. Regarding Sˇvera´k’s Theorem 5.15 we see that the example (5.12) and
(5.13) is also valid for γ-convergence. Hence, for J it is not possible to improve Lemma
5.10 with γ-convergence, we still have to assume Pγ,H(∂Ω) ≤M .
Now we turn our attention to the functional Iε. Working with γ-convergence includes
working with the function wΩ,f defined in (5.17). For that reason we consider the
following result.
Lemma 5.16. Let Ω ∈ O(D), f ∈ H−1per(D) and wΩ,f ∈ H˚1,2per(Ω) be a solution of
(5.17). Then there exists a constant c > 0 such that
‖wΩ,f‖H1,2per (Ω) ≤ c‖f‖H−1per (D).
Proof. We use wΩ,f ∈ H˚1,2per(Ω) as a test function in (5.17) and get

Ω
|∇wΩ,f |2 dx = 〈f, wΩ,f 〉 ≤ ‖f‖H−1per(D)‖wΩ,f‖H1,2per(Ω)
and hence
‖wΩ,f‖H1,2per(Ω) ≤ c‖f‖H−1per(D).
The expression ‖f‖H−1per(D) does not depend on the domain Ω and thus the estimate
in Lemma 5.16 is uniform. This implies that for every sequence Ωn the sequence
wΩn,f is uniformly bounded in H˚
1,2
per(D) and hence there exists a weakly convergent
subsequence.
For further study it is useful to explain the relation between γ-convergence of the
sequence {Ωn}n of sets on the one hand and the convergence of the sequence of
function spaces {H˚1,2per(Ωn)}n in the sense of Mosco on the other hand.
Definition 5.17. Let Ωn, Ω ∈ O(D). We say that H˚1,2per(Ωn) converges to H˚1,2per(Ω) in
the sense of Mosco if the following conditions are satisfied:
(M1) For all φ ∈ H˚1,2per(Ω) there exists a sequence φn ∈ H˚1,2per(Ωn) such that φn → φ
strongly in H1,2per(D).
(M2) For every sequence φnk ∈ H˚1,2per(Ωnk) weakly convergent in H1,2per(D) to a function
φ we have φ ∈ H˚1,2per(Ω).
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In general, convergence in the sense of Mosco is defined for a sequence of subsets of
a reflexive Banach space (see for example [8]). However, in our case we only consider
the special sequence of the space H˚1,2per(Ωn).
Now we study how γ-convergence and convergence in the sense of Mosco are connected
with each other (see also [8] and [28]).
Theorem 5.18. For Ωn,Ω ∈ O(D) the two following statements are equivalent:
(i) The sequence {Ωn}n γ-converges to Ω.
(ii) The sequence {H˚1,2per(Ωn)}n converges to H˚1,2per(Ω) in the sense of Mosco.
Proof. (i)⇒ (ii) For φ ∈ H˚1,2per(Ω) we set f := −∆φ ∈ H−1per(D), i.e.
〈f, ϕ〉 =

Ω
∇φ.∇ϕdx for all ϕ ∈ H˚1,2per(D).
This structure implies φ = wΩ,f . We construct the sequence φn := wΩn,f , and by
γ-convergence we get φn = wΩn,f → wΩ,f = φ in H˚1,2per(D), hence (M1) is satisfied.
In order to show condition (M2) let φnk ∈ H˚1,2per(Ωnk) be a sequence that converges
weakly in H˚1,2per(D) to a function φ. We have to show that φ ∈ H˚1,2per(Ω). Again
we set f := −∆φ ∈ H−1per(D) and consider the sequence wΩnk ,f which converges to
wΩ,f ∈ H1,2per(Ω). Then by (5.17)

D
∇wΩnk ,f .∇(wΩnk ,f − φnk) dx = 〈f, wΩnk ,f − φnk〉
and after passing to the limit we get

D
∇wΩ,f .∇(wΩ,f − φ) dx = 〈f, wΩ,f − φ〉.
On the other hand, by the definition of f
〈f, wΩ,f − φ〉 =

D
∇φ.∇(wΩ,f − φ) dx
and hence 
D
|∇(wΩ,f − φ)|2 dx = 0.
(ii)⇒ (i) Using the condition (M1) we conclude that for ϕ ∈ H˚1,2per(Ω) there exists a
sequence {ϕn}n ⊂ H˚1,2per(Ωn) such that ϕn → ϕ strongly in H1,2per(Ω).
Furthermore, we consider the sequence wΩn,f . By Lemma 5.16 we know that there
are a subsequence and a w∗ ∈ H˚1,2per(D) such that
wΩn,f ⇀ w
∗ weakly in H1,2per(D).
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Because of the second Mosco condition (M2) we know that w∗ ∈ H˚1,2per(Ω). In order
to show the equality w∗ = wΩ,f we still have to prove the equation

Ω
∇w∗.∇ϕdx = 〈f, ϕ〉 for all ϕ ∈ H˚1,2per(Ω).
However, we have

Ω
∇w∗.∇ϕdx =

D
∇w∗.∇ϕdx = lim
n→∞

D
∇wΩn,f .∇ϕn dx = limn→∞〈f, ϕn〉 = 〈f, ϕ〉
for all ϕ ∈ H˚1,2per(Ω) which proves the assertion.
When trying to use this result for the lower semicontinuity of Iε we notice that in the
variational problem (Pε) the minimizer uΩ does not belong to the space H˚
1,2
per(Ω), but,
because of its boundary values, to the space U(Ω). Nevertheless, we write U(Ω) in
another way and hence get a connection to Theorem 5.18. For Ω ∈ Oη(D) we denote
by φΩ ∈ U(Ω) the solution of

Ω
∇φΩ.∇ϕdx = 0 for all ϕ ∈ H˚1,2per(Ω).
With this notation we may consider U(Ω) as an affine space:
U(Ω) = φΩη + H˚1,2per(Ω).
Now we see that H˚1,2per(Ωn) converges to H˚
1,2
per(Ω) in the sense of Mosco if and only if
U(Ωn) converges to U(Ω) in the sense of Mosco.
This relation allows for a more general lower semicontinuity result of the functional
Iε.
Lemma 5.19. Let Ωn, Ω ∈ Oη(D) such that Ωn γ−→ Ω. Then
Iε(Ω, uΩ) ≤ lim inf
n→∞ Iε(Ωn, uΩn).
Proof. The proof is very similar to the one of Lemma 5.11, in fact the argumentation
varies only in one point. If lim inf
n→∞ Iε(Ωn, uΩn) = ∞ there is nothing to show. If
the limes inferior is finite the coerciveness of Iε yields that the sequence {uΩn}n is
bounded in U(D), i.e.
‖uΩn‖H1,2per(D) ≤ k.
Hence, there exist a subsequence and u ∈ H1,2per(D) such that
uΩn ⇀ u weakly in H
1,2
per(D).
The fact that U(Ωn)→ U(Ω) in the sense of Mosco is essential. Without any further
thought we apply condition (M2) to get u ∈ U(Ω). Now we finish the proof as in
Lemma 5.11.
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Analysing the proof of this result detached from the whole context we see that actually
we only need condition (M2) of the convergence in the sense of Mosco but not (M1).
This shows that the functional Iε is not only lower semicontinuous with respect to
γ-convergence but also to a weaker convergence. The convergence where only (M2) is
satisfied is called weak Kuratowski convergence, for which the class of all quasi-open
sets is compact (see [7] for further details).
In view of the whole situation we observe, comparing the proofs of Lemma 5.11 and
Lemma 5.19, that the key point is to show that the weak limit u lies in the space U(Ω)
which is exactly the second Mosco condition. Since it does not hold in general for
sequences converging in the periodic Hausdorff complementary topology, in Lemma
5.11 we have to assume that Pγ,H(∂Ω) < M in order to get L1per-convergence via
Lemma 5.8 which implies u ∈ U(Ω). This is the point we can omit when we are
working with γ-convergence (or weak Kuratowski convergence) and therefore we get
the statement of Lemma 5.19 where we do not formulate any condition on the density
perimeter of the boundary.
The consequence is that a generalization of the lower semicontinuity result is possible
only for the part Iε and not for the whole functional Eε and hence the main existence
theorem of this chapter remains Theorem 5.12.
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