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Populations are made up of an integer number of individuals and are subject to stochastic birth-death
processes whose rates may vary in time. Useful quantities, like the chance of ultimate fixation, satisfy
an appropriate difference (master) equation, but closed-form solutions of these equations are rare.
Analytical insights in fields like population genetics, ecology and evolution rely, almost exclusively,
on an uncontrolled application of the diffusion approximation (DA) which assumes the smoothness
of the relevant quantities over the set of integers. Here we combine asymptotic matching techniques
with a first-order (controlling-factor) WKB method to obtain a theory whose range of applicability
is much wider. This allows us to rederive DA from a more general theory, to identify its limitations,
and to suggest alternative analytical solutions and scalable numerical techniques when it fails. We
carry out our analysis for the calculation of the fixation probability in a fluctuating environment,
highlighting the difference between (on average) deleterious and beneficial mutant invasion and the
intricate distinction between weak and strong selection.
The dynamics of all biological populations take place
in fluctuating environments. Micro-environmental vari-
ations affect individuals in an uncorrelated manner and
are usually modeled by a stochastic birth-death process
with fixed rates (usually termed demographic stochas-
ticity or genetic drift). Macro variations may affect the
fitness of entire types or strains, causing the rates them-
selves to vary in time (this being known as environmental
stochasticity or fluctuating selection). Traditionally, the
theory of population genetics and evolution was focused
on the interplay between selection and drift [1], assuming
fixed birth and death rates. The effects of fluctuating se-
lection were considered only rarely [2, 3], despite the fact
that they are known to be one of the main drivers of
ecological dynamics [4]. Recent empirical studies have
documented periodic and stochastic coherent variations
in relative fitness [5–7] as well as variations in the birth
and death rates [8–14]. These findings have triggered
a renewed interest in the effect of macro-environmental
variations and varying selection coefficients in ecology,
population genetics and evolutionary dynamics [15–25].
In any population the number of individuals is dis-
crete, so the time evolution of the system is a stochastic
process over the integers. This leads naturally to a dif-
ference (master) equation. Analytical solutions for such
equations are rare, and numerical solutions are limited to
relatively small systems and are case-specific. To obtain
general insights, or address large systems, one has to rely
on approximations that facilitate an analytical solution.
For many years, the (nearly) only game in town has
been the diffusion approximation (DA) [26, 27]. Re-
cent studies, including [21, 22], present a detailed DA-
based analysis of species competition in fluctuating en-
vironments. However (as we shall discuss further be-
low) the parameter range in which DA is applicable is
quite limited. During the last few decades many au-
thors have considered its limitations and employed al-
ternate methods for a few problems in population dy-
namics [20, 24, 28–30]. In particular, a WKB (large-
deviations) technique, first used in population dynam-
ics by Kessler and Shnerb [31], has become quite pop-
ular [32, 33]. Existing attempts to use the WKB ap-
proach for generic systems with fluctuating environments
are nevertheless limited, as they lead to an inherently
two-dimensional problem that requires numerical solu-
tions [33].
To overcome these limitations, we here combine the
asymptotic matching method used in [21, 22] with the
WKB technique and derive a theory that is general and
whose range of applicability is much wider than that of
DA. Armed with this method we present analytical ex-
pressions that work quite well when DA fails, quantify
and clarify the different behaviors in weak-selection and
strong-selection regimes, and suggest a new, scalable nu-
merical approach. Our technique may be applied to all
types of models to calculate a wide range of interesting
quantities like the absorption time and the chance of in-
vasion. Here we clarify its details and demonstrate its
power for the calculation of the most important quantity
in the theory of population genetics and evolution, the
chance of ultimate fixation.
We consider an individual-based model with stan-
dard Wright-Fisher (non-overlapping generation) dynam-
ics. The model describes the zero-sum competition of a
mutant type (represented by n individuals, of frequency
x = n/N , in a haplotype population of size N) and a
wild type (with N − n individuals). In every generation
(a year, say) all the individuals die and the chance of
the mutant type to win each of the N slots in the next
generation is given by
r =
xes
1− x+ xes , (1)
where s is the selection parameter (log-fitness). In a fixed
environment s is time-independent. To model a fluctuat-
ing environment we allow s to jump between two states
(dichotomous noise), s = s0 ± σ, where the sign of σ is
picked randomly each generation.
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2For a system with many states indexed by k (in our
case +σ corresponds to k = 1 and −σ to k = 2), the
chance of ultimate fixation when the mutant type has n
individuals and the environmental state is k satisfies the
discrete Backward Kolmogorov Equation (BKE),
Πkn =
∑
m,k′
Wn,k→n+m,k′Πk
′
n+m. (2)
Here Wn,k→n+m,k′ are the transition probabilities be-
tween states. Since
∑
m,k′Wn,k→n+m,k′ = 1, any con-
stant is a solution of (2), and the general solution is a
linear combination of this constant and the nontrivial
solution Π, Πkn = C1 + C2Π
k
n. C1 and C2 are deter-
mined by the boundary conditions Πk0 = 0 and Π
k
N = 1.
A direct numerical solution of (2) requires matrix inver-
sion [21, 34], so the numerical effort needed grows as N3.
The diffusion approximation (DA) approach, as em-
ployed in old and recent studies [2, 3, 21, 22, 26, 35, 36],
relies on the smoothness of Π over its state space, which,
for a system with fluctuating selection, means both the
population states n and the environmental states k (e.g.,
Πσn − Π−σn  1 [21, 37]). The latter requires the persis-
tence time of the environment to be much smaller than
the fixation time [15, 18]. In what follows we assume that
N is large and this condition is satisfied, so we have to
deal only with the (N -independent [31]) non-smoothness
of Π over the population states. With this assumption
one can average Πkn over all the k states to yield Πn.
Under the DA assumption of a smooth-enough Π, one
may approximate
∑
mWn→n+mΠn+m by
Π(x = n/N) + E(m)Π′(x)/N + Var(m)Π′′(x)/2N2, (3)
where the quantities E(m)/N and Var(m)/N2 are the
(per-generation) mean and variance of ∆x for a given
n, as calculated from the transition probabilities. A rig-
orous derivation of (3), which clarifies why the variance
(and not the second moment) appears in the last term,
is provided in the companion paper [34].
DA fails when the gradient of Π over the different states
is too steep [31]. In contrast, the first-order (controlling-
factor) WKB approximation relies on a weaker condi-
tion: it requires ln Π to be smooth over the integers [31].
To use this method, one writes Πn = exp(Sn) and uses
Sn+m ≈ Sm+mS′(n). Since Eq. (2) (with the transition
probabilities W averaged over all the different environ-
mental states k) is linear, the exp(Sn) factor cancels out,
giving ∑
m
Wn→n+meqm = 1, (4)
where q ≡ S′(n). Once q is calculated from Eq. (4), the
controlling factor Sn =
∫
q(n)dn is obtained by direct
integration and yields the special solution Πn = exp(Sn).
Eq. (4) is still a complicated transcendental equation
and its numerical solution for every n requires an effort
comparable with a direct matrix inversion that solves
Eq. (2). To proceed we employ a two-destination ap-
proximation. For any state of the system we calculate
the expected state displacement in the next generation,
se, and its variance, σ
2
e . Once these quantities are known,
Eq. (4) is replaced by the corresponding WKB equation
for a walk with only two, equally-probable destinations.
This yields the fundamental transcendental equation,
1
2
(
eq(se+σe) + eq(se−σe)
)
= eqse cosh(qσe) = 1. (5)
Eq. (5), too, has no solution in terms of elementary
functions, but now we can suggest a powerful approxi-
mation scheme. For a given x we define q˜ ≡ q(x)σe and
s˜ ≡ se/σe, so the fundamental equation takes the form
eq˜s˜ cosh(q˜) = 1. (6)
Since q˜(−s˜) = −q˜(s˜), one need consider only one of the
signs.
FIG. 1: Numerical solution of Eq. (6) as a function of s˜ (blue),
together with the low-q˜ approximation (orange), the medium-
q˜ approximation (red) and the large-q˜ approximation (green),
as detailed in Table I. The agreement appears good on both
the real (main) and semi-logarithmic (inset) scales.
TABLE I:
small q˜ |s˜| < 0.25 q ≈ − 2se
(s2e+σ
2
e )
medium q˜ 0.25 < |s˜| < 0.7 q ≈ −sign(se) e3(se/σe)−1.3σe
large q˜ 0.7 < |s˜| q ≈ ln 2
se−sign(se)σe
The range 0 ≤ |s˜| < 1 is divided into three sectors.
When q˜ is small, one can expand (6) to second order
in q˜ to obtain q˜ = −2s˜/(s˜2 + 1). This approximation
holds for |s˜| < 0.25. When q˜ is large the cosh func-
tion is replaced by exp(|q˜|)/2 and q˜ ≈ ln 2/[s˜ − sign(s˜)].
This approximation works well when |s˜| > 0.7. In the
medium-q sector, 0.25 < |s˜| < 0.7, a good approxima-
tion is q˜ = −sign(s˜) exp(3s˜−1.3). A comparison between
these approximations and the direct numerical solution
of Eq. (6) is presented in Figure 1. The solutions, trans-
lated back to q = q˜/σe, are summarized in Table I.
3Now we determine se and σe. In a pure drift (neutral)
system, the mean change in x per generation is zero, and
the variance is given by x(1 − x)/N . Accordingly, for
a given value of s we approximate the x-dynamics by
the sum of its deterministic change plus or minus the
standard deviation associated with the drift,
x → xe
s
1− x+ xes ±
√
x(1− x)
N
,
1− x → 1− x
1− x+ xes ∓
√
x(1− x)
N
. (7)
For convenience we now switch to the logit state vari-
able z ≡ ln[x/(1−x)] (so x = ez/(1+ez)). The dynamics
along the z-axis are relatively simple,
z → z′ ≈ z + s±B(s), with B(s) ≡ 1 + cosh(s+ z)√
N cosh(z/2)
.
(8)
Since s takes the values s0+σ and s0−σ, the calculation
of the mean and the variance of ∆z (the change in z)
involves four processes, each with probability 1/4. The
mean change in z in one generation, se, equals simply s0.
The effective stochasticity σe ≡
√
Var(∆z) is given by
σ2e =
1
4
∑
ζ1=−1,1
ζ2=−1,1
[s0 + ζ1σ + ζ2B(s0 + ζ1σ)]
2 − s20. (9)
Once se(z) and σe(z) are known, even through compli-
cated expressions, one can solve numerically for Π with
N -independent numerical effort, as explained in detail
in the companion paper [34]. This requires finding (at
most) four regional boundaries by solving s˜ = 0.25 and
s˜ = 0.7 for z, between zmin and zmax (see Figure 2). In
each region q is extracted from σe and se via Table I, and
then Π(z) is calculated using (at most) five numerical in-
tegrations, one in each segment.
To use the asymptotic matching technique, N must be
sufficiently large, such that in the bulk the drift is negli-
gible with respect to the environmental stochasticity. A
WKB solution is then obtained separately for the inner
(x 1), outer (1−x 1) and intermediate regimes, and
the solutions are then matched using the same procedure
that was employed for DA in [21, 22].
As explained in the companion paper [34], an inter-
mediate regime exists when
√
N  2/(σ − |s0|). In this
regime Eq. (5) is solved with se = s0 and σe = σ. The so-
lution, qmid, is independent of z, so Π in the intermediate
regime takes the form
Πmid(x) = C3 + C2
(
x
1− x
)qmid
. (10)
In the inner regime, x 1 so z ≈ lnx is negative and
large. In this limit cosh(z/2) ≈ 1/(2√x) and cosh(s +
z) ≈ exp(−s)/(2x). Accordingly [see Eq. (8)],
B(s) ≈ 2x+ e
−s
√
Nx
≈ e
−s
√
n
. (11)
FIG. 2: se/σe (top) and q (middle) plotted against z ≡
ln[x/(1 − x)], between zmin ≈ − lnN (one individual) to
zmax ≈ lnN (N − 1 individuals), for s0 = −0.1, σ = 0.12
and N = 1000. In the top panel, z1 and z4 are defined as the
z-values for which |se/σe| = 0.25, and z2 and z3 are the z-
values for which |se/σe| = 0.7. In the middle panel, the solid
black line shows q as extracted from the numerical solution
of the fundamental equation (6), while the asterisks show the
approximate analytical expressions in Table I (red: small q;
yellow: medium q; green: large q). The bottom panel shows
Πn as a function of n, as obtained from the direct numerical
solution of the BKE (2) (circles) and from the scalable nu-
merical solution (solid lines) whose details are given in the
companion paper [34]. The blue curves (left y-axis, linear
scale) are for s0 = 0.1, and the orange curves (right y-axis,
logarithmic scale) for s0 = −0.1, with σ = 0.3 in each case.
Plugging this into Eq. (9) we get
σ2e (n) = σ
2 +
K(s0)
n
, with K(s0) ≡ e−2s0 cosh(2σ).
(12)
Once q(z) [or q(n)] is determined using Table I, the
solution in the inner regime is given by
Πin = C1
(
1− e
∫ z
−∞ q(z
′)dz′
)
= C1
(
1− e
∫ n
0
q(n′)
n′ dn
′)
.
(13)
4By symmetry, the outer regime satisfies
Π(x|s0) = 1−Π(1− x|−s0), (14)
so
Πout = 1− C4
(
1− e
∫N
N−n
q(n′)
n′ dn
′
)
. (15)
Once these functions are calculated, the constants C1,
C2, C3 and C4 are obtained by matching Πin to Πmid
when 1/N  x 1 and Πout to Πmid when 1/N  1−
x 1. Clearly, σe increases as x(1− x) decreases, since
the strength of the drift is added to the environmental
fluctuations. Accordingly (see Figure 2), q at the edges
is smaller and its value increases in the bulk.
In the simplest scenario |qmid| < 0.25, so for any z the
system is in the small-q sector. In this case the special
solution in the inner regime is found by integrating over
qin = − 2s0n
(s20 + σ
2)n+ e−2s0 cosh(2σ)
, (16)
and the chance of fixation for a single individual is
Πn=1 =
[
1 +
e2s0 (s20+σ
2)
cosh(2σ)
]− 2s0
s20+σ
2 − 1[
N(s20+σ
2)
cosh(2σ)
]− 4s0
s20+σ
2 − 1
. (17)
Figure 3 shows that Eq. (17) works well, and the small-q
solution is much better than the DA solution of [21, 22].
When q in the intermediate regime is not small
(|se/σe| > 0.25) one may guess an inner solution that con-
verges to the appropriate limit when n→ 0 and matches
the intermediate solution for n → ∞. In the companion
paper [34] we suggest such an expression that works well
in the medium-q sector, and sketch the ways in which
one may produce better approximations.
An important aspect of our analysis has to do with the
distinction between weak and strong selection. In a fixed
environment, if |s|N  1 (weak selection) the dynamics
are neutral. If |s|N  1 (strong selection) the dynam-
ics are still approximately neutral (drift-dominated) up
to nc = 1/(2|s|) and is nearly deterministic above this
point, so the chance of fixation for a beneficial mutant
becomes N -independent once N > nc [38]. For a dele-
terious mutant Π is exponentially small in N as long as
N > nc.
Analogously, in a stochastic environment nc is the
point at which Sn ≈ 1. If we assume that nc happens to
lie in the inner regime where z = lnx (but still nc  1),
then S =
∫
qdz =
∫
(q/n)dn. In the inner regime q is
usually small, so S ≈ 2s0 ln[1 +n(s20 +σ2)]/(s20 +σ2). As
a result,
nc =
e
s20+σ
2
2s0 − 1
s20 + σ
2
. (18)
FIG. 3: The inset shows the chance of fixation as a function
of n (double logarithmic scale) for s0 = −0.1 and σ = 0.5.
Inner (magenta), intermediate (green) and outer (blue) solu-
tions are compared with the result of a direct numerical solu-
tion of Eq. (2) (solid black line). Clearly, the diffusion approx-
imation (dotted curves) performs poorly while the small-q ap-
proximation (dashed curves) works well. In the main panel
the chance of fixation of a single mutant, Πn=1, is plotted
vs. N . Symbols are the results of direct numerical solution,
while lines are the prediction of Eq. (17). The parameters are
s0 = −0.1, σ = 0.5 (full line, circles); s0 = −0.05, σ = 0.3
(dotted line, triangles); and s0 = −0.01, σ = 0.1 (dashed line,
diamonds). The theory captures the general trend well, and
the relative error decreases with N . To improve the quality of
the approximation, the parameter qmid has been taken from
the direct numerical solution of Eq. (5) with se = s0 and
σe = σ.
This expression generalizes a similar criterion suggested
in [18]. The two expressions coincide when DA holds,
i.e., when s20 is neglected with respect to σ
2. The pure
drift expression 1/(2|s0|) emerges when σ → 0. nc di-
verges exponentially when |s0| → 0, meaning that even
huge populations may be in the weak selection regime.
In general, to obtain an expression for nc when our as-
sumptions do not hold, one has to calculate S for a given
q and to apply the condition S(nc) = 1.
Importantly, in a stochastic environment weak selec-
tion does not imply neutrality. Instead, in the weak-
selection regime the system is in a “time-averaged neu-
tral” [39, 40] phase, meaning that se is effectively zero so
both types have the same mean fitness (when fitness is av-
eraged over time). In this case the abundance undergoes
an unbiased random walk along the z-axis, so the chance
of fixation at n behaves in general like z/zmax and de-
cays logarithmically with N . Only when σ
√
N  1 does
the drift (demographic noise) dominate the fluctuating
selection and Kimura’s neutral dynamics (in which the
chance of fixation is n/N) are restored.
The method presented here relies on three approxi-
mations. The leading-order WKB and the asymptotic
matching techniques are well-studied procedures, with
corrections that decay to zero as N increases. The two-
5destination approximation is less controlled and breaks
down when σ → |s0|. Still, as demonstrated, the range
of applicability of our method is much wider than that
of DA. Some possible solutions to the technical prob-
lems associated with the two-destination procedure are
discussed in the companion paper [34].
Putting aside some laboratory setups, temporal envi-
ronmental stochasticity plays a major role all across Na-
ture and its effect is typically strong, rendering DA in-
effectual. We hope that the method presented here will
facilitate the quantitative assessment of parameters like
fixation probability, invasion probability and persistence
times, which govern phenotypic and species diversity on
Earth.
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