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Kapitel 
Einf

uhrung
Dieses Kapitel veranschaulicht das Kernproblem mit dem sich diese Studienar
beit befat und dessen allgemeine als auch spezielle Bedeutung f

ur die Projekte
HEaD

 CROQUE

und MoVi
 
 Das Kapitel endet mit eine kurzen

Ubersicht

uber die Gliederung der nachfolgenden Kapitel
 Einleitung
Die Anfrageverarbeitung besitzt eine zentrale Bedeutung f

ur ein Datenbanksy
stem DB S da die Ezienz eines DBS direkt von der Leistungsf

ahigkeit der
Anfrageverarbeitung abh

angt Eine wichtige Rolle spielt dabei der Anfrageopti
mierer Dieser hat die Aufgabe eine Anfrage in einer deklarativen Anfragespra
che zB SQL in einen Anfrageplan umzuformen der gem

a dem vorgegebenen
Optimierungsziel optimal ist Es stellt sich dabei die Frage ob der Anfrageopti
mierer seine Aufgabe gut erf

ullt hat oder nicht M

oglicherweise ist der erzeugte
Anfrageplan gut oder aber auf Grund von Fehlern in einer oder mehreren Op
timiererkomponenten schlecht Da der Optimierungsproze selbst schon Zeit in
Anspruch nimmt kann es sein da die sofortige Ausf

uhrung des initialen Plans
besser gewesen w

are als die Ausf

uhrung des als optimal ermittelten Anfrage
plans im Anschlu an die durchgef

uhrte Optimierung In dieser Arbeit sollen
Ans

atze zur Bewertung von Anfrageoptimierungen vorgestellt werden die eine
nachfolgende Adaption des Optimierungsprozesses erm

oglichen sollen
 Motivation
Nur sehr wenige Anfrageoptimierer wurden bisher auf ihre reale Performance hin
analysiert Detaillierte Untersuchungen wurden f

ur den Optimierer von System
 
Heterogeneous Extensible and Distributed Relational Database Managment System

Cost and Rulebased Optimization of objectoriented Queries

Mobile Visualisierung

 MOTIVATION 	
R in ASK und f

ur System R in MLa f

ur lokale Anfragen und in MLb
f

ur verteilte Anfragen durchgef

uhrt Eine genauere Analyse des Optimierers und
seiner Performance erm

oglicht das Erkennen von Fehlern im Anfrageoptimierer
bzw in seinen Komponenten beispielsweise Ungenauigkeiten im Kostenmodell
Auf Grundlage dadurch gewonnener Erkenntnisse l

at sich der Anfrageoptimierer
verbessern oder an andere Gegebenheiten zum Beispiel eine andere Datenbank
konguration oder Ver

anderung der Anfrageprole anpassen Idealerweise sollte
diese Anpassung ohne Einwirkung des Datenbankherstellers oder administrators
erfolgen dh der Anfrageoptimierer soll selbstst

andig lernen und sich selbst opti
mieren Ein adaptives System dieser Art ist stark von einer eektiven und genau
en Bewertung seiner Arbeit abh

angig Im Folgenden sollen einige Projekte des
Fachbereichs Informatik der Universit

at Rostock die von den Ergebnissen dieser
Arbeit protieren kurz vorgestellt werden
   CROQUE
Im Rahmen dieses DFGProjekts werden Optimierungsverfahren f

ur ObjektDa
tenbanksysteme entwickelt Im Mittelpunkt der Arbeiten stehen Untersuchungen
zu Verfahren des QueryRewriting f

ur regelbasierte und algebraische Anfrage
sprachen Auswertungsverfahren f

ur objektorientierte Anfragen sowie die Opti
mierung des physischen Entwurfs von ObjektDatenbanken bez

uglich eines gege
benen Anwendungsprols
Ziel des Projektes ist die Entwicklung eines selbstoptimierenden objektorien
tierten Anfragebearbeitungssystems HK Der Aspekt der Selbstoptimierung
setzt voraus da das System eine R

uckmeldung

uber die Qualit

at seiner Arbeit 
bekommt Dazu ist es notwendig die Optimierungen der an das System gestellten
Anfragen qualitativ einzuordnen
  MoVi
Das Projekt MObile VIsualisierung hat zum Ziel eine oene und adaptive Vi
sualisierungsarchitektur f

ur ein global verteiltes Informationssystem zu schaen
das den mobilen Zugang zu allen denkbaren Daten und Diensten dem Infoverse
erm

oglicht
ImMittelpunkt des im Projekt verfolgten mobilen Szenarios steht der Nutzer des
sen Mobilit

at durch den Wechsel zwischen station

aren und mobilen Ger

aten und
Netzen entsteht Die dynamischen Faktoren der mobilen Umgebung des Nutzers
zB Aufenthaltsort

Ubertragungsbandbreite werden durch den Verarbeitungs
kontext beschrieben und klassiziert Die Informationsbereitstellung in mobilen
Umgebungen wirft Probleme auf die von kommerziellen DBS nicht erf

ullt werden
k

onnen Dies betrit beispielsweise Adaptivit

at die abh

angig von der Dynamik
der Kontexte vor allem eine dynamische Anfragemodikation optimierung und
aggregation erfordert Bei einer kontextabh

angigen Anfrageoptimierung kann das
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Optimierungsziel durch wechselnde Ressourcen der benutzten Ger

ate und Netze
und andere Ein

usse ver

anderlich sein was sich in einer dynamischen Kosten
funktion des Optimierers widerspiegelt Deshalb m

ussen neben klassischen Op
timierungszielen wie Antwortzeitminimierung und Durchsatzmaximierung wei
tere wie die Anpassung an begrenzte Ressourcen gefunden werden Abh

angig
vom konkreten Kontext m

ussen die Optimierungsziele gewichtet werden so da
die jeweils relevanten Ziele Beachtung nden HL Die Anpassung der Op
timierung an den jeweiligen Nutzerkontext sollte dynamisch ohne Einwirkung
des Menschen erfolgen Die Steuerung der adaptiven Optimierung erfordert eine
Bewertung der konkreten Optimierungen
  HEaD
Gegenstand des HEaDProjektes sind Untersuchungen auf dem Gebiet der par
allelen Anfrageverarbeitung in heterogenen verteilten DBMS Neben horizon
taler Parallelit

at die durch die Datenfragmentation und replikation impliziert
wird liegt der Schwerpunkt auf Pipelining und Partitionierung In HEaD wer
den Methoden der Lastverteilung und balancierung benutzt das Level der Mul
tiprogrammierung und die Zuweisung freier Operatoren zu Rechnerknoten zu
kontrollieren um die optimale Bearbeitung komplexer Anfragen in einem ver
teilten DBMS zu gew

ahrleisten Die Optimierung soll durch Einbeziehung un
belasteter Netzwerkknoten in die Anfrageverarbeitung zu einer Verringerung der
Ausf

uhrungszeit und einem allgemeinen speedup f

uhren Lan
 Zielstellung
Die Arbeit besch

aftigt sich damit Verfahren zur Bewertung von Optimierungen
zu entwickeln Daf

ur m

ussen je nach Optimierungsziel Kriterien f

ur eine Bewer
tung ermittelt werden
Im Zusammenhang mit der Bewertung der Qualit

at einer Optimierung liegt ein
wesentlicher Schwerpunkt auf der Untersuchung des Anfrageoptimierers selbst da
dieser bzw seine Einzelkomponenten die Qualit

at einer Optimierung direkt be
einussen Dabei wird versucht wichtige Bestandteile des Anfrageoptimierers zu
bestimmen und Methoden zu erarbeiten die es erm

oglichen diese zu validieren


Uberblick
Kapitel  gibt einen kurzen

Uberblick

uber den allgemeinen Proze der Anfrage
optimierung und beschreibt davon ausgehend den Aufbau eines Anfrageoptimie
rers und die Funktion seiner wichtigsten Komponenten
In Kapitel 	 werden vorhandene Methoden zur Bewertung von Anfrageoptimie
rern und Optimierungen untersucht Der Schwerpunkt liegt dabei auf der Be


UBERBLICK 
trachtung von Benchmarks die besonders den Anfrageoptimierer testen
Kapitel 
 beschreibt Ans

atze zur Bewertung konkreter Optimierungen f

ur eine
fest vorgegebene Anfrage und bewertet ihre praktische Anwendbarkeit
In Kapitel  werden wichtige Komponenten eines Anfrageoptimierers genannt
und Ans

atze zu ihrer Qualit

atsbewertung vorgestellt
Kapitel  fat wesentliche Fakten dieser Arbeit zusammen und gibt einen kurzen
Ausblick
Kapitel 
Anfrageverarbeitung in
Datenbanksystemen
In diesem Kapitel werden Grundlagen der Anfrageverarbeitung erkl

art Es werden
die Rolle der Anfrageverarbeitung in DBS erl

autert und ihre einzelnen Phasen
beschrieben Davon ausgehend werden die Komponenten des Anfrageprozessors
identiziert und der Prozess der Anfrageverarbeitung erl

autert Die Gliederung
und der Inhalt des folgenden Kapitels orientieren sich an Mit

 das eine gute
Einf

uhrung in die Anfrageverarbeitung gibt
Anschlieend wird die Realisierung der Anfrageverarbeitung in den Projekten
HEaD MoVi und CROQUE kurz beschrieben
 Aufgaben der Anfrageverarbeitung
Eines der hervorstechenden Merkmale relationaler DBS ist die deskriptive Nutzer
schnittstelle Im Gegensatz zu navigierenden Anfragesprachen in hierarchischen
oder netzwerkartigen DBS speziziert der Nutzer nur welche Daten er haben will
und nicht wie diese beschat werden sollen Auf der einen Seite vereinfacht sich
die Anfrageformulierung drastisch auf der anderen Seite bleibt die Konstrukti
on des Anfrageergebnisses v

ollig dem DBS

uberlassen Neben Namensau

osung
externeinterne Namen und Formatkonversion externesinternes Datenformat
hat das DBS nun die Aufgaben Anfrageoptimierung und ausf

uhrung zu

uber
nehmen Davon ausgehend kann man aus Sicht der Anfrageverarbeitung in einem
DBS den logischen DBProzessor und den physischen DBProzessor unterschei
den Der logische DBProzessor

ubernimmt die Integrit

ats und Zugriskontrolle
und die Anfrageverarbeitung er wird deswegen im Folgenden Anfrageprozessor
genannt Die Aufgabe der physischen DBProzessors ist es das Ergebnis der
Anfrage gem

a des vom logischen DBProzessor ermittelten Anfrageplanes zu
beschaen
 
Seite  



UBERSICHT

UBER DIE ANFRAGEVERARBEITUNG 
Auf die Anfrageausf

uhrung soll im weiteren nicht tiefergehend eingegangen
werden da sie f

ur das Thema dieser Arbeit nicht weiter interessant ist Von daher
soll der Schwerpunkt des Kapitels auf der Betrachtung des Anfrageprozessors
liegen
Die Aufgabe des Anfrageprozessors ist die Erzeugung eines Anfrageplans der
auf der DB mit minimalen Kosten ausgef

uhrt werden kann die Suche dieses
Anfrageplan kann unterschiedliche Optimierungsziele realisieren In einer Einzel
nutzerumgebung k

onnten das sein
  Bearbeitung einer Anfrage mit minimalen Kosten
  Bearbeitung einer Anfrage mit minimaler Bearbeitungszeit
In einer Mehrnutzerumgebung wo viele Anfragen gleichzeitig bearbeitet werden
m

ussen k

onnten die Leistungsanforderungen folgendermaen aussehen
  Minimierung der Antwortzeit Zeit von Entgegennahme der Anfrage durch
den Anfrageprozessor bis zur Lieferung der ersten Ergebnisse
  Durchsatzmaximierung
  Einhaltung von Antwortzeitschranken
Die genannten Optimierungsziele sind kombinierbar Bei AdhocAnfragen bei
spielsweise sollen Antwortzeitschranken eingehalten werden auch wenn das glo
bale Optimierungsziel sonst die Durchsatzmaximierung ist


Ubersicht

uber die Anfrageverarbeitung
Der folgende Abschnitt stellt die Verarbeitung einer Anfrage im

Uberblick dar
Ausgehend von einer Phaseneinteilung der Anfrageverarbeitung wird eine Kom
ponentensicht des Anfrageprozessors entwickelt Im Anschlu werden die Phasen
der Anfrageverarbeitung der Anfrageverarbeitungsprozess genauer beschrieben
  Phasensicht
Um die Komplexit

at der Anfrageverarbeitung beherrschbar zu machen teilt man
den Prozess der Anfrageverarbeitung in mehrere Phasen auf Jede dieser Phasen
hat eine Teilaufgabe bei der Anfrageverarbeitung zu l

osen
  Schritt  Interndarstellung der Anfrage
Neben der Pr

ufung auf syntaktische Richtigkeit der Anfrage werden Zu
grisrechte und Integrit

at kontrolliert F

ur die weitere Anfrageverarbeitung
mu die Anfrage in eine interne Darstellung umgewandelt werden Diese
Umwandlung sollte schnell und einfach auszuf

uhren sein andererseits mu
die Interndarstellung Anforderungen wie Erweiterbarkeit und Umformbar
keit erf

ullen
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  Schritt  Anfrageumformung
Die interne Darstellung wird mit Hilfe logischer Transformationen standar
disiert vereinfacht und verbessert Redundanzen in der Interndarstellung
sollen erkannt werden und Umformungen durchgef

uhrt werden die die Wei
terverarbeitung erleichtern und damit die Ausf

uhrung ezienter gestalten
  Schritt 	 Plangenerierung
In dieser Phase werden m

ogliche Anfragepl

ane generiert Die umgeformte
interne Darstellung der Anfrage wird auf verschiedene Folgen von Elemen
taroperationen abgebildet Da die Anzahl der in Frage kommenden An
fragepl

ane oft sehr gro ist ist es wichtig nur potentiell eziente Pl

ane
auszuw

ahlen
  Schritt 
 Kostenabsch

atzung
Die Kosten f

ur jeden Anfrageplan werden berechnet und der billigste aus
gew

ahlt
Diese Schritte bilden im wesentlichen die Vorgehensweise um zu einer Anfrage
den hoentlich optimalen Anfrageplan zu nden der anschlieend ausgef

uhrt
wird und dem Nutzer das gew

unschte Anfrageergebnis liefert
 Komponentensicht
Ausgehend von der Phasensicht der Anfrageverarbeitung kann nun die entspre
chende Komponentensicht f

ur den Anfrageprozessor entwickelt werden die in Ab
bildung  dargestellt wird Der Anfrageprozessor ist dabei in eine

Ubersetzungs
komponente und eine Optimierungskomponente unterteilt Die

Ubersetzungskom
ponente generiert mit Hilfe von Informationen aus den externen und Konzeptu
ellen Schemata der Datenbank die Interndarstellung und realisiert somit Schritt
 Die Optimierungskomponente ermittelt f

ur die Anfrage in Interndarstellung
den Anfrageplan Die Anfragerestrukturierung

ubernimmt Schritt  die Anfra
getransformation realisieren die Schritte 	 und 
 F

ur die Anfragetransformation
werden um g

ultige Anfragepl

ane zu generieren Informationen des internen Sche
mas und f

ur die Kostenabsch

atzung und Auswahl des besten Anfrageplans Infor
mationen zum Kostenmodell sowie zu DBStatistiken ben

otigt Die Ausf

uhrungs
komponente realisiert die Anfrageausf

uhrung Je nach Optimierungszeitpunkt
worauf im folgenden Abschnitt

Optimierungszeitpunkte eingegangen werden
soll wird der Anfrageplan entweder interpretiert oder compiliert und ausgef

uhrt
und das Anfrageergebnis anschlieend dem Nutzer bereitgestellt
Optimierungszeitpunkte Die drei in Abbildung  gezeigten Komponen
ten realisieren die drei aufeinanderfolgenden Schritte der Anfrageverarbeitung
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Standardisierung
Zugriffs- und Integritätskontrolle
Syntaktische Analyse
Anfragetransformation
Interpretation
Codegenerierung
Ausführung
Anfragegraph
Ausführungsplan
Anfrageergebnis
Anfrage
Übersetzung
Optimierung
Ausführung
Anfragerestrukturierung
Vereinfachung
Übersetzungszeit
Laufzeit
Abbildung  Komponentensicht des Anfrageprozessors Mit
Dabei wird jedoch keine Aussage

uber die Zeitpunkte wann welche Phase aus
zuf

uhren ist getroen Eine M

oglichkeit ist alle drei Schritte sofort hintereinan
der auszuf

uhren Das bedeutet die Anfrage wird sofort nach der Entgegennahme
durch den Anfrageprozessor

ubersetzt optimiert und direkt daran anschlieend
ausgef

uhrt Da alle Phasen zur Laufzeit abgewickelt werden nennt man diesen
Ansatz dynamische Optimierung S

amtliche Optimierungsentscheidungen werden
zur Laufzeit getroen dh es werden die aktuellsten DBMetadaten wie internes
Schema Statistiken usw genutzt Da die Bindung von Anfrage zur Datenbank
zum sp

atest m

oglichen Zeitpunkt erfolgt wird ein hoher Grad an Unabh

angigkeit
erreicht Besonders bei interaktiven DBAnfragen also AdhocAnfragen ist ei
ne unmittelbar aufeinanderfolgende

Ubersetzung Optimierung und Ausf

uhrung
der Anfrage erforderlich Der groe Nachteil der dynamischen Optimierung tritt
jedoch bei in Anwendungsprogramme eingebetteten Anfragen zu Tage da je
de erneute Ausf

uhrung einer DBAnfrage eine komplette Wiederholung der drei
Anfrageverarbeitungsschritte nach sich zieht
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Dieses Problem l

at sich dadurch l

osen da man

Ubersetzung und Optimie
rung der Anfrage von deren Ausf

uhrung zeitlich trennt Die Anfrage wird nur ein
mal

ubersetzt und optimiert Das Ergebnis dieser beiden Phasen wird gespeichert
und kann dann beliebig oft ausgef

uhrt werden Durch die h

augere Ausf

uhrung
der Anfrage gleicht sich der hohe Optimierungsaufwand aus Im Gegensatz zur dy
namischen Optimierung wird dieser Ansatz als statische Optimierung bezeichnet
Gleichzeitig mit der

Ubersetzung des Anwendungsprogramms werden auch die
DBAnweisungen in Ausf

uhrungspl

ane 

ubersetzt die zur Laufzeit nur noch von
der Anfrageausf

uhrungskomponente auszuf

uhren sind Das bedeutet da die An
frage erheblich fr

uher an die Datenbank gebunden wird als bei der dynamischen
Optimierung Dies kann dazu f

uhren da Anfragepl

ane aufgrund von

Anderungen
in den Datenstrukturen und Zugrispfaden ung

ultig werden und nachoptimiert
werden m

ussen Auch wenn der Anfrageplan nicht ung

ultig wurde kann eine
Nachoptimierung notwendig sein falls neue und bessere Zugrispfade angelegt
worden sind oder die DBStatistiken wegen gr

oeren Datenbewegungen Unge
nauigkeiten aufweisen Die statische Optimierung ist also besonders geeignet f

ur
DBS mit langfristig stabilen Daten und Statistiken
Die dritte M

oglichkeit versucht die Vorteile der statischen und dynamischen
Optimierung zu vereinen Das heit die Anfrage wird statisch optimiert und zur
Ausf

uhrungszeit werden Teile der Anfrage nachoptimiert falls sich zum Beispiel
die DBStatistiken oder Zugrispfade ge

andert haben Dadurch wird die Ezienz
des statischen und die Flexibilit

at des dynamischen Ansatzes kombiniert
Aus den vorherigen Betrachtungen ist ersichtlich da der Zeitpunkt der Op
timierung f

ur die Ezienz der Anfrageoptimierung eine wichtige Rolle spielt
Je nach Anwendung mu entschieden werden welcher Optimierungszeitpunkt
gew

ahlt wird Abbildung  fat abschlieend die Eigenschaften der Optimie
rungszeitpunkte zusammen
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statische
Optimierung
Optimierung
hybride
dynamische
Optimierung
Übersetzung Optimierung Ausführung Nachoptimierungenbei DB-Änderungen Einsatzbereich
nicht möglich
möglich
eingebettet
eingebettet
unnötig interaktiv
Laufzeit
LaufzeitÜbersetzungszeit
Übersetzungszeit
Laufzeit
Abbildung  Eigenschaften verschiedener Optimierungszeitpunkte Mit
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 Der Anfrageverarbeitungsprozess
In diesem Abschnitt sollen die Phasen

Ubersetzung und Optimierung genauer
betrachtet werden Die Ausf

uhrungsphase soll im weiteren unbeachtet bleiben
da sie f

ur den Inhalt dieser Arbeit unerheblich ist

Ubersetzung
Aufgabe der

Ubersetzungskomponente ist es die Anfrage in eine f

ur den folgen
den Optimierungsschritt g

unstige Interndarstellung umzuwandeln Gleichzeitig
mu gepr

uft werden ob eine im Sinne des externen und konzeptuellen Schemas
korrekte Anfrage vorliegt Dazu werden Metadaten wie Schemabeschreibungen
und Informationen zu Zugrisrechten ben

otigt
Das Problem ist ein Darstellungsschema zu nden mit dem eine geeignete
Interndarstellung der Anfrage erm

oglicht wird Dieses Darstellungsschema sollte
den folgenden Anforderungen gen

ugen
  Prozeduralit

at
Im Unterschied zur gestellten Anfrage die in der Regel in deskriptiver Form
vorliegt wie zB SQL mu die Interndarstellung die Anfrage in prozedu
raler Form darstellen Eine M

oglichkeit ist die deskriptive Form der Anfrage
in eine der Relationenalgebra

ahnliche Darstellungsform umzuwandeln Das
bedeutet die deklarative Form der Anfrage wird

ubersetzt in eine Folge von
Algebraoperatoren die den Algorithmus zur Beschaung des Ergebnisses
darstellen Die meisten DBS verwirklichen diesen Ansatz und stellen die

ublichen Algebraoperatoren wie Projektion Selektion Join und Mengen
operationen bereit Manche DBS bieten dar

uber hinaus noch andere Ope
ratoren f

ur Gruppierungen Sortierung oder Schachtelung von Relationen
an
  Flexibilit

at
Die Interndarstellung sollte hinsichtlich Erweiterungen der DBSprache und
hinsichtlich der Transformationen der nachfolgenden Optimierungsschritte
exibel sein Im ersten Fall sollte die Interndarstellung die Erweiterung um
neue Operatoren oder das Austauschen von Operatoren zulassen Der zwei
te Gesichtspunkt der Flexibilit

at ist das die Transformationen im

Uber
setzungsschritt und in den folgenden Schritten auf der Interndarstellung
ausf

uhrbar und die Ergebnisse damit darstellbar sind
  Ezienz
Um zu entscheiden welche Transformationen angewendet werden sollen ist
es notwendig die Interndarstellung zu durchsuchen und in ihr zu navigieren
Daher ist es f

ur den

Ubersetzungschritt und die folgenden Schritte wichtig
ezient auf die Interndarstellung zugreifen zu k

onnen
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Diese

Uberlegungen zeigen da die Interndarstellung der Anfrage die zentrale
Datenstruktur f

ur die Anfrage

ubersetzung und optimierung darstellt und da
die Wahl des Darstellungsschemas entscheidend f

ur Ezienz und Erweiterbarkeit
des Anfrageprozessors ist Im folgenden sollen einige der vielen in der Literatur
und DBS existierenden Darstellungsschemata vorgestellt werden Als Beispiel sei
folgende SQLAnfrage gew

ahlt
SELECT RA RB
FROM R R
WHERE RC  RZ
AND RB  
AND RY  
Relationenalgebra In der Mathematik wird eine Algebra durch einen Wer
tebereich und darauf denierten Operationen charakterisiert Bei der Relatio
nenalgebra sind die Werte die Inhalte der Datenbank und die Operatoren Funk
tionen zur Berechnung der Anfrageergebnisse Eine minimale Relationenalgebra
best

unde zB aus einer Datenbank mit den Operationen Projektion PROJ Se
lektion SEL Verbund JOIN Vereinigung UNION Dierenz MINUS und
Umbenennung REN Hier die Beispielanfrage in der minimalen Relationenalge
bra
PROJJOINSELR B  
SELR Y  
RC  RZ
fRA RBg
Relationenkalk

ul Ein Kalk

ul ist eine formale logische Sprache zur Formulie
rung von Aussagen Ein derartiges Kalk

ul dient hier zur Formulierung von DB
Anfragen indem Datenbankinhalte als Belegungen von Pr

adikaten einer Logik
und Anfragen als abgeleitete Pr

adikate angesehen werden Eine m

ogliche Dar
stellung der Beispielanfrage in Kalk

ulform ist hier dargestellt
rA rB OF EACH r IN R
EACH r IN RrC  rZ AND
rB   AND
rY  
Operatorgraph Der Operatorgraph spiegelt eine prozedurale Darstellung der
Anfrage wider Die Blattknoten stellen Basisrelationen und NichtBlattknoten
Operatoren der Relationenalgebra dar Die gerichteten Kanten geben die Rich
tung des Datenusses an Jeder NichtBlattknoten beschreibt das Ergebnis des
ihm zugrundeliegenden Teilgraphen Der oberste Knoten des Operatorgraphen
deniert das Anfrageergebnis Abbildung 	 zeigt einen m

oglichen Operatorgra
phen f

ur die Beispielanfrage gem

a obiger Darstellung
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PROJ[R1.A, R1.B]
JOIN[R1.C = R2.Z]
SEL[B = 20]SEL[B = 10]
R2R1
Abbildung 	 Operatorgraph der Beispielanfrage
Der

Ubersetzungsvorgang Die

Ubersetzung der Anfrage gliedert sich in vier
Schritte Beim Parsen wird die Anfrage lexikalisch und syntaktisch analysiert
dh die Korrekteit der Anfrage wird hinsichtlich der Sprachgrammatik

uberpr

uft
Der n

achste Schritt ist die semantische Analyse Hier wird die Anfrage mit Hilfe
des konzeptuellen und externen Schemas auf Existenz und G

ultigkeit der ver
wendeten Relationen Sichten und Attribute

uberpr

uft Falls Sichten verwendet
werden wird jedes Auftreten von Sichtnamen durch die jeweilige Sichtdeniti
on ersetzt Weiterhin wird die Zugriskontrolle durchgef

uhrt und die semanti
sche Korrektheit sowie die Typkorrektheit der verwendeten Pr

adikate gepr

uft
Im nachfolgenden Schritt der Standardisierung soll die vom Anwender belie
big strukturierte Anfrage in eine Standardform

uberf

uhrt werden Dabei gibt es
zwei Ebenen der Standardisierung zum ersten die der Qualikationsbedingungen
die in SQL in der WHEREKlausel formuliert werden und zum zweiten die Ebe
ne der Anfrage mit geschachtelten Unteranfragen und Anfrageausdr

ucken Als
Standardform f

ur den Qualikation wird in den meisten F

allen eine disjunktive
oder konjunktive Normalform gew

ahlt Standardisierung auf Anfrageebene erfor
dert die Eliminierung aller quantizierten Unteranfragen durch Umwandlung in
Joinanfragen Dies bedeutet meist die Erzeugung einer PrenexForm Der letzte
Schritt des

Ubersetzungsvorgang ist die Vereinfachung Ziel dieses Schrittes ist
die Eliminierung von Redundanzen aus dem Selektionsausdruck die leicht durch
die Verwendung von Sichten entstehen k

onnen Viele dieser Redundanzen k

onnen
durch Anwendung der Idempotenzregeln f

ur Boolesche Ausdr

ucke auf die Selek
tionsausdr

ucke eliminiert werden Eine weitere Technik der Vereinfachung ist die
Bildung der transitiven H

ulle

uber die Selektionsbedingungen
Ergebnis des

Ubersetzungsschritts ist eine standardisierte und normalisierte
Interndarstellung der Anfrage die den Ausgangspunkt f

ur die weitere Optimie
rung darstellt
Optimierung
Die Aufgabe der Optimierungskomponente ist es eine Abbildung von den logi
schen Operatoren der Interndarstellung

uber zugeordnete physische Operatoren

 KAPITEL  ANFRAGEVERARBEITUNG IN DATENBANKSYSTEMEN
auf ezente Ausf

uhrungspl

ane zu nden Die Schwierigkeit dieser Aufgabe be
steht darin den besten Ausf

uhrungsplan unter sehr vielen m

oglichen Pl

anen aus
zuw

ahlen Um die Komplexit

at dieses Problems beherrschbar zu machen soll die
Anfrageoptimierung weiter folgendermaen unterteilt werden
 Restrukturierung des Operatorbaumes Anfragegraph
 Zuordnung von physischen Operatoren Planoperatoren zu logischen
Baumoperatoren
	 Auswahl von Methoden zur Realisierung der Planoperatoren
Schritt  wird auch Anfragerestrukturierung oder regelbasierte Optimierung ge
nannt Dessen Aufgabe ist es nicht optimierte Anfragegraphen in optimierte
Anfragegraphen umzuformen Dabei werden im wesentlichen Heuristiken ange
wendet die versuchen g

unstige Operatorreihenfolgen und eine Minimierung der
Gr

oe von Zwischenergebnissen einzuhalten Der auf logischer Ebene optimale
Anfragegraph wird in den Schritten  und 	 in einen optimalen Anfrageplan

uberf

uhrt Dies wird auch als Anfragetransformation oder kostenbasierte Opti
mierung bezeichnet
Anfragerestrukturierung F

ur die logischen Operatoren der Interndarstel
lung existieren Regeln zur Restrukturierung Diese Regeln nutzen die beispiels
weise Kommutativit

at Assoziativit

at und Distributivit

at der logischen Operato
ren aus und sind semantikerhaltend Eine Zusammenstellung dieser Regeln n
den sich in einschl

agigen B

uchern zur Anfrageoptimierung zB in Mit Die
Anwendung der Restrukturierungsregeln soll im folgenden Algorithmus zur An
frageverbesserung demonstriert werden
 Bildung von bin

aren Verbunden durch Zerlegung komplexer Verbundope
rationen
 Aufsplitten Selektionen mit mehreren Pr

adikatstermen in einfache Selek
tionen
	 Verschiebung von Selektionen zu den Bl

attern des Anfragegraphen damit
diese m

oglichst fr

uh ausgef

uhrt werden

 Zusammenfassung von einfachen Selektionen auf derselben Relation
 Verschiebung von Projektionen zu den Bl

attern des Anfragegraphen damit
diese m

oglichst fr

uh ausgef

uhrt werden aber nicht vor die Selektion da die
se den Datenumfang voraussichtlich st

arker reduzieren Dabei Vermeidung
teurer Duplikateliminierungen
 Zusammenfassung einfacher Projektionen auf derselben Relation
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
UBERSICHT

UBER DIE ANFRAGEVERARBEITUNG 
Die Heuristik die sich hinter diesem Algorithmus verbirgt versucht die zu verar
beitenden Tupel und Attribute zu vermindern Deshalb sollen Projektionen und
Selektionen m

oglichst fr

uh ausgef

uhrt werden Schritt 	 und  Schritt  und 
schaen die n

otigen Voraussetzungen durch die Zerlegung komplexer Verbund
und Selektionsoperationen in bin

are Verbunde und einfache Selektionen zerlegt
Durch das Zusammenfassen von Projektionen und Selektionen Schritt 
 und 
soll erreicht werden da die notwendigen Operationen auf einem Tupel nur ein
mal durchzuf

uhren sind Nicht ber

ucksichtigt durch diese Heuristik wurden Idem
potenzen sowie gemeinsame Teilausdr

ucke im Operatorbaum Weiterhin werden
existierende Zugrispfade nicht beachtet was das Verschieben von Projektionen
oft nicht sinnvoll erscheinen l

at Die Eliminierung gemeinsamer Teilausdr

ucke
common subexpression elimination CSE sollte sich an den Restrukturierungs
algorithmus anschlieen Ziel der CSE ist es die mehrfache Bearbeitung gleicher
Teilb

aume zu verhindern zum Beispiel Relationen nicht mehrfach einzulesen
Anfragetransformation Der n

achste Schritt der Anfrageoptimierung besteht
darin die logischen Operatoren des Anfragegraphen physischen Operatoren zuzu
ordnen bzw mehrere logische Operatoren zu einem physischen Operator zusam
menzufassen Wie diese Zuordnung erfolgt h

angt teilweise von der Parametri
sierung und Implementierung der physischen Operatoren ab M

oglich w

are zum
Beispiel die Zusammenfassung nebeneinanderstehender Selektions und Projekti
onsoperationen zu einem physischen Operator SCAN der die Funktionalit

at dieser
beiden Operationen besitzt
F

ur die physischen Operatoren existieren im allgemeinen verschiedene Im
plementationen F

ur die Verbundoperation w

aren beispielsweise die Methoden
NestedLoop Merge oder HashJoin denkbar F

ur jeden physischen Opera
tor mu eine Implementation dieser Operation ausgew

ahlt werden Dabei soll
der resultierende Anfrageplan hinsichtlich des jeweiligen Optimierungszieles der
g

unstigste sein Dieses Optimierungsproblem wird durch drei Komponenten ge
kennzeichnet
  Suchraum
  Suchstrategie
  Kostenabsch

atzung
Der Suchraum wird durch die Gesamtheit aller m

oglichen

aquivalenten Anfrage
pl

ane aufgespannt Die Suchstrategie bestimmt die Reihenfolge und die Anzahl
der zu generierenden und zu besuchenden alternativen Anfragepl

ane Die Kosten
absch

atzung dient der Bewertung der generierten Anfragepl

ane
Da es normalerweise sehr viele m

ogliche

aquivalente Anfragepl

ane gibt daf

ur
aber nur sehr wenige gute bzw optimale Pl

ane ist es notwendig den Suchraum
systematisch zu durchsuchen Dazu bieten sich verschiedene M

oglichkeiten an
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  Deterministische Suchverfahren
F

ur deterministische Suchverfahren ist charakteristisch da zu jedem Zeit
punkt jeder auszuf

uhrende Schritt genau festgelegt ist Ein deterministi
scher Suchalgorithmus ermittelt bei gleichem Suchraum und Startpunkt al
so immer dieselbe L

osung Zu den deterministischen Suchverfahren rechnet
man die exhaustive Suche bei der die Kosten f

ur alle m

oglichen Anfrage
pl

ane mit Hilfe des Kostenmodells abgesch

atzt werden und der g

unstigste
Plan in jedem Fall ausgew

ahlt wird Diese Art der Suche ist aufgrund ih
rer Komplexit

at nur f

ur kleine Suchr

aume anwendbar Zu den determini
stischen Suchverfahren die nicht alle Anfragepl

ane bewerten z

ahlen bei
spielsweise

 dynamische Programmierung

 Greedy Algorithmus

 lokale Suche

 Branch and Bound
  Nichtdeterministische Suchverfahren
Nichtdeterministische Suchalgorithmen generieren zuf

allig neue Zust

ande
und bewerten deren Qualit

at mit Hilfe des Kostenmodells So kann ent
schieden werden ob ein Zustand weitergenutzt oder verworfen wird Im Ge
gensatz zu deterministischen Suchverfahren kann bei gleichem Startpunkt
und Suchraum trotzdem eine andere L

osung gefunden werden Zu nichtde
terministischen Suchverfahren z

ahlen

 random walk

 iterative improvement

 simulated annealing

 genetische Algorithmen
Eine ausf

uhrlichere Klassikation und Beschreibung von Suchverfahren ist in
Lan enthalten Ziel der Suche ist es eine m

oglichst kleine Menge von Pl

anen
zu generieren die aber den optimalen Anfrageplan enth

alt Um den optimalen
Plan

uberhaupt zu erkennen und die Suche rechtzeitig zu beschr

anken mu eine
Kostenbewertung vorgenommen werden dazu wird ein Kostenmodell zugrunde
gelegt in welches folgende Faktoren einieen
  Speichermodell der betroenen Relationen Dateiorganisation und Zugris
pfade
  Selektivit

atsabsch

atzungen f

ur die Anfragepr

adikate
  Zwischenergebnisabsch

atzungen
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  Bearbeitungskosten f

ur die Planoperatoren
Die Kostenbewertung beruht im allgemeinen auf zwei Grundannahmen die sich in
der Selektivit

atsabsch

atzung und Zwischenergebnisabsch

atzung niederschlagen
 Die Attributwerte in einer Relation sind gleichm

aig verteilt
 Die Werte verschiedener Attribute sind unabh

angig dh die Selektions
pr

adikate sind voneinander unabh

angig
Diese Annahmen sind oft nicht realistisch und k

onnen zur Verf

alschung der
gesch

atzten Kosten f

uhren Abhilfe k

onnen verbesserte Statistiken oder die Ver
wendung von Histogrammen wie zB in IP beschrieben f

ur die Relationen
schaen
 Realisierung in konkreten Systemen
Die Anfrageverarbeitung in den Projekten HEaD MoVi und CROQUE unter
scheidet sich von der in den vorherigen Abschnitten beschriebenen Verfahrens
weise Deshalb sollen die Besonderheiten dieser Systeme und die Auswirkung auf
die Anfrageverarbeitung in den folgenden Abschnitten auf Basis von HKLM
kurz beschrieben werden
  HEaD
Im HEaDProjekt wurden Konzepte und Mechanismen zur Steuerung der An
frageverarbeitung auf Basis der Parallelit

at Lastverteilung und balancierung in
verteilten Datenbanksystemen VDBS untersucht und entwickelt Das HEaD
VDBS basiert auf dem relationalen Datenbankmodell Es werden horizontale
vertikale und abgeleited horizontale Fragmentierung unterst

utzt Aus Gr

unden
der Ezienz und Verf

ugbarkeit k

onnen Fragmente repliziert werden Die Basis
relationen und Replikate werden in lokalen DBS Ingres Postgres gespeichert
Die Anfrageverarbeitung in HEaD is ein mehrstuger Proze Globale Anfra
gen bez

uglich eines globalen Datenbankschemas werden in SQL gestellt

Ubersetzung Die SQLAnfragen werden durch den SQLCompiler in eine Al
gebra qualizierter Relationen AQUAREL

ubersetzt Ergebnis der

Ubersetzung
ist ein globaler fragmentierter Algebraausdruck in Form eines Algebrabaumes
Globale OptimierungParallelisierung Dieser wird durch den Globalen
Query Manager GQM mit Hilfe von Informationen

uber Replikate Relatio
nenstatistiken Leistungscharakteristika der Rechnerknoten und Lastverteilung
in lokal ausf

uhrbare Teilanfragen zerlegt lokale QEP Optimierungsziel ist die
Minimierung der Ausf

uhrungszeit f

ur die Teilanfragen unter Nutzung des Paral
lelisierungspotentials des verteilten Systems
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Lokale OptimierungAusf

uhrung Die Bearbeitung von Teilanfragen lo
kalen QEPs auf einem Rechnerknoten wird durch den Lokalen Query Manager
LQM gesteuert Dieser kann folgende Optimierungsschritte mit R

ucksicht auf
die Belastung des Rechnerknotens ausf

uhren
  Zusammenfassung mehrerer logischer Operationen zu einer physischen Ope
ration zB Selektion Projektion
  Zusammenfassung von physischen Operationen zu Ausf

uhrungseinheiten
Threads Mehrere Threads k

onnen zu einem Betriebssystemprozess zu
sammengefat werden
  Teilpl

ane die vollst

andig vom lokalen DBMS abgearbeitet werden k

onnen
werden als ein Proze ausgef

uhrt
Operationen die nicht vom lokalen DBMS ausgef

uhrt werden k

onnen werden
durch separate Anfrageprozessoren implementiert
 MoVi
Das MoViProjekt hat sich zum Ziel gesetzt beliebige Informationen des Infover
se f

ur einen mobil agierenden Nutzer zu visualisieren Die Mobilit

at beinhaltet
neben den Problemen station

arer verteilter Arbeit neue Anforderungen die aus
der dynamischen Arbeitsumgebung des Nutzers dem mobilen Kontext resultie
ren Dieser stellt im wesentlichen den Aufenthaltsort des Nutzers und Informatio
nen

uber die zur Verf

ugung stehenden Resourcen Speicher Bildschirmparameter
Energie etc dar
Der gesamte Anfrageverarbeitungsproze mu sich dem mobilen Kontext an
passen Die zu verarbeitende Anfrage wird zun

achst zerlegt und falls notwendig an
Ort und Zeit angepat Die anschlieende Optimierung weicht von der klassischen
Optimierung ab Die Parameter der Kostenfunktion k

onnen neben Datenbank
parametern auch alle Kontextinformationen beinhalten Die Optimierungsziele
unterscheiden sich ebenfalls von den traditionellen Optimierungszielen So ist ei
ne Antwortzeitoptimierung oft nicht sinnvoll da Antwortzeiten wegen m

oglichen
Verbindungsunterbrechungen nicht einsch

atzbar sind Optimierungsziele wie die
Minimierung der zu

ubertragenden Datenmenge oder Minimierung des Energie
verbrauchs sind daher von gr

oerer Bedeutung
Die Anfrage wird entsprechend transformiert und gegebenfalls verteilt abgear
beitet Zun

achst wird versucht die Anfrage lokal abzuarbeiten Andernfalls kann
die Anfrage so ver

andert werden da die fehlenden Informationen von einem
entfernten Server des Infoverse geholt werden Das Anfrageergebnis wird ent
sprechend den Anforderungen des aktuellen mobilen Kontexts umgeformt durch
Selektion Projektion Sortierung etc
 ZUSAMMENFASSUNG 
 CROQUE
Das CROQUEProjekt befat sich mit dem Entwurf und der Realisierung ei
nes objektorientierten Anfrageverarbeitungssystems und Anfrageoptimierers auf
Basis von ODMGOQL

und ObjectStore
Der CROQUEOptimierer wandelt einen Anfrageplan der aus einer OQL
Anfrage generiert wurde in einen optimalen physischen Anfrageplan um der von
ObjectStore

ubersetzt und abgearbeitet werden kann Der initiale Anfrageplan
ist eine Kombination aus einem kalk

ulartigen Ausdruck und logischer Algebra
Darin werden mittels pattern matching Muster identiziert die eine eziente al
gebraische Umsetzung besitzen und diese durch ihre algebraischen Gegenst

ucke
ersetzt Ergebnis ist ein Ausdruck der logischen Algebra Durch zyklische Anwen
dung logischer Transformationsregeln und Planauswahl werden aus dem logischen
Algebraausdruck neue hoentlich ezientere

aquivalente Algebraausdr

ucke er
zeugt Das Rewriting wird beendet falls keine Transformationsregeln mehr an
wendbar sind eine maximale Anzahl von Zyklen erreicht oder eine Zeitschranke

uberschritten ist
Heuristiken die bei der Regelanwendung verwendet werden sind beispielswei
se
  Bevorzugung von Pl

anen die durch groe Anzahl von Rewritingschritten
entstanden sind
  Bevorzugung von Pl

anen die durch Anwendung von Regeln mit hohem
Optimierungspotential entstanden sind
  Nur Anwendung der nbesten anwendbaren Regeln auf den ausgew

ahlten
Plan bei deniertem n
Das Ergebnis des Rewriting ist eine Menge

aquivalenter Anfragepl

ane die eine er
ste Dimension des Suchraums aufspannen Aus diesem Suchraum kann die jeweili
ge Suchstrategie Pl

ane ausw

ahlen f

ur die durch den Plangenerator nacheinander
alle physischen Ausf

uhrungsplane generiert werden Jeder dieser physischen Pl

ane
wird durch das Kostenmodell bewertet Die Bewertung dient der Suchstrategie als
Entscheidungsbasis f

ur die Auswahl weiterer Pl

ane aus dem Suchraum Auf diese
Weise kann die Suchstrategie den hoentlich besten physischen Ausf

uhrungsplan
bestimmen
 Zusammenfassung
Dieses Kapitel sollte eine allgemeine Einf

uhrung in die Anfrageverarbeitung ge
ben Ausgehend von den Phasen der Anfrageverarbeitung der Umwandlung in

ODMGObject Query Language
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eine Interndarstellung Anfrageumformung Plangenerierung und der Kosten
absch

atzung wurde eine Komponentensicht der Anfrageverarbeitung entwickelt
Die

Ubersetzungskomponente hat neben der syntaktischen und semantischen
Analyse die wichtige Aufgabe die logischen Transformationen Standardisierung
und Vereinfachung durchzuf

uhren Dies geschieht vor der Generierung der In
terndarstellung hier Anfragegraph da dies zu einer vereinfachten Interndarstel
lung f

uhrt Die Optimierungskomponente wurde in Anfragerestrukturierung und
Anfragetransformation unterteilt Die Anfragerestrukturierung wandelt die stan
dardisierten Anfragegraphen auf der Basis von Heuristiken und Regeln in einen
optimierten Anfragegraphen um In der Anfragetransformationskomponente wer
den die logischen Operatoren im Anfragegraphen durch physische Operatoren
ersetzt Die Kombinationsm

oglichkeiten der verschiedenen physischen Operato
ren erm

oglichen verschiedene Anfragepl

ane die den Suchraum aufspannen Aus
dem Suchraum w

ahlt der Suchalgorithmus Pl

ane aus die von der Kostenfunk
tion bewertet werden Der kosteng

unstigste Anfrageplan wird ausgew

ahlt und
ausgef

uhrt
 Bewertung von Optimierungen vs Bewer	
tung von Optimierern
Nach der Untersuchung von Benchmarks zur Bewertung der Optimierungskom
ponente von DBS im folgenden Kapitel sollen der Anfrageoptimierer und die
Datenbankoptimierung an sich genauer betrachtet werden In Kapitel 
 werden
daher konkrete M

oglichkeiten zur Bewertung eines Optimierungsvorganges be
schrieben Dabei wird versucht die Frage zu beantworten ob das vom Anfrage
optimierer gefundene Optimum tats

achlich das reale Optimum ist Im darauol
genden Kapitel wird der Anfrageoptimierer n

aher betrachtet Es werden seine
wichtigsten Komponenten benannt und Methoden zur Bewertung der Qualit

at
dieser vorgestellt
Kapitel 
Existierende
Bewertungsmethoden
Dieses Kapitel umfat eine Betrachtung existierender Methoden zur Qualit

atsbe
wertung von Anfrageoptimierern und Optimierungen Ein interessanter Ansatz
wird in SF gezeigt Darin werden zwei Werkzeuge zum Test der Qualit

at ei
nes Anfrageoptimierers vorgestellt Diese erlauben es ein Datenbankschema die
dazugeh

origen Daten und eine Menge von Anfragen an diese Datenbank zu spezi
zieren und zu generieren Da sich dieses System noch in der Entwicklungsphase
bendet und keine Implementation und Testergebnisse vorliegen soll dieser An
satz nicht weitergehend betrachtet werden Der Schwerpunkt des Kapitels liegt
auf der Vorstellung von drei DatenbankBenchmarks die besonders den Anfrage
optimierer eines DBS testen Im Anschlu werden die vorgestellten Benchmarks
auf ihre Eignung zur Optimierungs und Optimiererbewertung untersucht
 Die Notwendigkeit problemspezi
scher
Benchmarks
Benchmarks sind wichtige Werkzeuge zur Bewertung der Performance von Com
putersystemen und applikationen Sie besitzen f

ur viele Bereiche der Computer
industrie eine groe Bedeutung Programmierer k

onnen Benchmarks nutzen um
sich zwischen verschiedenen Implementationsm

oglichkeiten zu entscheiden Her
steller um ihre Produkte mit denen der Konkurrenten zu vergleichen und nicht
zuletzt Kunden um das f

ur sie g

unstigste System auszuw

ahlen Meist liefert das
Resultat eines BenchmarkTestes eine Zahl in einer Metrik wie PreisPerformance
oder ArbeitSekunde Es ist unm

oglich die Performance eines Computersystems
f

ur alle Applikationen mit einer einzigen Zahl allgemeing

ultig festzulegen Viele
Systeme sind auf die L

osung einiger weniger Probleme zugeschnitten Beispiels
weise sind Datenbankapplikationen eher selten auf Supercomputern zu nden
Benchmarks die die Hardwareperformance messen wie zum Beispiel der SPEC

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Benchmark besitzen keine groe Aussagekraft bez

uglich der Leistung eines Da
tenbanksystems die mehr von der Eektivit

at der benutzten Algorithmen als
von der Geschwindigkeit der Hardware abh

angt Dies begr

undet die Notwen
digkeit von Benchmarks f

ur spezielle Applikationen Jeder dieser Benchmarks
speziziert eine Arbeitslast die f

ur die jeweilige Problemklasse als typisch ange
nommen wird Die Performance eines Systems f

ur diese Last gibt eine ungef

ahre
Angabe der Leistung f

ur diese Problem
Im folgenden werden drei Benchmarks zur Messung der Anfrageverarbeitungs
Performance kurz vorgestellt Dies sind der Wisconsin der AS
 
AP und der Set
Query Benchmark die ausf

uhrlich in Gra beschrieben werden Vorher werden
noch die Richtlinien f

ur einen problemspezischen Benchmark erl

autert
 Kriterien f

ur Benchmarks
Jim Gray nennt in Gra

vier Kriterien die ein problemspezischer Benchmark
erf

ullen soll
 Relevanz Die SpitzenPerformance und das PreisLeistungsVerh

altnis
des Systems f

ur typische Operationen der speziellen Anwendung mu ge
messen werden
 Portabilit

at Der Benchmark sollte auch auf anderen Plattformen und
Architekturen einfach implementierbar sein
	 Skalierbarkeit Er sollte f

ur Systeme jeder Gr

oe anwendbar und es sollte
m

oglich sein ihn f

ur neue Systemarchitekturen anzupassen

 Einfachheit Der Benchmark mu einfach und verst

andlich sein um eine
breite Anwendung zu nden und glaubw

urdig zu sein
Als Beispiel sei ein einfacher Benchmark gew

ahlt der die Leistung einer Work
station in MIPS million instructions per second mit Das einzige Kriterium
da diese Art der Leistungsangabe erf

ullt ist die Einfachheit Die Portabilit

at ist
nicht gew

ahrleistet da beispielsweise RISC und CISC Prozessoren auf dieser Ba
sis nicht miteinander vergleichbar sind MIPS sind auch nicht skalierbar weil die
Anwendbarkeit auf Multiprozessormaschinen unklar ist ein mips Prozessor
ist nicht gleichzusetzen mit einem Multiprozessor mit  mipsProzessoren
Der Hauptkritikpunkt ist aber da die Einheit MIPS nicht relevant ist Sie mit
keine reale Arbeit erfat nicht die Performance von Software sondern sagt nur
etwas

uber die Leistung des Prozessors aus
 
Abschnitt 	 Seite 
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 WISCONSIN BENCHMARK 	
 Wisconsin Benchmark
Der Wisconsin Benchmark wurde 	 von Bitton DeWitt und Turbyll ent
wickelt als noch kein StandardBenchmark f

ur DBS existierte Die Anfragen des
Benchmarks sollten die Leistung der Hauptkomponenten eines relationalen DBS
testen und der Aufbau der zugrundeliegenden Relationen sollte einfach verst

and
lich und erweiterbar sein Der Benchmark wurde bald zum Standard was die Ent
wickler aber weniger seiner technischen Qualit

at zuschrieben Der Hauptgrund
daf

ur war vielmehr da die ersten Bewertungsberichte Zahlen

uber reale DB
Produkte enthielten die auch mit Namen benannt wurden Dies f

uhrte zu einer
Reihe von BenchmarkKriegen zwischen den Datenbankanbietern bei denen
der jeweils unterlegene Anbieter mit jeder neuen Version seines Produktes neue
Zahlen ver

oentlichte die nat

urlich besser als die der Konkurrenten waren Auch
wenn die Datenbankhersteller viel Zeit und Geld f

ur diese BenchmarkKriege
verschwendeten f

uhrte es jedoch auch dazu da die teilweise gravierenden Lei
stungsunterschiede zwischen verschiedenen DBS verschwanden
 

Uberblick

uber den Benchmark
Der Wisconsin Benchmark war einer der ersten wichtigen Benchmarks die mit
einer synthetischen Datenbank arbeiteten Im Gegensatz zu synthetischen Daten
banken sind empirische Datenbanken schwer zu skalieren das bedeutet da die
Gr

oe der Datenbank nicht ohne weiteres zu ver

andern ist Ein weiterer Nachteil
von empirischen Daten ist da es beinahe unm

oglich ist Anfragen mit bestimm
ten Selektivit

atsfaktoren oder einer bestimmten Anzahl an Ergebnistupeln zu
stellen Wie dem Wisconsin Benchmark liegen auch den anderen in diesem Ka
pitel vorgestellten Benchmarks dem AS
 
AP und dem Set Query Benchmark
synthetische Datenbanken zugrunde
Die Relationen Die Datenbasis f

ur den OriginalBenchmark besteht aus drei
Relationen eine mit  Tupeln ONEKTUP und  weitere mit je  Tupeln
TENKTUP und TENKTUP Jede dieser Relationen besteht aus dreizehn In
tegerattributen und drei Byte Stringattributen Mit den schnellen Fortschrit
ten in der Computertechnik zeigte sich jedoch da die Relationengr

oen f

ur die
immer schneller werdenden Rechner zu klein gew

ahlt war Deshalb wurde die
Gr

oe der Relationen nicht auf  bzw  beschr

ankt Ein Beispiel f

ur eine
skalierbare BenchmarkRelation und eine

Ubersicht

uber die verwendeten Attri
bute gibt die folgende Tabelle 	 MAXTUPLES gibt hierbei die gew

unschte
Relationengr

oe an
Die Anfragen Das Spektrum der Anfragen an die BenchmarkDatenbank wur
de so gew

ahlt da die Leistung aller relationalen Operatoren ermittelt wird Dies
sind
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Attributname Wertebereich Ordnung Kommentar
unique MAXTUPLES zuf

allig unique
unique MAXTUPLES sequentiell unique
two  zuf

allig unique mod 
four 	 zuf

allig unique mod 

ten  zuf

allig unique mod 
twenty  zuf

allig unique mod 
onePercent  zuf

allig unique mod 
tenPercent  zuf

allig unique mod 
twentyPercent 
 zuf

allig unique mod 
ftyPercent  zuf

allig unique mod 
unique	 MAXTUPLES zuf

allig unique
evenOnePercent 
 zuf

allig onePercent  
oddOnePercent 	 zuf

allig onepercent  !
stringu  zuf

allig Kandidatschl

ussel
stringu  zuf

allig Kandidatschl

ussel
string
  zyklisch
Tabelle 	 Skalierbare Relation des Wisconsin Benchmark
 Selektionen mit verschiedenen Selektivit

atsfaktoren
 Projektionen mit verschiedenen Duplikatanteilen
	 Einfach und Mehrwegeverbunde

 einfache Aggregate und Aggregatfunktionen
 Einf

uge

Anderungs und L

oschoperationen
F

ur die meisten Anfragen enth

alt der Benchmark zwei Variationen eine die von
einem geclusterten Prim

arindex auf dem Attribut unique Gebrauch macht und
eine weitere die einen ungeclusterten Sekund

arindex auf dem Attribut unique
benutzt F

ur jede der 	 Anfragen des Wisconsin Benchmarks wird die Ant
wortzeit aus dem Durchschnitt der verstrichenen Zeit f

ur mehrere 

aquivalente
Anfragen berechnet Diese Anfragen unterscheiden sich haupts

achlich durch die
verwendeten Relationen und Pr

adikate Normalerweise laufen f

ur die Selektions

Anderungs und L

oschtests zehn und f

ur die Verbund Aggregat und Projekti
onstests vier Anfragen
Anfrage  des Wisconsin Benchmarks ist ein Selektionstest
SELECT  FROM TENKTUP WHERE unique BETWEEN  AND 
Die n

achsten drei der neun Varianten der Anfrage k

onnten zum Beispiel lauten
 FROM TENKTUP WHERE TENKTUPunique BETWEEN  AND 
 AS
 
AP BENCHMARK 
 FROM TENKTUP WHERE TENKTUPunique BETWEEN  AND 
 FROM TENKTUP WHERE TENKTUPunique BETWEEN  AND 
Die Metrik zur Leistungsbewertung eines DBS ist die verstrichene Zeit nach Ab
arbeitung aller 	 Tests
 St

arken und Schw

achen
Obwohl der Wisconsin Benchmark heute nicht mehr viel Aufmerksamkeit erh

alt
wird er trotzdem noch von einer Anzahl von Datenbankherstellern als Teil der
StandardQualit

atstest verwendet half er doch Leistungsanomalien der fr

uhen
DBS aufzudecken Trotzdem gibt es einige gravierende Kritikpunkte Der Wis
consin Benchmark ist ein EinzelnutzerBenchmark das heit die Mehrnutzer
Performance die f

ur heutige DBS ausschlaggebend ist wird nicht betrachtet
Weitere Dezite sind die Einfachheit der Aggregat und Joinanfragen Fehlen
von OuterJoinanfragen MassenUpdates und Tests zum Laden und L

oschen der
Datenbank und die ausschlieliche Verwendung von gleichverteilten Attributwer
ten
 AS
	
AP Benchmark
Der AS
 
AP ANSI SQL Standard Scalable and Portable Benchmark wurde
mit dem Ziel entwickelt einen allgemeinen Benchmark zu entwickeln der es
erm

oglicht Systeme mit unterschiedlicher Architektur und Leistungsf

ahigkeit zu
vergleichen Folgende Anforderung standen im Mittelpunkt des Designs
  eine umfassende aber trotzdem leicht kontrollierbare Testreihe zur Messung
der Leistung einer Datenbank zu schaen
  Portabilit

at und Skalierbarkeit zu gew

ahrleisten um auf m

oglichst vielen
Plattformen lau

ahig zu sein
  minimaler Aufwand den Benchmark zu implementieren und anzuwenden
  Bereitstellen einer einheitlichen Metrik des

aquivalenten Datenbankverh

alt
nises zur eindeutigen Interpretation der BenchmarkErgebnisse
F

ur ein bestimmtes DBS ermittelt der AS
 
AP Benchmark die

aquivalente
Datenbankgr

oe Dies ist die maximale Gr

oe der Datenbank f

ur die das DBMS
die Tests des Benchmarks in weniger als  Stunden absolvieren kann Auf Basis
der

aquivalenten Datenbankgr

oe l

at sich das PreisLeistungsVerh

altnis eines
DBMS bestimmen indem man den Gesamtpreis des DBMS durch die

aquivalente
Datenbankgr

oe dividiert Das

aquivalente Datenbankverh

altnis f

ur zwei Systeme
ist dann das Verh

altnis ihrer

aquivalenten Datenbankgr

oen
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Die einzige Anforderung an die AS
 
AP Testdatenbank ist da ihre logische
Gr

oe mindestens gleich der Hauptspeichergr

oe des Testrechners ist Die logische
Datenbankgr

oe berechnet sich wie folgt
Tupelanzahl pro Relation   BytesTupel  
 Datenbankrelationen
Diese Bedingung verhindert da Systeme mit hohen Kosten f

ur die Abspeiche
rung der Relationen bei der Berechnung des

aquivalenten Datenbankverh

altnisses
bevorzugt werden
  Die AS
	
AP Datenbank
Die AS
 
AP Datenbank besteht aus f

unf Relationen Eine davon die Relation
tiny dient lediglich der Erfassung des Overhead Die anderen vier werden in der
gew

unschten Gr

oe mit den folgenden Eigenschaften generiert
 uniques Relation in der alle Attributwerte voneinander verschieden sind
 hundred Relation in der die meisten Attribute genau  voneinander ver
schiedene Werte haben und korrelieren Dies ist notwendig um absolute
Selektivit

aten von  und Projektionen die exakt  Tupel liefern zu
erreichen
	 tenpct In dieser Relation haben die meisten Attribute eine Selektivi

at von
 Prozent

 updates Diese Relation ist speziell f

ur Updates gedacht Verschiedene Ver
teilungen und Indizes werden benutzt
Jede der vier Relationen besitzt zehn Attribute mit denselben Namen und
Datentypen und ein zus

atzliches Attribut ll um gegebenenfalls die Tupelgr

oe
auf  Bytes aufzustocken Die Typen der Attribute sind so gew

ahlt da die am
h

augsten verwendeten Datentypen wie Integer und Gleitkommazahlen Strings
mit fester und variabler L

ange und weitere abgedeckt sind Den Aufbau der
AS
 
AP Relationen zeigt Tabelle 	
Der Wertebereich eines Attributs wird durch den Typ und die Gr

oe der
Relation festgelegt F

ur einige numerische Attribute existieren zwei Typen von
Wertebereichen dense und sparse Bei einem dense Wertebereich tritt jeder
IntegerWert genau einmal in der Relation auf Bei einer Relationengr

oe von
 hat das Attribut key den Wertebereich von  bis  Dabei wird bei
jedem Attribut mit denseWertebereich der Wert  weggelassen um notfound
scans zu erm

oglichen Mit diesen Scans kann die Geschwindigkeit zum Lesen und
Vergleichen der Daten ermittelt werden
Auf den Attributen k

onnen Zugrisstrukturen erstellt werden Der Benchmark
erlaubt hier
 AS
 
AP BENCHMARK 
Attributname Typ L

ange
key integer 

int unsigned integer 

signed signed integer 

oat oating point 

double double precision 
decimal exact decimal 
date datetime 
code alphanumeric 
name string 
address variable string durchschnittlich 
ll string nach Bedarf
Tabelle 	 Relation des AS
 
AP Benchmarks
  BBB

aume
  Hashing
Auf dem Attribut key liegt typischerweise ein BBaumindex auf den anderen
Attributen Hash oder BBaumindizes
 Die Tests
Der Benchmark ist in zwei Module unterteilt die Einzelnutzer und Mehrnut
zertests Da manche DBMS keinen Mehrnutzerbetrieb erm

oglichen absolvieren
diese nur den Einzelnutzertest Das

aquivalente Datenbankverh

altnis wird dann
nur auf dieser Basis berechnet
Der Einzelnutzertest
Der Einzelnutzertest besteht aus dem Aufbau der Testdatenbank und aus den An
fragen Zuerst werden die AS
 
AP Datenbank von einem externen Speichermedium
eingespielt und die Zugrisstrukturen auf den Relationen angelegt Anschlieend
werden die Tabellenstatistiken auf Basis der geladenen Daten aufgebaut und die
Relation updates auf Band oder ein anderes Medium gesichert
Die Anfragen des Einzelnutzertests dienen der Untersuchung
  des Overheads der verschiedenen Ausgabemodi die eine Anfrage benutzen
kann Bildschirm Datei Relation
  der Zugrisstrukturen und Anfrageoptimierung anhand von Anfragen mit
einfachen Selektionen Projektionen Joins und Aggregatfunktionen
 KAPITEL  EXISTIERENDE BEWERTUNGSMETHODEN
  der Ezienz der

Anderungsoperationen bei Einzel und MassenUpdates
  der Integrit

atspr

ufung der

Anderungsoperationen durch Einf

ugen von dop
pelten Schl

usseln und

Andern von Fremdschl

usseln
Der Mehrnutzertest
Um den Benchmark in Hinsicht auf das Zeitlimit von  Stunden und die Metrik
der

aquivalenten Datenbankgr

oe aussagekr

aftig zu halten gilt f

ur die Nutzeran
zahl folgende Formel
Nutzeranzahl  
logische Datenbankgr

oe in bytes

 MBytes
F

ur eine 
 MByte groe Datenbank ist die Anzahl der Nutzer also 
Der Mehrnutzertest gliedert sich in vier Tests die jeweils ein anderes Arbeits
lastprol modellieren Dies sind folgende onlinetransactionprocessing OLTP
und informationretrieval IR Tests
 OLTPTest bei dem alle Nutzer ein Eintupelupdate auf einem zuf

allig
gew

ahlten Tupel derselben Relation durchf

uhren
 IRTest wobei alle Nutzer eine Eintupelanfrage auf derselben Relation
ausf

uhren
	 Gemischter IRTest wobei ein Nutzer einen Mix von  Updates und An
fragen ausf

uhrt und die anderen Nutzer dieselben Anfragen stellen wie in
Test 

 Gemischter OLTPTest wobei ein Nutzer einen Mix von  Updates und
Anfragen ausf

uhrt und alle anderen Nutzer dieselben Updates machen wie
in Test 
Die ersten beiden Tests messen den Durchsatz in Abh

angigkeit von der Nutzeran
zahl und der dritte das Absinken der Antwortzeiten f

ur einen Querschnitt von
Anfragen durch hohe Systemlast
 St

arken und Schw

achen
Die Relationen des AS
 
AP Benchmarks sind sehr gut skalierbar dh es ist ein
fach Relationen beliebiger Gr

oe zu schaen Der Benchmark ist auf Grund
der Verwendung des ANSI SQL Standards f

ur den Datenbankaufbau und die
Testanfragen einfach auf verschiedene Systeme zu portieren Es werden im Ge
gensatz zum Wisconsin Benchmark Mehrnutzertests durchgef

uhrt Die Leistung
eines DBS wird in einer leicht verst

andlichen und leicht vergleichbaren Maein
heit der

aquivalenten Datenbankgr

oe angegeben Ein Manko des Benchmarks
 SET QUERY BENCHMARK 
ist da nicht alle in der Praxis anzutreenden Typen von Anfragen wie zum
Beispiel Mehrwegejoins mit mehr als vier Relationen abgedeckt werden
 Set Query Benchmark
Das Design des Set Query Benchmarks ist auf die Leistungsbewertung von Sy
stemen ausgerichtet die den strategischen Wert der Datenbest

ande von kom
merziellen Unternehmen erforschen sollen Dies sind zum Beispiel DataMining
oder DataWarehouseApplikationen die Fragen wie

Wer ist unser bester Kun
de" oder

Wie ist der Verkaufstrend f

ur Produkt X" beantworten sollen Die
Datenbankfunktionen die hinter Anwendungen dieser Art im folgenden SDA
Applikationen strategic data access genannt stehen sind set queries Anfragen
mit Mehrwegejoins mit mehr als 
 Relationen und Bereichsanfragen Die Anfra
gen des Set Query Benchmark bilden einen Querschnitt aus den drei wichtigsten
SDAAnwendungen Dokumentensuche Direktmarketing und Entscheidungsun
terst

utzung Vier Schl

usselcharakteristika bestimmen den Benchmark
 Portabilit

at Die Anfragen des Benchmark sind in SQL formuliert und die
Relationen werden von einem einfachen Algorithmus generiert
 Funktionale Vollst

andigkeit Die Menge der Anfragen ist f

ur die wichtigsten
SDAApplikationen repr

asentativ
	 Abdeckung der Selektivit

at In jedem Anfragetyp wird ein groes Spektrum
von Selektivit

atsfaktoren verwendet

 Skalierbarkeit Die Datenbank besteht aus einer Relation die eine Million
Tupel oder wenn ben

otigt ein Vielfaches davon enth

alt
  Die BenchmarkRelation
Die einzige Tabelle des Set Query Benchmarks BENCH hat 	 indizierte At
tribute die bei der normalen Tupelanzahl von  Million KSEQ	 K
K	 K
K	
KK	 KK	 KK	 KK	 K	 K
	 K	 K
	 K und K genannt werden
Zus

atzlich zu den indizierten Attributen gibt es noch mehrere Attribute vom
Typ String S S um die Tupelgr

oe auf  Bytes aufzuf

ullen Bis auf KSEQ
und S		S sind alle Attribute gleichf

ormig zuf

allig verteilt Die Werte von
S		S sind so gew

ahlt da die Tupel nicht unter  Bytes gepackt werden
k

onnen falls das DBS Datenkompression unterst

utzt Einen

Uberblick

uber den
Aufbau der Relation gibt Tabelle 		 Falls eine gr

oere Relation BENCH ge
fordert ist werden die beiden Attribute mit den h

ochsten Kardinalit

aten K
K
und K
K umbenannt Bei einer Relation mit  Millionen Tupel w

urden diese
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Attributname Typ Wertebereich Verteilung
KSEQ integer  sequentiell
KK integer  gleichf

ormig zuf

allig
KK integer  gleichf

ormig zuf

allig
KK integer  gleichf

ormig zuf

allig
K
K integer 
 gleichf

ormig zuf

allig
Kk integer  gleichf

ormig zuf

allig
KK integer  gleichf

ormig zuf

allig
K integer  gleichf

ormig zuf

allig
K integer  gleichf

ormig zuf

allig
K integer  gleichf

ormig zuf

allig
K integer  gleichf

ormig zuf

allig
K
 integer 
 gleichf

ormig zuf

allig
K integer  gleichf

ormig zuf

allig
SS string  
Tabelle 		 Relation des Set Query Benchmarks
beiden Attribute dann K
K und K
K heien die anderen aber unver

andert
bleiben KSEQ h

atte dann die Werte  Die neuen Attributnamen
w

urden die normalen Attributnamen in den Testanfragen ersetzen
 Die Anfragen
Die Anfragen des Benchmarks sollen eine repr

asentative Auswahl der in SDA
Anwendungen auftretenden Anfragen darstellen Als Anwendungen kommen Do
kumentensuche Direktmarketing und Entscheidungsunterst

utzung in Frage Die
Metrik f

ur die Angabe der Performance eines DBS ist #queryminute Zus

atzlich
lassen sich die Anfragen bei der Berechnung der Performance wichten
Dokumentensuche In dieser Art von Anwendung speziziert der Nutzer das
gew

unschte Dokument l

at sich die Anzahl der gefundenen Dokumente via COUNT
anzeigen und f

ugt bei Bedarf neue Einschr

ankungen hinzu Auallend dabei ist
die h

auge Verwendung der COUNTAggregatfunktion zur Ergebniseinschr

ankung
bis zu dem Punkt an dem die gew

unschten Tupel selektiert werden Aus die
sem Grund bestehen die Testanfragen aus einer Reihe von Anfragen mit der
COUNTFunktion mit immer st

arkeren Einschr

ankungen und einer anschlieenden
Selektion mit mehreren Bedingungen
Direktmarketing Das Ziel bei DirektmarketingApplikationen besteht darin
die Zielgruppe f

ur ein Produkt zu ermitteln Diese Aufgabe besteht aus zwei
Phasen
 SET QUERY BENCHMARK 	
 Finden der Selektionskriterien f

ur die Zielgruppe
 Auswahl und Beschaung der Daten der Zielgruppe
Eine typische Anfrage der Phase  w

are alle Haushalte aus einer Menge von
Postleitzahlen mit einem Jahreseinkommen

uber  DM und einem Auto
eines bestimmten HerstellersJahres f

ur eine Briefwerbeaktion zu z

ahlen Falls
der ermittelte Wert unter oder

uber der gew

unschten Anzahl an Haushalten
liegt mu eine neue Anfrage speziziert werden Wenn die Zielgruppe einge
grenzt wurde k

onnen die Daten der Haushalte in Phase  aus der Datenbank
selektiert werden Die Testanfragen teilen sich in Anfragen mit Verwendung der
COUNTAggregatfunktion f

ur Phase  und Selektionsanfragen mit mehreren Selek
tionsbedingungen f

ur Phase 
Entscheidungsunterst

utzung Diese Klasse von Anwendungen soll bei stra
tegischen Entscheidungen helfen Ein m

ogliches Szenario w

are das Kaufverhalten
der Kunden zu speichern und m

ogliche Schl

usse f

ur zuk

unftiges Kaufverhalten zu
ziehen Wenn man zum Beispiel beobachtet da Kunden die Reisegep

ack kau
fen oft kurz danach M

antel einkaufen k

onnte man Kunden die gerade Gep

ack
gekauft haben in eine Werbeaktion f

ur M

antel einschlieen Um derartige Korre
lationen zu entdecken enth

alt der Benchmark GROUP BY Anfragen die f

ur zwei
Produkte die Verkaufszahlen ermitteln
SELECT K	 K
	 COUNT FROM BENCH GROUP BY K	 K

Um die Kunden zu nden die sich f

ur zwei verschiedene Produkte interessieren
stellt der Set Query Benchmark Selfjoinanfragen bereit
SELECT COUNT FROM BENCH B	 BENCH B
WHERE BKK  
 AND BK
K  BK
K
 St

arken und Schw

achen
Ein groer Vorteil des Set Query Benchmark ist die Verwendung von

realisti
schen Anfragen die teilweise wirklich in realen Anwendungen vorzunden sind
Ein Kritikpunkt ist da der Benchmark nur Einzelnutzertests beinhaltet obwohl
die Entwickler behaupten aus der Einzelnutzerleistung lasse sich auch auf die
Mehrnutzerleistung schlieen Weitere Schw

achen liegen in der Verwendung nur
weniger Attributtypen integer string nur einer Relation und somit im Fehlen
von Verbundanfragen

uber mehrere verschiedene Tabellen
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Kriterium Wisconsin BM AS
 
AP BM Set Query BM
Relevanz   
Portabilit

at   
Skalierbarkeit   
Einfachheit   
Erl

auterung der verwendeten Symbole
  Kriterium schlecht oder

uberhaupt nicht erf

ullt
 Kriterium erf

ullt
 Kriterium sehr gut erf

ullt
Tabelle 	
 Bewertung der Benchmarks im

Uberblick
 Zusammenfassung
In diesem Abschnitt werden die vorgestellten Benchmarks gemeinsam hinsichtlich
der in Abschnitt 	 denierten Kriterien bewertet und die Eignung von Bench
marks im Allgemeinen zur L

osung der in dieser Arbeit adressierten Probleme
untersucht
	  Tabellarischer Vergleich der Benchmarks
Die Tabelle 	
 zeigt wie die drei vorgestellten Benchmarks

die Kriterien Rele
vanz Portabilit

at Skalierbarkeit und Einfachheit erf

ullen Die folgenden Anmer
kungen dienen der Erkl

arung einzelner Bewertungspunkte Obwohl der AS
 
AP
Benchmark eine sehr praktikable Metrik zur Bewertung von DBS anbietet wird
er im Kriterium Relevanz nicht mit sehr gut bewertet weil sein Repertoire an
Anfragen zu beschr

ankt ist Im Gegensatz dazu bietet der Set Query Bench
mark eine sehr praxisbezogene Auswahl an Anfragen jedoch verhindert das Feh
len von Mehrnutzertests eine Bewertung mit sehr gut im Kriterium Relevanz
Die Eignung der vergestellten Benchmarks h

angt teilweise auch von dem jewei
ligen Optimierungsziel ab Falls eine Antwortzeitoptimierung gefordert wird ist
der Set Query Benchmark gut geeignet Bei der Durchsatzoptimierung ist dieser
Benchmark jedoch nicht anwendbar da die Mehrnutzertest fehlen Der AS
 
AP
Benchmark w

are f

ur diesen Anwendungsfall besser geeignet
Abschlieend kann festgestellt werden da keiner der vorgestellten Bench
marks alle genannten Kriterien zufriedenstellend erf

ullt W

unschenswert w

are
die Vorteile des AS
 
AP Benchmark bez

uglich den Kriterien Portabilit

at und Ska
lierbarkeit mit der Anfragevielfalt des Set Query Benchmark zu kombinieren

In der Tablelle aus Platzgr

unden mit BM abgek

urzt
	 ZUSAMMENFASSUNG 		
	 Benchmarks zur Optimierungsbewertung
Benchmarks sind n

utzliche Werkzeuge zur Bewertung von DBMS Sie reduzie
ren die Leistung eines DBMS auf eine oder mehrere Zahlen in einer bestimmten
Metrik zB Transaktionensec die einen einfachen Vergleich erm

oglichen F

ur
die Bewertung von Optimierungen sind sie aber weniger geeignet Aus der ermit
telten Performance f

ur das DBMS lassen sich weder Aussagen

uber die Qualit

at
einzelner Optimierungen noch

uber die Qualit

at des Anfrageoptimierers treen
Dies ist der Tatsache geschuldet da Benchmarks ein DBS als Ganzes testen und
nicht einzelne Komponenten wie zB den Anfrageoptimierer Obwohl der Op
timierer selbstverst

andlich das Ergebnis des Benchmarktest beeinut k

onnen
keine Schl

usse auf dessen Qualit

at gezogen werden Es w

are vorstellbar da
schlecht optimierte Anfragen auf Grund einer sehr guten Puerverwaltung oder
optimierter Implementierung der physischen Operatoren doch noch sehr gute Te
stergebnisse liefern Weiterhin wird statt der Laufzeit f

ur die einzelne Anfrage
die Zeit f

ur die Gesamtheit aller Testanfragen betrachtet Notwendig w

are die
Performance der einzelnen Anfrage mit der optimal m

oglichen Performance zu
vergleichen Ans

atze die versuchen diesen Weg zu gehen werden im n

achsten
Kapitel vorgestellt
Kapitel 
Methoden zur
Optimierungsbewertung
In diesem Kapitel werden drei M

oglichkeiten zur Bewertung konkreter Optimie
rungen f

ur eine fest vorgegebene Anfrage beschrieben die bisher noch nicht tiefer
gehende Betrachtung gefunden haben und ihre praktische Anwendbarkeit be
wertet F

ur die Bewertung der Optimierung einer konkreten Anfrage bieten sich
folgende Ans

atze an Man kann versuchen die Bewertung sofort nach der Ab
arbeitung der Anfrage vorzunehmen online oder zu einem sp

ateren Zeitpunkt
o$ine Falls die Bewertung sofort vorgenommen wird ist es auf Grund der be
grenzten Ressourcen nicht sinnvoll exhaustiv nach besseren Anfragepl

anen zu
suchen da dies dann auch w

ahrend der Optimierung h

atte getan werden k

onnen
Stattdessen m

ussen Absch

atzungen f

ur die Qualit

at der Optimierung getroen
werden
 Vorstellung der Methoden
F

ur die im folgenden vorgestellten Bewertungsans

atze soll das Optimierungsziel
auf die minimale Antwortzeit f

ur eine Anfrage festgelegt sein Die in Abschnitt

 und 
 vorgestellten Methoden versuchen sofort online eine Einordung
der Optimierungsqualit

at vorzunehmen Die dritte Methode in Abschnitt 
	
nimmt eine exhaustive Bewertung zu einem Zeitpunkt mit niedriger Systemlast
o$ine vor
   Fiktive Extrempunkte
Dieser Ansatz kann eine grobe Einordnung der Qualit

at einer Optimierung sofort
nach Ausf

uhrung einer Anfrage liefern Es wird versucht f

ur die Bearbeitungszeit
der jeweiligen Anfrage ktive Extrempunkte zu nden Diese sind einerseits ein
Minimum das von keinem realen System unterboten werden kann und anderer
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seits ein Maximum das die gr

otm

ogliche Bearbeitungszeit festlegt Die reale
Ausf

uhrungszeit einer Anfrage wird mit den Extrempunkten verglichen wodurch
eine Einordnung vorgenommen werden kann In einem heterogenen verteilten
DBS k

onnen die maximale und die minimale Ausf

uhrungszeit f

ur jede Anfra
ge durch folgende ktive Systemkongurationen mit Hilfe des zugrundeliegenden
Kostenmodells berechnet werden
 Minimum
a Verwendung von sovielen Rechnerknoten wie f

ur die Anfragebearbei
tung notwendig sind
b alle Rechnerknoten seien so schnell wie der schnellste Knoten
c Vernachl

assigung von Kommunikationskosten
 Maximum
a nur ein Rechnerknoten f

ur die Bearbeitung der Anfrage
b dieser Knoten sei der langsamste Knoten
c Kommunikationkosten werden nicht vernachl

assigt
Die reale Ausf

uhrungszeit liegt zwischen diesen Extrempunkten W

are dies nicht
der Fall so liee dies auf eine fehlerhafte Optimierung schlieen Da die Ex
trempunkte unter Umst

anden weit auseinander liegen k

onnte man sich weitere
Extrempunkte suchen indem man die einzelnen Parameter der ktiven Systeme
variiert Denkbar w

are ein System mit einem Rechnerknoten dem schnellsten
ohne Kommunikationskosten Nat

urlich bietet dieser Ansatz nur eine sehr vage
Einordnung der Optimierungsqualit

at weil die Ausf

uhrungszeit mit dem ktiven
Optimum und nicht mit dem realen Optimum verglichen wird
  Statistiken aufbauen
Bei dieser Methode werden statistische Informationen f

ur jede Anfrage gesam
melt Dies sind im wesentlichen die Anfrage selbst oder ihre Interndarstellung
nach der

Ubersetzung der ermittelte Anfrageplan und die f

ur die Ausf

uhrung
ben

otigten Kosten Die Speicherung dieser Informationen kann entweder in einer
internen Datenstruktur oder etwa in einer Datenbankrelation erfolgen Die letz
tere Variante hat den Vorteil da die Funktionen einer DBAnfragesprache zur
Auswertung genutzt werden k

onnen Weiterhin m

ussen zu jeder Anfrage die wich
tigsten Systemparameter festgehalten werden um festzustellen ob die f

ur gleiche
Anfragen ermittelten Kosten

uberhaupt vergleichbar sind Falls der Systemzu
stand des VDBS zur Ausf

uhrungszeit der Anfragen

ahnlich war kann festgestellt
werden ob die Optimierung der Anfrage das erste Mal besser oder schlechter
gewesen ist Da die Anfragepl

ane bekannt sind kann analysiert werden was die
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Gr

unde einer m

oglichen Abweichung der Ausf

uhrungszeiten gewesen sein k

onn
ten Je h

auger dieselbe Anfrage an das DBS gestellt wird umso besser lassen
sich Schlufolgerungen bez

uglich der Optimierungsqualit

at ziehen
  Auswertung aller Pl

ane
Prinzip Diese Methode die in MLa und MLb zur Bewertung der Syste
me RR
 
benutzt wurde nimmt die Bewertung einer Optimierung nicht sofort
nach dem Anfrageoptimierungsproze vor sondern zu einem Zeitpunkt zu dem
das DBS f

ur l

angere Zeit

unbelastet ist Die typischen oder alle Anfragen die
w

ahrend des Normalbetriebs an das System gestellt werden werden abgespei
chert F

ur jede dieser Anfragen werden alle m

oglichen Anfragepl

ane ermittelt
mit Kosten bewertet und ausgef

uhrt Nach der Ausf

uhrung jedes Anfrageplans
werden die benutzten Systemresourcen ermittelt und daraus die realen Kosten be
rechnet Da die die gesch

atzten und realen Kosten f

ur jeden Anfrageplan bekannt
sind kann man feststellen ob der Optimierer wirklich das Optimum gefunden hat
Weiterhin lassen sich daraus Schl

usse auf die Qualit

at des Kostenmodells ziehen
Diese Idee wird in Abschnitt  weiter vertieft
Der folgende Algorithmus in einer Pseudonotation soll das Prinzip des in
diesem Abschnitt beschriebenen Ansatzes verdeutlichen
Algorithmus
for all plans P for query Q do
force optimizer to plan % P
estimate cost Cost
est
for query Q
ush all buer pages
execute query Q
get consumed Resources R
evaluate real cost Cost
real
from R
storeSysState Q P Cost
est
 Cost
real

end for
Empfehlenswert ist die Pseudoprozedur store am Ende des Algorithmus als
INSERTStatement in SQL zu implementieren Dadurch lassen sich komfortabel
weitere Analysen durchf

uhren wie zB
 Ermittlung des gesch

atzten und realen Optimums
 Ermittlung der realen maximalen Ausf

uhrungszeit und deren Verh

altnis
zum realen Optimum
	 
 
Am besten zu einer Zeit wenn keine oder nur wenige Nutzeranfragen zu erwarten sind
 BEWERTUNG DER METHODEN 	
Variationen Der in der vorgestellten Methode benutzte Algorithmus der alle
Pl

ane bewertet und ausf

uhrt ben

otigt unter Umst

anden sehr viel Zeit Deshalb
sollen in diesem Abschnitt einige Variationen des Algorithmus erl

autert werden
 Eine M

oglichkeit die Laufzeit zu verk

urzen ist aus der Menge aller Anfra
gepl

ane Stichproben zu entnehmen Je nach Gr

oe und Beschaenheit des
Suchraums werden dazu in regelm

aigen Intervallen zB jeder zehnte oder
hundertste Plan oder stochastisch Pl

ane ausgew

ahlt und dem Bewertungs
algorithmus

ubergeben Die Einschr

ankung auf wenige Pl

ane reduziert die
Dauer der Optimierungsbewertung zwar drastisch birgt aber das Risiko
nicht den besten oder schlechtesten Anfrageplan zu nden
 Eine weiterer Ansatz die Bewertung aller Pl

ane zu vermeiden ist die Pa
rameter des vom Optimierer ermittelten besten Planes im nachhinein zu
ver

andern und den so generierten neuen Plan noch einmal auszuf

uhren
	 Lohnenswert w

are weiterhin h

auger auftretende Teilanfragen zu betrach
ten und zu bewerten da eine Optimierung einen hohen NutzenKosten
Faktor erwarten l

at

 F

ur eine Einordnung des schlechtesten und besten Anfrageplanes kann man
die in Kapitel 
 beschriebenen ktiven Extrempunkte heranziehen
Obwohl die hier genannten Variationen weiterer Untersuchungen bed

urfen soll
darauf im Weiteren nicht mehr eingegangen werden da dies den Rahmen der
Studienarbeit sprengen w

urde Die vorgestellten Ans

atze m

ussten implementiert
werden um auswertbare Ergebnisse zu erhalten auf dessen Basis diese Ans

atze
vertieft werden k

onnen
 Bewertung der Methoden
In diesem Abschnitt werden die bisher vorgestellten Methoden zur Bewertung
von Optimierungen kurz anhand ihrer Praktikabilit

at bewertet Als Bewertungs
kriterien f

ur die Optimierungsbewertung bieten sich der Zeitpunkt und die Ge
nauigkeit der Bewertung und der Implementationsaufwand an
  Fiktive Extrempunkte
Der Vorteil dieser Methode ist da die Bewertung der Optimierung sofort nach
dem Optimierungsvorgang erfolgen kann weil die Berechnung der ktiven Ex
trempunkte f

ur die jeweilige Anfrage vernachl

assigbar wenig Zeit in Anspruch
nimmt Der Implementationsaufwand ist als sehr gering anzusehen da der Op
timierer f

ur jeden Extrempunkt nur um eine abgewandelte Kostenfunktion mit
ver

anderten Parametern erweitert werden mu
	 KAPITEL  METHODEN ZUR OPTIMIERUNGSBEWERTUNG
Die Tatsache da die Extrempunkte nur eine obere und eine untere Grenze
f

ur die Optimierungskosten festlegen erm

oglicht nur eine sehr grobe Einordnung
der Qualit

at der Anfrageoptimierung Es w

aren praktische Untersuchungen not
wendig um herauszunden ob weitere Extrempunkte wie in Abschnitt 

beschrieben die Genauigkeit der Bewertung verbessern
 Statistiken aufbauen
Der Statistikansatz versucht die Bewertung ebenfalls sofort nach dem Optimie
rungsvorgang durchzuf

uhren Dies ist aber

uberhaupt erst m

oglich nachdem die
Anfrage ein zweites Mal gestellt wurde damit ein Vergleich erfolgen kann Ein
weiteres Problem stellt die Vergleichbarkeit der Optimierungen bei unterschied
lichen Systemzust

anden dar Falls die Systemlast bei gleichen Anfragen

ahnlich
ist k

onnte diese Methode jedoch ebenso schnell aber bessere Ergebnisse als der
Extrempunktansatz liefern Der Implementationsaufwand dieser Methode ist also
relativ hoch einzusch

atzen Es m

ussen Statistiken etabliert und Anfrage gespei
chert und verglichen werden w

urden
 Auswertung aller Pl

ane
Die Auswertung aller Anfragepl

ane stellt die genaueste der drei vorgestellten
Methoden zur Optimierungsbewertung dar da hierbei der reale optimale Anfra
geplan ermittelt wird
Ein Nachteil des Ansatzes ist da eine Bewertung einer Optimierung direkt
nach dem Optimierungsprozess nicht m

oglich ist Das heit eine sofortige Ad
aption des Optimierungsprozesses ist nicht realisierbar weil die Optimierungs
bewertung erst viel sp

ater vorgenommen wird Die Ausf

uhrung aller Pl

ane einer
Anfrage k

onnte mitunter Tage oder Wochen dauern Deshalb scheint es lohnens
wert die in Abschnitt 
	 beschriebenen Variationen n

aher zu untersuchen
Ein weiterer Schwachpunkt der Methode ist die Vernachl

assigung des Sy
stemzustandes bei der Optimierung einer Anfrage Falls der Anfrageoptimierer
die aktuelle Systemlast bei der Optimierung ber

ucksichtigt besteht die M

oglich
keit da in der Bewertungsphase w

ahrend das DBS unbelastet ist ein anderer
optimaler Plan gefunden wird als w

ahrend des Normalbetriebs Dieser kann aber
durchaus der beste Anfrageplan f

ur die aktuelle Lastsituation gewesen sein Um
dieses Problem zu beheben w

are vorstellbar die aktuelle Systemlast bei jeder
Optimierung einer Anfrage abzuspeichern und dieselbe Last w

ahrend der Opti
mierungsbewertung zu simulieren wie es im HEaDPrototypen realisiert ist Da
dabei aber Resourcen verschenkt w

urden w

are es f

ur diese Anwendung sinnvoller
die Lastsimulation

uber ver

anderte Parameter im Kostenmodell zu bewerkstelli
gen
Kapitel 
Bewertung von
Anfrageoptimierern
Dieses Kapitel gibt eine kurze Beschreibung des Aufbaus eines klassischen An
frageoptimierers und der Funktion seiner Komponenten Der Einu der Kom
ponenten auf die G

ute der Anfrageoptimierung wird verdeutlicht und Ans

atze
zur Untersuchung ihrer Qualit

at werden vorgestellt Das Kapitel wird mit einer
Einsch

atzung der praktischen Anwendbarkeit dieser Ans

atze abgeschlossen
 Optimiererkomponenten
Nachdem in Kapitel  eine allgemeine Einf

uhrung in die Anfrageverarbeitung
gegeben wurde soll nun der Aufbau des Anfrageoptimierers genauer betrachtet
werden Wie in Abbildung  gezeigt ist dieser in ein Rewritingmodul und
in ein Suchmodul unterteilt Das Rewritingmodul hat die Aufgabe die An
fragerestrukturierung auch algebraische Optimierung genannt durchzuf

uhren
Regeln beschreiben die Umformungsm

oglichkeiten f

ur den Anfragegraphen Die
Regelmengen legen die Anwendungsreihenfolge f

ur die Regeln fest Die Nachein
anderanwendung einer oder mehrerer Regelmengen bildet den Rewriting Plan
Ergebnis der algebraischen Optimierung ist ein optimierter Anfragegraph Dieser
dient als Ausgangspunkt f

ur die Anfragetransformation oder auch kostenbasier
te Optimierung die Aufgabe des Suchmoduls ist Wie auch in Abbildung 
veranschaulicht l

asst sich das Suchmodul sinnvollerweise in zwei Einheiten auf
teilen die Plansuche und die Kostenabsch

atzung Das Suchmodul generiert
auf Basis des optimierten Anfragegraphen m

ogliche Ausf

uhrungspl

ane Dies kann
beispielsweise durch Variation der Joinfolgen und der Methoden f

ur die Planope
ratoren oder in verteilten Systemen durch Zuordnung von Operatoren zu ver
schiedenen Rechnerknoten erfolgen Die Gesamtheit aller m

oglichen

aquivalenten
Anfragepl

ane spannt den Suchraum auf Aufgabe des Suchalgorithmus ist es
Anfragepl

ane aus dem Suchraum auszuw

ahlen Zu jedem dieser Pl

ane werden
	
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Kostenabschätzung
Rewritingmodul
Suchmodul
Kostenfunktion
Suchalgorithmus
Kardinalitätsabschätzung
Plansuche
RegelmengenRegeln Rewriting Plan
Suchraum
Abbildung  Komponenten eines Anfrageoptimierers
von der Kostenfunktion die Ausf

uhrungskosten berechnet Voraussetzung daf

ur
sind
  Selektivit

atssabsch

atzung f

ur Basisrelationen und Kardinalit

atsabsch

atzung
f

ur Zwischenergebnisse
  Kenntnis der Bearbeitungskosten der Planoperatoren
Jede einzelne Komponente des Anfrageoptimierers beeinut selbstverst

andlich
die G

ute der Optimierung einer Anfrage Falsche Heuristiken im Rewritingmodul
eine schlecht gew

ahlte Suchstrategie oder fehlerhafte Absch

atzungen der Zwi
schenergebnisse w

ahrend der Kostenberechnung f

uhren mit hoher Wahrschein
lichkeit dazu da der erzeugte Anfrageplan nicht der Optimale ist Deshalb ist es
von Interesse Methoden zu entwickeln die die Qualit

at der Bestandteile eines An
frageoptimierers untersuchen F

ur das Suchmodul sollen im folgenden Abschnitt
einige Ans

atze dazu vorgestellt werden Das Rewritingmodul wird aus folgenden
Gr

unden nicht betrachtet
 Die Umformung des Anfragegraphen basiert auf Heuristiken Annahmen
die zu einer Verbesserung des Anfragegraphen beitragen sollen
 ANS

ATZE ZUR BEWERTUNG DER KOMPONENTEN 

 Die algebraische Optimierung ist nicht kostenbewertet daher k

onnen auch
nicht ohne weiteres Schlufolgerungen

uber deren Qualit

at getroen wer
den
 Ans

atze zur Bewertung der Komponenten
Die in den n

achsten Abschnitten vorgestellten Ans

atze sollen Schw

achen oder
Fehler im Suchmodul eines Anfrageoptimierers aufdecken bzw dessen korrekte
Arbeitsweise best

atigen Dabei ist zu beachten da die einzelnen Komponen
ten des Suchmoduls in einer bestimmten Reihenfolge zu untersuchen sind um
m

ogliche Fehlerquellen genau zu lokalisieren
 Kostenberechnung
a Kardinalit

atsabsch

atzungen
b Kostenfunktion
 Suchraum und Suchalgorithmus
Die Kardinalit

atsabsch

atzungen m

ussen zu Beginn getestet werden weil diese ei
ne der wichtigsten Parameter f

ur die Kostenberechnung darstellen Nur wenn die
Ergebnisabsch

atzung innerhalb gewisser Grenzen gute Resultate liefert k

onnen
die restlichen Parameter der Kostenfunktion und deren Wichtung untersucht wer
den Nachdem festgestellt wurde da die Kostenabsch

atzung verl

assliche Ergeb
nisse liefert werden Suchraum und Suchstrategie

uberpr

uft
  Kostenabsch

atzung
Gem

a der obigen Vorbetrachtungen werden im folgenden erst Ans

atze zur Un
tersuchung der Kardinalit

atsabsch

atzungen und im Anschlu M

oglichkeiten zur
Bewertung der Kostenfunktion vorgestellt
Kardinalit

atsabsch

atzung
Die Kardinalit

atsabsch

atzung dient zur Sch

atzung der Gr

oe der Ergebnisrelation
einer Operation Dabei unterscheidet man zwischen Operationen auf Basisrela
tionen im allgemeinen der Tabellenzugri und Operationen auf Zwischenrelatio
nen Die Sch

atzung der Ergebnistupelanzahl einer Operation ist eine wesentliche
Grundlage f

ur die Kostenberechnung
Absch

atzungen f

ur den Zugri auf Basisrelationen F

ur die Absch

atzung
der Tupelanzahl einer Selektion werden Statistiken zur Hilfe genommen Im allge
meinen werden sowohl Relationenstatistiken als auch Attributstatistiken gef

uhrt
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Darin werden die wichtigsten Kenngr

oen f

ur das jeweilige Speichermodell zu
sammengefat Nat

urlich m

ussen die Statistiken so aktuell wie m

oglich gehalten
werden Es existiert aber auch ein Zusammenhang zwischen der Genauigkeit einer
Statistik und den dazu notwendigen Aktualisierungskosten Eine direkte Aktua
lisierung der Statistiken nach jeder

Anderung w

are bei sich h

aug

andernden
Daten viel zu aufwendig Die Alternative w

are eine Neuberechnung der Stati
stiken in periodischen Abst

anden Auch dies kann im allgemeinen recht teuer
werden Eine deutliche Verbesserung kann erzielt werden wenn die Statistiken
anstatt aus allen Tupeln nur aus einer Stichprobe berechnet werden Allerdings
musen dabei wieder geringe Ungenauigkeiten in Kauf genommen werden
Mit Hilfe der Statistiken f

ur Relationen und Attribute k

onnen nun Selek
tivit

atsabsch

atzungen getroen werden Die Selektivit

at s	p


eines Pr

adikats p
hinsichtlich eines gegebenen Objektstroms gibt den erwarteten Anteil an Elemen
ten des Objektstroms an die das Pr

adikat erf

ullen Mit Die Anzahl c der von
Pr

adikat p ausgew

ahlten Tupel aus Relation N l

at sich durch
c  sp  cardN
absch

atzen
  
 Diese Absch

atzung ist aber nur richtig wenn die in Abschnitt
	 genannten Grundannahmen zutreen Dies ist einmal die Annahme da
die Werte eines Attributs einer Gleichverteilung unterliegen und andererseits
da die Attribute einer Relation voneinander unabh

angig sind

 Um die Selekti
vit

atsabsch

atzung f

ur die Basisrelationen zu validieren m

ussen diese Annahmen
wie im folgenden beschrieben

uberpr

uft werden
 Gleichverteilung Die Verteilung der Werte eines Attributes l

at sich durch
mathematische Tests Verteilungstests ermitteln Falls eine Gleichvertei
lung vorliegt sollte die Ergebnisabsch

atzung nach der obigen Formel hin
reichend genau sein Es ist vorstellbar da man mit Hilfe der Verteilungs
tests eine andere Verteilung zB Normalverteilung nachweisen kann In
diesem Fall mu die Formel zur Berechnung der Selektivit

at eines Attri
butess	p
 f

ur die jeweilige Verteilungsfunktion angepat werden Sollte es
nicht m

oglich sein eine Verteilung f

ur die Attributwerte zu ermitteln mu
entweder auf die Histogrammtechnik zur

uckgegrien oder eine schlechte
Kardinalit

atsabsch

atzung in Kauf genommen werden
 Unabh

angigkeit Die Abh

angigkeit zwischen zwei Attribute kann durch eine
Regressionsanalyse ermittelt werden Deren Ergebnis sind zwei Funktionen
die die Abh

angigkeit jeweils eines Attributes von dem anderen beschreiben
 
Der Wert von sp liegt dabei im Intervall 

cardN gibt dabei die Gesamtanzahl der Tupel in Relation N an

Die Berechnung von sp f

ur eine Gleichverteilung kann in Mit
 nachgelesen werden

Damit sind indirekte Abh

angigkeiten gemeint nicht functional dependencies funktionale
Abh

angigkeiten
 ANS

ATZE ZUR BEWERTUNG DER KOMPONENTEN 
	
Der Grad der Abh

angigkeit l

at sich durch eine Korrelationsanalyse be
stimmen Nimmt der ermittelte Korrelationsfaktor

den Wert  oder  an
liegt eine proportionale Abh

angigkeit zwischen den beiden betrachteten At
tributen vor
Ergebnisabsch

atzungen f

ur Zwischenrelationen Die f

ur Basisrelationen
vorgeschlagene Technik ist nicht auf Zwischen oder Ergebnisrelationen anwend
bar Der Aufwand zur Bestimmung der Verteilung eines Attributes w

are nicht
gerechtfertigt da w

ahrend der Optimierung einer Anfrage viele Zwischenrelatio
nen erstellt werden und diese dynamisch sind dh nur einmal ben

otigt werden
Die folgenden Bewertungsans

atze sind daher vergleichender Natur
  Eine M

oglichkeit besteht darin die gesch

atzten Kardinalit

aten der Zwi
schenrelationen mit der realen Kardinalit

at die nach Anfrageausf

uhrung
feststeht zu vergleichen Die Dierenz zwischen gesch

atzter und realer Tu
pelanzahl w

are eine Kriterium f

ur die G

ute der Absch

atzung
  F

ur einzelne oder alle Anfragepl

ane werden die Kardinalit

atsabsch

atzungen
verglichen Aus den Absch

atzungen lassen sich Minimum Maximum und
Durchschnitt bestimmen Bei zu groen Dierenzen zwischen minimaler und
maximaler Kardinalit

at kann die Kardinalit

atsabsch

atzung fehlerhaft sein
Nach Anfrageausf

uhrung k

onnen diese Werte wieder mit der tats

achlichen
Ergebnistupelanzahl verglichen werden
F

ur beide Ans

atze w

are vorstellbar aus den Soll und IstWerten der Absch

atzun
gen einen Wichtungsfaktor zu bestimmen der in die n

achste Optimierung ein
bezogen wird Das bedeutet da die Kardinalit

atsabsch

atzung sich zu einem
gewissen Grad selbst korrigiert
Kostenfunktion
Die Kostenfunktion dient der Berechnung der Kosten f

ur einen Anfrageplan Auf
Basis der Kardinalit

atsabsch

atzungen und der bekannten Bearbeitungskosten der
Planoperatoren lassen sich die verschiedenen Kostenanteile absch

atzen Dies sind
haupts

achlich
  CPUKosten lokale Verarbeitungskosten pro Tupel Tupelblock Relation
  Kommunikationskosten Nachrichten und Datentransfer in VDBS
  EAKosten pro Datenbankseite Datei
  Speicherkosten benutzter Hauptspeicher

Der Korrelationsfaktor nimmt Werte im Intervall  an
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  Overhead Prozeverwaltung Puerverwaltung etc
Diese Kostenanteile gehen in einer bestimmten Wichtung die abh

angig von den
Leistungsparametern des jeweiligen Systems ist wie folgt in die Kostenfunktion

ein
cost  W
CPU
 %instr !W
IO
 %io !W
msg
 %msg !W
trans
 %bytes
Im folgenden sei angenommen da die Kardinalit

atsabsch

atzungen und die Ko
sten f

ur die Planoperatoren hinreichend genau bekannt sind Auf Basis dieser
Annahme ist dann f

ur die Validierung der Kostenfunktion die Wichtung der Pa
rameter hier W
CPU
 W
IO
 W
msg
und W
trans
 zu untersuchen
Vorgehensweise Die Kostenberechnung wird f

ur einen repr

asentativen Quer
schnitt von Anfragen untersucht F

ur jede dieser Anfragen werden die Sch

atz
werte der Bearbeitungskosten und der zu benutzenden Resourcen abgespeichert
W

ahrend der Ausf

uhrung der optimierten Anfragen werden die realen Bearbei
tungskosten und die wirklich benutzten Resourcen zum Beispiel durch einen im
Hintergrund laufenden LoadDaemon wie beispielsweise im HEaDPrototypen
gemessen Die dadurch gewonnenen Medaten lassen sich auf verschiedene Weise
auswerten
 Berechnung der Gewichte der Kostenfunktion Dazu werden f

ur mehrere
verschiedene Anfragen die realen Kosten gemessen Da die Absch

atzungen
f

ur die Kardinalit

aten bereits validiert wurden und somit verl

asslich sind
lassen sich auf deren Basis die jeweiligen CPU EA und Kommunikati
onskosten berechnen Die Gesamtkosten cost und die Werte f

ur die ver
schiedenen Kostenanteile werden dann in die Kostenfunktion eingesetzt Es
ergibt sich ein Gleichungssystem aus dem sich die Gewichte W
CPU
 W
IO

W
msg
und W
trans
berechnen lassen
 Vergleich gesch

atzte und benutzte Resourcen F

ur jede Anfrage k

onnen die
gesch

atzten und die real ben

otigten Resourcen miteinander verglichen wer
den Falls grobe Unterschiede auftreten liegt die Vermutung nahe das ent
weder die Kardinalit

atsabsch

atzung fehlerhaft ist oder die Bearbeitungs
kosten f

ur einen oder mehrere Planoperatoren falsch veranschlagt wurden
	 Ausf

uhrung aller Pl

ane zu einer Anfrage Diese M

oglichkeit der Auswertung
hat gewisse

Ahnlichkeit mit der in Abschnitt 
	 dargestellten Methode
Zu jedem m

oglichen Ausf

uhrungsplan der betrachteten Anfrage werden die
realen Kosten gemessen Zusammen mit den gesch

atzten Kosten k

onnen
diese wie in Abbildung  graphisch dargestellt werden Im linken Teil
der Abbildung wird eine gute Kostenabsch

atzung gezeigt Die Kurve f

ur

W
CPU
 W
IO
 W
msg
und W
trans
stellen dabei jeweils die Gewichte f

ur die Kostenanteile
CPUKosten EAKosten Kosten f

ur Nachrichten und Kosten f

ur Datentransfers dar
 ANS

ATZE ZUR BEWERTUNG DER KOMPONENTEN 

die gesch

atzten Kosten hat ihre Extreme etwa bei denselben Pl

anen wie
die Kurve der realen Kosten Ein Suchalgorithmus w

are mit einer derartigen
Kostenabsch

atzung immer noch in der Lage den optimalen Anfrageplan zu
nden Im Gegensatz dazu steht die Kostenabsch

atzung im rechten Teil von
Abbildung  Die lokalen Minima und Maxima der Kurven f

ur reale und
gesch

atzte Kosten liegen nicht bei denselben Anfragepl

anen Einem korrekt
implementierten Suchalgorithmus w

are es also auf Grund der schlechten
Kostenbewertung nicht m

oglich einen suboptimalen Ausf

uhrungsplan zu
nden
reale Kosten
geschätzte Kosten
Kosten
Plan#
reale Kosten
geschätzte Kosten
Plan#
Kosten
Abbildung  Beispiel f

ur eine gute und eine schlechte Kostenabsch

atzung
 Suchraum und Suchstrategie
Die Suchstrategie bestimmt welche Pl

ane aus dem Suchraum ausgew

ahlt und
kostenbewertet werden Ausgehend von einem Suchraum h

angt die Wahl des
Suchverfahrens von folgenden Gegebenheiten ab


  Gr

oe des Suchraumes
  Verteilung der L

osungen im Suchraum
  jeweiliges Optimierungsziel

 Finden des globalen Optimums

 Finden eines lokalen Optimums

 Vermeiden des schlechtesten Falles

Die folgenden Ausf

uhrungen zur Auswahl einer Suchstrategie sind zum gr

oten Teil Lan
S  entnommen
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Es sei vorrausgesetzt da die Suchverfahren korrekt und ezient implementiert
seien um die Vergleichbarkeit der Verfahren zu gew

ahrleisten
Die Gr

oe des Suchraums und damit die Komplexit

at des Suchproblems spielt
eine groe Rolle bei der Entscheidung

uber die Verwendung eines deterministi
schen oder nichtdeterministischen Suchverfahrens Bei kleineren Suchr

aumen sind
deterministische Verfahren ausreichend
Weiterhin wichtig f

ur die Wahl des Suchverfahrens ist die Verteilung der loka
len Optima F

ur sehr groe Suchr

aume mit sehr guten lokalen Optima zwischen
vielen Plateaus mit hohen Kosten ist eine lokale Suche angebracht um schnell
ein lokales Optimum zu nden In einem groen stark zerkl

ufteten Suchraum
ben

otigt man einen Suchalgorithmus der schnell den Suchraum durchwandert
um viele Optima zu untersuchen beispielsweise ein zufallsbasiertes Verfahren
Letztendlich gibt es aber f

ur jedes Suchverfahren einen Suchraum f

ur den es
schlecht arbeitet oder kein Optimum ndet
F

ur die endg

ultige Wahl des Suchverfahrens ist die jeweilige Anwendung ent
scheidend Bei vor

ubersetzten Anfragen die oft ausgef

uhrt werden ist es unter
Umst

anden lohnenswert nach dem globalen Optimum zu suchen w

ahrend f

ur
interaktive Anfrage die Antwortzeit m

oglichst gering zu halten ist wodurch die
exhaustive Suche die bei nichttrivialen Suchr

aumen von vornherein auszuschlie
en ist
Die bisherigen Ausf

uhrungen zeigen da die Wahl eines konkreten Suchver
fahrens f

ur einen Suchraum kompliziert ist und nicht vollst

andig dem Computer

uberlassen werden kann Um f

ur eine Anwendung das

optimale Suchverfahren
zu bestimmen ist eine Suchraumanalyse notwendig Daf

ur m

ussen die Suchr

aume
f

ur unterschiedlichste Anfragen untersucht werden Verschiedene Anfrage k

onnen
unterschiedliche Suchr

aume aufspannen Daher mu bei der Auswahl des Such
verfahrens ein Kompromi gefunden werden
Vorgehensweise Die Suchr

aume von repr

asentativen Anfragen einer gegebe
nen Anwendung werden mit unterschiedlichen Suchverfahren getestet Das erfolg
reichste Verfahren kann als Standardverfahren f

ur die Anwendung ausgew

ahlt
werden Falls sich das Anfrageprol oder der Datenumfang erheblich ver

andert
mu der Test wiederholt und gegebenenfalls ein anderes Suchverfahren gew

ahlt
werden
Kapitel 
Zusammenfassung und Ausblick
Dieses Kapitel befat sich mit der Zusammenfassung der Schwerpunkte und der
Ergebnisse dieser Arbeit und einem Ausblick auf die weitere Verwendbarkeit die
ser Arbeit
 Zusammenfassung
Die Veranschaulichung der Problematik der Arbeit und den m

oglichen Nutzen f

ur
ausgew

ahlte Forschungsprojekte lieferte die Motivation Anschlieend wurden die
Grundlagen der Anfrageoptimierung erkl

art Die Untersuchung des Wisconsin
AS
 
AP und Set Query Benchmarks auf ihre Eignung zur Bewertung von Anfra
geoptimierungen f

uhrte zu einem negativen Ergebnis
Daraufhin wurde versucht Bewertungsmethoden f

ur Anfrageoptimierungen zu
nden Die drei folgenden Ans

atze wurden n

aher erl

autert und auf ihre praktische
Anwendbarkeit untersucht
  Vergleich der Ausf

uhrungskosten einer Anfrage mittels ktiver Extrema
  F

uhren von Statistiken f

ur h

aug auftretende Anfragen
  Exhaustive Untersuchung aller Anfragepl

ane f

ur eine Anfrage
Auf Basis der Annahme da die Qualit

at der Bestandteile eines Anfrageoptimie
rers die G

ute der Optimierung beeinut wurden dessen Komponenten wie folgt
identiziert und M

oglichkeiten zur Untersuchung deren Ezienz gezeigt
  Kardinalit

atsabsch

atzung
  Kostenfunktion
  Suchraum und Suchalgorithmus
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 Ausblick
Die praktische Weiterf

uhrung dieser Arbeit ist vorstellbar Es w

are lohnenswert
einen oder mehrere der in Kapitel 
 und  vorgeschlagenen Ans

atze testweise zu
implementieren und damit deren praktische Anwendbarkeit zu

uberpr

ufen Dabei
sollten auch andere Optimierungsziele als die Minimierung der Ausf

uhrungszeit
betrachtet werden wie Antwortzeitoptimierung und maximale Resourcenausla
stung
Falls sich eine der Methoden zur Optimierungsbewertung als praktikabel er
weisen sollte ist die Integration dieser Methoden in einen Optimierer als Feed
back mit dem Ziel einer adaptiven Optimierung des Anfrageverarbeitungspro
zesses w

unschenswert
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