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Abstract  
A lot of information on World Wide Web, specially the one present on online ad portals, is available in unstructured and 
ungrammatical format. This unstructured nature of data makes the searching of relevant information a difficult task. The 
difficulty can be overcome if the contents are semantically annotated. The paper compares two recently proposed semantic 
annotation frameworks, namely BNOSA and Phoebus that aim to annotate data available on online ad portals. BNOSA performs 
semantic annotation by utilizing ontology for knowledge building, rule generation and information extraction and Bayesian 
networks for conflict resolution and missing value prediction. Phoebus, on the other hand, utilizes a collection of known entities, 
called reference set, and support vector machines to perform semantic annotation. The paper applies both frameworks on same 
data sets and analyzes their strengths and weaknesses.    
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1. Introduction 
Online classified ad portals, such as ebay.com and craigslist.org, have garnered a strong and loyal user base in the 
past few years that regularly visits these portals for selling/purchasing of a wide variety of items. The contents 
posted on these portals, however, are typically in unstructured and ungrammatical form; thus making the searching 
of relevant information quite difficult [1]. For example, currently users cannot perform the following and similar 
queries on the craigslist website: “find all 2004 Toyota with price between $3000 to $5000 and mileage between 
100K to 125K”. The inability to perform searches like these is due to a lack of semantics associated with data posted 
on these portals.      
The semantic web technologies, such as RDF/OWL, provide a mechanism to add semantics to online information 
sources and thus allow users to perform structured query on them. Much of the research in this area has been 
focused on extracting information from varying type of data sources including news, email, Wikipedia, internet 
classified ads, etc. A good survey of the reported techniques is presented by Leander et al. [2]. Due to successful use 
of ontologies in knowledge representation, a lot of attention has also been given to ontology based semantic 
annotation as it helps in making the application independent from domain knowledge and easily extensible. 
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Recently, several tools have been proposed to automate the semantic annotation of unstructured and ungrammatical 
data sources. The list includes BYU [3], ontoX [4], Phoebus [5] and BNOSA [6-7].  
The paper presents BNOSA (Bayesian Network and Ontology based Semantic Annotation) framework and 
compares its performance with Phoebus. Both frameworks target online ad portals but use different techniques for 
semantic  annotation.  The  work  is  an  extension  of  our  earlier  work  in  which  we  compared  the  performance  of  
BNOSA with ontoX [8]. 
The rest of the paper is organized as follows. Section 2 provides a brief overview of BNOSA and Phoebus while 
Section 3 analyzes their differences in terms of knowledge representation and information extraction. The 
performance of both frameworks on the same data sets is analyzed in Section 4.  Finally, Section 5 concludes the 
paper and provides future research directions. 
2. Semantic Annotation Frameworks 
2.1. BNOSA: Bayesian Network and Ontology based Semantic Annotation 
BNOSA is a semantic annotation framework that extracts and annotates information from unstructured and 
ungrammatical domains. It employs ontology as well as Bayesian networks (BN) to support this activity. The 
information extraction in BNOSA is conducted in two phases: 
Phase-I: This phase utilizes different constructs of ontology such as classes, object properties and data type 
properties for information extraction. It also stores additional information in owl:AnnotationProperty elements. The 
additional information consists of context keywords and value constraints. 
x Context Keywords:  The context keywords help in finding the location of relevant information in a corpus. 
x Constraints: Constraints are used to narrow down the range of possible values belonging to an attribute. Standard 
data types are used to define such ranges. For example, int data type specifies that the value is of integer type, 
float data type specifies that the value is of float type, and so on. BNOSA applies pattern matching rules for all 
instances of a string type attribute. All such instance values are stored in the comment section of the ontology. 
Once information is specified in the ontology, Phase-I generates rules for each data type at run time. The context 
keywords are located first and then with the help of the generated rules, data within the neighbourhood of context 
keywords is searched. The extracted data is assigned to the corresponding attribute.  
Phase-II: As a result of Phase-I, if more than one value is assigned to an attribute or no value is extracted at all 
then Bayesian networks are used in Phase-II for conflict resolution and missing value prediction. Phase-II is mainly 
divided into two modules: Bayesian network learning module and prediction module. 
x Learning Module: This module is used offline to learn the corresponding Bayesian network. It first performs 
data pre-processing (discretization of continuous data and removal of incomplete records), and then learns the 
probabilistic relationships among attributes by learning the structure and parameters of a BN.  
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x Prediction Module: If there are missing and/or conflicting values in the extracted data set then this module uses 
Bayesian inference mechanism to predict missing values and to resolve conflicts. In case of missing values, all 
the non-missing/non-conflicting values are considered as hard evidence and the posterior marginal probability of 
the missing attribute is computed. The value with the highest probability replaces the missing value if it satisfies 
a threshold value.  In case of multiple values belonging to an attribute (conflict resolution), the attribute’s value 
is considered missing and all the non-missing/non-conflicting values are entered as hard evidences in the BN. 
The posterior marginal probability of this attribute is computed next. Among the multiple extracted values, the 
value with the highest posterior probability is selected as the winner and is assigned to the corresponding 
attribute. 
2.2. Phoebus 
Michelson and Knoblock [5] present a semantic annotation system, called Phoebus, to annotate unstructured web 
data sources. It exploits a collection of known entities and their common attributes, called reference set, to support 
this task. The reference sets for each domain is constructed via web scrapping of certain online data sources. The 
complete semantic annotation process of Phoebus is conducted in two steps. The first step aligns a post to the best 
matching record from the reference set, while the second step annotates the tokens in the post with the 
corresponding attributes’ labels.  
Step-1: This step, called record linkage, matches a given post with members of the reference set that are similar 
to it. Several similarity scores are computed during this matching process and are passed to (an already learned) 
support vector machine that labels each of the candidate members as either a match or non-match to the post. The 
attributes of the matched member are added as annotation to the post (in addition to the annotation of post’s tokens 
which is done in Step 2). This last sub-step aids in adding any missing information to the post.    
Step-2: This step annotates the information given in the post header with the attributes of the matched member 
found in Step 1. Several similarity score metrics are computed and several support vector machines, learned 
beforehand, are applied at this stage.  Each SVM classifies whether a token belongs to a particular attribute or not. 
At  the  end  of  this  step,  each  token  of  the  post  is  expected  to  be  annotated  as  Junk  or  with  the  label  of  the  
corresponding attribute, such as Honda to Make, Accord to Model, etc.   
3. Comparative Analysis 
This section compares the knowledge representation and information extraction mechanisms of Phoebus and 
BNOSA and highlights the key differences as well as their strengths and weaknesses.  
3.1. Knowledge Representation and Data Preparation 
Before extracting the relevant information from unstructured and ungrammatical data sources, both frameworks 
need to store and represent knowledge about the problem domain in some manner. Similarly, to use machine 
learning techniques, both frameworks need to learn those models beforehand. The following highlights the key 
differences between the selected frameworks in terms of their knowledge representation mechanism and data 
required for machine learning.  
x BNOSA captures the schema of a problem domain with the help of ontology. This ontology/schema is built while 
keeping in mind the typical queries generated by users in a particular problem domain. For instance, when 
searching for a used car, a user is generally interested in its make, model, color, year, price, mileage, etc. Thus, 
all such attributes are added to the schema. Phoebus, on the other hand, builds the schema of the reference set by 
automatically scrapping online sources which contains specification of the objects belonging to a particular 
domain. For example, Phoebus builds reference set for car domain from edumnds.com which contains fixed 
(time-invariant) specification, such as make, model, trim and year of most of the manufactured cars. The main 
advantage of this approach is that it helps in filling the missing value in a post as well in standardizing the 
annotated values. A drawback, however, is that time-varying information, such as mileage, color, price, etc., are 
not part of the reference set and thus are not predicted by Phoebus during the extraction. It defines regular 
expression to identify and extract such attributes but if it does not find them, it does not predict them. Thus, the 
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applicability of Phoebus is dependent upon the availability and the completeness of the reference set and how 
much the domain relies on time-invariant information. BNOSA on the other hand, treats all attributes (either 
time-invariant or time-varying) equally but its way of manually storing all the instances of a string data type 
attribute in comment section of the ontology may become inefficient for attributes having a very large number of 
instances (possible values).  
x Both Phoebus and BNOSA require sufficient data to learn support vector machines and Bayesian networks, 
respectively before these machine learning techniques can be used during the extraction phase. Phoebus utilizes 
support vector machines to identify the best match of a given post from the reference set and also to align the 
post’s tokens with attributes of the schema. BNOSA uses Bayesian networks for missing value prediction and 
conflict resolution. In the absence of any standardized data set, a manually verified data set is thus required to 
learn a Bayesian network and support vector machines.   
3.2. Information Extraction 
Once the schema (either in the form of ontology or reference set) has been defined, it is utilized during the 
information extraction phase. The major difference in the information extraction mechanism of Phoebus and 
BNOSA is listed below: 
x BNOSA performs extraction in two phases. In the first phase, it uses context keywords and regular expressions, 
generated at run-time with the help of ontology constructs, to extract relevant attributes. If there are missing 
values  and/or  more  than  one  value  is  extracted  for  a  single  attribute  then  Phase-II  uses  Bayesian  networks  to  
predict the missing values and/or to resolve conflicts. Phoebus, on the other hand, calculates several record-level 
and field-level score metrics and uses support vector machine to find the best match of the post from the 
reference set and to align post’s tokens with the attributes of the schema. It claims to handle spelling mistakes as 
well during this process. Although no run-time comparison has been made, it is our belief that computation of 
several score metrics and searching of a large reference set would make Phoebus’ extraction process slower than 
the one adopted by BNOSA which searches for relevant data within the neighborhood of context keywords using 
regular expressions. The quality of context based searching, however, is very much dependent upon the fullness 
of context keywords.  
x As discussed earlier, Phoebus fills the (time-invariant) missing attributes using the information available in the 
best matched member of the reference set. However, it does not aim to predict time-varying missing data, such as 
price, mileage, etc.;  although it  extracts this information if it  is available in the post.  On the contrary, BNOSA 
tries to predict all the missing attributes using the probabilistic relationship captured in the form of a Bayesian 
network. 
x During the extraction process, if more than one members of the reference set are declared matched by support 
vector machines then Phoebus picks the one randomly. BNOSA, on the other hand, uses the Bayesian network to 
resolve conflicts. 
x Currently, Phoebus extracts data from the header of a post and does not scan its body. This increases the chances 
of missing out on relevant information as many users do not provide all the information in the header. In contrast, 
BNOSA scans the complete post for the relevant information.     
4. Experimental Results 
This section analyzes the extraction results of BNOSA and Phoebus. To keep the results consistent and 
comparable, BNOSA is applied on the same data sets as used by Mathew and Knoblock [5] to test the performance 
of Phoebus. The data sets consist of car posts from craigslist website (www.craigslist.org) and hotel posts from 
biddingfortravel website (www.biddingfortravel.com). The hotel data contains 1125 posts whereas the car data 
contains 2568 posts. As is done in [5], 30% of the posts for hotel and 10% of the posts for car are treated as training 
data to learn the Bayesian network. The extraction results are analyzed using Recall and Precision as:  
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where CorrectMatches is the total number of matches correctly done by the respective framework,  
PossibleMatches is the total number of values of an attribute that exist in the data set and TotalMatchesMade is the 
total number of extraction of an attribute made by the framework.  The extraction results of the both annotation 
frameworks for car and hotel domains are shown in Figures 4 and 5, respectively.  
The schema of car domain consist of Make, Model, Price, Transmission Mode, Trim, Mileage, and Year  
attributes where as the schema of hotel domain consist of HotelName, LocalArea, Price and StarRating attributes. It 
can be seen from the figures that the extraction results of both Phoebus and BNOSA are quite similar for most of the 
attributes.  In  fact  BNOSA  has  a  higher  precision  ratio  in  most  of  the  cases.  In  few  places,  however,  there  is  a  
noticeable difference in the performance of both frameworks. This difference is primarily due to the way string and 
numeric attributes are extracted by both frameworks. For numeric data, BNOSA has a similar performance level (or 
even better in few instances) when compared to Phoebus. The improve BNOSA’s performance in certain cases, such 
as StarRating and Year, can be attributed to the right choice of context keywords and extremely low ratio of 
conflicting/confusing information in the neighborhood of these keywords. The places where these conditions do not 
hold, such as HotelPrice, BNOSA performance is slightly inferior to that of Phoebus.  
For attributes with string data type, BNOSA has a slightly inferior recall ratio (but better precision) than Phoebus. 
This is due to the fact that BNOSA stores all possible instances of a string type attributes, such as HotelName, Area, 
CarMake, CarModel, etc. in the ontology. As the number of instances grow extremely large, the approach becomes 
inefficient. Phoebus, on the other hand, compares the relevant tokens belonging to string attributes with the entries 
in the reference set using certain similarity measures and thus has a better recall ratio for such attributes. This 
advantage, however, may come at the cost of more computation time as the process requires searching a large 
reference database and computing several similarity metrics before suggesting a value. Overall, it can be said that 
both BNOSA and Phoebus have a similar performance on the selected data sets and their performance can be 
improved further by combining their better/superior features.  
5. Conclusion 
The paper compared the knowledge representation and information extraction capabilities of two semantic 
annotation frameworks: Phoebus and BNOSA. Phoebus uses reference sets to store domain knowledge whereas the 
same task is performed by BNOSA with the aid of ontology. Both make use of different machine learning 
techniques (Bayesian networks and support vector machines) to enhance the extraction process but apply them in 
different contexts. They also differ in the way information is extracted, conflicts are resolved and missing values are 
predicted. Experiments were conducted on the same data sets to analyze the strengths and weaknesses of both 
frameworks. The results suggested that both frameworks have very similar recall and precision ratio in general. 
BNOSA, however, has a slight advantage when it comes to extracting numeric data due to its ability to predict time-
varying attributes while Phoebus has a more robust procedure to handle string data. The future work would focus on 
comparing these and other frameworks on many large data sets as well as on combining their strong features.    
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