This paper is devoted to a study of parametrizations of symmetric orthogonal multifilter banks with different filter lengths. To construct symmetric orthogonal multifilter banks {H, G} which generate balanced multiwavelets of multiplicity 2, the filter lengths of the rows of H, regarded as the scalar filters, must be different. In this paper, complete factorizations of symmetric orthogonal multifilter banks with different filter lengths are obtained. Based on these factorizations, construction of balanced multiwavelets with good approximation and smoothness properties are discussed.
Introduction
A column vector of functions = (ψ 1 , ψ 2 ) T is called an orthonormal multiwavelet of multiplicity 2 if ψ 1 (2 j x − k), ψ 2 (2 j x − k), j, k ∈ Z, form an orthonormal basis of L 2 (R). The construction of multiwavelets is associated with the construction of scaling functions. A column vector of functions = (φ 1 , φ 2 ) T is called an orthonormal scaling function if the integer shifts φ 1 (· − k), φ 2 (· − k), k ∈ Z, form an orthonormal basis of their closed linear span in L 2 (R) and is refinable, i.e., satisfies the refinement equation
for some 2 × 2 matrices h k . A necessary condition for to be an orthonormal scaling function is that H(ω) = k∈Z h k e −ikω is a matrix Conjugate Quadrature Filter (CQF) (see e.g., [3] ), i.e., 2) where H * denotes the Hermitian adjoint of H and I 2 denotes the 2 × 2 identity matrix. We use 0 2 to denote the 2 × 2 zero matrix. If is an orthonormal scaling function with matrix filter H, and G = k∈Z g k e −ikω is a matrix filter satisfying
H(ω)H * (ω) + H(ω + π)H
3)
then defined by
is an orthonormal multiwavelet (see [6] ). In this case, we say H, G generate the scaling function and multiwavelet . The pair {H, G} is called a multifilter bank. For matrix filters H, G, if they satisfy (1.2), (1.3) and (1.4), then {H, G} is said to be orthogonal. For a matrix filter H, it is called causal if h k = 0, k < 0, and is a finite impulse response (FIR) filter if there exists a positive integer N such that h k = 0, |k| > N. Let H, G be two FIR matrix filters. Suppose H is also causal, i.e., the coefficients h k of H satisfy h k = 0 if k < 0 or k > N for some positive integer N. Let T H be the matrix defined by 6) where A j is the 4 × 4 matrix defined by
and h κ−j ⊗ h κ denotes the Kronecker product of h κ−j , h κ . Then the solution of (1.1) is an orthonormal scaling function and defined by (1.5) is an orthonormal multiwavelet if and only if {H, G} is orthogonal and H(0) and T H satisfy Condition E (see [9] ). A matrix B is said to satisfy Condition E if the spectral radius of B is 1, 1 is the only eigenvalue on the unit circle and 1 is simple. Therefore to construct orthonormal multiwavelets, we need only to find orthogonal matrix filters H, G with H(0) and T H satisfying Condition E. The general procedure to construct multiwavelets with good approximation and smoothness properties is: first we construct a matrix filter H such that H is a matrix CQF with H(0) and T H satisfying Condition E and the corresponding scaling function having good approximation and smoothness properties, then we construct the matrix filter G such that G satisfies (1.3) and (1.4). Then defined by (1.5) is an orthonormal multiwavelet with good approximation and smoothness. In practice, in the design of filter banks with some special properties, the parametrization of the FIR orthogonal systems are of fundamental importance (see [17, 18] and references therein). Based on the lattice structures of M × M causal FIR orthogonal systems, a parametric expression for causal FIR orthogonal multifilter banks was obtained in [9] . In [9, 13] , the explicit expressions for a group of symmetric causal FIR orthogonal multifilter banks were presented, and in [10] the completeness of the M-channel symmetric orthogonal multifilter banks was discussed.
Symmetric (linear phase) property of filters are very important in image applications. For symmetric filters, symmetric extension transforms of the finite length signals can be carried out, which will improve the rate-distortion performance in image compression (see e.g., [16, 19] ). For a multifilter bank, since the input are vector signals, it is also required that the corresponding multiwavelet be balanced (see [11] ). A multiwavelet is said to be balanced if the corresponding scaling function satisfies
(In this case, we also say that is balanced.) The symmetric multifilter banks provided in [9, 13] will generate scaling functions and multiwavelets with all components of , having the same symmetric center and the first components of , symmetric and the other components antisymmetric. Thus (0) = (1, 0) T and cannot be balanced. It was shown in [10] that there is no orthonormal scaling function = (φ 1 , φ 2 ) T and orthonormal multiwavelet = (ψ 1 , ψ 2 ) T such that φ j , ψ j have the same symmetric center n + 1 2 for some integer n and that both φ 1 and φ 2 have the same symmetry. Thus to construct symmetric and balanced = (φ 1 , φ 2 ) T , φ 1 , φ 2 must have different symmetry centers. The purpose of this paper is to give a parametrization of orthogonal filters for such types of orthonormal scaling functions and multiwavelets.
In Section 2, we will discuss symmetric orthogonal multifilter banks with corresponding scaling function and multiwavelet such that φ 1 and φ 2 are symmetric at γ /2 and (γ + 1)/2, respectively, and ψ 1 , ψ 2 are symmetric/antisymmetric at (γ + 1)/2 for some γ ∈ Z + \{0}. Equivalently we discuss causal FIR orthogonal filters γ H, γ G satisfying (see e.g., [10] ) 8) for some a j , b j ∈ R and h j = 0, j < 0, j > 2γ + 1. Note that when we regard the rows of [h 0 , . . . , h 2γ +1 ] as two scalar filters, they are symmetric and their lengths are both odd integers but not the same (4γ − 3 and 4γ + 1, respectively). We find that when we construct the scaling functions and multiwavelets based on these filters, we cannot get smooth scaling functions and multiwavelets with small supports. For these reasons, we also discuss orthogonal filters γ H, γ G with the coefficients h j of γ H having the form
for some a j , b j ∈ R, h j = 0, j < 0, j > 2γ + 1, and the coefficients g j of γ G having a similar form. The corresponding scaling functions and multiwavelets are not symmetric or antisymmetric. However as scalar filters, the rows of
are symmetric and antisymmetric (linear phase filters), respectively, which is more important than the symmetry of , in image applications. This type of multifilter banks was introduced in [14] and some examples are constructed there. Clearly the filter lengths of the rows of [h 0 , h 1 , . . . , h 2γ , h 2γ +1 ] are both even integers but not the same. In Section 3, we provide a complete factorization of these orthogonal filters. In Section 4, we construct some scaling functions and multiwavelets based on the parametric expressions of the multifilter banks provided in Sections 2 and 3. We find we can construct smooth scaling functions and multiwavelets with small supports using the filters provided in Section 3.
In this paper, we use O(2) to denote the set consisting of all 2 × 2 orthogonal matrices. Any element in O(2) can be written as r θ or −r θ D 0 for some θ ∈ R, where
For a positive integer n, let I n denote n × n identity matrx, and let J n denote the n × n exchange matrix with ones on the anti-diagonal. For s 0, we use W s (R) to denote the Sobolev space consisting of all functions f with (1
In this paper all scaling functions, multiwavelets, and the filter coefficients of multifilter banks discussed are real.
Symmetric orthogonal multifilter banks with odd filter lengths
In this section, we discuss the parametrization of the orthogonal filters γ H, γ G satisfying (1.7). In (1.7), the choice of s j = +1 (or s j = −1) means that ψ j is symmetric (or antisymmetric) at (γ + 1)/2. The next proposition shows that we can only construct with one component symmetric and the other component antisymmetric. 
Since { γ H, γ G} is orthogonal, the matrix in the left-hand side of the above equation is unitary. Hence it is invertible. Thus we have 
This implies that the trace of diag(I 2 , s 1 , s 2 ) equals that of diag(
In the following we choose s 1 = 1, s 2 = −1. In this case one can check directly that γ G satisfies (1.7) if and only if the coefficients g j of γ G have the form
are symmetric and antisymmetric, respectively. As the M × M causal FIR orthogonal systems, it is expected that γ H, γ G can also be factorized as
2)
causal FIR orthogonal multifilter bank, and B is a 4 × 4 projection matrix, i.e., B satisfies
If γ H satisfies (1.7), or equivalently γ H has the form (1.8), then the first row of γ H is a polynomial of e −iω of degree not greater than 2r − 1. 
where b is a 3 × 3 projection matrix. Denote
By a direct calculation, one has the following lemma. 
Proof. (i) follows from the fact that B θ is a projection matrix and R θ is a unitary matrix; and (ii) follows from Lemma 2.1 and a direction calculation.
If causal FIR orthogonal filters γ H, γ G can be written as 
In this way, it is reasonable to expect that γ H, γ G can be factorized as 
where z = e iω , α j = ±1, 0 j 2, θ 0 ∈ [−π, π). 
being a 2 × 2 orthogonal matrix, i.e.,
Therefore 0 H, 0 G are given by (2.9).
Clearly if 0 H, 0 G are causal FIR orthogonal filters given by (2.9), then γ H, γ G defined by (2.8) are causal, FIR and orthogonal, and satisfy (1.7). The next theorem shows that any such a multifilter bank can be factorized in the form of (2.8). k r with 0 H, 0 G given by (2.9) for some θ 0 .
Proof. "⇐": The direct part follows from Lemmas 2.2, 2.3.
"⇒": For the proof of the converse part, we show the above factorization by induction on the order γ . We show that any causal FIR orthogonal multifilter bank { γ H, γ G} satisfying (1.
For γ = 1, it is easily verified that
This together with the facts that B θ 1 is a projection matrix and that R θ 1 is a unitary matrix implies that 0 H, 0 G defined by 10) are orthogonal and satisfy (2.7). Thus we need only to show that 0 H, 0 G given by (2.10) are causal for some θ 1 . The second term on the right-hand side of the second equation is responsible for any possible noncausality. In particular, the noncausal part of the second term is given by
where h j , g j are the matrix coefficients of 1 H, 1 G. Note that
where the choice of l 
For the case γ 2, since V θ γ (z) satisfies (i) and (ii) in Lemma 2. 11) are orthogonal and satisfy (1.7) for γ −1. Thus we need only to show that γ −1 H, γ −1 G defined by (2.11) are causal for some θ γ . Note that
Thus the terms in γ −1 H, γ −1 G responsible for the noncausality are 
Therefore to show that γ −1 H, γ −1 G are causal, we need only to show that there is a θ γ such that
where
where A, C are 3 × 3 matrices and v 3 is a 3 × 1 vector. To complete the proof, it is enough to show show for the case γ = 1, that there exists a θ 1 such that 12) and for the case γ 2, that there exists a θ γ such that
Since γ H, γ G have the forms (1.8), (2.1), one has
where J 3 is the 3 × 3 exchange matrix defined in the introduction. By the orthogonality, 
That is, by (2.14),
Thus we have
Since we have proved L .13), and the proof of Theorem 2.1 is complete.
Symmetric orthogonal multifilter banks with even filter lengths
In this section, we will discuss orthogonal multifilter banks { γ H, γ G} with γ H having the form of (1.9) and γ G having similar properties. One can obtain that (1.9) is equivalent to
Suppose that γ G satisfies (3.2) , respectively, then s 1 = s 2 = −1.
In the following we discuss factorizations of { γ H, γ G} with γ H and γ G satisfying (3.1) and (3.2), respectively. Here we discuss the factorizations for the case = 2 for simplicity. In this case the orthogonal filters satisfy
One can check directly that if γ G satisfies (3.3), then its coefficients g j have the following form 
Then one has
= diag(I 2 , −I 2 ). (3.6) are orthogonal and satisfy
For a causal FIR orthogonal filter bank { γ −1 H, γ −1 G} satisfying (3.8), we have the following result about its factorization obtained in [10] .
Theorem 3.1 [10]. A causal FIR filter bank { γ −1 H, γ −1 G} is orthogonal and satisfies (3.8) if and only if it can be factorized as
where w 0 , v 0 ∈ O(2), and
Therefore, by Theorem 3. Proof. The direct part follows from the above derivations. For the proof of the converse part, by Theorem 3.1 and the above derivations, we need only to show that γ −1 H ∨ , γ −1 G ∨ defined by (3.6) are causal, i.e., to show that
The sign choices in the definition of b 0 provide the sign choices in the above equation. Here h j , g j are the matrix coefficients of γ H, γ G. Let η j denote the jth row of
Then what we need to show is that
, for otherwise, (3.11) holds automatically. By the orthogonality,
Note that in this case
Thus (3.12) is equivalent to
Therefore rank(E) = 1, and E can be written as E = ηv T , η ∈ R 4 \{0}, v ∈ R 2 with v 2 = 2. By (3.13) again, we have that v T diag(1, −1)v = 0. Thus v = (±1, ±1) T . Therefore η 2 = ±η T , η 4 = ±η T and (3.11) holds true. The proof of Theorem 3.2 is complete.
Multiwavelets with good regularity
In this section, we construct multiwavelets with good approximation and smoothness properties based on the parametric expressions of the orthogonal filter banks provided above. For a given FIR matrix filter H, if there exists a positive integer k and some 1 × r vectors y j , 0 j < k with y 0 = 0, such that
for all 0 j < k, we say that H has the sum rules of order k or H satisfies the vanishing moment conditions of order k. Here D j H(ω) denotes the matrix formed by the jth derivatives of the entries of H(ω). For an FIR matrix filter H, if H generates an orthonormal scaling function , then has accuracy of order k if and only if H has the sum rules of order k (see e.g., [4, 5, 8, 12] ). For a vector = (φ 1 , φ 2 ) T , we say has accuracy of order k provided polynomials of degree up to k − 1 can be reproduced by the integer shifts
If is orthonormal, then y T 0 is also a right 1-eigenvector of H(0) (see [9] ). On the other hand, (0) is also a right 1-eigenvector of H(0). Thus y T 0 = (0) (up to a nonzero constant). Therefore to construct a balanced multiwavelet, the corresponding y 0 must be the vector (1, 1) .
be the orthogonal filters given by (2.8) with γ = 1 and the choice + in B θ 1 . In this case h ij , g ij are given by
For the choices of α 0 = α 1 = 1, α 2 = −1, and θ 0 := arcsin(4/5), θ 1 := −π/4, the corresponding , are in W 1.5− (R) for any > 0 and has accuracy of order 2 (see [7] ). is the scaling function constructed in [2] and diag(−1, 1) is the multiwavelet constructed in [1] . Let γ H be the filter given by (2.8). There are γ + 1 free parameters for γ H. However γ H does not satisfy the sum rules of order 1. In order that γ H satisfy the sum rules of order 1, we need to solve some equations and reduce some parameters. For example, for γ = 2, 3, there is only one free parameter left if 2 H, 3 H have the sum rule of order 1 with y 0 = (1, 1) , and we cannot construct smooth balanced multiwavelets based on 2 H and 3 H. Suppose γ H, γ G are the orthogonal filters defined by (3.10). Then γ H(0), γ H(π) are determined by w 0 and it is easy to verify that γ H has the sum rules of order 1 if and only if w 0 is r −π/4 or −r 3π/4 D 0 and y 0 = (1, 1) . Thus there are γ free parameters for γ H with the sum rules of order 1. We find it is easier to construct balanced multiwavelets with high accuracy and good smoothness if we use these filters. In the following we focus on the construction of balanced multiwavelets based on the parametric expression given by (3.10).
Example 4.2. Let 2 H, 2 G be the orthogonal filters defined by (3.10) with γ = 2. Then the matrix coefficients h 0 , . . . , h 5 , g 0 , . . . , g 5 of 2 H, 2 G have the forms of (1.9) and (3.4). Here we choose w 0 to be r −π/4 , v 0 and u 1 to be r β and r θ 1 , respectively, and ± in B 0 to be +. In this case a j , b j , c j , d j in (1.9) and (3.4) are given by (7, 9) . Here and in the following we use the smoothness estimate for scaling functions provided in [7] . Fig. 2.) We can also construct other balanced multiwavelets with high accuracy and good smoothness if we use other choices of ± in B 0 or in v 0 , u j . Here we do not give the details.
