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ABSTRACT
Using an asymptotic expansion, a balancemodel is derived for the shallow-water equations (SWE) on the
equatorial b plane that is valid for planetary-scale equatorial dynamics and includes Kelvin waves. In
contrast to many theories of tropical dynamics, neither a strict balance between diabatic heating and
vertical motion nor a small Froude number is required. Instead, the expansion is based on the smallness of
the ratio of meridional to zonal length scales, which can also be interpreted as a separation in time scale.
The leading-order model is characterized by a semigeostrophic balance between the zonal wind and me-
ridional pressure gradient, while the meridional wind y vanishes; the model is thus asymptotically non-
divergent, and the nonzero correction to y can be found at the next order. Importantly for applications, the
diagnostic balance relations are linear for winds when inferring the wind field from mass observations and
the winds can be diagnosed without direct observations of diabatic heating. The accuracy of the model is
investigated through a set of numerical examples. These examples show that the diagnostic balance re-
lations can remain valid even when the dynamics do not, and the balance dynamics can capture the slow
behavior of a rapidly varying solution.
1. Introduction
A popular view of tropical dynamics is the equatorial
wave theory of Matsuno (1966), where the dynamics is
described by the normal modes of the linearized primitive
equations on the equatorial b plane. In addition to the
inertia–gravity andRossby wavemodes that are also found
in midlatitudes, the equatorial region also admits mixed
Rossby–gravity (MRG) waves and Kelvin waves. A fun-
damental feature of these special equatorial waves is that
they are equatorially trapped with a meridional extent
characterized by the equatorial Rossby radius of de-
formation LR5
ﬃﬃﬃﬃﬃﬃﬃ
c/b
p
, where c is the gravity wave speed
and b’ 2.33 10211m21 s21 is the gradient of the Coriolis
parameter at the equator.Gill (1980) examined the tropical
circulation induced by a steady heat source near the
equator, and found that the response can be interpreted in
terms of Kelvin andRossbywaves (see alsoWebster 1972).
The equatorial wave theory is currently used as the
theoretical basis for a host of phenomena in the tropics,
such as the El Ni~no–Southern Oscillation, the quasi-
biennial oscillation, and the Madden–Julian oscillation
(MJO; e.g., Baldwin et al. 2001; Kiladis et al. 2009). This
view is further corroborated by many observational
studies where structures resembling equatorial waves
are found; for example, Wallace and Kousky (1968)
identified planetary-scale Kelvin waves in the equatorial
lower stratosphere from radiosonde data. More recently,
spectral analysis of proxies for deep tropical convection
(e.g., outgoing longwave radiation and precipitable wa-
ter; Wheeler and Kiladis 1999; Roundy and Frank 2004),
provides ample evidence of convectively coupled equa-
torial waves. In addition to convection, equatorial waves
can also be excited via lateral coupling with extra-
tropical dynamics (Zhang and Webster 1992; Zhang
1993; Hoskins and Yang 2000).
An alternative view of equatorial dynamics is one that
is based on the scale analysis of Charney (1963), who
concluded that synoptic-scale motions in the tropics are
quasi horizontal and quasi nondivergent, in the sense
that the horizontal divergence is typically much smaller
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than the vorticity, even more so than in the midlatitude
quasigeostrophic theory. This balanced, quasi-nondivergent
view of equatorial dynamics appears to be at odds with
the traditional equatorial wave theory, where convec-
tion or coupling with the extratropics generates di-
vergent flow in the form of equatorial waves. However
in an analysis of data from the Tropical Ocean and
Global Atmosphere Coupled Ocean–Atmosphere Re-
sponse Experiment (TOGACOARE), vortical motions
were indeed found to dominate over divergent motions
even at scales up to 2000 km (Yano et al. 2009); this is
particularly so during MJO events, where convection is
active. For these reasons Yano and Bonazzola (2009)
argued that the convectively coupled equatorial waves
may be reinterpreted in the framework of balanced
(quasi nondivergent) dynamics, and the balanced dy-
namics may have a larger regime of validity than the
scalings suggest.
The best known diabatic balance model for the tropics
is the weak temperature gradient (WTG) model of Sobel
et al. (2001), which is based on the shallow-water equa-
tions (SWE). Like many theories of tropical dynamics
(e.g., Held and Hoskins 1985), it is characterized by a di-
agnostic balance between the horizontal divergence and
mass source–sink (the analog of diabatic heating), which
is denoted by Q:
H(ux1 yy)5Q , (1)
whereH is the fluid depth at rest. [In this and subsequent
equations, the x and y (and t) subscripts represent de-
rivatives with respect to x and y (and t), respectively
(except in variables Ly and Lx)]. The above balance has
also been referred to as the ‘‘free-ride balance’’ by
Fraedrich and McBride (1989). This truncation of the
continuity equation filters out fast inertia–gravity waves
(IGW) while retaining the slow, advective, balanced
dynamics. Although the scaling underlying the WTG
model is formally valid only on the mesoscale (Sobel
et al. 2001; Majda and Klein 2003), the model has been
used to study synoptic- and planetary-scale dynamics
(e.g., Polvani and Sobel 2002; Bretherton and Sobel
2003; Zhou and Sobel 2006), and has been shown to be in
qualitative agreement with previous work on the Gill
model (Gill 1980) and Hadley circulation (e.g., Hsu and
Plumb 2000).
The WTG model can be considered to be a diabatic
generalization of the Charney (1963) model. However
a crucial point is that the scaling does not require the
divergence to be small (although of course there is a
quasi-nondivergent regime). Instead, the key assump-
tion to obtain a balance model is the constraint in
Eq. (1). Because of this, applying the WTG model to
large-scale dynamics cannot be entirely satisfactory as it
filters out Kelvin waves along with IGW: in the adiabatic
case, the balance relation in Eq. (1) reduces to ux1 yy5 0,
which is not satisfied by Kelvin waves. As Kelvin waves
are fast on the subsynoptic scale, they should indeed be
filtered in a balance model for those scales; on the other
hand, Kelvin waves play a central role in low-frequency
variability at the planetary scale (Wheeler and Kiladis
1999). Moreover, as pointed out by Delayen and Yano
(2009), quasi nondivergence does not necessarily pre-
clude Kelvin waves.
In this paper, we show that it is possible to construct
a balance model for tropical planetary-scale dynamics
that encompasses the low-frequency equatorial wave
theory while remaining quasi nondivergent. The term
‘‘balance’’ is used henceforth to more generally describe
the slow component of a geophysical model, while
‘‘balance model’’ is the simplified model that retains
only the slow dynamics [for a more thorough discussion
see Warn et al. (1995)].
Chan and Shepherd (2013, hereafter CS13) consid-
ered the SWE on the equatorial b plane, and showed
that a family of balance models can be derived based on
the modified asymptotic method of Warn et al. (1995).
Their approach is based on the anisotropy of planetary-
scale flows, and thus uses the ratio of meridional to zonal
length scales (i.e.,Ly/Lx5  1) as the small parameter.
When nonlinearity is weak, the leading-order model
corresponds to the linear theory for equatorial long
waves and retains equatorial Rossby and Kelvin waves.
In addition, the model suggests that the divergence in
the slow dynamics is smaller than the vorticity by a fac-
tor of . These results are in agreement withDelayen and
Yano (2009), who suggested that the traditional long-
wave model can potentially be reinterpreted within such
an asymptotically nondivergent framework; however
with the anisotropic approach the smallness of the di-
vergence is not used as a balance constraint, thus al-
lowing Kelvin waves in the balance model.
Our work here builds on the results of CS13 by in-
cluding a mass source into the shallow-water equations.
In section 2, we derive the corresponding diabatic
longwave balance model using the slaving method.
In particular, we show that the slow time scale for the
fully nonlinear regime considered by CS13 can be re-
interpreted as an advective time scale. The dynamics of
the longwave balance model are explored through the
classical Gill problem in section 3, and in section 4 we
compare the longwave balance model to the classical
WTG model. In section 5 we further explore the
longwave balance model by considering a case where
a steady mass source generates an unsteady flow with
periodic shedding of vortices.
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2. Derivation of the diabatic longwave balance
model
We start with the shallow-water equations on the
equatorial b plane, with the inclusion of Rayleigh drag
in the momentum equations and a source Q in the mass
equation:
ut1 uux1 yuy2byy1 ghx52au , (2a)
yt1 uyx1 yyy1byu1 ghy52ay , (2b)
ht1uhx1 yhy1 h(ux1 yy)5Q , (2c)
where a is the damping coefficient. We adopt Rayleigh
friction here to aid comparison with classical studies such
asGill (1980) and Sobel et al. (2001), andwenote a can be
set to 0 without affecting the subsequent derivation.
a. Nondimensionalization
We can nondimensionalize the system in the following
manner:
x5Lx~x, y5Ly~y, t5
1

ﬃﬃﬃﬃﬃ
bc
p ~t,
(u, y)5U(~u, ~y), and h5H ~h . (3)
We expect the meridional scale Ly to be set by the
equatorial Rossby radius of deformation LR5
ﬃﬃﬃﬃﬃﬃﬃ
c/b
p
.
With a typical value of c ’ 50m s21, we have LR5ﬃﬃﬃﬃﬃﬃﬃ
c/b
p
’ 1500 km and the inertial period 1/
ﬃﬃﬃﬃﬃ
bc
p
is ap-
proximately 8 h. The quantity  is the anisotropy
parameter defined as 5 Ly/Lx, and we take  1 to be
the key small parameter in our asymptotic expansion.
For the first zonal mode, Lx is the circumference of the
earth (’40 000 km), which results in  ’ 0.038 and
a corresponding time scale of approximately 9 days. The
parameter  is related to the equatorial Rossby number
Ro5U/
ﬃﬃﬃﬃﬃ
bc
p
Lx and Froude number Fr 5 U/c via
[
Ly
Lx
5
Uﬃﬃﬃﬃﬃ
bc
p
Lx
c
U
5
Ro
Fr
. (4)
We consider both Fr 5 1 and Fr 1 depending on the
degree of nonlinearity. Though we set the Froude
number in both cases, the former is in fact a more gen-
eral scaling assumption as it makes less assumption re-
garding the size of various terms, and the Fr 1 limit is
a regular rather than a singular approximation as it does
not affect the order of the system. Our study is thus
different from many other equatorial theories (such as
Charney 1963) that rely heavily on a small Froude
number to obtain the balance reduction, whereas in our
case the key singular perturbation parameter is the
anisotropy . With Eq. (4), the time scale can be re-
written as
1

ﬃﬃﬃﬃﬃ
bc
p 5Lx
c
5
U
c
Lx
U
5Fr3 tadv . (5)
Thus, if Fr 5 1, the time scale is simply an advective
time scale tadv. In this case Eq. (5) can alternatively be
written as
1/
ﬃﬃﬃﬃﬃ
bc
p
tadv
5  , (6)
and since 1/
ﬃﬃﬃﬃﬃ
bc
p
is the maximum time scale of inertia–
gravity waves, this suggests that the anisotropy condition
 1 can also be interpreted as a separation in time scale.
We write the mass source as Q5Q0 ~Q and Rayleigh
damping as a5 ~ac/Lx. After dropping the tildes, we have
ut1Fr

uux1
1

yuy

2
1

yy1
1
Fr
hx52au , (7a)
yt1Fr

uyx1
1

yyy

1
1


yu1
1
Fr
hy

52ay, and
(7b)
ht1Fr

(hu)x1
1

(hy)y

5Fr
Q0
H
Lx
U
Q .
(7c)
We will adopt a WTG-type scaling:
Q0
H
5
U
Lx
, (8)
which suggests a balance between the diabatic heating
and divergence; however unlike the WTGmodel, we do
not require this to be the dominant balance in the mass
equation. If the nonlinearity is strong and Fr5 1, Eq. (7)
becomes
ut1 uux1
1

yuy2
1

yy1hx52au , (9a)
yt1 uyx1
1

yyy1
1

(yu1 hy)52ay, and (9b)
ht1 (hu)x1
1

(hy)y5Q . (9c)
When the nonlinearity is weak and Fr 5   1, it is
convenient to express h as the unperturbed depth plus
a small perturbation h: h5 11 h, and Eq. (7) becomes
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ut1 uux1 yuy2
1

yy1hx52au , (10a)
yt1 uyx1 yyy1
1

(yu1hy)52ay, and (10b)
ht1 (hu)x1 (hy)y1 ux1
1

yy5Q . (10c)
FORCING FUNCTION
The mass source Q frequently used in the literature
can be interpreted as a Newtonian relaxation of the
layer thickness toward a prescribed equilibrium he over
a time scale of t. In its dimensional form,
Q5
he2 h
t
, (11)
which can also be interpreted as a prescribed mass
source he/t balanced by a sink h/t. Using the non-
dimensionalization h5H(11Fr3 ~h)5H ~h, he5H(11
Fr3 ~he)5H
~he, and t5 t0~t, Q becomes
Fr
H
t0
~he2 ~h
~t
or
H
t0
~he2
~h
~t
(12)
depending on whether Fr 1 or Fr 5 1. Note in either
case the scaling assumption
Q0
H
5
U
Lx
0
Lx/c
t0
5 1, (13)
that is, the relaxation time scale is comparable to the slow
time scale. Setting t0 5 Lx/c, the nondimensionalized
forcing is given by
~Q5
~he2 ~h
~t
or
~he2
~h
~t
. (14)
b. Derivation of the balance model
At this point we focus on the fully nonlinear regime,
but we should point out that the derivation under the
assumption Fr5  1 is almost identical. Dropping the
tildes in the second expression in Eq. (14), and defining
b 5 1/t, Eq. (9) can be rewritten as
(yu1 hy)t1 yuux1 (hu)xy1
1

2
4 ›2
›y2
2
y(y2 uy)
h
3
5hy
1 yhx52ayu1 bhey2 bhy ,
(15a)
yt1 uyx1
1

yyy1
1

(yu1 hy)52ay, and (15b)
ht1 (hu)x1
1

(hy)y5 b(he2 h) , (15c)
where Eq. (15a) is obtained by combining Eqs. (9a) and
(9c). We seek balance relations of the following form:
u5 u(h; )5 u0(h)1 u1(h)1 
2u2(h)1⋯ (16a)
y5 y(h; )5 y0(h)1 y1(h)1 
2y2(h)1⋯ , (16b)
which tacitly views the wind field as a function of the
fluid depth h. Gathering the leading order terms in Eqs.
(15a) and (15b), we have
L(hy0)[
2
42 ›2
›y2
1
y(y2 u0y)
h
3
5hy05 0, (17a)
y0y0y1 yu01 hy5 0, (17b)
whereL is a differential operator. Although the equations
appear to be coupled they are in fact not; as whenever the
flow is inertially stable [i.e., y(y 2 u0y) . 0 everywhere],
the only solution to the homogeneous differential equa-
tion in Eq. (17a) is y0 5 0 (for details, see CS13); fur-
thermore, the operator can be inverted, that is,Lf5 F0
f 5 L21F for an arbitrary function F(y). The implication
is that Eq. (17b) simplifies to
u052
1
y
›h
›y
, (18)
or in other words, the zonal wind is in geostrophic bal-
ance with the meridional pressure gradient. From Eq.
(15c) we can recover the O(1) prognostic equation:
ht1 (hu0)x1 (hy1)y5 b(he2 h) . (19)
At this point we should emphasize that we do not as-
sume aWTGbalance in Eq. (1) in themass equation. To
close theO(1) model we have to compute y1 by going to
the next order in the asymptotic expansion. The next
order terms in Eqs. (15a) and (15b) give
L(hy1)5 yhx1 yu0u0x1 (hu0)xy1 ayu02 b(he2h)y ,
(20a)
u15 0. (20b)
At this point, L is known as u0 is obtained from
h through geostrophic balance and thus Eq. (20a) can be
inverted explicitly, giving us
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y15
1
h
L21[yhx1 yu0u0x1 (hu0)xy2 (a2 b)hy2 bhey] .
(21)
Together with u15 0, we now have the balance relations
up toO(). By collecting theO() terms in Eq. (15a), we
can show that y2 5 0, and thus Eq. (15c) becomes
ht1 (hu0)x1 (hy1)y1O(
2)5b(he2h) ; (22)
in other words, Eq. (19) is in fact the O() prognostic
equation. To summarize, the O() balance model is
given by
u5 u0(h)52
1
y
›h
›y
, (23a)
y5 y1(h)5

h
L21[yhx1 yu0u0x1 (hu0)xy
2 (a2 b)hy2 bhey], and (23b)
ht1 (hu0)x1 (hy1)y5 b(he2 h) . (23c)
With an asymptotic approach it is in principle possible
to go to the next order to obtain anO(2) balancemodel:
theO() terms fromEq. (15b) give yu252y1t2 u0y1x1
y1y1y 1 ay1, where y1t is obtained by differentiating
Eq. (21) with respect to time, and ht is subsequently
eliminated using Eq. (23c); this results in a proper bal-
ance relation for u2, which provides an ageostrophic
correction to u.
c. Relationship to the Gill model
We now show that the nonlinear longwave balance
model in Eq. (23) reduces to Gill’s model in the limit of
weak forcing. In this case, we write he5 11 ^he and
h5 11 ^h in anticipation of small height perturbations
due to the weak forcing, where ^  1 can be interpreted
as a small Froude number assumption; similarly we ex-
pect the forced wind field to be weaker: (u, y)/^(u, y).
With these rescalings, Eq. (23a) becomes
u52
1
y
›h
›y
. (24a)
For Eq. (23b), first notice that L’2›yy1 y21O(^).
Using asymptotic expansion, one can show that the in-
verseL21 is approximately given by (2›yy1 y2)211O(^)
(cf. appendix B of CS13). Defining L25 2›yy 1 y2,
Eq. (23b) becomes
y5 y1(h)5 fL212 [yhx1 u0xy2 (a2 b)hy2 bhey]g ,
(24b)
where only the leading order terms are retained. Simi-
larly by ignoring O(^) and smaller terms, the prognostic
equation in Eq. (23c) becomes
ht1 u0x1 y1y5 b(he2h) . (24c)
It can be shown that the linear wave dynamics of
Eq. (24) is equivalent to the time-dependent Gill model
used in Heckley and Gill (1984), but the advantage of
our approach is that the meridional wind can be di-
agnosed directly from h via Eq. (24b), without having to
decompose the variables in terms of Hermite functions.
3. Balanced dynamics
In this section we explore the dynamics of the non-
linear longwave balance model in the context of time-
varying forcing, as prior studies on the longwave
approximation (e.g., Gill 1980; Heckley and Gill 1984;
Gill and Philips 1986; Van Tuyl 1986) focused mainly on
the response to a steady forcing. Through the use of
numerical calculations, we explore how the response of
the SWE varies with different forcing time scales, and
determine how well the longwave balance model cap-
tures the response.
a. Numerical model
With  set to 1, both the full equatorial SWE and the
nonlinear longwave balance model are solved numeri-
cally with the spatial derivatives approximated using
a sixth-order finite-difference scheme in the zonal di-
rection, and a pseudospectral method with Hermite
basis functions in the meridional direction. The com-
putational domain is zonally periodic, and the solutions
are expected to decay exponentially away from the
equator, which is satisfied automatically by the Hermite
basis functions. The time derivatives are discretized
using second-order Adams–Bashforth, with the first
step calculated via fourth-order Runge–Kutta. As non-
linearity can lead to a steepening of Kelvin waves and
subsequently shock formation in the inviscid case (see,
e.g., Boyd 1980; Ripa 1982), a small viscosity term [e.g.,
n(uxx 1 uyy)] is added to all three equations to ensure
smoothness of the solutions by arresting the devel-
opment of shocks.
ForWTG type studies, the typical value chosen for the
gravity wave speed is c’ 50m s21, which corresponds to
a Rossby radius of deformation ofLR5
ﬃﬃﬃﬃﬃﬃﬃ
c/b
p
’ 1500 km
and an inertial period of 1/
ﬃﬃﬃﬃﬃ
bc
p
’ 8 h21. The computa-
tional domain is [213.3, 13.3] in the zonal direction,
which corresponds roughly to the circumference of the
earth. Following Zhou and Sobel (2006), we choose a5
0.1 and b 5 1/8.64, respectively, which approximately
MARCH 2014 CHAN AND SHEPHERD 989
correspond to a Rayleigh damping time scale of 3.5 days
and a Newtonian relaxation time scale of 3 days.
Here we adopt the usual Newtonian relaxation to
equilibrium as the model for a mass source. The equi-
librium is chosen to take on a Gaussian shape centered
at the origin:
he(x, y, t)5 11F(t) exp[2(x
21 y2)/2] , (25)
where the amplitude of the forcing F(t) is allowed to
vary in time.
b. Comparing full model and balanced model
Wefirst choose F(t)5 sin(2pt/90), where the period of
90 units corresponds to approximately 30 days; the
models are integrated forward in time until a periodic
solution emerges. In Fig. 1 the fields are plotted for t 5
135, which is a point when the forcing F(t)5 0. The fields
for the full model and balance model are plotted in the
left and right columns, respectively, and they show ex-
cellent agreement in general.
The perturbation to the height field h5 h 2 1 for the
full model and the balance model (denoted by subscript
B) are plotted in Figs. 1a and 1b, respectively. We can
see the double gyre associated with aRossby wave to the
west of the origin and a Kelvin wave to the east, but
unlike the classical Gill problem, these waves propagate
away from the forcing region because of the forcing
being periodic in time.
We would like to determine the relative importance
between the divergent and vortical motions. To aid
comparison, we follow Delayen and Yano (2009) and
define a root-mean-square (RMS) ratio:
r5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hd2i/hz2i
q
with h f 2(x, y, t)i5
ððð
f 2 dx dy dt ,
(26)
where the integration is carried out over the entire do-
main and over a period of forcing. For T 5 90, we have
r 5 0.22, suggesting that the vorticity is significantly
larger than the divergence. This ratio is larger than what
is anticipated from linear wave theory (Delayen and
Yano 2009), and comparable to the values seen in the
TOGA COARE dataset (Yano et al. 2009).
We repeat the same calculation but with a forcing
period reduced to T 5 10, which corresponds to about
3 days; the results are plotted in Fig. 2. In the full model
(left column) the primary response is in the form of
Kelvin waves propagating to the east, while the Rossby
wave response seen in steady-state models (e.g., Gill
1980) is absent. The balance model reproduces Kelvin
wave dynamics to the east of the forcing region, which
should not be surprising as in the linear limit the balance
model Kelvin waves are represented exactly for all
wavelengths (see CS13).
On the other hand, the balance model has a Rossby
wave response to the west of the heat source that is not
observed in the full SWE model. This spurious Rossby
wave generation is due to the fact that the rollover of
Rossby wave frequency at higher wavenumbers is not
modeled correctly in the leading-order longwave balance
FIG. 1. A comparison between the responses of (a),(c),(e) the full model (no subscript) and (b),(d),(f) the balance
model (subscript B) to a periodic Gaussian mass source located at the origin with a forcing period of T5 90. (a),(b)
Perturbation in height field h; (c),(d) zonal wind u; and (e),(f) meridional wind y. Contour intervals are 0.01 for h and
u and 0.005 for y. The zero contours are not shown for clarity.
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model; instead, the frequency of Rossby waves increases
linearly with wavenumber (see Stevens et al. 1990 and
CS13), and the result is that a high-frequency forcing
excites spurious Rossby waves.
It should be noted that for T 5 10, the divergent flow
becomes almost comparable to rotational flow, with the
RMS ratio being r 5 0.81. This should be expected as
when the forcing period is reduced, the frequency of the
Rossby and Kelvin waves excited will increase, and as a
result k will have to increase as dictated by the disper-
sion relation. As a result, the generated waves become
increasingly isotropic as the forcing period is reduced
and the balance model diverges from the full SWE.
c. Balance relations
In the previous section we have shown that the bal-
ancemodel fails to track the full system for a smallT, but
as Warn et al. (1995) pointed out, it is possible for the
balance relations to remain an accurate description of
the slow dynamics even in the case where the balance
dynamics fails. To determine if this is the case, we take
the mass field from the full SWE runs, and use the bal-
ance relations in Eqs. (23a) and (23b) to calculate an
inverted wind field uI 5 (uI , yI); by comparing the in-
verted wind field to the actual wind field, we can de-
termine whether the balance relations give a reasonable
characterization of the full model.
For T 5 90, uI and yI are plotted in Figs. 3a,b, re-
spectively, and it is not surprising that the inverted wind
field uI is very similar to the wind field u in the full model
(Figs. 1c,e) as the longwave balance model was able to
reproduce the dynamics well. More surprising is that
when the same calculation is repeated for T5 10, we find
that uI (Figs. 3c,d) is again very similar to u (Figs. 2c,e).
The difference between the balance model and the wind
field inverted via the balance relations is particularly
FIG. 2. As in Fig. 1, but for a forcing period of T 5 10. Contour intervals are 0.02 for h and u and 0.01 for y.
FIG. 3. Balance wind field uI (uI, yI) inverted from mass field for (a),(b) T 5 90 and (c),(d) T 5 10 with (top) uI and
(bottom) yI. Contour intervals are as in Figs. 1 and 2.
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striking for the meridional wind: yB (Fig. 2f) disagrees
with y (Fig. 2e) to the west of the forcing region due to
the spurious Rossby wave activity, whereas the in-
verted meridional wind yI (Fig. 3d) is almost identical
to y. The conclusion is that in the case of T 5 10, the
dynamics in the full SWE largely satisfy the balance
relations in Eqs. (23a) and (23b) and is in fact close to
the slow manifold defined by these balance relations.
4. Comparison with the Charney balance/weak
temperature gradient model
Another view of balance dynamics in the tropics is
exemplified by the theory of Charney (1963), which was
subsequently generalized by Sobel et al. (2001) to result
in the WTG model, and extended to the equatorial b
plane by Zhou and Sobel (2006). While theWTGmodel
is a balancemodel (as pointed out in the introduction), it
filters out Kelvin waves, which our balance model re-
tains. Apart from this important point, there are also
significant differences, mainly in how the models are
used from a diagnostic point of view. It is, therefore,
useful to compare and contrast the two balance models
in detail with the aid of some numerical examples.
The WTG model formally assumes a small Froude
number, and is valid for length scales below the equatorial
Rossby radius of deformation. Under these assumptions,
the slow balanced dynamics is characterized by a balance
between horizontal divergence and the mass source:
ux1 yy5 d5Q . (27a)
The above equation can be used to replace dt in the di-
vergence equation, resulting in a second diagnostic
equation, which is the usual Charney balance general-
ized to the diabatic case:
=2h52Qt2
1
2
=2(u  u)2 [u(z1 y)]y1 [y(z1 y)]x2 ad.
(27b)
The balance dynamics is described by the vorticity
equation:
zt1 u  $(z1 y)52Q(z1 y)2 az . (27c)
In the adiabatic and inviscid regime, Eq. (27) sim-
plifies to
ux1 yy5 0, (28a)
=2h52(yuz)y1 (yyz)x2$(uz  $uz) , (28b)
zt1 uz  $(z1 y)5 0, (28c)
where the subscript z denotes the vortical part of the
wind field. Note that in this case the balance dynamics
is nondivergent and satisfies the Charney balance in
Eq. (28b).
The most significant difference between the models is
that the simplification obtained in the nonlinear long-
wave balance model is due to anisotropy, which can be
interpreted as a separation in time scale [cf. Eq. (6)],
whereas the simplification obtained in the WTG model
results from the assumption that the horizontal variation
in temperature/mass is small, expressed in the smallness
of Fr. An issue is that the use of Newtonian relaxation
toward an equilibrium as the mass source [cf. Eq. (11)] is
not formally consistent with theWTG scaling (Zhou and
Sobel 2006). On the other hand, it is not an issue for the
nonlinear longwave balance model considered here as
we make no formal assumption regarding the scale of
the height perturbation (i.e., we take Fr 5 1).
a. Vorticity equation
To further compare the WTG model to the nonlinear
longwave balance model, it is useful to recast our model
in terms of divergence d and vorticity z. With the long-
wave scaling, we have
d5 ux1 yy5 y0y1 (u0x1 y1y)1 
2(u1x1 y2y)1⋯
(29a)
z5 yx2 uy52u0y1 (y0x2 u1y)1 
2(y1x2u2y)1⋯ .
(29b)
Since the leading-order balance yields y05 0, the flow is
nondivergent to the leading order irrespective of dia-
batic heating; this is to be contrasted with the WTG
model, where leading-order divergence only vanishes in
the adiabatic case. In other words, the WTG model
formally assumes z ; d ; Q in the case of diabatic
heating [cf. Eq. (5) of Sobel et al.(2001)] whereas the
nonlinear longwave balancemodel implies that z d;Q;
the latter appears to be more consistent with observa-
tions and reanalysis data for large-scale circulations
(Sardeshmukh and Hoskins 1987; Yano and Bonazzola
2009; Yano et al. 2009).
It can be shown that the longwave balance model can
be written as a vorticity equation. From Eq. (29b), we
can see that z is approximated by z0 5 2u0y at leading
order. Now differentiating Eq. (23c) with respect to y,
we have
hyt1 (hu0)xy1 (hy1)yy5 b(he2 h)y . (30)
Rearranging Eq. (20a), we can see that
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(hu0)xy1 (hy1)yy5 yy1(y1 z0)2 yhx2 yu0u0x
2 ayu01 b(he2 h)y . (31)
The above equation can then be substituted into Eq. (30),
and after dividing through by y and differentiating with
respect to y once more, we have
2(2hy/y)yt1 y1y(y1 z0)1 y1(y1 z0)y2 hxy
2 (u0u0x)y5 au0y . (32)
Recognizing that u052hy/y, and thus2hxy2 (u0u0x)y5
(yu0)x2 (u0u0y)x5 [u0(y1 z0)]x, we can see that Eq. (32)
is equivalent to
z0t1 u0(y1 z0)x1 y1(y1 z0)y52d1(y1 z0)2 az0 .
(33)
It should be emphasized that Eq. (33) is the full vorticity
equation, and not a linearization about a basic state that
is at rest or a statement of Sverdrup balance. Sardeshmukh
and Hoskins (1985) and Held and Hoskins (1985) argued
that while linear Sverdrup balance works for the lower
troposphere, the vorticity balance in the upper tropo-
sphere is essentially nonlinear; specifically, the relative
vorticity is comparable to the planetary vorticity at upper
levels. This supports the choice of Fr 5 1 in our scaling:
since the scales for relative vorticity and planetary vor-
ticity are U/Ly and bLy, respectively, the ratio between
the two terms is given by u/bL2y5U/c, which is just the
Froude number.
b. Overlapping regime
The nonlinear longwave balance model and theWTG
model are in fact connected through the seasonal plan-
etary equatorial weak temperature gradient (SPEWTG)
model of Majda and Klein (2003), as the SPEWTG
model emerges from the two former models as a distin-
guished limit, and thus can be regarded as an overlapping
regime. Starting from the classical WTG model given by
Eq. (27), we introduce anisotropy via x/x/^ and y/^y,
where ^  1 is a small parameter. To maintain the same
advective time scalewe rescale time via t/t/^, and in turn
the mass source and Rayleigh friction have to be rescaled
via Q/^Q and a/^a to maintain consistency for the
relaxation time scales. With these rescalings and dis-
carding terms of O(^) or smaller, Eq. (27) becomes
ux1 yy5Q , (34a)
yu1hy5 0, (34b)
z0t1 u  $(z01 y)52Q(z01 y)2 az0 , (34c)
where z0 5 2uy. A notable point is that the zonal geo-
strophic balance in Eq. (34b) emerges from the gen-
eralized Charney balance in Eq. (27b). The above
equations are identical to the SPEWTGmodel given by
Eqs. (2.24)–(2.26) of Majda and Klein (2003).
On the other hand, the SPEWTG model assumes the
Froude number to be small (as opposed to Fr5 1 in the
nonlinear longwave balance model) and the height
perturbation to be of order Fr2 (i.e., h 5 1 1 Fr2h). In
addition, the meridional length scale chosen in the der-
ivation of the SPEWTGmodel is assumed to be smaller
than the equatorial Rossby radius of deformation LR by
a factor of Fr1/2. Thus, to obtain the SPEWTG model
from the nonlinear longwave balance model, we assume
^5Fr 1 and rescale h/11 ^2h, (u, y)/^(u, y), and
(x, y, t)/
ﬃﬃ^

p
(x, y, t); for consistency we also rescale
a/a/
ﬃﬃ^

p
and the mass source Q 5 b(he 2 h) via
Q/
ﬃﬃ^

p
Q. Note that geostrophic balance for the zonal
wind in Eq. (23a) remains invariant under this rescaling:
u052
1
y
›h
›y
. (35)
Expanding Eq. (20a) and rearranging, we have
u0xy1 y1yy5Qy2 ^
2[(hy1)yy2 y(y2 u0y)y11 yhx
1 yu0u0x1 (hu0)xy]1 ^ayu0 . (36)
We can see that theO(1) terms result in the usual WTG
balance:
u0x1 y1y5Q . (37)
Finally, the rescaling leaves the vorticity equation in
Eq. (33) invariant. We can see that Eqs. (33), (35), and
(37) are identical to Eq. (34).
c. Balance relations as a diagnostic tool
We have established that the nonlinear longwave
balance model and the classical WTG model are in fact
connected in a special regime, but we also wish to
highlight some important differences. A fundamental
difference between the nonlinear longwave balance
model and the WTG lies in the variable that is used to
describe the evolution of the slow dynamics. In the
WTGmodel, the slow dynamics is governed by vorticity,
whereas in our model the fundamental variable is mass.
Specifically, the mass/thermodynamic equation sim-
plifies to a diagnostic equation under the WTG para-
digm, whereas in the nonlinear longwave balance model
it is used as the main prognostic equation.
A consequence is that there is a substantial difference
in how the balance relations are used diagnostically. In
MARCH 2014 CHAN AND SHEPHERD 993
the WTG model, the horizontal divergence is first di-
agnosed from a given diabatic heat source, and sub-
sequently used in conjunction with the vorticity (which
is assumed to be known) to infer h via the generalized
Charney balance relation in Eq. (27b). In practice,
however, available observations are predominantly of
the mass field (particularly in the tropics), and thus
balance relations are more frequently used to infer the
wind field based on mass observations, which results in
a differential equation that is nonlinear in the winds. To
further complicate the problem, diabatic heating is
typically not observed, and thus the divergent wind field
cannot be diagnosed. This then poses additional chal-
lenges for the use of Charney balance, as it is not pos-
sible to diagnose both the vortical and divergent part of
the wind field using a single equation.
In contrast, in the construction of the nonlinear
longwave balance model presented here, the wind field
is tacitly assumed to be a function of the mass variable.
Furthermore, the inversion of zonal and meridional
winds are decoupled: we first use geostrophic balance in
Eq. (23a) to obtain the zonal wind for a given mass field,
which is then used in Eq. (23b) to obtain the meridional
wind. A key feature of these balance relations is that
they are both linear in the wind fields, and thus they are
easier to apply than Charney balance. Finally, it is im-
portant to note that the diabatic heating is only needed
for the O() correction for the meridional wind, and u
can be inverted to the leading order using mass obser-
vations alone; thus, these balance relations partially al-
leviate the problem of not having sufficiently good
observational constraints on diabatic heating.
Furthermore, as modern data assimilation methods
are all four-dimensional, ht can be treated as an addi-
tional observed quantity. In this case, the meridional
wind can be diagnosed via the zonal momentum equa-
tion in Eq. (10a):
y15
u0t1 u0u0x1 au02 hx
y2 u0y
, (38)
as u0 and u0t can be diagnosed separately from h and ht,
respectively, via geostrophic balance. Note that Eq. (38)
can also be obtained by eliminating Q using Eqs. (10b)
and (10c). Although Eq. (38) is not a proper balance
relation as it contains a time derivative, it nonetheless
allows us to circumvent the issue of incomplete in-
formation on diabatic heating and diagnose y. A similar
approach is, however, not possible with the WTGmodel,
as inferring the winds from h requires the use of Charney
balance in Eq. (27b), where d and z are coupled and
cannot be determined independently of one another.
d. Numerical experiments
To further compare theWTGand nonlinear longwave
balance model, we now compare the divergence com-
puted using the WTG approximation in Eq. (27a)
compared to the one computed using the nonlinear
longwave balance model, as this is one of the main dif-
ferences between the two models. Note that we follow
Zhou and Sobel (2006) and allow for the use of New-
tonian cooling in the WTG balance. The parameters
used are identical to section 3a. Given a steady heating,
we expect the WTG balance and nonlinear longwave
balance model to behave similarly as the time derivative
vanishes in the mass equation, and thus the dominant
balance must reduce to the WTG balance unless the
nonlinearity is strong. On the other hand, when the so-
lution varies in time, the time derivative of themass field
may not be neglected as it is in the WTG theory.
1) STEADY MASS SOURCE
We first consider the standard Gill problem by setting
F(t)5 1 in Eq. (32), and integrate the full SWE forward
in time until a steady solution is obtained. In Figs. 4a–c,
we plot the divergence d obtained from the wind field of
the full SWE model, the divergence dWTG estimated
using the WTG approximation in Eq. (27a), and the
divergence dI using the wind field inverted from themass
field via the nonlinear longwave balance relations in
Eqs. (23a) and (23b). Note that both balance relations
are able to reproduce the divergence well. To quantify
the error, we introduce the relative square error (RSE):
RSE(dWTG)5
ðð
(dWTG2 d)
2 dx dyðð
d2 dx dy
, (39)
where the integral is carried out over the entire domain.
For the WTG approximation we have RSE(dWTG) 5
0.011, while for the nonlinear longwave balance model
RSE(dI) 5 0.005. Note that for the steady solution ht
vanishes, and thus the difference between the two bal-
ance models lies in the nonlinear terms in the mass
equation; however, in this case the maximum amplitude
of h and u suggests that Fr ’ O(1021), and thus it is not
surprising that the two models agree as the nonlinearity
is relatively weak.
We are also interested in determining how much of
the divergence field can be reconstructed based on the
mass field h alone, without additional information re-
garding the mass source Q 5 b(he 2 h). For the WTG
model this is impossible, as the divergence is entirely
diagnosed via Q; on the other hand, u is completely
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determined through h in the nonlinear longwave bal-
ance model, while y only depends partially on Q. We
thus calculate the divergence using Eqs. (23a) and (23b)
without the terms b(he2 h), and the inverted divergence
is plotted in Fig. 4d. The RSE in this case is 0.146, and
themaximumdivergence near the origin is about 55%of
the actual value.
2) TIME-DEPENDENT SOLUTION
To investigate the effect of a nonsteady solution,
we allow he to vary in time by choosing F(t) 5 1 1
0.5 sin(2pt/T) and integrate the model until a periodic
solution emerges. In Fig. 5 we again plot the divergence
d, WTG divergence dWTG, and d calculated from the
nonlinear longwave balance relations for T 5 21, which
corresponds to a forcing period of roughly 7 days, and
t 5 73. We can see a significant disagreement between
dWTG and d, particularly away from the forcing region,
and RSE(dWTG) 5 0.26; in contrast RSE(dI) 5 0.014 at
the same point in time. As the RSE varies significantly
over a period of forcing, we also averaged RSE over
a period of forcing and obtained RSE(dWTG)5 0:14 and
RSE(dI)5 0:017, suggesting that the nonlinear balance
relations describe the divergence field more accurately
compared with the WTG balance relation.
To further investigate how well the balance relations
describe the dynamics of the full system, we varied the
forcing period T from 10 to 240, which roughly corre-
sponds to a time-scale range from 3 to 80 days, and
computed RSE. The results, plotted in Fig. 6, show that
the error for dI (squares) is smaller than dWTG (dots)
over the range of forcing time scales tested. As T in-
creases, RSE converges to the value for the steady
forcing (indicated by the dashed lines). It should be
noted that the RSE for dWTG steadily increases as the
forcing period decreases, whereas the RSE for dI in-
creases much more slowly. As the amplitude of the
height perturbation and wind field is similar in magni-
tude across all forcing periods, the difference between
the two is presumably due to the inclusion of ht in the
nonlinear longwave balance model.
e. Hadley cell circulation
The shallow-water system in Eq. (9) with the mass
source in Eq. (11) is also used as a model for an axi-
symmetric Hadley cell circulation (e.g., Polvani and
Sobel 2002). A difference between the Gill problem and
the Hadley cell problem is that the dynamics of the
former is largely linear due to the relatively strong
Rayleigh damping, whereas the latter problem is in-
herently nonlinear in the inviscid limit (i.e., Rayleigh
friction vanishes). Hsu and Plumb (2000) considered the
shallow-water analog of the classical Held–Hou model
(Held and Hou 1980) on the f plane, while Polvani and
Sobel (2002) examined a similar problem in Cartesian
coordinates and on the equatorial b plane.
FIG. 4. A comparison of divergence between (a) the full SWE d,
(b) that obtained using theWTG approximation dWTG, and (c) that
obtained via the nonlinear longwave balance model dI. Positive
(negative) values are indicated by solid (dashed) contours with
increments of 0.01 (20.005). The zero contours are not shown for
clarity. (d)Divergence dh reconstructed via the nonlinear longwave
balance relations with height perturbation h while ignoring the
mass source he.
FIG. 5. As in Figs. 4a–c, but for a forcing with period T 5 21. The
divergence fields shown are for t 5 73.
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The WTG approximation has been applied to the
Hadley cell problem by Polvani and Sobel (2002) and
Zhou and Sobel (2006). In Zhou and Sobel (2006), the
divergence is diagnosed from the mass source:
yy5 b(he2 h) , (40)
where the full variation in h is used despite being formally
inconsistent with the WTG scaling. When h is given,
Eq. (40) can be integrated to directly infer the meridional
wind. Zhou and Sobel (2006) solved the Hadley cell
problem numerically with an axisymmetric mass source
with a Gaussian profile centered at the equator:
he5 11 exp(2y
2/2) (41)
for both the WTG and SWE systems. Although the
WTG model qualitatively reproduces the steady-state
solution to the SWE, the zonal andmeridional winds are
overestimated by 20% and 50%, respectively [cf. Fig. 1
of Zhou and Sobel (2006)].
Here we repeat the same calculation by integrating
the nonlinear longwave balance model in Eq. (23) with
Eq. (41) until it reaches a steady state. The results are
plotted in Fig. 7 together with the solution from the full
SWE, and they are indistinguishable from one another.
In the right panel, we have also plotted the meridional
wind field yWTG that is inverted via the WTG balance in
Eq. (40), and the meridional wind field inverted using
the linearized balance relation in Eq. (24b); in both cases
the balance relations significantly overestimate the me-
ridional wind. This should not be surprising as the height
perturbation h is about 0.6, and therefore the effects of
nonlinearity will be significant but the nonlinear terms in
the mass equation are ignored under the WTG ap-
proximation. Note that we have also computed the wind
field uI inverted using the nonlinear longwave balance
relations and they are indistinguishable from u and uB
and hence omitted from Fig. 7 for clarity.
5. Eddy shedding
In the previous sections we have examined time-
dependent solutions generated by a forcing that is pe-
riodic in time. It is also possible to generate an unsteady
FIG. 6. Time-averaged relative square error RSE for dWTG and dI.
The dashed lines are the RSEs for steady heating.
FIG. 7. Results from the Hadley circulation experiment: (left) h, (middle) u, and (right) y, each vs y. In all three panels, the solid line
indicates the solution from the full SWE, while the black circles indicate the solution from the nonlinear longwave balance model. (left)
The equilibrium height he is also plotted (dashed line). (right) The meridional velocity inverted from the linear (open circles) and WTG
(asterisks) balance relations are also plotted.
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solution with a steady mass source: an example is vortex
shedding examined by Hsu and Plumb (2000). Using
a shallow-water model, Hsu and Plumb found that in the
presence of a planetary vorticity gradient, the anticy-
clone resulting from a mass source becomes unstable
and periodically sheds eddies. Zhou and Sobel (2006)
repeated a similar set of calculations using the WTG
model, and demonstrated that it was able to reproduce
the eddy shedding well.
It is unclear whether this vortex shedding behavior
can be reproduced in the longwave model, since the
mass source used has a length scale significantly smaller
than LR, and thus is inconsistent with the scaling un-
derlying the nonlinear longwave balance model. On the
other hand, the anticyclone associated with the diabatic
heating is elongated and is thus anisotropic and consis-
tent with the scaling. We investigate this by comparing
the nonlinear longwave balance model to the full SWE
with a narrow Gaussian mass source situated off the
equator:
he5 11Q0 exp

2
1
2
 x
0:2
	2
1
y2 y0
0:2
	2

. (42)
For the numerical experiments, we chooseQ05 1.5, a5
0.001, y05 1, and choose the viscosity n5 4e
24 to match
the parameters used in the previous studies.
The results from the full SWE are shown in the left
columnofFig. 8. Themass source is switchedonat t5 0 and
an anticyclone develops to the west of the mass source
FIG. 8. (top to bottom) Snapshots from the vortex shedding experiment at t5 20, 50, 100, and 200. The results from
the (left) full SWE and (right) nonlinear longwave balance model are plotted. The contours are the heights with
a contour interval of 0.005. The positive (negative) values are indicated by solid (dashed) lines and the zero contour is
not shown for clarity. The arrows indicate the wind field.
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(top panel). The anticyclone elongates zonally and
eventually splits into two distinct vortices; this can be
seen clearly at t 5 50 (second panel). The vortices
propagate to the west and new vortices form continu-
ously near the mass source. At later times (t 5 100 and
200) MRGwaves begin to appear to the east of the mass
source, and they are characterized by a strong meridio-
nal cross-equatorial flow.
In the right column of Fig. 8 we present a similar ex-
periment but with the nonlinear longwave balance
model. Comparing the top two panels, we can see that
the nonlinear longwave balance model behaves quali-
tatively similarly to the full SWE model; in particular,
the strength of the anticyclonic circulation as well as the
magnitude of the height perturbation are in good
agreement. However, at later times the behavior of the
two models clearly diverges, as neither the vortex
shedding nor the MRG response is captured by the
balance model; the latter is not surprising as the balance
model filters out MRG waves. The balance model
eventually converges to a steady solution, and it is clear
that in this case the solution in the full SWE no longer
follows the slow manifold as defined by the nonlinear
longwave balance relations.
However, even in cases where the dynamics of the full
system no longer converges to the slow manifold, the
fast dynamics can still be seen as rapid oscillations
around a ‘‘guiding center’’ defined by the slow manifold
(Van Kampen 1985). To determine whether we can in-
terpret the vortex shedding dynamics in this manner, we
apply a time average to the variables to filter the fast
motions. The height field averaged between t 5 250 to
300 (denoted by h) is plotted in the top panel of Fig. 9.
We can immediately notice the similarity between h and
the steady-state solution of the balance model (bottom
right panel in Fig. 8). Using the nonlinear balance re-
lations in Eqs. (23a) and (23b), we calculate the balance
wind field uI using h and plot the results in the second
panel of Fig. 9. Note that to avoid a singularity in
Eq. (23a), h has to be adjusted to ensure that the de-
rivative hy vanishes as y/ 0, and here we follow the
same adjustment scheme used by CS2013 (see section
4.1.1 of CS13), which corresponds to filtering of residual
MRG waves in h. Comparing the time-averaged wind
field from the full model u (third panel of Fig. 9) to uI
reveals that they are indeed similar, indicating that the
time-averaged wind field is balanced.
The last panel in Fig. 9 is a comparison between the
zonal wind u from the full model at t 5 300 and the in-
verted zonal wind uI for y5 0.44, which is approximately
the latitude with maximum easterly winds. It is clear that
the balanced/geostrophic component of the time-averaged
zonal circulation acts as a guiding center for the fast
small-scale oscillations in the form of vortices to the
west and MRG waves to the east.
6. Discussion and conclusions
In this paper we have derived a balance model for
planetary-scale motions in the presence of diabatic
heating. Our work is heavily motivated by data assimi-
lation: currently there are no balance relations that are
valid in the tropics and capture Kelvin waves, and the
relatively abundant mass observations are not used
FIG. 9. (top to bottom) The time-averaged height h with a con-
tour interval of 0.005 with positive (negative) values indicated by
solid (dashed) lines and the zero contour not shown for clarity; the
balance wind field uI ; the time-averaged wind field u; and the zonal
components uI (dashed line) and u (solid line) at y 5 0.44 for
a single time.
998 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 71
effectively to constrain the errors in the wind field
(Zagar 2012). This is a possible cause for the different
estimates of tropical variability seen in different re-
analyses, particularly for Kelvin waves.
We have applied the modified asymptotic approach of
Warn et al. (1995) to derive a balance model from the
shallow-water equations, using the ratio between the
meridional and zonal length scales as a small parameter.
The work here is an extension of CS13 to the diabatic
regime, which is more relevant for the equatorial tro-
posphere. To allow for the possibility of nonlinearity
being important, we assumed the Froude number to be
unity; in this case, the slow time scale can be interpreted
as an advective time scale. We used aWTG-type scaling
by assuming that the horizontal divergence is the same
order as the mass source, but unlike the classical WTG
model we did not assert this as the dominant balance in
the mass equation.
Following CS13, we used the mass field variable h to
describe the slow dynamics and tacitly assumed the wind
field to be a function of the mass field via the balance
relations. At leading order, the slow balance dynamics is
characterized by a semigeostrophic balance between the
zonal wind and meridional pressure gradient, while the
meridional wind vanishes; the correction to the meridi-
onal wind can be found at the next order in the asymp-
totic expansion.
In principle the asymptotic method can be extended
to obtain higher-order corrections, but in this paper we
elected to focus our attention on the dynamics of the
balance model. We integrated the balance model nu-
merically with a mass source that varies periodically in
time, and found the balance model to be in good
agreement with the full SWE system for forcings that
vary on long time scales (i.e., much longer than the in-
ertial period); this indicates that the response of the full
system is largely balanced. On the other hand, a re-
duction in the period of the forcing leads to a shortening
in the wavelengths of the excited waves and the behavior
of the balance model begins to diverge from that of the
full system as the full system becomes more isotropic.
More specifically, the periodic forcing excites spurious
Rossby waves to the east of the forcing region, which is
due to the model failing to properly model the rollover
of the Rossby wave frequency at high wavenumbers
(This problem could be mitigated by going to higher
order in the expansion, see CS13.). Interestingly, even
though the balance dynamics fail to reproduce the dy-
namics of the full system in the latter case, we found that
the wind fields and mass field still satisfy the balance
relations.
Additionally, we also compared the nonlinear long-
wave balance model derived here with the classical
WTGmodel of Sobel et al. (2001). Amajor difference is
that even though both models eliminate fast inertia–
gravity waves, the WTG model does not admit free
Kelvin waves: in the absence of heating, the WTG bal-
ance demands the divergence to vanish at leading order,
and thereby filters out the Kelvin wave. Significant dif-
ferences also exist from a diagnostic point of view. As
most observations are of the temperature/mass field, the
balance relationships are most often used operationally
to infer the wind field from the mass field. With the
nonlinear longwave balancemodel, the wind field can be
determined completely by solving two linear equations.
In contrast, for theWTG balance relations, inferring the
wind field requires solving two partial differential
equations, one of which is nonlinear. Furthermore, as
diabatic heating is often not observed directly, this poses
a major challenge for the WTG balance: without Q the
horizontal divergence cannot be computed, which in
turn makes inferring rotational wind impossible. In con-
trast, the zonal wind can be determined entirely using the
mass field under the nonlinear longwave balance model,
whereas the mass source Q is only required for the me-
ridional wind (and even Q may be dispensed with if the
time derivative of h is regarded as known). We should,
however, emphasize that the nonlinear longwave balance
model considered here does not necessarily contradict
the assumptions of the WTG model, as it contains the
seasonal planetary equatorial WTG model [derived by
Majda and Klein (2003)] as a special limit.
Through several numerical experiments, we com-
pared the use of WTG balance and the nonlinear long-
wave balance relations as a diagnostic tool for inferring
horizontal divergence for a given mass field and mass
source. We examined the Gill problem with both a sta-
tionary and time-varying mass source, and found that
the nonlinear longwave balance relations performed
better in all cases. The difference between the two bal-
ance relations is especially appreciable when the period
of the forcing decreases.
We also considered an example where a steady forc-
ing results in an unsteady solution; in this case the full
SWE exhibits vortex shedding and excites MRG waves,
neither of which are reproduced by the nonlinear long-
wave balance model; however, we have demonstrated
that the time-averaged circulation is largely balanced,
and the balance relations thus describe a ‘‘guiding cen-
ter’’ about which the fast oscillations take place.
In the broader context, our work here indicates that
the traditional longwave approximation (e.g., Gill 1980)
can be interpreted as a balance model, since the small-
ness of the anisotropy parameter also indicates a sepa-
ration of time scale. The nonlinear longwave balance
model derived here unifies the equatorial longwave
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dynamics with quasi nondivergence, which observations
suggest is consistent with large-scale circulations in the
tropics (Sardeshmukh and Hoskins 1987; Yano and
Bonazzola 2009; Yano et al. 2009). Our model comple-
ments the WTG model, in the sense that the former is
valid when the length scales are larger than the Rossby
radius of deformation, whereas the latter is valid for
scales smaller. We argue that the nonlinear longwave
model is more relevant to planetary-scale dynamics, and
that Kelvin waves should be regarded as slow in this
regime. The distorted Rossby wave dynamics in the
longwave model has previously been noted as a de-
ficiency (Schubert and Masarik 2006; Schubert et al.
2009), and although this may hamper its use as a dy-
namical model, our results here indicate that the bal-
ance relations have a much wider regime of validity.
This point is important as data assimilation procedures
typically only apply balance constraints to large-scale
structures. Furthermore, the vortex shedding experi-
ment indicates that in the case where the motion is
unbalanced, the balance relations can still be useful as
they help determine the guiding center for the un-
balanced motion.
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