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1 Introduction
D-branes have been playing a central role in string theory for a number of years. They can
be considered as soliton solutions of open string field theory. For example, in bosonic open
string field theory, Sen conjectured that Dp-branes with p < 25 are described as unstable
lump solutions [1] and this was tested in many papers starting with [2][3][4]. What we would
like to study in this paper is how one can realize D-branes in closed string field theory.
The closed string field theory that we consider here is the OSp invariant string field the-
ory [5] for bosonic strings. (See also [6][7][8][9].) The OSp invariant string field theory is a
covariantized version of the light-cone gauge string field theory [10][11][12]. It is constructed
so that the S-matrix elements of the light-cone theory are reproduced by using this formula-
tion. However an extra time variable exists in the formulation, and the action of this theory
looks different from that of the usual field theory. Therefore, the OSp invariant string field
theory should be considered as something like stochastic or Parisi-Sourlas type formulation
of field theory [13][14]. In our previous work [15], treating the theory in such a manner, we
constructed BRST invariant observables in the OSp invariant string field theory, from which
one can calculate the S-matrix elements of string theory.
In [15], only on-shell asymptotic states are considered and the observables are BRST
invariant up to the nonlinear terms. In order to construct off-shell BRST invariant states,
we should take the nonlinear terms into account. What we would like to do in this paper
is to construct such states using boundary states for D-branes. We consider states which
act as source terms in the string field theory and have the effect of generating boundaries in
the worldsheet. Imposing the condition that the states are BRST invariant in the leading
order of regularization parameter ǫ, we can fix the form of the states. These states can be
considered as states in which there exist solitons corresponding to D-branes and ghost D-
branes [16]. We can construct states with an arbitrary number of such solitons. We calculate
the disk amplitudes using these states and show that the disk amplitudes of bosonic string
theory in the presence of D-branes and ghost D-branes are reproduced.
In [17], solitonic states corresponding to even number of D-branes or ghost D-branes were
constructed by using the similarity between the string field theory for noncritical strings [18]
and the OSp invariant string field theory. Although our construction in this paper is essen-
tially the same as that in [17], we get different results because of several reasons. Firstly,
in [17], we considered the solitonic operators in analogy to noncritical string theory [19][20]
and postulated the form of the vacuum amplitude using this analogy. We checked that the
vacuum amplitude coincide with that for even number of D-branes in string theory. However,
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the vacuum amplitude is a constant which may be changed at will by changing the defini-
tion. In this paper, we rather calculate the disk amplitudes, which can be defined without
such ambiguities. We show that the treatment of the solitonic states in [17] corresponds
to considering even number of solitons. Secondly, in [17], we defined the creation and the
annihilation operators corresponding to normalized boundary states and performed calcu-
lations using these operators, which made the calculations rather indirect. In this paper,
we do not introduce the artificial “normalized boundary states”, and calculate the BRST
transformation of the solitonic states directly. We find that a factor of 2 was overlooked in
the calculations of [17].
The organization of this paper is as follows. In section 2, we construct solitonic states
in the OSp invariant string field theory. Imposing the condition that the states are BRST
invariant in the leading order of regularization parameter ǫ, we can fix the form of the
states. In section 3, we calculate disk amplitudes using our solitonic states and show that
disk amplitudes in the presence of D-branes and ghost D-branes are reproduced including the
normalizations. Thus we identify the solitons with D-branes and ghost D-branes. Section 4
is devoted to discussions. In appendix A, we summarize the formulation of the OSp invariant
string field theory. In appendices B and C, we present the details of calculations needed to
show the BRST invariance of the solitonic states.
2 BRST Invariant Solitonic States
In this paper, the notations for the variables of the OSp invariant string field theory are the
same as those used in [15], otherwise stated. Those are summarized in appendix A.
Let us consider a Dp-brane (or a ghost Dp-brane) that extends in theXµ (µ = 26, 1, . . . , p)
directions and is located at X i = 0 (i = p + 1, . . . , 25)1. We denote these directions by Xµ
(µ ∈ N) and X i (i ∈ D), respectively.
In the OSp invariant string field theory, the boundary state |B0〉 corresponding to the
Dp-brane can be constructed as follows [17]. The matter fields Xµ(τ, σ), X i(τ, σ) and the
ghost fields C(τ, σ), C¯(τ, σ) satisfy the following boundary conditions at τ = 0,
∂τX
µ(0, σ)|B0〉 = 0 , X i(0, σ)|B0〉 = 0 , C(0, σ)|B0〉 = C¯(0, σ)|B0〉 = 0 . (2.1)
1 In this paper, we consider a flat noncompact space-time. We do not need any infrared regularization in
the calculations here, in contrast to those in [17].
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It follows that the state |B0〉 is expressed in terms of the oscillation modes as
|B0〉 = exp
[
−
∞∑
n=1
1
n
αN−nα˜
M
−nDNM
]
|0〉(2π)p+1δp+1N (p) , (2.2)
where δp+1N (p) denotes the delta function of the momentum in the directions along the Dp-
brane defined as δp+1N (p) =
∏
µ∈N δ(pµ), and DNM denotes
DNM = D
NM =


C C¯
δµν
−δij
C 0 i
C¯ −i 0

 with µ, ν ∈ N , i, j ∈ D . (2.3)
Since the norm of the boundary state |B0〉 diverges, we need to regularize it. In order to
do so, we introduce
|B0〉T = e−
T
|α|
(L0+L˜0−2)|B0〉 (2.4)
for T > 0, and consider |B0〉ǫ with 0 < ǫ ≪ 1 as a regularized version of |B0〉. Notice that
the operator e−
T
|α|
(L0+L˜0−2) commutes with the BRST operator QB.
2.1 States with one soliton
Using the regularized boundary state |B0〉ǫ, let us construct a state in the following form in
the Hilbert space of the OSp invariant string field theory,
|D〉〉 ≡ λ
∫
dζ O¯D(ζ)|0〉〉 , (2.5)
where
O¯D(ζ) = exp
[
a
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Φ〉r + F (ζ)
]
. (2.6)
Here λ and a are constants, F (ζ) is a function of ζ and the limits of the zero-mode integration
dr in the exponent of O¯D(ζ) denotes the integration region of the string length αr. Since the
integration is over −∞ < αr < 0, only the creation operators contribute to O¯D(ζ). Assuming
that the integration over αr is convergent with Re ζ > 0 sufficiently large, we define O¯D(ζ)
by analytic continuation.
Expanding the exponential in terms of the string field, it is easy to see that the state
|D〉〉 has the effect of generating boundaries in the worldsheet, with a weight which depends
on a and F (ζ). Let us impose the condition that the state |D〉〉 is BRST invariant in the
leading order of ǫ. As we will see, we can determine a and F (ζ) from this condition.
3
BRST transformation
In order to evaluate δB|D〉〉, we should calculate the BRST transformation of the operator
in the exponent of O¯D(ζ):
δB
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Φ〉r =
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Q(r)B |Φ〉r
+ g
∫ ∞
0
d3
e−ζα3
α3
∫
d1d2 〈V3(1, 2, 3)|Φ〉1|Φ〉2|B0〉ǫ3 . (2.7)
By using
QB
(
1
α
|B0〉ǫ
)
= 0 , (2.8)
one can recast the first term on the right hand side of eq.(2.7) into∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Q(r)B |Φ〉r = ζ
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|iπ(r)0 |ψ¯〉r . (2.9)
Let us here introduce shorthand notations
φ¯(ζ) ≡
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Φ〉r ,
χ¯(ζ) ≡
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|iπ(r)0 |ψ¯〉r , (2.10)
in terms of which eq.(2.6) can be expressed as
O¯D(ζ) = exp
(
aφ¯(ζ) + F (ζ)
)
, (2.11)
and eq.(2.9) can be written as∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|Q(r)B |Φ〉r = ζχ¯(ζ) . (2.12)
Notice that φ¯ and χ¯ are made only from the creation modes and commute with each other.
For the second term on the right hand side of eq.(2.7), we decompose |Φ〉 into the creation
and annihilation parts as |Φ〉 = |ψ〉+ |ψ¯〉, and obtain
g
∫ ∞
0
d3
e−ζα3
α3
∫
d1d2 〈V3(1, 2, 3)|Φ〉1|Φ〉2|B0〉ǫ3
= g
∫ ∞
0
d3
e−ζα3
α3
[∫ 0
−∞
d1
∫ ∞
0
d2 〈V3(1, 2, 3)|ψ¯〉1|ψ〉2|B0〉ǫ3
+
∫ ∞
0
d1
∫ 0
−∞
d2 〈V3(1, 2, 3)|ψ〉1|ψ¯〉2|B0〉ǫ3
+
∫ 0
−∞
d1
∫ 0
−∞
d2 〈V3(1, 2, 3)|ψ¯〉1|ψ¯〉2|B0〉ǫ3
]
. (2.13)
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It follows from the relation 〈V3(1, 2, 3)| = 〈V3(2, 1, 3)| that the first and the second terms on
the right hand side of this equation are equal to each other.
In this form, it is straightforward to calculate the BRST transformation of |D〉〉. Using
the commutation relation (A.22), we have
δB|D〉〉 = λ
∫
dζ exp
(
aφ¯(ζ) + F (ζ)
)
×
[
aζχ¯(ζ) + ga2
∫ 0
−∞
d1
∫ ∞
0
d2
∫ ∞
0
d3
eζα1
α2α3
〈V3(1, 2, 3)|ψ¯〉1|B0〉ǫ2|B0〉ǫ3
+ ga
∫ 0
−∞
d1
∫ 0
−∞
d2
∫ ∞
0
d3
eζ(α1+α2)
α3
〈V3(1, 2, 3)|ψ¯〉1|ψ¯〉2|B0〉ǫ3
]
|0〉〉 . (2.14)
This tells us that in order to evaluate the BRST transformation of the state |D〉〉 we need to
obtain
〈V2(1, 2);T | ≡
∫
d′3 〈V3(1, 2, 3)|B0〉T3 (2.15)
and
〈V1(3);T | ≡
∫
d′1d′2 〈V3(1, 2, 3)|B0〉T1 |B0〉T2 (2.16)
for T = ǫ. Here α1α2 > 0 in both cases. The integration measure d
′r is defined in eq.(A.6).
These vertices respectively correspond to the string diagrams depicted in Figs.1 and 2.
1
2
3
T
B03
Figure 1: The string diagram correspond-
ing to the vertex 〈V2(1, 2);T |.
3
2B0
T
B0
2
1 1
Figure 2: The string diagram correspond-
ing to the vertex 〈V1(3);T |.
By using these vertices, eq.(2.14) can be rewritten as
δB|D〉〉 = λ
∫
dζ exp
(
aφ¯(ζ) + F (ζ)
)
×
[
aζχ¯(ζ) +
ga2
4
∫ ∞
0
dα1
∫ ∞
0
dα2
∫ 0
−∞
d3eζα3〈V1(3); ǫ|ψ¯〉3
+
ga
2
∫ 0
−∞
d1
∫ 0
−∞
d2
∫ ∞
0
dα3e
ζ(α1+α2)〈V2(1, 2); ǫ|ψ¯〉1|ψ¯〉2
]
|0〉〉 . (2.17)
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In appendices B and C, these vertices are computed in the leading order of ǫ. The results
are
〈V2(1, 2); ǫ| ∼ 2δ(α1 + α2 + α3)× C2 × ǫ1〈B0| ǫ2〈B0|
(
i
α1
π
(1)
0 +
i
α2
π
(2)
0
)
P12 , (2.18)
〈V1(3); ǫ| ∼ −2δ(α1 + α2 + α3)× C1 × ǫ3〈B0|
2i
α3
π
(3)
0 P3 , (2.19)
where
C2 ≡ 1
(16π)
p+1
2
4
ǫ2(− ln ǫ) p+12
, C1 ≡ (4π
3)
p+1
2
(2π)25
4
ǫ2(− ln ǫ) p+12
. (2.20)
These are the idempotency equations [21] satisfied by the boundary states in the OSp in-
variant string field theory. Substituting these into eq.(2.17), we obtain
δB|D〉〉 = λ
∫
dζ
[
aζχ¯(ζ) + ga2C1∂ζχ¯(ζ) + 2gaC2χ¯(ζ)∂ζφ¯(ζ)
]
eaφ¯(ζ)+F (ζ) |0〉〉 . (2.21)
Here we have used the following identity
∫ ∞
0
dl1
∫ ∞
0
dl2e
−ζ1l1−ζ2l2f(l1 + l2) = − f˜(ζ1)− f˜(ζ2)
ζ1 − ζ2 , (2.22)
where
f˜(ζ) ≡
∫ ∞
0
dle−ζlf(l) . (2.23)
Now, in order to make |D〉〉 BRST invariant, we choose F (ζ) to be of the form
F (ζ) = bζ2 . (2.24)
Then the right hand side of eq.(2.21) becomes
λ
∫
dζ ∂ζ
[ a
2b
χ¯(ζ) exp
(
aφ¯(ζ) + bζ2
)] |0〉〉 , (2.25)
provided the constants a, b satisfy
a
2b
= ga2C1 ,
a2
2b
= 2gaC2 . (2.26)
These equations have the solutions (a, b) = ±(A,B), where
A =
(2π)13
(8π2)
p+1
2
√
π
, B =
(2π)13ǫ2(− ln ǫ) p+12
16
(
π
2
) p+1
2
√
πg
. (2.27)
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Therefore, by choosing (a, b) as ±(A,B) and taking the integration contour for ζ appropri-
ately, we can obtain a state BRST invariant in the leading order of ǫ. Let us define
|D±〉〉 ≡ λ±
∫
dζ O¯D±(ζ)|0〉〉 , (2.28)
with
O¯D±(ζ) = exp

± (2π)13
(8π2)
p+1
2
√
π
∫ 0
−∞
dr
eζαr
αr
ǫ
r〈B0|ψ¯〉r ±
(2π)13ǫ2(− ln ǫ) p+12
16
(
π
2
) p+1
2
√
πg
ζ2

 . (2.29)
These states are considered as states in which one D-brane or one ghost D-brane is
excited. We will show that |D±〉〉 generate the worldsheets with boundaries with the right
weight and disk amplitudes are reproduced. In this paper, we take g > 0. In this convention,
as we will see later, |D+〉〉 corresponds to the D-brane and |D−〉〉 corresponds to the ghost
D-brane.
One comment is in order. Here and in the following, we construct BRST invariant ket
vectors in the second quantized Hilbert space. It is obvious that the hermitian conjugates of
these ket vectors are also BRST invariant. Therefore the states 〈〈D±| are BRST invariant.
2.2 States with N solitons
We can construct BRST invariant states with N solitons in a similar way. Let us consider a
state in the following form
|DN+〉〉 ≡ λN+
∫ N∏
i=1
dζi O¯DN+(ζ1, · · · , ζN)|0〉〉 , (2.30)
where
O¯DN+(ζ1, · · · , ζN) = exp
[
N∑
i=1
(
Aφ¯(ζi) +Bζ
2
i
)
+ FN (ζ1, · · · , ζN)
]
. (2.31)
Here the coefficients A and B are given in eq.(2.27), and the function FN(ζ1, · · · , ζN) is to
be determined.
It is now straightforward to evaluate the BRST variation of this state:
δB|DN+〉〉 = λN+
∫ N∏
i=1
dζi exp
[
N∑
i=1
(
Aφ¯(ζi) +Bζ
2
i
)
+ FN (ζ1, · · · , ζN)
]
×
[
N∑
i=1
(
Aζiχ¯(ζi) + gA
2C1∂ζiχ¯(ζi) + 2gAC2χ¯(ζi)∂ζi φ¯(ζi)
)
+gA2C1
∑
i 6=j
χ¯(ζi)− χ¯(ζj)
ζi − ζj
]
|0〉〉 . (2.32)
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Using eq.(2.26), one can easily deduce that the right hand side of eq.(2.32) can be recast
into the form
λN+
∫ N∏
i=1
dζi
N∑
j=1
∂ζj
[
A
2B
χ¯(ζj) exp
{
N∑
i=1
(
Aφ¯(ζi) +Bζ
2
i
)
+ FN (ζ1, · · · , ζN)
}]
|0〉〉 , (2.33)
provided FN (ζ1, · · · , ζN) satisfies
∂ζiFN(ζ1, . . . , ζN) =
∑
j 6=i
2
ζi − ζj . (2.34)
Thus we get
FN(ζ1, · · · , ζN) = 2
∑
i>j
ln(ζi − ζj) , (2.35)
and
|DN+〉〉 = λN+
∫ N∏
i=1
dζi△2N (ζ1, · · · , ζN) exp
[
N∑
i=1
(
Aφ¯(ζi) +Bζ
2
i
)] |0〉〉 . (2.36)
Here △N is the Vandermonde determinant.
Notice that the integration measure
N∏
i=1
dζi△2N (ζ1, · · · , ζN) (2.37)
coincides with that of the matrix models. This is natural if we regard ζ as the constant
mode of tachyon on the D-brane. Since α can be considered as the length of the string, ζ
may be identified with a constant tachyon mode on the boundary [17]. When there exist N
D-branes, the tachyon field becomes a matrix and we should consider ζi as its eigenvalues.
Therefore we here encounter a matrix model of constant tachyons.
|DN+〉〉 can be considered as a state with N D-branes. We can also construct a state with
N D-branes and M ghost D-branes as
|DN+,M−〉〉 ≡ λN+,M−
∫ N∏
i=1
dζi
M∏
ı¯=1
dζı¯
∏
i>j
(ζi − ζj)2
∏
ı¯>¯
(ζı¯ − ζ¯)2
∏
i,¯
(ζi − ζ¯)−2
× exp
[
A
(
N∑
i=1
φ¯(ζi)−
M∑
ı¯=1
φ¯(ζı¯)
)
+B
(
N∑
i=1
ζ2i −
M∑
ı¯=1
ζ2ı¯
)]
|0〉〉 .(2.38)
This time the integration measure is that of the supermatrix model.
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Before closing this section, one comment is in order. It is possible to express the state
|DN+,M−〉〉 as
|DN+,M−〉〉 ∝
(∫
dζ VD+(ζ)
)N (∫
dζ ′ VD−(ζ ′)
)M
|0〉〉 . (2.39)
Here VD±(ζ) are of the form
VD±(ζ) = O¯D±(ζ)OD±(ζ) , (2.40)
where O¯D±(ζ) are the operators given in eq.(2.29) and OD±(ζ) are defined as
OD±(ζ) = exp
[
±
∫ ∞
0
dr
eζαr
αr
r〈v|ψ〉r
]
, (2.41)
with |v〉 satisfying ∫
d′r r〈v|B0〉ǫr = −
4
A
. (2.42)
VD±(ζ) look like vertex operators and may be considered as creation operators of D-branes
and ghost D-branes. |v〉 can be any state as long as it satisfies eq.(2.42). For example, |v〉
can be taken to be proportional to |B0〉ǫ as in [17].
3 Disk Amplitudes
Now that we have BRST invariant observables made from the boundary states, we would
like to calculate the scattering amplitudes involving these operators and show that the am-
plitudes involving D-branes are reproduced. In particular, we would like to calculate the
disk amplitudes in this paper.
3.1 Three-point S-matrix elements
Before going into the calculation of the disk amplitudes, it is instructive to recall how usual
three-point S-matrix elements can be calculated in the OSp invariant string field theory [15].
Actually the calculation of the disk amplitudes goes in the same way as that for the three-
point amplitudes. We also write down the space-time low energy effective action of the OSp
invariant string field theory, which will be used to check the normalization and the sign of
the amplitudes involving D-branes.
The S-matrix elements can be deduced from the correlation functions of the BRST in-
variant observables of the form [15]
O(t, k) =
∫
dr
1
αr
r
(
C,C¯〈0| ⊗ X〈primary; k|
)
|Φ(t)〉r , (3.1)
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where C,C¯〈0| and X〈primary; k| denote the BPZ conjugates of the Fock vacuum |0〉C,C¯ in the
(C, C¯) sector and a Virasoro primary state |primary; k〉X in the Xµ sector (µ = 1, . . . , 26)
of the Hilbert space for the worldsheet theory, respectively. Here kµ is the momentum
eigenvalue of the state |primary; k〉X :
|primary; k〉X = |primary〉X(2π)26δ26(p− k) ,
X〈primary; k| = (2π)26δ26(p+ k)X〈primary| . (3.2)
|primary〉X denotes the non-zero mode part of |primary; k〉X , and we normalize it as
X〈primary|primary〉X = 1 . (3.3)
The mass M of the particle corresponding to the operator O(t, k) can be read off from the
relation(
L0 + L˜0 − 2
)
|primary; k〉X ⊗ |0〉C,C¯ =
(
k2 + 2iπ0π¯0 +M
2
) |primary; k〉X ⊗ |0〉C,C¯ . (3.4)
Since we consider correlation functions, the primary states introduced here are off-shell
in general, i.e. k2 + M2 6= 0. For later use, we introduce the on-shell primary states
|primary;k〉X = |primary; k〉X |k2+M2=0 , where k denotes the spatial 25-momentum.
By using the canonical commutation relation (A.22), the lowest order contribution of the
three-point correlation function for the observables Or(tr, kr) (r = 1, 2, 3) (t1 > t2 > t3) with
mass Mr is evaluated as〈〈
O1(t1, k1)O2(t2, k2)O3(t3, k3)
〉〉
=
[∫ t2
t3
dT
2∏
s=1
(
−
∫ 0
−∞
dαs
2
)∫ ∞
0
dα3
2
+
∫ t1
t2
dT
(
−
∫ 0
−∞
dα1
2
) 3∏
s=2
(∫ ∞
0
dαs
2
)]
×4ig
3∏
r′=1
(∫
d26pr′
(2π)26
idπ¯
(r′)
0 dπ
(r′)
0
)
× 〈V 03 (1, 2, 3)∣∣ 3∏
r=1
[
e
−i
|T−tr |
|αr|
“
p2r+M
2
r+2iπ
(r)
0 π¯
(r)
0
” (|primaryr; kr〉X ⊗ |0〉C,C¯)r
]
.(3.5)
We can readily integrate over α3, π
(3)
0 , π¯
(3)
0 , p1 and p2, using the delta functions. In order
to obtain the S-matrix elements, we need to look for the on-shell poles for the external
momenta. The singular behavior at k22 + M
2
2 = 0 comes from the region α2 ∼ 0 in the
integration over α2 [15]. Therefore we should consider the limit α2 → 0 in the three-string
vertex 〈V 03 (1, 2, 3)|. In this limit, the complicated expression (3.5) involving three Hilbert
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spaces for strings 1, 2 and 3 can be simply described in terms of the vertex operator as
follows:〈〈
O1(t1, k1)O2(t2, k2)O3(t3, k3)
〉〉
∼ 1
k22 +M
2
2
4ig
∫ t1
t3
dT
∫ 0
−∞
dα1
2α1
∫
idπ¯
(1)
0 dπ
(1)
0
1
α1
e
−i
t1−T
−α1
“
k21+M
2
1+2iπ
(1)
0 π¯
(1)
0
”
×e−i
T−t3
−α1
“
k23+M
2
3+2iπ
(1)
0 π¯
(1)
0
” ∫
d26p
(2π)26
X〈primary1; k1|V2(k2)|primary3; k3〉X , (3.6)
where V2(k2) denotes the vertex operator corresponding to the primary state |primary2;k2〉X
on the mass-shell associated with the observable O2. After the integration over π(1)0 and π¯(1)0 ,
eq.(3.6) becomes
=
1
k22 +M
2
2
(−4g)
∫ ∞
0
dT ′
∫ ∞
0
dT ′′e−iT
′(k21+M21 )e−iT
′′(k23+M23 )
×
∫
d26p
(2π)26
X〈primary1; k1|V2(k2)|primary3; k3〉X
∼
3∏
r=1
(
1
k2r +M
2
r
)
4g
∫
d26p
(2π)26
X〈primary1;k1|V2(k2)|primary3;k3〉X . (3.7)
Here we have changed the integration variables from T and α1 to T
′ and T ′′, where T ′ = t1−T
−α1
and T ′′ = T−t3
−α1
. Carrying out the Wick rotation to make the space-time signature Lorentzian,
we can see that the lowest order contribution to the S-matrix element for this process is
S = 4ig
∫
d26p
(2π)26
X〈primary1;k1|V2(k2)|primary3;k3〉X . (3.8)
In following subsections, we will discuss the normalization and the sign of the disk ampli-
tudes. In doing so, we need the space-time low energy effective action for the tachyon T (x)
and the graviton hµν(x). Let us calculate the S-matrix elements for processes involving only
tachyons and gravitons. The primary states corresponding to these particles are
|primaryr; kr〉X =
{
|0〉X (2π)26δ26(p− kr) for the tachyon
er,µν(kr)α
µ
−1α˜
ν
−1|0〉X (2π)26δ26(p− kr) for the graviton
, (3.9)
where |0〉X denotes the Fock vacuum for the Xµ sector and er,µν(kr) denotes the polarization
of the asymptotic graviton state with momentum kr,µ. The polarization er,µν(kr) satisfies
the following relations:
er,µν = er,νµ , η
µνer,µν = 0 , k
µ
r er,µν = 0 , er,µν e
µν
r = 1 . (3.10)
11
The vertex operators appearing in eq.(3.6) are
Vr(kr) = ◦◦ eikr,µXµ(0) ◦◦ (3.11)
for the tachyon and
Vr(kr) = −er,µν(kr) ◦◦ ∂Xµ∂¯Xνeikr,λXλ(0) ◦◦
= er,µν(kr) ◦◦
(
pµ +
∑
n 6=0
αµn
)(
pν +
∑
m6=0
α˜νm
)
eikr,λX
λ(0) ◦
◦ (3.12)
for the graviton. In these equations, ◦◦ ◦◦ denotes the normal ordering of the oscillators and
0 in the arguments of the operators indicates the origin (τ, σ) = (0, 0) of the worldsheet.
Plugging eqs.(3.9), (3.11) and (3.12) into eq.(3.8), we obtain three-point S-matrix ele-
ments for tachyons and gravitons:
STTT = 4ig (2π)
26δ26(k1 + k2 + k3) ,
STTh = ig e3,µνk
µ
12k
ν
12 (2π)
26δ26 (k1 + k2 + k3) ,
Shhh = ig e1,µνe2,αβe3,γδ T
µαγT νβδ (2π)26δ26(k1 + k2 + k3) , (3.13)
where the subscripts T and h denote the tachyon and the graviton respectively and
kµrs = k
µ
r − kµs ,
T µαγ = ηµαkγ12 + η
αγkµ23 + η
γµkα31 +
1
4
kµ23k
α
31k
γ
12 . (3.14)
Eq.(3.13) coincide with the results in the light-cone gauge string field theory.
We can reproduce the results obtained in eq.(3.13) from the following space-time effective
action for the metric Gµν(x) and the tachyon field T (x),
S =
1
2κ2
∫
d26x
√−GR +
∫
d26x
√−G
(
−1
2
Gµν∂µT∂νT + T
2 +
2g
3
T 3
)
+higher derivative terms , (3.15)
by expanding the metric Gµν(x) around the flat metric ηµν as
Gµν(x) = ηµν + 2κhµν(x) . (3.16)
We find that the gravitational coupling constant κ is related to the string coupling g as
κ = 2g . (3.17)
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3.2 Disk amplitudes
Now let us turn to the disk amplitudes. We evaluate the disk amplitude with two external
closed string tachyons in the presence of one soliton, as an example. We show that our results
coincide with those for a (ghost) D-brane in string theory. Using these disk amplitudes, we
determine which of the states |D±〉〉 corresponds to the D-brane.
Since |D±〉〉 is a BRST invariant state, we may be able to calculate the amplitudes
involving D-branes by starting from the correlation function
〈〈0|TO1(t1) · · ·ON(tN )|D±〉〉 . (3.18)
Indeed, from |D±〉〉 we get insertions of the boundary states and the worldsheets with bound-
aries are generated. However, because the formulation of the theory is similar to the light-
cone field theory, we cannot generate the worldsheets without any external line insertions
by considering
〈〈0|D±〉〉 . (3.19)
Such vacuum amplitudes are constants. Especially the cylinder amplitudes are constants
which do not depend even on the coupling constant g. Therefore they can be considered to
be included in the definition of the unknown constant λ±. If we replace the bra 〈〈0| by 〈〈D±|
in eq.(3.19), we get worldsheets without any external line insertions. This is calculated in
[17]. But the result is a constant and cannot be distinguished from λ±.
In order to normalize the correlation function (3.18), we divide it by the vacuum ampli-
tude as in the usual field theory, and consider
〈〈
O1(t1) · · ·ON (tN)
〉〉
D±
=
〈〈0|TO1(t1) · · ·ON(tN )|D±〉〉
〈〈0|D±〉〉 . (3.20)
Therefore, starting from this normalized correlation function, we can calculate the amplitudes
in the usual way.
Now let us calculate correlation functions for two closed string tachyons in the presence
of the soliton, to obtain the S-matrix elements. The correlation function to be calculated is
〈〈
OT1 (t1, k1)OT2 (t2, k2)
〉〉
D±
=
〈〈0|OT1 (t1, k1)OT2 (t2, k2)|D±〉〉
〈〈0|D±〉〉 . (3.21)
Here OTr is the observable corresponding to the tachyon state, and t1 > t2. The lowest order
contributions to this correlation function give the propagator and tadpole for the tachyon.
The O(g) term is what we should look at.
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In perturbation theory, |D±〉〉 can be recast into a more tractable form as follows. In the
integrand (2.29) of the integration (2.28), the factor
exp

±(2π)13ǫ2 (− ln ǫ) p+12
16
(
π
2
) p+1
2
√
πg
ζ2

 (3.22)
becomes the most dominant perturbatively. Therefore, we carry out the saddle point ap-
proximation to obtain
|D±〉〉 ≃ λ′± exp
[
± (2π)
13
(8π2)
p+1
2
√
π
∫ 0
−∞
dr
αr
ǫ
r〈B0|ψ¯〉r
]
|0〉〉 , (3.23)
where λ′± is given as
λ′± ≡
√√√√∓ 16
(
π
2
)p+1
2 π
3
2 g
(2π)13ǫ2(− ln ǫ) p+12
λ± . (3.24)
Notice that for |D+〉〉 the exponent of the Gaussian factor (3.22) has the wrong sign, which
makes the factor in front of λ+ in eq.(3.24) pure imaginary. This is a sign of instability.
Then the O(g) term can be given as
GTTD±(k1, k2)
=
[∫ t2
t3
dT
2∏
s=1
(
−
∫ 0
−∞
dαs
2
)(∫ ∞
0
dα3
2
)
+
∫ t1
t2
dT
(
−
∫ 0
−∞
dα1
2
) 3∏
s=2
(∫ ∞
0
dαs
2
)]
× ±4ig(2π)
13
(8π2)
p+1
2
√
π
3∏
r′=1
(∫
d26pr′
(2π)26
idπ¯
(r′)
0 dπ
(r′)
0
)〈
V 03 (1, 2, 3)
∣∣
×
2∏
r=1
(
e
−i
|T−tr |
|αr |
“
p2r+2iπ
(r)
0 π¯
(r)
0 −2
”
|0〉r(2π)26δ26(pr − kr)
)
e
−i
T−t3
α3
“
L
(3)
0 +L˜
(3)
0 −2
”
|B0〉ǫ3 ,(3.25)
where t3 (< t1, t2) is the proper time of the solitonic state. In what follows, we will show
that this correctly provides the contribution of the disk attached to the (ghost) D-brane cor-
responding to our solitonic states |D±〉〉. The worldsheet diagram of this process is depicted
in Fig. 3(a).
Eq.(3.25) is quite similar to eq.(3.5) and can be calculated in the same way. Looking for
the singular behavior at k22 − 2 = 0, we can get
GTTD±(k1, k2)
∼ 1
(k22 − 2)
±4ig(2π)13
(8π2)
p+1
2
√
π
∫ t1
t3
dT
∫ 0
−∞
dα1
2α1
∫
idπ¯
(1)
0 dπ
(1)
0
1
α1
e
−i
T−t1
−α1
“
k21+2iπ
(1)
0 π¯
(1)
0 −2
”
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(a) (b)
Figure 3: (a) The worldsheet diagram of the two-tachyon disk amplitudes. (b)
The worldsheet diagram that contributes to the pole of intermediate closed string
states.
×
∫
d26p
(2π)26
(2π)26δ26(p+ k1)X〈0| ◦◦ eik2,µXµ(0) ◦◦ e−i
T−t3
−α1
“
LX0 +L˜
X
0 +2iπ
(1)
0 π¯
(1)
0 −2
”
|B0〉X
=
1
(k22 − 2)
±4ig(2π)13
(8π2)
p+1
2
√
π
i
∫ ∞
0
dT ′
∫ ∞
0
dT ′′e−iT
′(k21−2)
×
∫
d26p
(2π)26
(2π)26δ26(p+ k1)X〈0| ◦◦ eik2,µXµ(0) ◦◦ e−iT ′′(LX0 +L˜X0 −2)|B0〉X
∼ 1
k21 − 2
1
k22 − 2
±4ig(2π)13
(8π2)
p+1
2
√
π
×
∫
d26p
(2π)26
(2π)26δ26(p+ k1)X〈0| ◦◦ eik2,µXµ(0) ◦◦ −i
LX0 + L˜
X
0 − 2
|B0〉X , (3.26)
where LX0 and L˜
X
0 are the zero-modes of the Virasoro generators and |B0〉X is the boundary
state in the Xµ sector, respectively:
LX0 =
1
2
p2 +
∑
µ∈N,D
∞∑
n=1
αµ−nαnµ , L˜
X
0 =
1
2
p2 +
∑
µ∈N,D
∞∑
n=1
α˜µ−nα˜nµ ,
|B0〉X = exp
[
−
∑
µ,ν∈N,D
∞∑
n=1
1
n
αµ−nα˜
ν
−nDµν
]
|0〉X(2π)p+1δp+1N (p) . (3.27)
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Carrying out the Wick rotation, we find that the S-matrix element for this process is
STTD± =
±4ig(2π)13
(8π2)
p+1
2
√
π
∫
d26p
(2π)26
(2π)26δ26(p+ k1)X〈0| ◦◦ eik2,µXµ(0) ◦◦ 1
LX0 + L˜
X
0 − 2
|B0〉X ,
(3.28)
where the momenta kr,µ (r = 1, 2) are subject to the on-shell condition for the tachyon:
k2r = 2. It is clear that the amplitude is proportional to the usual disk amplitude.
It is straightforward to generalize the above calculations for other closed string states,
just by replacing the state and the vertex operator. Also it is quite obvious that we can
reproduce the disk amplitudes with more than two external lines. In order to consider the
situation in which there are more than one solitons, we should replace |D±〉〉 by |DN+,M−〉〉.
The leading order contribution in perturbation theory is from ζi = ζı¯ = 0 in eq.(2.38) and
we obtain the S-matrix element as STTD+ in eq.(3.28) multiplied by N −M .
We can also replace the bra 〈〈0| in eq.(3.21) by the solitonic states. By doing so, we
introduce more solitons and it is easy to see that the disk amplitudes are multiplied by the
total number of D-branes minus that of ghost D-branes. Therefore, it is now clear that we
considered situations with even number of solitons in [17], by taking the bra and the ket to
be hermitian conjugate to each other. In this paper, considering that the vacuum amplitudes
are included in the definitions of λ±, we can realize more general situations.
3.3 D-brane and ghost D-brane states
Let us check if the disk amplitude (3.28) has the correct normalization. At the on-shell pole
of an intermediate closed string state |primary; k〉X , it is factorized as
STTD± ∼
∫
d26k
(2π)26
[
4ig
∫
d26p′
(2π)26
(2π)26δ26(p′ + k1)X〈0| ◦◦ eik2,µXµ(0) ◦◦ |primary; k〉X
]
× −i
k2 +M2
×
[
±i(2π)13
(8π2)
p+1
2
√
π
∫
d26p
(2π)26
X〈primary;−k|B0〉X
]
, (3.29)
where M denotes the mass of the state. Since the D-brane can be considered as a source of
closed string states, the low energy effective action should have source terms at xi = 0 (i ∈ D)
due to the presence of solitons. From eq.(3.29), we can read off the source terms as
S ′± = ±
(2π)13
(8π2)
p+1
2
√
π
∫
d26x
∏
i∈D
δ(xi)
[
T (x)− 2
∑
µ,ν∈N
hµν(x)η
µν + · · ·
]
, (3.30)
where the ellipsis denotes the contribution from the states other than the tachyon T (x) and
the graviton hµν(x). This can be compared with the DBI action for a flat Dp-brane located
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at xi = 0 (i ∈ D):
Sp = −τp
∫
d26x
∏
i∈D
δ(xi)
√
− det
µ,ν∈N
Gµν(x) , (3.31)
where τp is the Dp-brane tension in bosonic string theory defined as [22][23]
2
τp =
√
π
16κ
(8π2)
11−p
2 . (3.32)
Using eq.(3.16) we can expand Sp in terms of hµν(x), and obtain the source term for hµν(x)
which coincides with that in S ′+ in eq.(3.30). Therefore the disk amplitude STTD+ coincides
with that for a D-brane and STTD− coincides with that for a ghost D-brane.
Hence we should identify |D+〉〉 with the state with one D-brane and |D−〉〉 with the state
with one ghost D-brane. This identification is quite consistent. D-branes in bosonic string
theory are unstable due to the lack of the RR-charge and the soliton corresponding to the
state |D+〉〉 is also unstable, as was mentioned below eq.(3.24).
4 Discussion
In this paper, we construct solitonic states corresponding to D-branes and ghost D-branes
and check that the disk amplitudes coincide with the usual string theory results. These
solitonic states are BRST invariant in the leading order of ǫ. Since the BRST variation
in eq.(2.25) is of order ǫ−2(− ln ǫ)− p+12 , higher order corrections do not go to 0 in the limit
ǫ → 0. For p 6= −1, the correction terms are of order ǫ−2(− ln ǫ)− p+12 −n (n > 0) and for
p = −1, the next leading term is of order ǫ0. It might be possible to prove that by modifying
the exponent of O¯D±(ζ) as
exp
[±Aφ¯(ζ)± Bζ2 + (terms higher order in ǫ)] , (4.1)
it becomes BRST invariant. As is clear from the calculation of the disk amplitudes, the
higher order terms do not contribute to the amplitudes in the limit ǫ → 0. Of course, we
need to examine the form of the BRST transformation to show that this actually happens.
We do not try doing so, because here we are dealing with bosonic strings and we are destined
to have insurmountable divergences any way. Hopefully, we may be able to show the BRST
invariance more completely in the superstring case.
The calculation of the disk amplitudes goes in the same way as that in the usual ampli-
tudes. Open string external lines may be introduced by deforming the boundary state by
2 In this paper, we use the units in which α′ = 2.
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the marginal operators corresponding to the open string vertex operators. It is an intriguing
problem to examine if the higher order open string amplitudes are reproduced correctly.
Another problem is to calculate the open string amplitudes without closed string insertions.
The variables ζ in the definition of the solitonic states can be regarded as constant
tachyon. They are conjugate to the α in the OSp invariant string field theory. Therefore
somehow a part of the open string modes is incorporated in the formulation of the closed
string field theory. It may be possible to generalize this to other modes of open strings.
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A OSp Invariant String Field Theory
In this appendix, we summarize the formulation of the OSp invariant string field theory.
variables
The coordinate variables on the worldsheet in the OSp invariant string field theory are the
OSp(26|2) vector XM = (Xµ, C, C¯), where Xµ (µ = 1, . . . , 26) are Grassmann even and the
ghost fields C and C¯ are Grassmann odd. The metric of the OSp(26|2) vector space is
ηMN =
C
C¯
C C¯

δµν
0 −i
i 0


= ηMN , (A.1)
where we have taken the Euclidean signature for the physical space-time. XM are Fourier
expanded in the usual way and we obtain the non-zero oscillation modes
αMn = (α
µ
n,−γn, γ¯n) ,
α˜Mn = (α˜
µ
n,−γ˜n, ˜¯γn) (n 6= 0) , (A.2)
and the zero modes
xM =
(
xµ, C0, C¯0
)
,
αM0 = α˜
M
0 = p
M = (pµ,−π0, π¯0) . (A.3)
They satisfy the canonical commutation relations
[xN , pM} = iηNM , [αNn , αMm } = nηNMδn+m,0 , [α˜Nn , α˜Mm } = nηNMδn+m,0 (A.4)
for n,m 6= 0, where the graded commutator [A,B} denotes the anti-commutator when A
and B are both fermionic operators and the commutator otherwise.
We define the Fock vacuum |0〉 in the usual way and take the momentum representation
for the wave functions for the zero modes. The integration measure for the zero-modes of
the r-th string is defined as
dr ≡ αrdαr
2
d26pr
(2π)26
idπ¯
(r)
0 dπ
(r)
0 . (A.5)
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It is convenient to define the measure d′r for pµr , π
(r)
0 , π¯
(r)
0 as
d′r =
d26pr
(2π)26
idπ¯
(r)
0 dπ
(r)
0 . (A.6)
action
The action of the OSp invariant string field theory takes the form
S =
∫
dt
[
1
2
∫
d1d2 〈R(1, 2) |Φ〉1
(
i
∂
∂t
− L
(2)
0 + L˜
(2)
0 − 2
α2
)
|Φ〉2
+
2g
3
∫
d1d2d3
〈
V 03 (1, 2, 3)
∣∣Φ〉1|Φ〉2|Φ〉3
]
. (A.7)
Here 〈R(1, 2)| is the reflector given as
〈R(1, 2)| = δ(1, 2) 12〈0| eE(1,2) 1
α1
, (A.8)
where
12〈0| = 1〈0|2〈0| ,
E(1, 2) = −
∞∑
n=1
1
n
(
αN(1)n α
M(2)
n + α˜
N(1)
n α˜
M(2)
n
)
ηNM ,
δ(1, 2) = 2δ(α1 + α2)(2π)
26δ26(p1 + p2)i(π¯
(1)
0 + π¯
(2)
0 )(π
(1)
0 + π
(2)
0 ) . (A.9)
〈V 03 (1, 2, 3)| is the three-string vertex given as
〈
V 03 (1, 2, 3)
∣∣ ≡ δ(1, 2, 3) 123〈0|eE(1,2,3)P123 |µ(1, 2, 3)|2
α1α2α3
, (A.10)
where
123〈0| = 1〈0| 2〈0| 3〈0| ,
P123 = P1P2P3 , Pr =
∫ 2π
0
dθ
2π
e
iθ
“
L
(r)
0 −L˜
(r)
0
”
,
δ(1, 2, 3) = 2δ
( 3∑
s=1
αs
)
(2π)26δ26
( 3∑
r=1
pr
)
i
( 3∑
r′=1
π¯
(r′)
0
)( 3∑
s′=1
π
(s′)
0
)
,
E(1, 2, 3) =
1
2
∑
n,m≥0
3∑
r,s=1
N¯ rsnm
(
αN(r)n α
M(s)
m + α˜
N(r)
n α˜
M(s)
m
)
ηNM ,
µ(1, 2, 3) = exp
(
−τˆ0
3∑
r=1
1
αr
)
, τˆ0 =
3∑
r=1
αr ln |αr| . (A.11)
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Here N¯ rsnm denote the Neumann coefficients associated with the joining-splitting type of three-
string interaction [10][11][12]. g is the coupling constant for strings. In this paper, we take
g > 0.
The string field Φ is taken to be Grassmann even and subject to the level matching
condition PΦ = Φ and the reality condition
〈Φhc| = 〈Φ| . (A.12)
Here 〈Φhc| ≡ (|Φ〉)† denotes the hermitian conjugate of |Φ〉, and 〈Φ| denotes the BPZ
conjugate of |Φ〉 defined as
2〈Φ| =
∫
d1 〈R(1, 2)|Φ〉1 . (A.13)
We also define
|R(1, 2)〉 ≡ δ(1, 2) 1
α1
eE
†(1,2)|0〉12 , (A.14)
so that ∫
d11〈Φ|R(1, 2)〉 = |Φ〉2 . (A.15)
BRST transformation
The action (A.7) is invariant under the BRST transformation
δBΦ = QBΦ + gΦ ∗ Φ . (A.16)
The BRST operator QB is defined [24][25] as
QB =
C0
2α
(L0 + L˜0 − 2)− iπ0 ∂
∂α
+
i
α
∞∑
n=1
(
γ−nLn − L−nγn
n
+
γ˜−nL˜n − L˜−nγ˜n
n
)
. (A.17)
Here Ln and L˜n (n ∈ Z) are the Virasoro generators given by
Ln =
1
2
∑
m∈Z
◦
◦αNn+mα
M
−mηNM
◦
◦ , L˜n =
1
2
∑
m∈Z
◦
◦α˜Nn+mα˜
M
−mηNM
◦
◦ , (A.18)
where the symbol ◦◦ ◦◦ denotes the normal ordering of the oscillators in which the non-negative
modes should be placed to the right of the negative modes.
The ∗-product Φ ∗Ψ of two arbitrary closed string fields Φ and Ψ is given as
|Φ ∗Ψ〉4 =
∫
d1d2d3 〈V3(1, 2, 3) |Φ〉1 |Ψ〉2 |R(3, 4)〉 , (A.19)
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where
〈V3(1, 2, 3)| = δ(1, 2, 3) 123〈0|eE(1,2,3)C(ρI)P123 |µ(1, 2, 3)|
2
α1α2α3
. (A.20)
ρI denotes the interaction point.
canonical quantization
Since the action (A.7) and the formulation of the OSp invariant string field theory are quite
similar to those of the light-cone gauge string field theory, we can perform the canonical
quantization in an analogous way. We can decompose the string field as
|Φ〉 = |ψ〉+ ∣∣ψ¯〉 , (A.21)
where |ψ〉 is the part with positive α and |ψ¯〉 is the one with negative α. From the kinetic
term of eq.(A.7), we can see that they satisfy the canonical commutation relation
[|ψ〉r , ∣∣ψ¯〉s] = |R(r, s)〉 . (A.22)
From the hermiticity defined in eq.(A.12), one can deduce that 〈ψ| and 〈ψ¯| are hermitian
conjugate to |ψ¯〉 and |ψ〉, respectively. We identify |ψ〉 with the annihilation mode and
|ψ¯〉 with the creation mode. Accordingly we define the vacuum state |0〉〉 in the second
quantization as
|ψ〉|0〉〉 = 0 , 〈〈0|〈ψ¯| = 0 . (A.23)
B Overlap of Three-String Vertex with One Boundary
State
In this appendix, we evaluate the string vertex 〈V2(1, 2);T | introduced in eq.(2.15) for T = ǫ.
〈V2(1, 2);T | can be expressed as
〈V2(1, 2);T | = 〈V 02 (1, 2);T |C (ρI)P12 , (B.1)
where
〈V 02 (1, 2);T | =
∫
d′3δ(1, 2, 3) 123〈0|eE(1,2,3)|B0〉T3
|µ(1, 2, 3)|2
α1α2α3
. (B.2)
Here we present the calculations for the case α1, α2 < 0.
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Mandelstam mapping
The vertex 〈V 02 (1, 2);T | is proportional to the one that is determined by the prescription of
LeClair, Peskin and Preitschopf (LPP) [26]. We refer to the latter as the LPP vertex. As
we will see, we can calculate it by using the Mandelstam mapping which maps the upper
half plane to the worldsheet in Fig.1.
Let us introduce a complex coordinate ρ on the worldsheet so that the string diagram in
Fig.1 can be identified with the region depicted in Fig.4 on the ρ-plane. Each portion of the
ρ-plane corresponding to the r-th external string (r = 1, 2) is identified with the unit disk
|wr| ≤ 1 of string r by the relation
ρ = αrζr + T + iβr , βr = −α2π − αrσ(r)I ,
ζr(= τr + iσr) = lnwr , τr ≤ 0 , −π ≤ σr ≤ π . (B.3)
Here ρI = T − iπα2 is the interaction point on the ρ-plane and σ(r)I is the value of the σr
coordinate where the r-th string interacts. We set σ
(1)
I = π and σ
(2)
I = −π. Therefore we
have
β1 = −(α1 + α2)π , β2 = 0 . (B.4)
0
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Figure 4: The ρ-plane corresponding to the
string diagram depicted in Fig.1.
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Figure 5: The upper half z-plane.
The string diagram described by Fig.1 has one hole and two punctures at infinity cor-
responding to the two external strings, strings 1 and 2. Since the topology of this diagram
is a disk with two punctures, the ρ-plane (Fig.4) can be mapped to the complex upper
half z-plane (Fig.5) with two punctures. These two surfaces are related by the Mandelstam
mapping
ρ(z) = α1 ln
z − Z1
z − Z¯1
+ α2 ln
z − Z2
z − Z¯2
, (B.5)
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where the point z = Zr (r = 1, 2) is the puncture corresponding to the origin of the unit
disk |wr| < 1 of string r. We can set Z1 = iy and Z2 = i, where y is a real parameter with
0 < y < 1. The interaction point zI on the z-plane is determined by
dρ
dz
(zI) = 0. This yields
zI = i
√
(α1 + α2y)y
α1y + α2
. (B.6)
Here we have used α1, α2 < 0, 0 < y < 1 and Im zI > 0. Eq.(B.6) leads to
T = Re ρ(zI) = α1 ln
∣∣∣∣zI − iyzI + iy
∣∣∣∣ + α2 ln
∣∣∣∣zI − izI + i
∣∣∣∣ . (B.7)
From this relation, we find that in the small T limit, T = ǫ≪ 1, we have
y ≃ 1
16α1α2
ǫ2 +O(ǫ4) . (B.8)
For later use, we consider the limit T →∞ as well. In this limit, y ∼ 1. In fact,
T ≃ τˆ0 − (α1 + α2) ln 2 + (α1 + α2) ln(1− y) +O(1− y) , (B.9)
where
τˆ0 = α1 ln |α1|+ α2 ln |α2| − (α1 + α2) ln |α1 + α2| . (B.10)
Neumann coefficients
The real axis of the z-plane corresponds to the worldsheet boundary attached to |B0〉3. Be-
cause of the boundary conditions (2.1) satisfied by the worldsheet variablesXN = (Xµ, X i, C, C¯)
on the boundary state |B0〉, the two-point functions of XN(z, z¯) on the z-plane become
GNMUHP(z, z¯; z
′, z¯′) = 〈XN(z, z¯)XM(z′, z¯′)〉 = −ηNM ln |z − z′|2 −DNM ln |z − z¯′|2 , (B.11)
where DNM is the tensor introduced in eq.(2.3).
The vertex 〈V 02 (1, 2);T | introduced in eq.(B.2) takes the form
〈V 02 (1, 2);T | = 2δ(α1 + α2 + α3)(2π)p+1δp+1N (p1 + p2)K2(1, 2;T ) 〈V 02,LPP(1, 2);T | , (B.12)
where 〈V 02,LPP(1, 2);T | is the LPP vertex, and the factor K2(1, 2;T ) depends only on the
zero-modes and the moduli. The LPP vertex has the structure
〈V 02,LPP(1, 2);T |
= 12〈0| exp
[
∞∑
n,m=0
∑
r,s=1,2
{1
2
(
N¯ (2)rsnm α
N(r)
n α
M(s)
m + N¯
(2)r˜s˜
nm α˜
N(r)
n α˜
M(s)
m
)
ηNM
+
1
2
(
N¯ (2)rs˜nm α
N(r)
n α˜
M(s)
m + N¯
(2)r˜s
nm α˜
N(r)
n α
M(s)
m
)
DNM
}]
, (B.13)
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for Wick’s theorem to hold. The Neumann coefficients N¯
(2)rs
nm, N¯
(2)r˜s˜
nm and N¯
(2)rs˜
nm are deter-
mined by requiring that the following equation should hold [26],∫
d′1d′2 〈V 02,LPP(1, 2);T |XN(r)(wr, w¯r)XM(s)(w′s, w¯′s)|0〉12
×
∏
r′=1,2
(2π)26δ26(pr′)iπ¯
(r′)
0 π
(r′)
0 = G
NM
UHP(zr, z¯r; z
′
s, z¯
′
s) , (B.14)
where zr and z
′
s are the points on the z-plane corresponding to the points wr and w
′
s on the
unit disks of strings r and s, respectively.
Using eq.(B.14), one can show that the Neumann coefficients are given as
N¯ (2)rsnm =
(
N¯ (2)r˜s˜nm
)∗
=
1
nm
∮
Zr
dz
2πi
∮
Zs
dz′
2πi
e−nζr(z)−mζ
′
s(z
′)
(z − z′)2 ,
N¯ (2)rs˜nm =
(
N¯ (2)r˜snm
)∗
=
1
nm
∮
Zr
dz
2πi
∮
Z¯s
dz¯′
2πi
e−nζr(z)−mζ¯
′
s(z¯
′)
(z − z¯′)2 ,
N¯
(2)rs
n0 =
(
N¯
(2)r˜s˜
n0
)∗
=
1
n
∮
Zr
dz
2πi
e−nζr(z)
z − Zs ,
N¯
(2)rs˜
n0 =
(
N¯
(2)r˜s
n0
)∗
=
1
n
∮
Zr
dz
2πi
e−nζr(z)
z − Z¯s ,
N¯
(2)rs
00 =
(
N¯
(2)r˜s˜
00
)∗
= ln(Zr − Zs) (r 6= s) ,
N¯
(2)rs˜
00 =
(
N¯
(2)r˜s
00
)∗
= ln(Zr − Z¯s) (r 6= s) ,
N¯
(2)rr
00 =
(
N¯
(2)r˜r˜
00
)∗
= ln(Zr − Z¯r)−
∑
s 6=r
αs
αr
{
ln(Zr − Zs)− ln(Zr − Z¯s)
}
+
T + iβr
αr
,
N¯
(2)rr˜
00 =
(
N¯
(2)r˜r
00
)∗
= ln(Zr − Z¯r) , (B.15)
for n,m ≥ 1. Here we have used the convention for the orientation of the z¯ integration such
that
∮
0
dz¯
2πi
1
z¯
= 1.
K2(1, 2;T )
The central charge of the worldsheet CFT of the OSp invariant string theory is 24 and not
0. Therefore the Generalized Gluing and Resmoothing Theorem [27] does not hold in this
case and thus K2(1, 2;T ) 6= 1. Since the three-string vertex 〈V 03 (1, 2, 3)| is defined assuming
that the ρ-plane is endowed with the metric
ds2 = dρdρ¯ , (B.16)
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the oscillator independent part K2(1, 2;T ) is the partition function of the CFT on the ρ-
plane (Fig.4) with the metric given in eq.(B.16). As explained in [28], its dependence on
α1, α2 and the moduli T can be determined through CFT technique by evaluating the
Liouville action associated with the conformal mapping (B.5) between the ρ-plane and the
upper half z-plane with small circles around zI , Zr (r = 1, 2) and ∞ excised. Collecting the
contributions from these holes, we obtain
K2(1, 2;T ) ∝
∣∣∣∣ limz→∞
(
z2
dρ(z)
dz
)∣∣∣∣
2 ∏
r=1,2
(
|αr|−2
∣∣∣∣dwrdz (Zr)
∣∣∣∣
2
) ∣∣∣∣d2ρdz2 (zI)
∣∣∣∣
−1
. (B.17)
Therefore we can see that K2(1, 2;T ) is expressed as
K2(1, 2;T ) = K0 1
α1α2
√
(α1y + α2)y
α1 + α2y
(1− y2)2
(α1y + α2)16y2
e
−2
“
1
α1
+ 1
α2
”
T−2
“
α2
α1
+
α1
α2
”
ln 1+y
1−y , (B.18)
where K0 is a constant independent of α1, α2 and T . K0 can be determined by comparing
the left and right hand sides of the equation∫
d′1d′2d′3 〈V 03 (1, 2, 3)|B0〉T3 |0〉12
∏
r=1,2
(2π)26δ26(pr)iπ¯
(r)
0 π
(r)
0
=
∫
d′1d′2 2δ(α1 + α2 + α3)(2π)
p+1δp+1N (p1 + p2) K2(1, 2;T )
×〈V 02,LPP(1, 2);T |0〉12
∏
r=1,2
(2π)26δ26(pr)iπ¯
(r)
0 π
(r)
0 , (B.19)
in the T → ∞ limit. One can readily evaluate the left hand side of the above equation
because the non-zero oscillation modes do not contribute in this limit. Using eq.(B.9), we
find that K0 = −1.
C(ρI)
The effect of inserting C(ρI) can be described as follows:
〈V2,LPP(1, 2);T | ≡ 〈V 02,LPP(1, 2);T |C(ρI)
= 〈V 02,LPP(1, 2);T |
[
∞∑
n=0
∑
r=1,2
(
M rUHPniγ
(r)
n +M
r˜
UHPniγ˜
(r)
n
)]
. (B.20)
The coefficients M rUHPn and M
r˜
UHPn can be determined by the LPP prescription, i.e. we
require that∫
d′1d′2〈V2,LPP(1, 2);T |C¯(r)(wr, w¯r)|0〉12
∏
r=1,2
(2π)26δ26(pr)iπ¯
(r)
0 π
(r)
0
= GCC¯UHP(zI , z¯I ; zr, z¯r) = i
[
ln(zI − zr) + ln(z¯I − z¯r)− ln(zI − z¯r)− ln(z¯I − zr)
]
. (B.21)
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This yields
M rUHPn = (M
r˜
UHPn)
∗ = − i
n
∮
Zr
dzr
2πi
e−nζr(zr)
(
i
zr − zI −
i
zr − z¯I
)
(B.22)
for n ≥ 1 and
M rUHP0 +M
r˜
UHP0 = ln(zI − Zr) + ln(z¯I − Z¯r)− ln(zI − Z¯r)− ln(z¯I − Zr) . (B.23)
〈V2(1, 2); ǫ|
Collecting the results obtained in the above, we eventually get the vertex 〈V2(1, 2);T |. Now
that we obtain the complete expression of the vertex 〈V2(1, 2);T |, let us consider the T =
ǫ → 0 limit. It is intuitively obvious that 〈V 02,LPP(1, 2); ǫ| is proportional to a product of
boundary states in this limit. It is straightforward to show that
(2π)p+1δp+1N (p1 + p2)〈V 02,LPP(1, 2); ǫ| ∼
1
(16π)
p+1
2 (− ln ǫ) p+12
ǫ
1〈B0| ǫ2〈B0| , (B.24)
in the leading order. Therefore, in evaluating 〈V2(1, 2); ǫ| = 〈V 02 (1, 2); ǫ|C (ρI)P12 , only the
term proportional to π
(r)
0 from C(ρI) survives the level matching condition and we obtain
(2π)p+1δp+1N (p1 + p2)〈V2,LPP(1, 2); ǫ|P12
∼ 1
(16π)
p+1
2 (− ln ǫ) p+12
ǫ
1〈B0| ǫ2〈B0|
(
i
α1
π
(1)
0 +
i
α2
π
(2)
0
)
P12 . (B.25)
Evaluating K2(1, 2; ǫ), we finally obtain
〈V2(1, 2); ǫ| ∼ 2δ(α1 + α2 + α3) 1
(16π)
p+1
2
4
ǫ2(− ln ǫ) p+12
×ǫ1〈B0| ǫ2〈B0|
(
i
α1
π
(1)
0 +
i
α2
π
(2)
0
)
P12 . (B.26)
The case α1, α2 > 0 can be treated in the same way and one can show that eq.(B.26)
holds also in this case.
C Overlap of Three-String Vertex with Two Boundary
States
In this appendix, we investigate the vertex 〈V1(3); ǫ| introduced in eq.(2.16). The calculation
proceeds in the same way as the one above. We begin by expressing 〈V1(3);T | as
〈V1(3);T | = 〈V 01 (3);T |C(ρI)P3 , (C.1)
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where
〈V 01 (3);T | ≡
∫
d′1d′2 δ(1, 2, 3) 123〈0|eE(1,2,3)|B0〉T1 |B0〉T2
|µ(1, 2, 3)|2
α1α2α3
. (C.2)
Here we present the calculations for the case α1, α2 > 0.
Mandelstam mapping
The complex ρ-plane indicating the string diagram Fig.2 is described by Fig.6. The region
of the ρ-plane corresponding to the external string, string 3, is identified with the unit disk
|w3| ≤ 1 of this string through the relation
ρ = α3ζ3 + T + iβ3 , β3 = α1π − α3σ(3)I ,
ζ3(= τ3 + iσ3) = lnw3 , τ3 ≤ 0 , −π ≤ σ3 ≤ π . (C.3)
Here ρI = T + iπα1 (and ρ¯I) is the interaction point on the ρ-plane and σ
(3)
I denotes the
value of the σ3 coordinate of the interaction point of string 3. We set σ
(3)
I = πα1/α3 so that
β3 = 0 . (C.4)
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the string diagram depicted by Fig.2.
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The topology of the string diagram Fig.2 is an annulus with a puncture corresponding
to string 3. Therefore the ρ-plane can be mapped to a rectangle with a puncture on the
complex ν-plane (Fig.7). We take this rectangle to be the region defined by −1
2
≤ Re ν ≤ 0
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and − τ
2
≤ Im ν ≤ τ
2
. Here τ (τ ∈ iR) is the moduli parameter and the identification ν ∼= ν+τ
should be made. These two surfaces are related by the Mandelstam mapping3
ρ(ν) = α ln
ϑ1(ν + V3|τ)
ϑ1(ν − V3|τ) , (C.5)
where α = α1 + α2 = −α3 > 0, V3 = −α12α and ϑi(ν|τ) (i = 1, . . . , 4) are the theta functions.
The point ν = V3 is the puncture corresponding to the origin w3 = 0 of the unit disk
|w3| ≤ 1 of string 3. We may parametrize the interaction points ν−I and ν+I on the ν-plane
corresponding to ρI and ρ¯I on the ρ-plane as ν
±
I = −y ∓ τ2 with y ∈ R, 0 ≤ y ≤ 12 . These
are determined by dρ
dν
(ν±I ) = 0. This yields
g4
(α1
2α
+ y
∣∣∣ τ)+ g4 (α1
2α
− y
∣∣∣ τ) = 0 , (C.6)
where gi(ν|τ) = ∂ν lnϑi(ν|τ). The relation Re ρ(ν±I ) = T leads to
T = α ln
ϑ4
(
α1
2α
+ y
∣∣ τ)
ϑ4
(
α1
2α
− y ∣∣ τ) . (C.7)
It follows from eqs.(C.6) and (C.7) that in the small T limit, T = ǫ≪ 1, the parameters
τ and y behave as follows [29][31]:
q
1
2 ≡ eiπτ ≃ ǫ
4α sin
(
π α1
α
) +O(ǫ3) , y ≃ 1
4
− 1
π
cos
(
π
α1
α
)
q
1
2 +O(q 32 ) . (C.8)
Therefore we find that in this limit the moduli parameter −iτ becomes infinity. For later
use, we consider the behavior of τ and y in the T → ∞ limit as well. In this limit, the
moduli parameter τ tends to 0. In fact, we have
T ∼ α1α2π
α
i
τ
+ τˆ0 , y ∼ α1
2α
+
i
2π
τ ln
α1
α2
. (C.9)
Neumann coefficients
The part −πα1 ≤ Im ρ ≤ πα1 of the boundary Re ρ = 0 of the ρ-plane where the ρ-plane
is attached to |B0〉1 corresponds to the side Re ν = −12 of the rectangle on the ν-plane.
The remaining part of the boundary of the ρ-plane where the ρ-plane is attached to |B0〉2
corresponds to the the other side Re ν = 0 of the rectangle on the ν-plane. Therefore, on the
3The Mandelstam mapping (C.5) is essentially the same as the one in [29]. The rectangle on the ν-plane
introduced here is the dual annulus of the rectangle on the u-plane considered in [29]. These are related by
ν = u
τ˜
, where τ˜ = − 1
τ
. See also [30][31][32].
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ν-plane the worldsheet variables XN(ν, ν¯) satisfy the Neumann and the Dirichlet boundary
conditions according to eq.(2.1) on the two sides, Re ν = −1
2
and Re ν = 0, of the rectangle
and the periodic boundary condition XN(ν + τ, ν¯− τ) = XN(ν, ν¯) along the imaginary axis.
It follows that the two-point functions of XN(ν, ν¯) on the ν-plane become
GNMrectan.(ν, ν¯; ν
′, ν¯ ′) = 〈XN(ν, ν¯)XM(ν ′, ν¯ ′)〉
= − ηNM lnϑ1 (ν − ν ′ | τ)− ηNM lnϑ1 (ν¯ − ν¯ ′ | τ)
−DNM lnϑ1 (ν + ν¯ ′ | τ)−DNM lnϑ1 (ν¯ + ν ′ | τ) + fNM(ν, ν¯; ν ′, ν¯ ′) , (C.10)
where fNM(ν, ν¯; ν ′, ν¯ ′) are the terms necessary for the periodicity of the two-point functions
GNMrectan.(ν, ν¯; ν
′, ν¯ ′) along the imaginary axis of the ν-plane, defined as
fµλ(ν, ν¯; ν ′, ν¯ ′) = −ηµλπi
τ
(ν − ν ′ − ν¯ + ν¯ ′)2 (C.11)
for µ, λ ∈ N, and 0 otherwise. In eq.(C.10), we have used the relation
ϑ1(ν|τ) = ϑ1(ν¯|τ) (C.12)
for τ ∈ iR.
The vertex 〈V 01 (3);T | can be expressed as
〈V 01 (3);T | = 2δ(α1 + α2 + α3)(2π)p+1δp+1N (p3)K1(3;T )〈V 01,LPP(3);T | , (C.13)
where 〈V 01,LPP(3);T | is the LPP vertex, which is of the form
〈V 01,LPP(3);T |
= 3〈0| exp
[
∞∑
n,m=0
{1
2
(
N¯hhnm,NM α
N(3)
n α
M(3)
m + N¯
aa
nm,NM α˜
N(3)
n α˜
M(3)
m
+N¯hanm,NM α
N(3)
n α˜
M(3)
m + N¯
ah
nm,NM α˜
N(3)
n α
M(3)
m
)}]
, (C.14)
and the remaining factor K1(3;T ) is independent of the non-zero oscillation modes.
The Neumann coefficients N¯hhnm,NM , N¯
aa
nm,NM , N¯
ha
nm,NM , N¯
ah
nm,NM are determined by the
equation ∫
d′3〈V 01,LPP(3);T |XN(3)(w3, w¯3)XM(3)(w′3, w¯′3)|0〉3(2π)26δ26(p3)iπ¯(3)0 π(3)0
= GNMrectan.(ν3, ν¯3; ν
′
3, ν¯
′
3) , (C.15)
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where ν3 and ν
′
3 are the points on the ν-plane corresponding to the points w3 and w
′
3 on the
unit disk of string 3 respectively. We obtain
N¯hh,NMnm =
(
N¯aa,NMnm
)∗
=
−1
nm
∮
V3
dν
2πi
∮
V3
dν ′
2πi
e−nζ3(ν)−mζ
′
3(ν
′)∂ν∂ν′G
NM
rectan.(ν, ν¯; ν
′, ν¯ ′) ,
N¯ha,NMnm =
(
N¯ah,NMnm
)∗
=
−1
nm
∮
V3
dν
2πi
∮
V3
dν¯ ′
2πi
e−nζ3(ν)−mζ¯
′
3(ν¯
′)∂ν∂ν¯′G
NM
rectan.(ν, ν¯; ν
′, ν¯ ′) ,
1
2
(
N¯hh,NMn0 + N¯
ha,NM
n0
)
=
1
2
(
N¯aa,NMn0 + N¯
ah,NM
n0
)∗
= − 1
2n
∮
V3
dν
2πi
e−nζ3(ν)∂νG
NM
rectan.(ν, ν¯;V3, V3) ,
1
4
(
N¯hh,NM00 + N¯
ha,NM
00 + N¯
ah,NM
00 + N¯
aa,NM
00
)
= − 1
4
lim
ν→V3
(
GNMrectan.(ν, ν¯;V3, V3) + ζ3(ν) + ζ¯3(ν¯)
)
. (C.16)
K1(3;T )
The prefactor K1(3;T ) can be determined through the method in [28] again. We excise small
semi-circles around the interaction points ν = ν±I and a small circle around the puncture
ν = V3 on the ν-plane. This time, besides the contributions from these holes, we should
include the moduli dependence of the partition function, and we find
K1(3;T ) ∝
(
|α|−2
∣∣∣∣dw3dν (V3)
∣∣∣∣
2
)
|cI |−1|τ |−
p+1
2 η(τ)−24, (C.17)
where η(τ) is the Dedekind eta function and cI is defined by
cI =
d2ρ
dν2
(ν−I ) . (C.18)
Thus we obtain
K1(3;T ) = K′0
(2π)2e
2T
α
(−iτ) p+12 η(τ)18α2cIϑ1
(
α1
α
∣∣ τ)2 , (C.19)
where K′0 is a numerical factor which cannot be determined by this method. The factor K′0
can be fixed by comparing the behaviors in the T →∞ limit of the left and right hand sides
of the following equation,∫
d′1d′2d′3〈V 03 (1, 2, 3)|B0〉T1 |B0〉T2 |0〉3(2π)26δ26(p3)iπ¯(3)0 π(3)0
=
∫
d′3 2δ(α1 + α2 + α3)(2π)
p+1δp+1N (p3)K1(3;T )
×〈V 01,LPP(3);T |0〉3(2π)26δ26(p3)iπ¯(3)0 π(3)0 . (C.20)
31
By making use of eq.(C.9), we find that
K′0 =
(2π)p+1
(2π)25
. (C.21)
C(ρI)
Let us consider the effect of the insertion of the ghost field C at the interaction point. In
the same way as eq.(B.20), this can be described by
〈V1,LPP(3);T | ≡ 〈V 01,LPP(3);T |C(ρI)
= 〈V 01,LPP(3);T |
∞∑
n=0
(
M hrectan.n iγ
(3)
n +M
a
rectan.n iγ˜
(3)
n
)
. (C.22)
The coefficients M hrectan.n and M
a
rectan.n can be determined through the LPP prescription by
requiring that∫
d′3〈V1,LPP(3);T |C¯(3)(w3, w¯3)|0〉3(2π)26δ26(p3)iπ¯(3)0 π(3)0
= GCC¯rectan.(ν
−
I , ν¯
−
I ; ν3, ν¯3)
= i
[
lnϑ1(ν
−
I − ν3|τ) + lnϑ1(ν¯−I − ν¯3|τ)− lnϑ1(ν−I + ν¯3|τ)− lnϑ1(ν¯−I + ν3|τ)
]
.(C.23)
It follows that the coefficient of the zero mode γ
(3)
0 = γ˜
(3)
0 = π
(3)
0 is
M hrectan.0 +M
a
rectan.0
= lnϑ1(ν
−
I − V3|τ) + lnϑ1(ν¯−I − V3|τ)− lnϑ1(ν−I + V3|τ)− lnϑ1(ν¯−I + V3|τ)
= 2 ln
ϑ4
(
α1
2α
− y ∣∣ τ)
ϑ4
(
α1
2α
+ y
∣∣ τ) , (C.24)
and those of the non-zero modes are
M hrectan.n = (M
a
rectan.n)
∗ = −1
n
∮
ν=V3
dν
2πi
[
g1(ν
−
I − ν|τ) + g1(ν¯−I + ν|τ)
]
(C.25)
for n ≥ 1.
〈V1(3); ǫ|
Collecting all the results obtained in the above, we eventually get the complete expression
of the vertex 〈V1(3);T |. Let us take T = ǫ → 0 limit. Again it is intuitively obvious and
straightforward to show that
(2π)p+1δp+1N (p3)〈V 01,LPP(3); ǫ| ∼ ǫ3〈B0| , (C.26)
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in the leading order. It follows that only the π
(3)
0 from C(ρI) survives the level matching
projection and thus
(2π)p+1δp+1N (p3)〈V1,LPP(3); ǫ|P3 ∼ ǫ3〈B0|
2i
α3
π
(3)
0 P3 . (C.27)
Evaluating K1(3, ǫ), we eventually get
〈V1(3); ǫ| ∼ −2δ(α1 + α2 + α3)(4π
3)
p+1
2
(2π)25
4
ǫ2(− ln ǫ) p+12
ǫ
3〈B0|
2i
α3
π
(3)
0 P3 . (C.28)
One can treat the case α1, α2 < 0 in the same way and show that eq.(C.28) also holds in
this case.
We would like to comment on the calculations in [17]. In [17], essentially a quantity such
as ∫
d′1d′2d′3 〈V3(1, 2, 3)|π¯(r)0 |B0〉ǫ1|B0〉ǫ2|B0〉ǫ3 , (C.29)
is calculated to express the BRST transformation of the solitonic operators in terms of the
string fields expanded by the normalized boundary state. Here let us consider the situation
α1α2 > 0. This quantity can be calculated using either 〈V2(1, 2); ǫ| or 〈V1(3); ǫ| by taking
overlaps with |B0〉ǫ’s4. Here let us devote our attention to the effect of the insertion of C(ρI)
in 〈V3(1, 2, 3)|. From eq.(B.25) we can see that with ǫ small,
C(ρI) ∼
(
i
α1
π
(1)
0 +
i
α2
π
(2)
0
)
. (C.30)
On the other hand, from eq.(C.27) one can see that
C(ρI) ∼ 2i
α3
π
(3)
0 . (C.31)
Therefore the effect of inserting C(ρI) is a bit asymmetric among 1st, 2nd and 3rd strings
depending on the sign of αr. These effects were overlooked in [17], and we took C(ρI) ∼ iα3π
(3)
0
instead of eq.(C.31), to calculate eq.(C.29). With these effects taken into account, the results
in [17] are consistent with the ones here.
4 Notice that one should not use eqs.(B.26)(C.28) to calculate eq.(C.29). Eqs.(B.26)(C.28) hold in the
leading order in ǫ and we have O (−1
ln ǫ
)
corrections.
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