This paper is concerned with the rank of the matrix radius of the limiting set for a singular Hamiltonian system with one singular end point. The exact relationship between the rank of the matrix radius and the number of square integrable solutions is obtained and then the defect index of the corresponding minimal operator can be represented in terms of the rank of the matrix radius. So two results obtained by Allan M. Krall [SIAM J. Math. Anal. 20 (1989) 664] are improved. In addition, it is discussed that the rank of the matrix radius is independent of the spectral parameter and a certain matrix. Especially, the classification of singular linear Hamiltonian systems is present and several sufficient and necessary conditions for the limit point and limit circle cases are established.
Introduction
Consider the following linear Hamiltonian system:
Jy (t) = (λA(t) + B(t))y(t)
(1.1 λ )
for t ∈ [a, b), where a is a regular point, while b is singular, that is, b = +∞ or A or B is singular at b; A(t) and B(t) are 2n × 2n Hermitian matrices and locally integrable on [a, b); J is the canonical symplectic matrix, i.e.,
and I n is the n × n unit matrix; A(t) 0 is the weighted function that is always assumed in the paper to satisfy the following definiteness condition [1, p. 253] : there exists t 0 > a such that for all λ ∈ C and for all the nontrivial solution y(t) of (1.1 λ ), the following inequality always holds: The natural differential operator corresponding to the system (1.1 λ ) is given by
L(y)(t) = Jy (t) − B(t)y(t).
In studying self-adjoint extension problems for the operator L, it is important to investigate the number of linearly independent solutions in L 2 A (a, b) (defined in Section 2) of the system (1.1 λ ), i.e., the defect index of the minimal operator H 0 generated by L in the upper and lower half planes. It is known that an Hermitian operator has self-adjoint extensions if and only if its positive and negative defect indices are equal (cf. [5, Corollary 4.13 in Chapter XII]). For defect index problems for scalar symmetric differential operators there are many good results. We refer to [5, 16] for the second-order case and to [12] for the higher-order case. Some related results for Hamiltonian systems have also been obtained (cf. [2, 3, [9] [10] [11] 14] ).
Weyl [18] in 1910 firstly found that scalar singular second-order symmetric differential equations can be divided into two cases: the limit point and limit circle cases by introducing a function m(λ). His method was extended to singular linear Hamiltonian systems firstly by Atkinson [1] and later by Hinton and Shaw [7, 8] . Krall [13] followed in their footsteps and established the Titchmarsh-Weyl M(λ) theory for the system (1.1). In his paper [13] matrix circles are constructed and these circles are nested and converge to a limiting set. We are very interested in the relationship between the rank of the matrix radius of the limiting set and the number of linearly independent square integrable solutions for the system (1.1 λ ). It is well known that in the second-order scalar case, the radius of the limiting set has a close relation with the number of linearly independent square integrable solutions for the equation. In detail, the radius of the limiting set is positive if and only if the equation has exactly two linearly independent square integrable solutions and in this case the corresponding operator is said to be in the limit circle case; the radius is zero if and only if the equation has exactly one linearly independent square integrable solution for the spectral parameter in the upper and lower half planes and in this case the corresponding operator is in the limit point case (cf. [4, Chapter 9] or [6, Chapter 10] ).
For convenience, it is necessary to recall some results of the paper [13] .
Let Y (t, λ) := (θ, φ)(t, λ) be the fundamental matrix of (1.1 λ ) and satisfy
where θ and φ are 2n × n matrix-valued functions and α is an n × 2n matrix and satisfies the normalized self-adjoint conditions
where "+" holds when Im λ > 0 and "−" holds when Im λ < 0. Letting
(1.6) Theorem A [13] . For fixed λ with Im λ / = 0,
where U is any n × n unitary matrix and 
where U is any n × n unitary matrix and
It is clear that R 0 (λ) and R 0 (λ) may be singular. So the limiting set E 0 (λ) may be a reduced matrix circle. We see that E 0 (λ) only contains one element if R 0 (λ) = 0 or R 0 (λ) = 0 and E 0 (λ) is a matrix circle if and only if R 0 (λ) and R 0 (λ) are all invertible. But for convenience, we still call the matrix C 0 (λ) the matrix center and the matrices R 0 (λ) and R 0 (λ) the matrix radii of the limiting set E 0 (λ), respectively.
Clearly the matrix disk corresponding to the limiting set E 0 (λ) is
where V is any n × n matrix satisfying V * V I n . In the paper, we shall closely investigate the relationship between the rank r(λ) of the matrix radius R 0 (λ) and the number of square integrable solutions, the relationship between r(λ) and the asymptotic behavior of eigenvalues of D(b , λ) as b → b, and independence of λ in the upper and lower half planes and of the matrix α in (1.2) for r(λ). Then the defect index of the corresponding minimal operator can be represented in terms of r(λ) and Theorems C and D will be improved. In addition, the classification of singular linear Hamiltonian systems over the interval [a, b) will be presented and several sufficient and necessary conditions for the limit point and limit circle cases will be obtained.
The paper is organized as follows. In Section 2, the maximal and minimal operators generated by the differential operator L will be introduced and then their properties, including their Hermiticity, denseness of their domains, and the defect index of the minimal operator, will be discussed. The main results will be presented in Section 3. We shall first investigate the relationship between the rank of the matrix radius of the limiting set and the asymptotic behavior of the eigenvalues of D(b , λ), then establish the exact relationship between the rank of the matrix radius and the number of linearly independent square integrable solutions of the system (1.1 λ ). Finally, we shall present the classification of singular linear Hamiltonian systems and several equivalent conditions for the limit point and limit circle cases.
Preliminaries
In this section, we shall introduce the maximal and minimal operators generated by the differential operator L and then discuss their properties.
First define the following space. Let
with the inner product
where the weighted function A(t) is same as in 
Remark 2.1. Definitions and properties of the maximal and minimal operators generated by higher-order symmetric differential operators are discussed in [12, Chapter 2] and [16, Chapter 3] , and in [15] for quasi-differential operators. The definition of the maximal operator for the Hamiltonian system (1.1) here is same as [13, Definition 6.2] and the definition of the minimal operator H 0 here is similar to that of [16] .
The following result can be easily concluded by using the Hermiticity of B.
almost everywhere for t ∈ [a, b). 
By Lemma 2.2, we have
On the other hand, it is clear that
which implies that dim Ker(λ − H ) is equal to the number of linearly independent solutions in L 2 A (a, b) of the system (1.1 λ ). Therefore, for all λ ∈ C, the defect index d(λ) of H 0 and λ is equal to the number of linearly independent solutions in L 2 A (a, b) of the system (1.1 λ ). So the following result is directly derived by Theorem B and the above discussion. 
Proof. Given Im λ / = 0, we shall first show the necessity. Suppose that (1.1 λ ) has exactly n + l linearly independent solutions in L 2 A (a, b). By Theorem B,
is composed of n linearly independent solutions of (
, where C 0 (λ) is the matrix center of the limiting set E 0 (λ). There exist l linearly independent solutions {y n+1 (t, λ) , λ) , . . . , y n+l (t, λ)} are exactly n + l linearly independent solutions of (
On the other hand, we see that
which implies that
Then L is an n × l matrix and rank L = l. Furthermore,
which implies that all the columns of φ(·, λ)L are in L 2 A (a, b) and the columns of
that is,
which with the nonsingularity of Y (t, λ) implies that
Hence, η ∈ Ran L and the necessity is shown. We now turn to show the sufficiency. Suppose that there exists an n × l matrix L with rank L = l such that all the columns of
it follows that rank(χ (t, λ), φ(t, λ)L) = n + l and then (χ (t, λ), φ(t, λ)L)
is composed of n + l linearly independent solutions of ( , b) . By the assumption, ζ 2 ∈ Ran L and then there exists v ∈ C l such that ζ 2 = Lv. So we get
Therefore, (1.1 λ ) has exactly n + l linearly independent solutions in L 2 A (a, b) and the sufficiency is shown. This completes the proof.
Let

S(λ)
:= φ(·, λ)η : φ(·, λ)η ∈ L 2 A (a, b) for η ∈ C n .
It is clear that S(λ) is a subspace of the solution space of (1.1 λ ). As a consequence of Lemma 2.4, we get
Corollary 2.1. d(λ) = n + dim S(λ).
The main results
In the section, we shall first investigate the relationship between the rank of R 0 (λ) and the asymptotic behavior of the eigenvalues of D(b , λ). 
Proof. Clearly there exists a unitary matrix U(b ) such that
It follows from (1.7) that 
A (a, b) for some η ∈ C n . It follows from (3.1) that
From the proof of Lemma 3.1, there exists
are r × r and (n − r) × r matrices, respectively. It follows that
where
It is evident that rank K = rank L = r and rank K 2 / = 0 by referring to the assumption r > r. Then there exists a vector ξ ∈ C r such that K 2 ξ / = 0. Set , b) . However, by Lemma 2.1 and from (1.2), (1.3), and (1.6), we get for b ∈ (a, b),
which with (3.4) implies that
On the other hand, by Lemma 3.1 and by referring to K 2 ξ / = 0, we get
which with (3.6) implies that
This is a contradiction and then (1.1 λ ) has at most n + r linearly independent solutions in L 2 A (a, b). (2) Now turn to show that (1.1 λ ) has at least n + r linearly independent solutions
is composed of n linearly independent
A (a, b). Let U(b ) be unitary such that (3.1) holds and then (3.2) holds. Write
Consider the algebraic equation
is of dimension r and has an orthonormal basis {ξ 1 
For fixed b ∈ [t 0 , b), it follows by Theorem A and from (3.4) and (3.
which with (3.9) implies that
A (a, b) and then (1.1 λ ) has at least n + r linearly independent solutions in L 2 A (a, b). So it follows that d(λ) = n + r by Lemma 2.3. This completes the proof.
As a consequence of Lemma 3.1 and Theorem 3.1, we get the following result that improves Theorem D. We now discuss independence of the parameter λ and the matrix α in (1.2) for the rank of R 0 (λ). At the end of the section, we present the classification of singular linear Hamiltonian systems over the interval [a, b) and several equivalent conditions for two special cases: the limit point and limit circle cases. 
L(y)(t) = Jy (t) − B(t)y(t)
is said to be in the limit
L is said to be in the limit point case (l.p.c.) at t = b and in the other special case d + = d − = 2n, L is said to be in the limit circle case (l.c.c.) at t = b.
Remark 3.1 (1) It is clear that there are at most (n + 1) × (n + 1) cases for singular linear Hamiltonian systems of degree n since n d ± 2n. (2) The terms of the limit point case and the limit circle case follow [18] (see [4, Chapter 9] or [6, Chapter 10]) for second-order scalar differential operators and [2, 7, 11] for linear Hamiltonian systems. By Theorem 3.3, d ± = 2n if only if r = rank R 0 (λ) = n for all Im λ / = 0, that is, R 0 (λ) is invertible. So the geometric property of the limit circle case is similar to that for second-order scalar differential operators (see [4, Chapter 9] or [6, Chapter 10] ). In addition, if L is in l.p.c. at t = b, then r ± = 0 by Theorem 3.3, that is, R 0 (λ) = 0 for all Im λ / = 0. In this case, the limiting set E 0 (λ) contains only one element C 0 (λ). However, the inverse may not be true, that is, L may not be in l.p.c. at t = b if E 0 (λ) contains only one element since R 0 (λ) and R 0 (λ) may not be both zero. This is different from the geometric property of the limit point case for second-order scalar differential operators since a second-order scalar differential operator is in l.p.c. if and only if the limiting set contains only one element. Therefore, classifications for higher-dimensional systems are quite complicated.
However, in the special case that all the coefficient matrices A and B in (1.1 λ ) are real, one can easily see that r + = r − and d + = d − .
The following two theorems can be directly concluded by Theorems 3.2 and 3.3. 
