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vSOMMAIRE
Dans ce mémoire, on s’intéresse à l’action du groupe des transformations
affines et des homothéties sur l’axe du temps des systèmes différentiels qua-
dratiques à foyer faible d’ordre trois, dans le plan. Ces systèmes sont impor-
tants dans le cadre du seizième problème d’Hilbert.
Le diagramme de bifurcation a été produit à l’aide de la forme normale
de Li dans des travaux de Andronova [2] et Artès et Llibre [4], sans utiliser le
plan projectif comme espace des paramètres ni de méthodes globales. Dans [7],
Llibre et Schlomiuk ont utilisé le plan projectif comme espace des paramètres et
des notions à caractère géométrique global (invariants affines et topologiques).
Ce diagramme contient 18 portraits de phase et certains de ces portraits
sont répétés dans des parties distinctes du diagramme. Ceci nous mène à poser
la question suivante : existe-t-il des systèmes distincts, correspondant à des
valeurs distinctes de paramètres, se trouvant sur la même orbite par rapport à
l’action du groupe ?
Dans ce mémoire, on prouve un résultat original : l’action du groupe n’est
pas triviale sur la forme de Li (théorème 3.1), ni sur la forme normale de Bau-
tin (théorème 4.1). En utilisant le deuxième résultat, on construit l’espace to-
pologique quotient des systèmes quadratiques à foyer faible d’ordre trois par
rapport à l’action de ce groupe.
Mots-clés : transformation affine, action de groupe, foyer faible d’ordre
trois, diagramme de bifurcation, espace quotient par l’action d’un groupe
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SUMMARY
We are interessed here in the action of the group of affine transformations
and time homotheties on quadratic differential systems which have a weak
focus of third order. These systems are important for Hilbert sixteenth problem.
The bifurcation diagram was produced using Li’s normal form in the ar-
ticles of Andronova [2], and Artès and Llibre [4], without using the projective
plane as parameter space, and without using global methods. In [7], Llibre and
Schlomiuk used the projective plane as parameter space and global geometric
methods (affine and topological invariants).
This diagram contains 18 phase portraits and some of these portraits are
repeated in distinct parts of the diagram. This led us to ask the following ques-
tion : do there exist distinct differential systems, corresponding to distinct va-
lues of the parameter, which are on the same orbit of the group action ?
In this master’s thesis, we prove an original result : the action of the group
is not trivial on Li’s normal form (theorem 3.1), neither is it trivial on Bautin’s
normal form (theorem 4.1). Using the second result, we construct the quotient
topological space of these systems with a weak focus of third order, with res-
pect to the group action.
Keywords : affine transformation, group action, weak focus of third or-
der, bifurcation diagram, quotient space with respect to a group action
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INTRODUCTION
Considérons un système différentiel défini dans un ouvert ∆ de R2 :{
x˙ = p(x, y)
y˙ = q(x, y).
(0.1)
où x˙ = dx
dt
, y˙ = dy
dt
et p, q sont de classe Cr (1 ≤ r ≤ ∞ ou r = ω). À ce type de
système est associé un champ de vecteurs
ξ = p
∂
∂x
+ q
∂
∂y
, (0.2)
ainsi que l’équation différentielle suivante :
qdx− pdy = 0. (0.3)
∆ est appelé espace de phase du système (0.1).
Théorème 0.1 (Existence (globale) et unicité des solutions). Soit ∆ un sous-
ensemble ouvert de R2 et soit ξ : ∆→ R2 un champ de vecteurs Cr, où 1 ≤ r ≤∞ ou
bien r = ω. Alors, pour tout (x0, y0) ∈ ∆, il existe un intervalle ouvert I(x0,y0) maxi-
mal sur lequel on a une unique solution maximale φt(x0, y0) de classe Cr qui satisfait
la condition initiale φ0(x0, y0) = (x0, y0).
Si p et q sont des polynômes en x et en y à coefficients dans R, i.e. p, q ∈
R[x, y], alors le système différentiel est dit polynomial. La classe de tous les sys-
tèmes différentiels polynomiaux dans le plan R2 (ou champs de vecteurs poly-
nomiaux dans le plan R2) sera dénotée par SP.
Considérons un système S ∈ SP. On définit le degré de S comme deg(S) =
max(deg(p),deg(q)). On appelle système différentiel quadratique un système S ∈
SP avec deg(S) = 2. On notera QS la classe des systèmes différentiels quadra-
tiques.
Une solution (maximale) pour un tel système S est une courbe Γ(t) = (x(t), y(t))
définie dans son intervalle maximal (a, b) qui vérifie le système sur (a, b).
4Le flot d’un système est la fonction φ : (t, (x, y)) 7→ φt(x, y) qui associe à
tout point (x, y) de ∆ l’unique solution φt(x, y) du système tel que t ∈ (a, b) et
φ0(x, y) = (x, y).
Une fonction F : ∆→ R de classe C1, où ∆ est un ouvert de R2, est une inté-
grale première sur ∆ d’un système (0.1) si F est constante sur toutes les courbes
solutions (x(t), y(t)) dans ∆.
L’image Im Γ(t) = {(x(t), y(t)) | t ∈ (a, b)}, où (a, b) est l’intervalle maxi-
mal de la solution dans ∆, s’appelle courbe de phase ou orbite de la solution Γ .
Le portrait de phase d’un système (0.1) est défini comme étant la partition
de l’espace de phase en courbes de phase orientées (dans le sens positif de
t). Deux systèmes S1, S2 de la forme (0.1) définis sur deux ouverts ∆1, ∆2 ∈ R2
sont topologiquement équivalents si et seulement si il existe un homéomorphisme
ψ : ∆1 → ∆2 qui envoie les courbes de phase de ∆1 sur ∆2 en préservant leur
orientation.
Si la solution étudiée est périodique, c’est-à-dire s’il existe T ∈ R tel que
Γ(t) = Γ(t + T), on dira que la courbe de phase, ou l’orbite, est périodique. Un
cycle limite est une orbite périodique isolée dans l’ensemble des orbites pério-
diques.
(a) Orbite périodique (b) Cycle limite
FIGURE 0.1. Différentes courbes de phases.
Les séparatrices d’un système différentiel sont des courbes dans le portrait
de phase qui délimitent des régions où l’on a des comportements différents
des courbes de phase. Pour plus de détails, voir le chapitre 2.
Par exemple, considérons le système défini par x˙ = x et y˙ = −y représenté
à la figure 0.2. Dans ce cas, les intervalles (−∞, 0) et (0,∞) de l’axe Ox sont
des séparatrices, ainsi que les orbites sur l’axe Oy. Ces séparatrices délimitent
4 régions du plan.
On appelle configuration en séparatrices d’un système différentiel polynômial
planaire la collection de courbes constituée de toutes les séparatrices et d’une
seule courbe de phase par région.
5FIGURE 0.2. Séparatrices
Une singularité, ou un point singulier, du système (0.1) est un point (x0, y0)
qui est racine commune de p(x, y) = 0 et q(x, y) = 0. Ce type de point est
un point fixe du flot. La singularité (x0, y0) est un centre si elle est isolée et s’il
existe un voisinage autour du point tel que pour toute condition initiale dans
ce voisinage, la solution est périodique. Les valeurs propres du linéarisé d’un
système évalué en un point (x0, y0) nous informe sur la nature de ce point. En
particuler, si on obtient des valeurs propres purement imaginaires, i.e. µ1,2 =
±βi, avec β ∈ R\{0}, il y a deux possibilités : centre ou foyer. On dira que
le point est un foyer faible s’il n’est pas un centre. Un foyer fort est un point
singulier tel que les valeurs propres du linéarisé sont de la forme µ1,2 = α±βi,
avec αβ 6= 0. Les points singuliers et les orbites périodiques sont des éléments
clés dans l’étude des portraits de phase.
(a) Centre en (x0, y0) (b) Foyer en (x0, y0)
FIGURE 0.3. Deux types de singularité en (x0, y0).
De manière plus générale, on peut étudier des familles de systèmes d’équa-
tions, en y insérant des paramètres. Plus le nombre de paramètres est élevé,
plus l’étude de la famille peut être complexe.
Supposons qu’on a une famille de systèmes de la forme suivante :{
x˙ = p(λ, x, y)
y˙ = q(λ, x, y)
(0.4)
6où p et q sont des polynômes en x et y à coefficients réels dépendant de λ ∈
Rn, avec max(deg(p),deg(q)) = 2. Alors, on peut définir un point de bifurca-
tion comme étant une valeur λ0 du paramètre λ pour lequel tout voisinage
contient au moins deux valeurs λ1 et λ2 dont les portraits de phase sont topolo-
giquement différents. Parmi ces changements qualitatifs, on peut compter par
exemple l’apparition d’un cycle limite, la disparition d’une orbite périodique
ou un changement du nombre de points fixes.
On appelle ensemble de bifurcation d’une famille de systèmes l’ensemble de tous
ses points de bifurcations. On appelle diagramme de bifurcation le triplet formé
de l’espace des paramètres, l’ensemble de bifurcation et la fonction qui attache
à chaque point λ de l’espace des paramètres le portrait de phase correspondant
au système de paramètre λ. Ces diagrammes sont très utiles pour visualiser
l’effet de la variation des paramètres sur le comportement des solutions ainsi
que pour comprendre la dynamique des systèmes.
HENRI POINCARÉ
La théorie des systèmes polynomiaux a été fondée par Henri Poincaré entre
1881 et 1886. Après avoir achevé sa thèse de doctorat en 1879 sous la supervi-
sion de Charles Hermite, il a développé l’étude des systèmes polynomiaux
planaires dans la série de mémoires "Sur les courbes définies par une équation
différentielle" [23], [24]. Avant cela, certains de ses prédecesseurs, comme Dar-
boux [10], avaient abordé l’étude des équations différentielles polynomiales
dans le plan complexe entier. Toutefois, à cette époque, les travaux des ana-
lystes, en particulier Weierstrass et Cauchy, contenaient plutôt des résultats à
caractère local, c’est-à-dire dans un voisinage d’un point donné. C’est Poincaré
qui a lancé l’étude géométrique globale qualitative de ces systèmes.
Comme l’a mentionné Poincaré dès le premier paragraphe de sa série de
mémoires, « si l’on voulait se restreindre aux cas que l’on peut étudier avec des
intégrales définies ou indéfinies, le champ de nos recherches serait singulière-
ment diminué, et l’immense majorité des questions qui se présentent dans les
applications demeureraient insolubles »[23]. Poincaré est le premier à dévelop-
per une méthode d’analyse qualitative globale des systèmes différentiels po-
lynomiaux et ses techniques d’analyse qualitative permettent de comprendre
le comportement de systèmes polynomiaux autour d’un point singulier sans
avoir à connaitre les solutions. Il a introduit les notions à caractère local, de
noeud, point de selle, foyer et centre. Il a aussi introduit des notions à caractère
7global, tel que la compactification de Poincaré, très utile pour l’étude qualita-
tive globale de systèmes polynomiaux. C’est également lui qui a introduit la
notion d’un cycle limite. Sa plus grande motivation dans ses travaux venait de
son intérêt pour le problème de la stabilité du système solaire.
LE SEIZIÈME PROBLÈME D’HILBERT
À l’aube du XXe siècle, David Hilbert, reconnu entre autre pour l’axioma-
tisation de la géométrie et ses travaux sur l’analyse fonctionnelle, élabore une
liste qui contribuera grandement au développement des mathématiques. Cette
liste, dont Hilbert a fait la lecture au Congrès international de mathématiques à
Paris en 1900, contient vingt-trois problèmes qui allaient être centraux au cours
des décennies à venir. La plupart de ces problèmes ont pu être résolus à un mo-
ment ou à un autre, mais trois sont toujours ouverts. Parmi eux, le seizième se
divise en deux parties. La première s’énonce ainsi :
1. Quelles sont les positions relatives des branches de courbes algébriques
réelles ? Et celles de surfaces algébriques réelles ?
La seconde partie porte sur les systèmes différentiels polynomiaux, c’est-à-dire
aux systèmes de la forme (0.1) avec p, q des polynômes en x, y à coefficients
dans R. Soit m un nombre naturel et considérons la classe SPm des systèmes
polynomiaux de degrém. Soit S ∈ SPm et soit LC(S) le nombre de cycles limites
de S. On définit H(m) =max{LC(S) | S ∈ SPm}.
2. Que vautH(m) ? Et quelles sont les positions relatives des cycles limites ?
Dans [17], Ilyashenko affirme :
At the time of the discovery of limit cycles more than one hundread years ago, Poin-
caré posed the question of whether the number of these cycles is finite for polynomial
vector fields. He proved that the answer is yes for fields not having polycyle (separatrix
polygons).
(Lors de la découverte des cycles limites il y a plus de cent ans, Poincaré
a posé la question à savoir si ces cycles sont en nombre fini pour les champs
de vecteurs polynomiaux. Il a prouvé que la réponse est oui pour les champs
n’ayant pas de polycyle (polygone de séparatrices).)
Remarque : La définition ci-dessus de H(m) suppose que LC(S) est un
entier pour tout S ∈ SPm et que le maximum de l’ensemble {LC(S) | S ∈ SPm}
existe, et donc queH(m) est un nombre fini. Si ceci est vrai, alorsH(m) est une
constante globale associée à la classe de tous les systèmes de SPm. Par contre,
LC(S) est une constante locale attachée à chaque système S de SPm.
8Près d’un quart de siècle après que ce problème soit posé, en 1922, Henri
Dulac publie un article dans le Bulletin de la Société Mathématique de France
où il propose une démonstration de l’énoncé de Poincaré à l’effet que tout
champ de vecteurs polynomial fixé possède un nombre fini de cycles limites
[11]. Il s’agit alors de la première avancée notable par rapport au seizième pro-
blème. Toutefois, près de soixante ans plus tard, soit en 1981, Y. Ilyashenko sur-
prend toute la communauté mathématique en découvrant une erreur dans la
preuve du théorème de Dulac. Il a fallu attendre encore dix ans pour répondre
de nouveau à cette question. De façon indépendante, Ilyashenko et Écalle ont
proposé chacun une nouvelle preuve du théorème de Poincaré-Dulac [13] [17].
Néanmoins, si on s’intéresse à la famille de toutes les équations quadra-
tiques, on ne sait pas si H(2) soit un nombre fini. Considérant que depuis plus
d’un siècle, aucun exemple n’a été trouvé contenant plus de quatre cycles li-
mites, une conjecture serait que H(2) = 4.
Dans la production des cycles limites, les centres et les foyers faibles jouent
un rôle très important. Par exemple, on a le théorème de Bautin disant que
toute perturbation quadratique d’un système quadratique à centre ou à foyer
faible produit un maximum de trois cycles limites au voisinage de cette singu-
larité [8]. Ce théorème est par ailleurs le premier résultat important touchant
les systèmes quadratiques. L’étude de la classe des systèmes à centre ou à foyer
faible permet donc de cerner une partie du seizième problème d’Hilbert pour
les systèmes quadratiques. De plus, tous les exemples connus de champ de
vecteurs ayant quatre cycles limites ont été obtenus en utilisant une perturba-
tion d’un champ de vecteurs quadratique ayant un foyer faible d’ordre trois,
ce qui motive d’autant plus la compréhension de cette famille.
Ce seizième problème est toujours ouvert, même dans le cas quadratique,
où m = 2. D’ailleurs, il se retrouve à la treizième position d’une nouvelle liste
de problèmes énoncée par Smale et parue en 1998, inspirée par celle de Hilbert
[31]. Cette liste a été rédigée en réponse à l’invitation de V.I Arnold qui, au
nom de l’Union mathématique internationale, souhaitait que l’on détermine
les grands problèmes du siècle à venir. Dans son article, Smale écrit d’ailleurs,
en faisant référence au seizième problème d’Hilbert, que "il s’agit, à l’exception
de l’hypothèse de Riemann, du problème d’Hilbert le plus insaisissable" [31].
9PRÉSENTATION DU MÉMOIRE
Le travail qui suit se divise en quatre chapitres. Le chapitre 1 débute en
introduisant quelques notions de base. On expose ce que l’on entend par une
action de groupe sur un ensemble, puis on explique en quoi consiste le plan
projectif de dimension deux et la compactification de Poincaré. On poursuit au
chapitre 2 avec le problème de classification des systèmes polynomiaux pla-
naires, suivi de la détermination de la forme normale de Li pour la famille au
coeur de ce travail, soit celle des systèmes quadratiques différentiels ayant un
foyer faible d’ordre 3. Aux chapitres 3 et 4, on peut alors énoncer, démontrer
et analyser deux nouveaux théorèmes affirmant que l’action du groupe des
transformations affines et des homothéties du temps permet d’identifier cer-
taines parties distinctes du diagramme de bifurcation. Le premier théorème
(théorème 3.1) est basé sur la forme normale de Li alors que le deuxième (théo-
rème 4.1) est basé sur celle de Bautin, introduite au chapitre 4. Ce deuxième
théorème nous permet de construire l’espace quotient par l’action du groupe
des systèmes à foyer faible d’ordre trois. Ce nouveau résultat forme le contenu
du théorème 4.2 Le travail se termine par une brève conclusion. Bonne lecture !

Chapitre 1
NOTIONS DE BASE
1.1. ACTION DE GROUPE
Soit (G, ·) un groupe, et X un ensemble. Une action (à gauche) du groupe G
sur l’ensemble X est une application
G× X −→ X
(g, x) 7−→ g · x
telle que
(1) e · x = x ∀ x ∈ X, où e est l’élément neutre de G ;
(2) g1 · (g · x) = (g1 g) · x ∀ x ∈ X, ∀ g, g1 ∈ G.
On dit alors que le groupe G agit (à gauche) sur l’ensemble X.
Une relation d’équivalence ∼ sur un ensemble X est une relation réflexive
(∀x ∈ X, x ∼ x), symétrique (∀x, y ∈ X, si x ∼ y alors y ∼ x) et transitive
(∀x, y, z ∈ X, si x ∼ y et y ∼ z, alors x ∼ z).
Pour tout x ∈ X, on peut définir la classe d’équivalence de x, notée [x], comme
{y ∈ X | y ∼ x}. On a alors la proposition suivante :
Proposition 1.1. Soit X un ensemble. Toute relation d’équivalence sur X induit une
partition de X.
DÉMONSTRATION. D’abord, on a clairement
⋃
x∈X
[x] = X. Maintenant, soit x, y ∈
X. Si x ∼ y, on aura [x] = [y] par symétrie. Si x 6∼ y, alors on a [x] ∩ [y] = ∅ par
transitivité et symétrie. 
Considérons un ensemble X et une relation d’équivalence ∼ sur X. Les élé-
ments de X peuvent être de différentes natures, telles que par exemple, des
courbes algébriques, des espaces topologiques, des équations différentielles,
etc. L’ensemble X/∼ = {[x] | x ∈ X} est appelé l’ensemble quotient de X par rapport
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à ∼. Un système de représentants pour X/∼ est un ensemble A ⊆ X tel que pour
toute classe [x] ∈ X/∼, il existe un unique élément y ∈ X tel que y ∈ [x] et y ∈ A.
On dit qu’un problème de classification de X par rapport à la relation d’équivalence ∼
est résolu si on trouve un système de représentants des classes d’équivalence.
Une action de groupe induit une relation d’équivalence. En effet, si on a un
ensemble X et un groupe G qui agit sur X, on aura la relation d’équivalence
suivante : deux éléments x, y ∈ X sont équivalents si et seulement si il existe
g ∈ G tel que y = gx. Dans ce cas-ci, la classe d’équivalence [x] de x est appelée
l’orbite de x sous l’action de G et est notée Orb(x).
Tout ensemble X doté d’une relation d’équivalence ∼ permet de définir un
invariant, c’est-à-dire une application I : X → Y où pour tout x1, x2 ∈ X, x1 ∼
x2 ⇒ I(x1) = I(x2). L’exemple le plus simple est l’application canonique X →
X/∼. Si X est muni d’une topologie, on voudrait que X/∼ soit aussi un espace
topologique. C’est l’espace topologique quotient de X par ∼.
Considérons la classe SP, c’est-à-dire la classe des systèmes de la forme
x˙ = p(x, y)
y˙ = q(x, y)
où p, q ∈ R[x, y]. Il existe deux actions de groupe agissant sur SP, soit le
groupe des transformations affines sur R2 noté Aff(R, 2), et les homothéties
sur le temps noté R∗.
1.1.1. Transformations affines
Le groupe des transformations affines sur R2, soitAff(2,R), contient toutes
les transformations affines T : R2 → R2 avec
(
x˜
y˜
)
= T
(
x
y
)
=
(
a11 a12
a21 a22
)(
x
y
)
+
(
b1
b2
)
oùaij ∈ R, bk ∈ R et
∣∣∣∣∣a11 a12a21 a22
∣∣∣∣∣ 6= 0
dont l’inverse est(
x
y
)
= T−1
(
x˜
y˜
)
=
(
a11 a12
a21 a22
)−1 [(
x˜
y˜
)
−
(
b1
b2
)]
.
Alors, si on a un système S ∈ SPm de la forme
S =
(
x˙
y˙
)
=
(
p(x, y)
q(x, y)
)
=
(
p0 + p1(x, y) + . . .+ pm(x, y)
q0 + q1(x, y) + . . .+ qm(x, y)
)
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avec pi, qi des polynômes homogènes de degré i où 0 ≤ i ≤ m, le groupe
Aff(2,R) agit sur S de la manière suivante :
Aff(2,R)× SPm −→ SPm
(T, S) 7−→ S˜ = T · S = TS.
Le système transformé S˜ sera donné par
S˜ =
(
˙˜x
˙˜y
)
= TS = T
(
x˙
y˙
)
= T
(
p(x, y)
q(x, y)
)
=
(
a11 a12
a21 a22
)((
p ◦ T−1) (x˜, y˜)(
q ◦ T−1) (x˜, y˜)
)
+
(
b1
b2
)
=
(
p˜(x˜, y˜)
q˜(x˜, y˜)
)
.
Il est clair que S˜ ∈ SPm. L’applicationAff(2,R)×SPm → SPm vérifie les condi-
tions nécessaires pour être une action de groupe à gauche. Pour tout sous-
groupe G de Aff(2,R), on aura aussi une action induite sur SPm. En particu-
lier, nous avons le sous-groupe GL(2,R) des transformations linéaires de R2 et
le sous-groupe T des translations.
1.1.2. Homothéties du temps
Soit R∗ = R\{0}. Alors, (R∗, ·) forme un groupe par rapport à la multipli-
cation. Chaque élément λ de ce groupe engendre une homothétie H : R → R
avec Hλ(t) = λt, où λ ∈ R∗. Cela engendre une action sur SPm comme suit :
R∗ × SPm −→ SPm
(λ, S) 7−→ S˜ = λ · S.
On pose t = λt˜ et on définit S˜ :
S˜ =

x˙ =
dx
dt˜
=
dx
dt
dt
dt˜
= λp(x, y)
y˙ =
dy
dt˜
=
dy
dt
dt
dt˜
= λq(x, y).
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Au cours du manuscrit, on considère le groupe G = Aff(R, 2) × R∗, agissant
sur SPm :
G× SPm −→ SPm
((T, λ), S) 7−→ S˜ = λTS.
Considérons la relation d’équivalence induite par l’action du groupe G sur
SPm : deux systèmes S1, S2 ∈ SPm sont équivalents par rapport à l’action de
Aff(2,R) × R∗ si et seulement si il existe une transformation affine et une ho-
mothétie du temps envoyant S1 sur S2. En autres mots, S1 ∼ S2 si et seule-
ment si ∃ g ∈ G tel que S1 = gS2. Alors, on a Orb(S) =
{
S˜ = gS | g ∈ G} et
SPm/ ∼= {Orb(S) | S ∈ SPm}.
1.2. ESPACE PROJECTIF DE DIMENSION DEUX
Soit E = R3\{0, 0, 0} et considérons la relation d’équivalence définie comme
suit :
(X, Y, Z) ∼ (X ′, Y ′, Z ′) ⇐⇒ ∃ λ ∈ R∗ tel que (X ′, Y ′, Z ′) = λ(X, Y, Z).
On considère les classes d’équivalence
[(X, Y, Z)] = {(X ′, Y ′, Z ′) ∈ E | (X ′, Y ′, Z ′) ∼ (X, Y, Z)} .
Ces classes sont notées [X : Y : Z]. On peut alors former l’emsemble quotient
E/∼ = {[X : Y : Z] | (X, Y, Z) ∈ E}. On considère l’application pi : E → E/∼. L’en-
semble E/∼ muni de la topologie induite par pi est appelé l’espace projectif de
dimension deux (ou plan projectif réel) et est noté par P2(R). Cet espace a seule-
ment deux dimensions. En effet, puisque (X, Y, Z) ∈ R3\{(0, 0, 0)}, on a soit
X 6= 0, soit Y 6= 0 ou bien Z 6= 0. Supposons Z 6= 0. En divisant (X, Y, Z) par Z,
on obtient (X
Z
, Y
Z
, 1) = (X ′, Y ′, 1) avec (X ′, Y ′) ∈ R2\{(0, 0)}.
Il est possible de construire autrement cet espace. Considérons la sphère S2,
les points p1, p2 ∈ S2 et la relation d’équivalence suivante : p1 ∼ p2 ⇔ p1 = p2
ou p1 = −p2. On a alors les classes d’équivalence [p] =
{
q ∈ S2 | q ∼ p}. Ces
classes d’équivalence correspondent à l’intersection des droites passant par
(0, 0, 0) avec S2. L’espace projectif de dimension deux est alors défini comme
étant l’ensemble de ces classes d’équivalence, i.e. P2(R) =
{
[p] | p ∈ S2} =
S2/ ∼.
Cette définition est équivalente à celle énoncée au paragraphe précédent,
car on a la transformation suivante P2(R) −→ S2/ ∼ :
[(X, Y, Z)]→ [( X±√X2 + Y2 + Z2 , Y±√X2 + Y2 + Z2 , X±√Y2 + Y2 + Z2
)]
,
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où (
X
±√X2 + Y2 + Z2 ,
Y
±√X2 + Y2 + Z2 ,
X
±√Y2 + Y2 + Z2
)
∈ S2.
On cherche à présent un système de représentants pour S2/ ∼. Un tel système
n’est pas unique, et on peut choisir par exemple
A = {p ∈ S2 | p = (x, y, z), z > 0}∪{p ∈ S2∩{z = 0} | p = (x, y, z), x > 0}∪{(0, 1, 0)}.
Afin de mieux se représenter cet ensemble A, on peut le projeter verticalement
sur le disque x2 + y2 ≤ 1.
FIGURE 1.1. Ensemble A
La fonction P2(R) −→ S2/ ∼ est une bijection. En effet, tout point de P2(R)
détermine uniquement une droite passant par l’origine qui coupe la sphère en
deux points diamétralement opposés, ce qui donne la même classe dans S2/ ∼
et évidemment, cette application est injective. Réciproquement, tout point p,
−p dans S2/ ∼ définissent une seule droite passant par l’origine, donc un point
de P2(R).
1.3. COMPACTIFICATION DE POINCARÉ
1.3.1. Compactification de Poincaré sur la sphère
Les principales idées de la projection centrale d’un champ de vecteurs po-
lynomial d’un plan sur la sphère proviennent encore une fois du Mémoire sur
les courbes définies par une équation différentielle, de H. Poincaré [23]. Ce dernier a
énoncé un théorème affirmant qu’on peut compactifier un champ de vecteurs
polynomial dans le plan, sur la sphère. Ce théorème a été démontré en 1969
par E. A. Gonzalez Velasco dans [14].
Considérons l’espaceR3 de coordonnées (X, Y, Z). Alors, on peut considérer
notre planR2 de coordonnées (x, y) comme étant le plan Z = 1, c’est-à-dire que
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FIGURE 1.2. Le plan Z = 1 est tangent à la sphère S2 au point (0, 0, 1).
R2 =
{
(X, Y, Z) ∈ R3 | Z = 1}. On a la sphère S2 = {(X, Y, Z) ∈ R3 | X2 + Y2 + Z2 = 1}.
Cette sphère est tangente à R2 au point (0, 0, 1). S2 est une variété différentiable
couverte par les six voisinages suivants :
UX =
{
P ∈ S2 | X > 0} VX = {P ∈ S2 | X < 0}
UY =
{
P ∈ S2 | Y > 0} VY = {P ∈ S2 | Y < 0}
UZ =
{
P ∈ S2 | Z > 0} VZ = {P ∈ S2 | Z < 0}
avec les six cartes (Ui, φi) et (Vi, ψi), i ∈ {X, Y, Z} où :
φX : UX −→ R2 avec φX(P) = (Y
X
,
Z
X
)
ψX : VX −→ R2 avec ψX(P) = (Y
X
,
Z
X
)
φY : UY −→ R2 avec φY(P) = (X
Y
,
Z
Y
)
ψY : VY −→ R2 avec ψY(P) = (X
Y
,
Z
Y
)
φZ : UZ −→ R2 avec φZ(P) = (X
Z
,
Y
Z
)
ψZ : VZ −→ R2 avec ψZ(P) = (X
Z
,
Y
Z
)
.
On s’intéresse à la projection centrale d’un champ de vecteurs polynomial ξ de
degré n du plan R2, sur la sphère S2. On notera s = (s1, s2) la valeur de φi ou
de ψi, i ∈ {X, Y, Z}. Pour chaque point r = (r1, r2) = (x, y) ∈ R2, la projection
centrale associe deux points opposés P = (X, Y, Z) et −P = (−X,−Y,−Z) sur la
sphère. Ces points sont définis comme étant
P = f+(r) =
(
x
∆(r)
,
y
∆(r)
,
1
∆(r)
)
et − P = f−(r) = −
(
x
∆(r)
,
y
∆(r)
,
1
∆(r)
)
17
avec ∆(r) =
√
(x2 + y2 + 1). La projection induit alors deux champs de vec-
teurs sur S2, un sur l’hémisphère nord H+ (Z > 0) et l’autre sur l’hémisphère
sud H− (Z < 0). Si df+r et df−r sont les différentielles de f+ et f− en r, alors
chaque vecteur ξ(r) est associé aux deux vecteurs suivant sur S2 : df+r (ξ(r)) et
df−r (ξ(r)).
Afin d’étudier les points à l’infini, il serait utile de compléter les champs
induits sur H+ ∪ H− avec l’équateur S1. Le théorème suivant nous permet d’y
arriver.
Théorème 1.1. [14] Le champ induit sur S2\S1 par les différentielles de f+ et f− peut
être prolongé analytiquement à la sphère complète S2 après une multiplication par un
facteur Zn−1, où n est le degré du champ polynomial considéré, et tel que l’équateur S1
soit invariant par le flot.
DÉMONSTRATION. Calculons d’abord le champ induit pour P ∈ UX. L’appli-
cation associée est φX : UX −→ R2 et on obtient
s = φX(P) =
(
Y
X
,
Z
X
)
.
Étant donné r = (r1, r2) = (x, y) ∈ {Z = 1}, le point correspondant à r sur S2
par projection centrale est
X =
x√
x2 + y2 + 1
, Y =
y√
x2 + y2 + 1
et Z =
1√
x2 + y2 + 1
,
et on a
Y
X
=
y
x
et
Z
X
=
1
x
.
Donc,
s = (s1, s2) =
(
y
x
,
1
x
)
.
La différentielle de f est donnée par la matrice
(df+r ) =
∂si
∂rj
=
 − yx2 1x
− 1
x2
0

pour P = f+(r) dans l’hémisphère supérieure. Si on applique la différentielle
au champ de vecteurs ξ(r) = (p(r), q(r)), alors on a
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df+r (ξ(r)) =
[
−y
x2
1
x
−1
x2
0
][
p(r)
q(r)
]
=
(
1
x
)2
[x q(r) − y p(r), −p(r)]
=
(
Z
X
)2 [
X
Z
q
(
X
Z
,
Y
Z
)
−
Y
Z
p
(
Y
Z
,
Y
Z
)
, −p
(
X
Z
,
Y
Z
)]
.
Pour P = f−(r), les calculs mènent au même résultat. On a donc un champ
de vecteur induit, différentiable et défini partout, sauf sur l’équateur S1 car le
champ n’est pas borné à l’approche de S1. Afin d’obtenir un champ différen-
tiable sur toute la surface de la sphère, on peut d’abord multiplier le champ in-
duit dans la carte (UX, φX) par le facteur Zn−1, où n est le degré de ξ. Les points
singuliers et les orbites sont transférées sur la sphère en conservant toutes les
propriétés topologiques du portrait de phase, sauf que leur orientation est in-
versée dans l’hémisphère inférieure si n est pair. En effet, si on multiplie le
champ précédent par Zn−1, on obtient
Zn+1
X2
[
X
Z
q
(
X
Z
,
Y
Z
)
−
Y
Z
p
(
X
Z
,
Y
Z
)
, −p
(
X
Z
,
Y
Z
)]
=
Zn
X
[
q
(
X
Z
,
Y
Z
)
−
Y
X
p
(
X
Z
,
Y
Z
)
, −
Z
X
p
(
X
Z
,
Y
Z
)]
.
Puisque (s1, s2) =
(
y
x
, 1
x
)
, Z = 1√
x2+y2+1
et en calculant
s22
∆(s)2
=
s22
1+ s21 + s
2
2
=
1
x2
1+ y
2
x2
+ 1
x2
=
1
x2
x2+y2+1
x2
=
1
x2 + y2 + 1
= Z2,
alors on a
Zn
X
[
q
(
X
Z
,
Y
Z
)
−
Y
X
p
(
X
Z
,
Y
Z
)
, −
Z
X
p
(
X
Z
,
Y
Z
)]
=
sn2
∆(s)n−1
[
q
(
1
s2
,
s1
s2
)
− s1 p
(
1
s2
,
s1
s2
)
, −s2 p
(
1
s2
,
s1
s2
)]
.
Le calcul de df+r (ξ) pour P ∈ UY dans l’hémisphère supérieur est similaire,
et mène à
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(df+r ) =
∂si
∂rj
=
 1y −xy2
0 −1
y2
 .
En appliquant la différentielle au champ de vecteurs ξ(r) = (p(r), q(r)), on
obtient
df+r (ξ(r)) =
[
1
y
−x
y2
0 −1
y2
][
p(r)
q(r)
]
=
(
1
y
)2
[y p(r) − x q(r), −q(r)]
=
(
Z
Y
)2 [
Y
Z
p
(
X
Z
,
Y
Z
)
−
X
Z
q
(
X
Z
,
Y
Z
)
, −q
(
X
Z
,
Y
Z
)]
.
Encore une fois, on obtient un champ de vecteur induit, différentiable et
défini partout, sauf sur S1. On peut alors multiplier le champ induit dans la
carte (UY, φY) par Zn+1, avec n le degré de ξ, et on obtient un champ de vecteur
différentiable sur la carte. Les points singuliers et les orbites du champ sont
conservés, mais leur orientation est inversée dans l’hémisphère inférieur, dans
le cas où n est pair :
Zn+1
Y2
[
Y
Z
p
(
X
Z
,
Y
Z
)
−
X
Z
q
(
X
Z
,
Y
Z
)
, −q
(
X
Z
,
Y
Z
)]
=
Zn
Y
[
p
(
X
Z
,
Y
Z
)
−
X
Y
q
(
X
Z
,
Y
Z
)
, −
Z
Y
q
(
X
Z
,
Y
Z
)]
.
Il est possible de calculer df+r (ξ) si P ∈ UZ de la même manière, et en
multipliant par le même facteur, on obtient
1
∆(s)n−1
[p(s1, s2), q(s1, s2)] .
Si on a plutôt P ∈ VX, VY ou VZ, on obtient respectivement les mêmes ex-
pressions que pour P ∈ UX, UY ou UZ, mais multipliées par un facteur (−1)n−1.
Ce facteur provient du fait qu’on a plutôt Z = −s2
∆(s)
.
Il reste à démontrer que S1 est invariant. Supposons P ∈ S1, alors Z = 0.
On a s = (s1, s2) = φX(P) =
(
Y
X
, Z
X
)
=
(
Y
X
, 0
)
. Ainsi, la seconde composante du
vecteur tangent à la sphère est nulle dans la carteφX. Donc, S1 est invariant par
le flot.

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On appelle compactification de Poincaré sur la sphère le champ de vecteur ainsi
défini sur la sphère restreint àH+∪S1, oùH+ est l’hémisphère nord de la sphère
(Z > 0).
1.3.2. Compactification de Poincaré sur le disque
On considère d’abord la compactification de Poincaré sur la sphère. Par la
suite, on peut projeter verticalement le champ de vecteurs défini sur H+ ∪ S1
sur le plan et on obtient le champ de vecteurs sur disque de Poincaré. On a alors
la compactification de Poincaré sur le disque. Un point P ∈ S1 est dit point à l’infini
du système alors qu’un point P ∈ S2\S1 est dit point fini du système.
La compactification de Poincaré sur le disque simplifie l’étude globale des
systèmes différentiels quadratiques, car elle permet de visualiser le comporte-
ment des champs de vecteurs ξ sur un compact de dimension 2. On peut alors
voir directement sur le disque le comportement des courbes de phase à l’infini
ainsi que celles proches de l’infini. Les portraits de phases qui seront présentés
dans le manuscrit seront tracés sur le disque de Poincaré.
Chapitre 2
SYSTÈME D’ÉQUATIONS DIFFÉRENTIELLES
QUADRATIQUES AYANT UN FOYER FAIBLE
D’ORDRE TROIS
2.1. CLASSIFICATION DES CHAMPS DE VECTEURS PLANAIRES PO-
LYNOMIAUX
On s’intéresse à la classification topologique de SP, c’est-à-dire la classi-
fication par rapport à la relation d’équivalence topologique : deux systèmes
S1, S2 ∈ SP sont topologiquement équivalents si et seulement si il existe un
homéomorphisme transportant les courbes de phase orientées de S1 sur les
courbes de phase orientées de S2 en préservant l’orientation.
Si on inverse le temps dans un système S ∈ SP, on obtient les mêmes or-
bites, mais avec l’orientation globalement inversée. Bien que cela ne permette
pas de préserver la stabilité des points singuliers ni des cycles limites, il est
intéressant de considérer seulement un des deux portraits de phase afin de ré-
duire la liste de représentants de moitié. Le second portrait s’obtient facilement
du premier en renversant l’orientation des flèches. On choisira donc plutôt la
relation d’équivalence suivante : deux systèmes S1, S2 ∈ SP sont équivalents
si et seulement si il existe un homéomorphisme transportant les courbes de
phase orientées de S1 sur les courbes de phase orientées de S2 en préservant ou
en inversant (de façon globale) l’orientation.
À tout système de SP, on peut associer son portrait de phase dans le disque
de Poincaré. Toutefois, pour résoudre le problème de classification, on ne cherche
pas à faire effectivement les portraits de phase car chaque portrait de phase
contient une infinité de courbes. On fait plutôt la liste de ce qu’on appelera des
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configurations de séparatrices, qui forment un invariant par rapport à la rela-
tion d’équivalence topologique. La théorie des séparatrices a été développée
par Markus dans [20].
Considérons un système S ∈ SP. Un point p ∈ R2 est un pointω-limite (resp.
α-limite) d’une courbe solution Γ (t, (x0, y0)) s’il existe une suite {ti} telle que
lim
i→∞ ti =∞ (resp. limi→∞ ti = −∞) pour laquelle
lim
i→∞ Γ (ti, (x0, y0)) = p.
On appelle ensemble ω-limite (resp. α-limite) l’ensemble de tous les points ω-
limite (resp. α-limite) d’une courbe solution Γ . Cet ensemble est noté ω(Γ)
(resp. α(Γ)). L’ensemble de tous les points limites de Γ , i.e. ω(Γ) ∪ α(Γ), est
appelé l’ensemble limite de Γ .
Considérons le flot φt(x, y) d’un système S ∈ SP. On a que φt est un flot
parallèle s’il est topologiquement équivalent à l’un des suivants :
• le flot défini sur R2 par x˙ = 1
y˙ = 0
(flot en bandes) ;
• le flot défini sur R2\{(0, 0)} par r˙ = 0
θ˙ = 1
(flot annulaire) ;
• le flot défini sur R2\{(0, 0)} par r˙ = r
θ˙ = 0
(flot spirale).
Considérons une région ouverte maximale sur R2 pour laquelle le flot est
parallèle, et considérons sa frontière dans R2. La frontière est formée d’une ou
plusieurs orbites de type suivant :
(i) point singulier ;
(ii) orbite périodique pour laquelle il n’existe pas de voisinage consistant
seulement d’orbites périodiques (orbite périodique isolée) ;
(iii) orbite γ(p) homéomorphe à R pour laquelle il n’existe pas de voisinage
N tel que
1) ∀ q ∈ N, α(q) = α(p) etω(q) = ω(p),
2) la frontière ∂N de N est formée de α(p), ω(p) et de deux orbites γ(q1)
et γ(q2) tel que α(p) = α(q1) = α(q2) et ω(p) = ω(q1) = ω(q2), avec
q1, q2 ∈ N.
Au chapitre 1, on a défini les séparatrices d’un système différentiel comme
étant des courbes du portrait de phase délimitant des régions avec des compor-
tements qualitatifs distincts des courbes de phase. On peut maintenant définir
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ce concept de façon plus précise. On dira qu’une courbe solution Γ d’un sys-
tème différentiel S défini dans le plan est une séparatrice si elle satisfait (iii). Le
squelette en séparatrices est l’ensemble des orbites satisfaisant (i), ou (iii). Si on
ajoute les orbites satisfaisant (ii), on parlera plutôt de squelette en séparatrices
prolongé. Si Q est le squelette en séparatrice prolongé d’un système, alors on
définit une région canonique comme étant une composante connexe de R2\Q.
On peut maintenant définir la notion de configuration en séparatrices comme
étant l’union du squelette en séparatrices prolongé et d’une orbite provenant de
chacune des régions canoniques.
Pour les configurations en séparatrices, la relation d’équivalence topolo-
gique s’énonce comme suit : deux configurations en séparatrices C1 et C2 d’un
système S ∈ SP sur R2 sont topologiquement équivalentes s’il existe un ho-
méomorphismeH : R2 → R2 tel que les trajectoires de C1 sont envoyées sur les
trajectoires de C2 en conservant l’orientation. On peut alors énoncer le théo-
rème de Markus-Neumann-Peixoto, tiré de [5], qui présente la configuration
en séparatrices comme un invariant par rapport à la relation d’équivalence to-
pologique.
Théorème 2.1. Soit deux flots continus (R2, φ1) et (R2, φ2) ne contenant que des
points singuliers isolés. Alors, φ1 et φ2 sont topologiquement équivalents si et seule-
ment si leur configuration en séparatrices C1 et C2 sont topologiquement équivalents.
Les systèmes S ∈ SP peuvent donc être classifiés par rapport à la relation
d’équivalence sur leur configuration en séparatrices. La tâche est simplifiée
puisqu’au lieu d’étudier une infinité de courbes solution d’un système S, on
étudie un nombre fini de courbes dans une configuration en séparatrices C.
D’autres relations d’équivalence existent sur SP, comme celle induite par
l’action du groupe G = Aff(2,R) × R∗ des transformations affines et des
homothéties du temps décrite à la section 1.1.2. Cette relation est plus fine
que celle décrite au paragraphe précédent. En effet, si deux systèmes sont G-
équivalents, alors ils sont nécessairement topologiquement équivalents car ils
sont difféomorphes. Si on a φ : R2 → R2 définie par un couple (T, λ) ∈ G, alors
on a aussi la relation inverse φ−1 définie par le couple (T−1, λ−1) ∈ G. Nous al-
lons utiliser aussi l’action de G pour classifier SP. Cette relation d’équivalence
est algébrique. Elle est donc importante puisqu’elle permet de faire des calculs
en utilisant des invariants algébriques.
La classification complète des portraits de phases pour SP n’est pas encore
connue, ni même celle de l’ensemble QS des champs de vecteurs quadratiques
réels dans le plan. Cette famille de systèmes dépend de douze paramètres,
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mais l’action du groupe G des transformations affines réelles et des homothé-
ties du temps permettra de réduire la dépendance de la famille à cinq para-
mètres, ce qui est encore un grand nombre de paramètres. On s’intéressera à
une sous-famille de QS, dont l’action du groupe G réduira la dépendance de
la famille à seulement 3 paramètres.
2.2. SYSTÈMES DIFFÉRENTIELS QUADRATIQUES À FOYER FAIBLE
On sait que la famille des systèmes quadratiques possédant un foyer faible,
c’est-à-dire un point singulier avec des valeurs propres ±βi et qui n’est pas un
centre, joue un rôle important dans le contexte du seizième problème d’Hilbert
(voir l’introduction). Un tel système à foyer faible peut être ramené par des
transformations affines et des homothéties sur le temps à la forme suivante
(voir plus loin) :
x˙ = p(x, y) = −y+ p2(x, y) + . . .+ pm(x, y)
y˙ = q(x, y) = x+ q2(x, y) + . . .+ qm(x, y).
(2.1)
Dans [23], Poincaré énonce le théorème suivant :
Théorème 2.2. (1885) L’origine d’un système de la forme (2.1) est un centre si et
seulement si il existe un voisinageU ⊆ R2 contenant l’origine sur lequel (2.1) possède
une intégrale première F non-constante qui est analytique.
Une fonction F(x, y) sera intégrale première pour (2.1) sur R2 si et seule-
ment si dF
dt
= 0 pour toute solution Γ(t) = (x(t), y(t)) et ∀ t ∈ (a, b) où (a, b)
est l’intervalle maximal de définition de Γ . Autrement dit, F(x, y) est constante
sur les courbes de phase du système.
Une preuve de ce théorème peut être trouvée dans [24] ou dans [26]. Dans
la preuve, Poincaré utilise des fonctions trigonométriques et transforme le sys-
tème en coordonnées polaires. Près d’un siècle plus tard, Shi a observé qu’on
pouvait algébriser une partie de la preuve en donnant le lemme suivant, tiré
de [29].
Lemme 2.1. (1981) Considérons le système polynomial
x˙ = p(x, y) = −y+ p2(x, y) + . . .+ pm(x, y)
y˙ = q(x, y) = x+ q2(x, y) + . . .+ qm(x, y)
où
pi(x, y) =
i∑
j=0
aijx
i−jyj, qi(x, y) =
i∑
j=0
bijx
i−jyj avec aij, bij ∈ R.
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Alors, il existe une série formelle F ∈ Q [a20, . . . , b0m] [[x, y]],
F =
1
2
(x2 + y2) + F3(x, y) + F4(x, y) + . . . ,
et il existe des polynômes V1, . . . , Vi, . . . ∈ Q [a20, . . . , b0m] tel que
dF
dt
=
∂F
∂x
p+
∂F
∂y
q =
∞∑
i=1
Vi(x
2 + y2)i+1.
La série se construit pas à pas en suivant la méthode de Poincaré. Poincaré
démontre que la série ainsi construite est convergente dans le cas d’un centre.
Donc, l’origine d’un système de la forme (2.1) est un centre si et seulement si
les constantes Vi sont nulles ∀ i ∈ N. En effet, si l’origine est un centre, alors
le théorème 2.1 implique qu’il existe une fonction F analytique tel que dF
dt
= 0
pour tout i, i.e. ∂F
∂x
p(x, y) + ∂F
∂y
q(x, y) = 0. F étant analytique, on peut écrire
F(x, y) =
∑i+j=∞
i+j=0 aijx
iyj. En remplaçant dans l’équation précédente, on arrive à
une suite de coefficients qui doivent tous être nuls. En comparant cette fonction
F avec celle donnée par le lemme 2.1, il est clair qu’on aura nécessairement
Vi = 0 pour tout i. Réciproquement, si Vi = 0 pour tout i, on a dFdt = 0 et
Poincaré a démontré que F définit une fonction analytique au voisinage de
(0, 0), alors l’origine doit être un centre, par le théorème 2.2.
Les polynômes Vi sont appelées les constantes de Poincaré-Lyapunov. Seule la
constanteV1 est unique, mais Shi a démontré dans [30] que les autres constantes
Vi sont uniques dans le sens suivant :
Théorème 2.3. (1984) Soit A l’anneau Q [a20, . . . , b0m]. Étant donné une suite de
constantes de Poincaré-LyapunovV1, V2, . . . , Vi, soit Jk−1 l’idéal de A généré parV1, . . . , Vk−1.
Si {V ′1, V ′2, . . . , V ′i } est une autre suite de constantes de Poincaré-Lyapunov, alors
Vk ≡ V ′kmod (Jk−1).
Selon le théorème de la base d’Hilbert, on sait que l’idéal I = 〈V1, . . . , Vi, . . .〉
a une base finie. Il suffit donc de connaître cette base pour les systèmes quadra-
tiques QS afin d’obtenir des conditions nécessaires et suffisantes pour l’exis-
tence d’un centre. Les travaux de Bautin dans [8] ont permis d’affirmer que
l’idéal, pour les systèmes quadratiques, est déterminé par les trois premières
constantes de Poincaré-Lyapunov, soit V1, V2, V3. Ainsi, par le théorème de
Poincaré, pour un système (2.1) quadratique, i.e. avec m = 2, l’origine est un
centre si et seulement si V1 = V2 = V3 = 0. On dit alors que l’origine d’un
système quadratique est
(1) un foyer faible d’ordre un si V1 6= 0 ;
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(2) un foyer faible d’ordre deux si V1 = 0 et V2 6= 0 ;
(3) un foyer faible d’ordre trois si V1 = V2 = 0 et V3 6= 0 ;
(4) un centre si V1 = V2 = V3 = 0, ce qui entraîne Vi = 0 ∀i. Dans ce cas, on
peut parler d’ordre infini.
Par perturbation, les foyers faibles génèrent des cycles limites dans leur
voisinage. L’un des premiers résultats d’importance à ce sujet a été démontré
en 1954 par Bautin [8]. Pour énoncer ce théorème, il est nécessaire de connaître
la notion de cyclicité.
Considérons un système de la forme
x˙ = a0 + a10x+ a01y+ a20x
2 + a11xy+ a02y
2
y˙ = b0 + b10x+ b01y+ b20x
2 + b11xy+ b02y
2
avec
∣∣∣∣∣ a10 a01b10 b01
∣∣∣∣∣ 6= 0
(2.2)
et a0, b0, aij, bij ∈ R ∀i, j ∈ {0, 1, 2}. Chaque suite de coefficients peut être re-
présenté comme un point a = (a0, a10, ..., b02) de l’espace euclidien R12 de di-
mension 12. Soit (x0, y0) un point singulier d’un système de la forme (2.2). Par
l’action d’une translation, on peut ramener ce point à l’origine. On peut donc
considérer (a0, b0) = (0, 0) et (x0, y0) = (0, 0).
Soit k ≥ 0. On dit que le point d’équilibre (x0, y0) = (0, 0) d’un système
a = (a10, ..., b02) ∈ R10 de (2.2) avec a10b01 − a01b10 > 0 et a10 + b01 = 0 a une
cyclicité d’ordre k par rapport à R10 s’il respecte les conditions suivantes :
(1) ∃0 > 0 et ∃δ0 > 0 tel que dans un 0-voisinage V0 du point a ∈ R10 cor-
respondant au système (2.2), tout point a ′ correspondant à un système
de la forme (2.2) (avec a0 = b0 = 0) posséde au plus k cycles limites
dans un δ0-voisinage du point d’équilibre (0, 0) ;
(2) ∀ et ∀δ tel que 0 <  < 0 et 0 < δ < δ0, il existe un point a˜ dans un
-voisinage V du point a ∈ R10 tel que le système (2.2) correspondant
possède exactement k cycles limites dans un δ-voisinage du point (0, 0).
On peut à présent citer le théorème de Bautin.
Théorème 2.4. La cyclicité d’un point d’équilibre de type centre ou foyer dans un
système quadratique est d’au plus d’ordre 3.
Ainsi, si on a un système S ∈ SP, on peut créer des cycles limites en per-
turbant des systèmes quadratiques avec des centres ou des foyers faibles. Les
points d’équilibre de type foyer faible jouent un rôle particulier. Le théorème
2.5, tiré de [22], explicite ce rôle.
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La norme Ck, pour f ∈ Ck(E) et pour E un ouvert de Rn, est définie comme
étant
‖f‖k = supE |f(x)|+ supE ‖Df(x)‖+ . . .+ supE
∥∥Dkf(x)∥∥
avec ∥∥Dkf(x)∥∥ = max ∣∣∣∣ ∂kf(x)∂xj1 . . . ∂xjk
∣∣∣∣
où le maximum est pris sur j1, . . . , jk = 1, . . . , n.
Considérons un système analytique de la forme
x˙ = −y+ p(x, y)
y˙ = x+ q(x, y)
(2.3)
et soit f la fonction (x˙, y˙) = (−y + p(x, y), x + q(x, y)). On a alors le théorème
suivant.
Théorème 2.5. Soit un système analytique de la forme (2.3). Si l’origine est un foyer
faible d’ordrem, alors pour k ≥ 2m+ 1,
(i) il existe un δ > 0 et un  > 0 tel que tout système -voisins à (2.3) dans la
norme Ck possède au plusm cycles limites dans Nδ((0, 0)) et
(ii) pour tout δ > 0 et  > 0, il existe un système analytique qui est -voisins à (2.3)
dans la norme Ck possédant exactementm cycles limites dans Nδ((0, 0)).
Soit QW3 la classe des systèmes quadratiques à foyer faible d’ordre 3. Dans
les pages qui suivent, on s’intéresse à cette sous-famille de QS. L’action du
groupe G permettra de réduire la dépendance du système à seulement trois
paramètres. La classification des portraits de phase de cette famille a été faite
dans [7].
2.3. FORME NORMALE DE LI POUR QW3
Déterminons à présent une forme normale pour les systèmes quadratiques
à centre ou a foyer faible d’ordre 3. De façon générale, tout système de QS peut
s’écrire sous la forme suivante :
x˙ = a0 + a10x+ a01y+ a20x
2 + a11xy+ a02y
2
y˙ = b0 + b10x+ b01y+ b20x
2 + b11xy+ b02y
2
(2.4)
avec
(a0, a10, a01, a20, a11, a02, b0, b10, b01, b20, b11, b02) ∈ R12
et
(a20, a11, a02, b20, b11, b02) 6= (0, 0, 0, 0, 0, 0).
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Proposition 2.1. Tout système S ∈ QS possédant un centre ou un foyer au point
(x0, y0) peut être ramené à la forme
x˙ = αx− βy+ a20x
2 + a11xy+ a02y
2
y˙ = βx+ αy+ b20x
2 + b11xy+ b02y
2
(2.5)
par l’action du groupe des transformations affines et des homothéties sur l’axe du temps
et où α et β sont respectivement les parties réelles et imaginaires des valeurs propres
du linéarisé de (2.4) en (x0, y0).
DÉMONSTRATION. Considérons un système de la forme (2.4) avec (x0, y0) un
point singulier. Sans perte de généralité, on peut supposer a0 = b0 = 0 car
on peut toujours ramener la singularité (x0, y0) à l’origine en appliquant la
translation définie par (x, y) → (x − x0, y − y0). On peut donc considérer un
système de la forme suivante, avec une singularité à l’origine :
x˙ = a10x+ a01y+ a20x
2 + a11xy+ a02y
2
y˙ = b10x+ b01y+ b20x
2 + b11xy+ b02y
2
(2.6)
où les coefficients aij et bij sont réels. Étant donné qu’on a une singularité de
type centre ou foyer, les valeurs propres µi du linéarisé sont complexes, i.e.
µi = α±βi. Pour un système de la forme (2.6), les valeurs propres du linéarisé
sont
µi =
a10 + b01 ±
√
(a10 − b01)2 + 4a01b10
2
.
Étant donné que µi ∈ C\R, on aura (a10 − b01)2 + 4a01b10 < 0. On a donc
α = a10+b01
2
et β =
√
−(a10−b01)2−4a01b10
2
. Afin d’obtenir la forme (2.5), il suffit
d’appliquer la transformation linéaire de Bautin, tirée de [8] :(
x
y
)
=
(
− 1
b10
α−a10
βb10
0 − 1
β
)(
X
Y
)
(2.7)
où l’inverse est (
X
Y
)
=
(
−b10 a10 − α
0 −β
)(
x
y
)
. (2.8)
En effet, on a (
X˙
Y˙
)
=
(
−b10 a10 − α
0 −β
)(
x˙
y˙
)
(2.9)
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et donc
X˙ = −b10x˙+ (a10 − α)y˙
= −αb10x+ (a10b01 − a01b10 − αb01)y+A20X
2 +A11XY +A02Y
2
en remplaçant x˙ et y˙ selon (2.6), et où A20, A11, A02 dépendent de aij et bij,
1 ≤ i + j ≤ 2, i, j ∈ N. On peut maintenant remplacer x et y avec l’équation
(2.7) et on obtient
X˙ = αX+
Y
β
(
a10α+ b01α+ a01b10 − α
2 − a10b01
)
+A20X
2 +A11XY +A02Y
2.
En susbtituant α par a10+b01
2
et β par
√
−(a10−b01)2−4a01b10
2
, on obtient
X˙ = αX+
Y
4β
(
(a10 − b01)
2 + 4a01b10
)
+A20X
2 +A11XY +A02Y
2
= αX+
Y
β
(−β)2 +A20X
2 +A11XY +A02Y
2
= αX− βY +A20X
2 +A11XY +A02Y
2.
Pour Y˙, on a
Y˙ = −βy˙
= −βb10x− βb01y− βb20x
2 − βb11xy− βb02y
2
en remplaçant y˙ selon (2.6). On peut remplacer x et y avec les équations (2.7)
et on a
Y˙ = βX+ (a10 − α)Y + b01Y + B20X
2 + B11XY + B02Y
2,
où B20, B11, B02 dépendent de aij et bij, 1 ≤ i + j ≤ 2, i, j ∈ N. En susbtituant α
par a10+b01
2
, on obtient directement
Y˙ = βX+ αY + B20X
2 + B11XY + B02Y
2.
On obtient finalement le résultat voulu. 
Pour les systèmes de la famille QW3, la singularité à l’origine est un foyer
faible. Ainsi, par la proposition précédente, on ramène tous les systèmes de
QW3 à la forme (2.5), puis on impose α = 0 car on a un foyer faible à l’origine,
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ce qui nous mène à
x˙ = −βy+ a20x
2 + a11xy+ a02y
2
y˙ = βx+ b20x
2 + b11xy+ b02y
2
(2.10)
avec β 6= 0. En faisant le changement de variable T = βt, on a que
∂x
∂T
=
∂x
∂t
· ∂t
∂T
=
x˙
β
et
∂y
∂T
=
∂y
∂t
· ∂t
∂T
=
x˙
β
ce qui nous permet de considérer β = 1 dans le système (2.10).
Proposition 2.2. [7] Tout système quadratique ayant un centre ou un foyer faible à
l’origine peut être écrit sous la forme normale suivante, appelée forme normale de
Li :
x˙ = −y+ lx2 + rxy+ ny2
y˙ = x+ ax2 + bxy
(2.11)
à l’aide d’un changement de variables linéaire et un changement d’échelle de la variable
indépendante. De plus, la transformation vers cette forme dépend continûment des
paramètres.
DÉMONSTRATION. Considérons le système (2.10) avec β = 1, c’est-à-dire
x˙ = −y+ a20x
2 + a11xy+ a02y
2
y˙ = x+ b20x
2 + b11xy+ b02y
2
(2.12)
et posons (
x
y
)
=
(
cosθ sinθ
−sinθ cosθ
)(
X
Y
)
(2.13)
où X, Y ∈ R. On cherche θ tel que cette transformation ramène (2.10) à la forme
(2.11). On a (
X
Y
)
=
(
cosθ −sinθ
sinθ cosθ
)(
x
y
)
et donc le système (2.12) devient
X˙ = x˙ cosθ− y˙ sinθ
Y˙ = x˙ sinθ+ y˙ cosθ.
En remplaçant x˙ et y˙ par les équations (2.13), on obtient un système de la forme
X˙ = −Y + a˜20X
2 + a˜11XY + a˜02Y
2
Y˙ = X+ b˜20X
2 + b˜11XY + b˜02Y
2
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où les coefficients a˜20, a˜11, a˜02, b˜20, b˜11, b˜02 sont
a˜20 := a20cos
3θ− (a11 + b20)cos
2θsinθ+ (a02 + b11)cosθsin
2θ− b02sin
3θ
a˜11 := a11cos
3θ+ (2a20 − 2a02 − b11)cos
2θsinθ+ (2b02 − 2b20 − a11)cosθsin
2θ
+b11sin
3θ
a˜02 := a02cos
3θ+ (a11 − b02)cos
2θsinθ+ (a20 − b11)cosθsin
2θ− b20sin
3θ
b˜20 := b20cos
3θ+ (a20 − b11)cos
2θsinθ+ (b02 − a11)cosθsin
2θ+ b20sin
3θ
b˜11 := b11cos
3θ+ (a11 + 2b20 − 2b02)cos
2θsinθ+ (2a20 − 2a02 − b11)cosθsin
2θ
−a11sin
3θ
b˜02 := b02cos
3θ+ (a02 + b11)cos
2θsinθ+ (a11 + b20)cosθsin
2θ+ a20sin
3θ.
Il ne reste qu’à démontrer qu’il existe θ0 ∈ R tel que b˜02 = 0 pour obtenir le
résultat voulu. On analyse donc l’équation suivante :
b˜02 = b02cos
3θ+(a02+b11)cos
2θsinθ+(a11+b20)cosθsin
2θ+a20sin
3θ. (2.14)
L’équation (2.14) ne peut pas être identiquement nulle. Supposons qu’on a
b20 = a20 = a02 + b11 = a11 + b20 = 0. On obtient alors un système possédant
un centre à l’origine plutôt qu’un foyer faible :
x˙ = −y(1− a11x− a02y) y˙ = x(1− a11x− a02y).
Comme l’équation (2.14) n’est pas identiquement nulle, elle admet toujours
une solution réelle dépendant continûment des paramètres. En effet, on a deux
cas. Si a20 6= 0, alors l’équation (2.14) a une solution réelle en tan θ. Cette
solution tend vers l’infini si a20 tend vers 0. Si a20 = 0, alors alors l’équation
admet la solution θ0 = pi/2. Ceci démontre la proposition. 
Proposition 2.3. Tout système quadratique à foyer faible d’ordre trois peut se ramener
à la forme normale
x˙ = −y+ lx2 + 5axy+ ny2 ,
y˙ = x+ ax2 + (3l+ 5n)xy
(2.15)
avec 5a3[2a2+n(l+2n)][(l+n)2(l+2n)−a2(5l+6n)] 6= 0 par l’action du groupe
G.
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DÉMONSTRATION. On sait que tout système quadratique ayant un foyer faible
s’écrit comme
x˙ = −y+ lx2 + rxy+ ny2
y˙ = x+ ax2 + bxy.
Les calculs de Li dans [18] permettent de déterminer que les constantes de
Lyapunov-Poincaré sont L1 = V1, L2 = V2(mod V1) et L3 = V3(mod V1, V2) avec
L1 = r(l+ n) − a(b+ 2l)
L2 = ra(5a− r)[(l+ n)
2(n+ b) − a2(b+ 2l+ n)],
L3 = ra
2[2a2 + n(l+ 2n)][(l+ n)2(n+ b) − a2(b+ 2l+ n)],
où les paramètres (a, l, n, b, r) proviennent de la forme (2.11). Le cas qui nous
intéresse est celui où on a un foyer faible d’ordre trois à l’origine, c’est-à dire
lorsque L1 = L2 = 0 et L3 6= 0. D’abord, comme L3 6= 0, on a les conditions
suivantes à respecter :
(1) r 6= 0 ;
(2) a 6= 0 ;
(3) 2a2 + n(l+ 2n) 6= 0
(4) (l+ n)2(n+ b) − a2(b+ 2l+ n) 6= 0.
Puisqu’on doit avoir L2 = 0, on obtient nécessairement 5a − r = 0, c’est-à-
dire r = 5a. Aussi, étant donné qu’on doit avoir L1 = 0, il s’en suit que r(l +
n) − a(b + 2l) = 0. En remplaçant dans cette équation r par 5a et en divisant
l’équation par a, on obtient simplement b = 3l + 5n. Ainsi, en remplaçant r et
b par les expressions trouvées dans (2.11), on obtient le résultat voulu :
x˙ = −y+ lx2 + 5axy+ ny2 ,
y˙ = x+ ax2 + (3l+ 5n)xy
avec L3 = 5a3[2a2 + n(l+ 2n)][(l+ n)2(l+ 2n) − a2(5l+ 6n)] 6= 0. 
Remarque 2.1. La forme normale (2.15) ne contient pas que des foyers faibles d’ordre
trois.
En effet, la forme normale (2.11) a été déterminée en imposant L1 = L2 = 0.
Alors, tout système de la forme (2.15) tel que les valeurs de a, l et n entraînent
L3 = 0 possèdera plutôt un centre à l’origine. Entre autre, tout système de la
forme (2.15) ayant a = 0 sera un système à centre.
Remarque 2.2. La forme (2.15) dépend de 3 paramètres réels a,l,n, mais l’espace des
paramètres peut être réduit à l’espace projectif réel à deux dimensions P2(R).
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En effet, l’espace des paramètres pour des systèmes quadratiques de la
forme (2.15) estR3\{(0, 0, 0)}. Nous ne considérons que les paramètres (a, l, n) 6=
(0, 0, 0) car sinon, le système S est linéaire. Aussi, soit δ ∈ R∗ = R\{0} et soit(
x
y
)
= δ
(
x˜
y˜
)⇐⇒ (x˜
y˜
)
=
1
δ
(
x
y
)
.
Alors, un système de la forme (2.15) sera transformé :(
˙˜x
˙˜y
)
= 1
δ
(
x˙
y˙
)
=
(
1
δ
(
−y+ lx2 + 5axy+ ny2
)
1
δ
(
x+ ax2 + (3l+ 5n)xy
) )
=
(
1
δ
(
−δy˜+ δ2lx˜2 + 5δ2ax˜y˜+ δ2ny˜2
)
1
δ
(
δx˜+ δ2ax˜2 + δ2(3l+ 5n)x˜y˜
) )
=
(
−y˜+ δlx˜2 + 5δax˜y˜+ δny˜2
x˜+ δax˜2 + δ(3l+ 5n)x˜y˜
)
.
On a (a˜, l˜, n˜) = (δa, δl, δn) et le nouveau système est difféomorphe à l’ancien.
Ainsi, on peut considérer l’espace des paramètres comme l’espace projectif
P2(R) et considérons le paramètre λ = [a : l : n] ∈ P2(R) où (a, l, n) 6= (0, 0, 0).
En plus d’être réduit à l’espace P2(R), l’espace des paramètres peut être res-
treint par a ≥ 0 et n ≥ 0 à cause d’une symétrie présente via l’action du
groupe G.
Proposition 2.4. L’action du groupe G réduit l’espace des paramètres au quart de
sphère formé des points [a : l : n] ∈ P2(R) tels que a ≥ 0, n ≥ 0 et a2 + l2 + n2 = 1,
et où les points opposés sur l’équateur sont identifiés.
DÉMONSTRATION. Considérons les classes [a : l : n]. Si n ≤ 0, on a [a : l :
n] = [−a : −l : −n]. On peut donc supposer que n ≥ 0. Si a ≥ 0, on obtient
directement le résultat voulu. Si a ≤ 0, on peut se ramener à a ≥ 0 sans changer
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le signe de n en appliquant la transformation (X, Y, T) = (−x, y,−t). On a alors
dX
dT
=
dX
dx
· dx
dt
· dt
dT
= −1 · x˙ ·−1
= −Y + lX2 − 5aXY + nY2
dY
dT
=
dY
dy
· dy
dt
· dt
dT
= 1 · y˙ ·−1
= X− aX2 + (3l+ 5n)XY.
Alors, le système correspondant au paramètre λ = [a : l : n] est topologique-
ment équivalent au système correspondant à λ ′ = [−a : l : n]. L’espace des
paramètres peut donc être considéré comme un quart de sphère constitué des
points [a : l : n] ∈ P2(R) où a ≥ 0 et n ≥ 0. 
Notation : On note hD le quart de sphère fermé{
[a, l, n] ∈ P2(R)\{0} | a ≥ 0, n ≥ 0, a2 + l2 + n2 = 1
}
avec les points opposés de l’équateur identifiés. hD peut être identifié par la
projection verticale du quart de sphère avec un demi-disque fermé avec les
points opposés du diamètre identifiés.
Proposition 2.5. Un système quadratique ne peut contenir qu’un seul foyer faible
d’ordre deux ou d’ordre trois.
DÉMONSTRATION. Soit S ∈ QS tel que S a un foyer faible en (x0, y0). Sans
perte de généralité, supposons (x0, y0) = (0, 0). Alors, on peut écrire S sous la
forme
x˙ = −y+ a20x
2 + a11xy+ a02y
2
y˙ = x+ b20x
2 + b11xy+ b02y
2.
Supposons que S possède un autre foyer faible en (x1, y1). L’action du groupe
G nous permet de ramener cette singularité au point (0, 1). D’abord, on peut
ramener la singularité sur l’axe y au point (0, Y) à l’aide d’une rotation. On
cherche donc θ tel que (
cosθ sinθ
−sinθ cosθ
)(
x1
y1
)
=
(
0
Y
)
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avec Y ∈ R\{0}. Si y1 = 0, on pourra choisir θ = pi/2 et on aura alors Y = −x1.
Si y1 6= 0, il suffira du choisir
θ = arctan
(
−
x1
y1
)
.
Finalement, pour ramener le point (0, Y) à (0, 1), on n’a qu’à faire une homo-
thétie sur l’axe y définir par y 7→ y
Y
.
Ainsi, sans perdre de généralité, on peut supposer que le second point sin-
gulier est en (0, 1). Il s’en suit
−1+ a02 = 0⇒ a02 = 1
b02 = 0.
Le système a donc la forme suivante
x˙ = −y+ lx2 + rxy+ y2
y˙ = x+ ax2 + bxy
(2.16)
ce qui correspond à la forme normale de Li avec a20 = l, a11 = r, n = 1, b20 = a
et b11 = b.
Supposons que le point singulier (0, 0) est un foyer faible d’ordre 2 ou 3.
Alors nécessairement, dans un cas comme dans l’autre, on aura L1 = 0, i.e.
r(l+ 1) − a(b+ 2l) = 0.
Si (0, 0) est un foyer faible d’ordre 2, il faudra avoir L2 6= 0, i.e.
ra(5a− r)[(l+ 1)2(b+ 1) − a2(b+ 2l+ 1)] 6= 0
et si (0, 0) est plutôt un foyer faible d’ordre 3, il faudra avoir L2 = 0 et L3 6= 0,
i.e.
ra(5a− r)[(l+ 1)2(b+ 1) − a2(b+ 2l+ 1)] = 0,
ra2[2a2 + l+ 2][(l+ 1)2(b+ 1) − a2(b+ 2l+ 1)] 6= 0.
Dans les deux cas, il faudra
r 6= 0
a 6= 0
(l+ 1)2(b+ 1) − a2(b+ 2l+ 1) 6= 0
avec
r(l+ 1) − a(b+ 2l) = 0.
Comme on a a 6= 0, on peut isoler b et on obtient
b =
r(l+ 1)
a
− 2l.
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On remplace b par l’expression ci-haut dans (2.16) et on obtient la famille de
systèmes
x˙ = −y+ lx2 + rxy+ y2
y˙ = x+ ax2 +
(
r(l+1)
a
− 2l
)
xy.
Supposons maintenant que le second point singulier, placé en (0, 1), est aussi
un foyer faible d’ordre 2 ou 3. Translatons le point (0, 1) à l’origine afin de
l’étudier. On applique la transformation (X, Y) = (x, y− 1) et on a
X˙ = x˙
= −y+ lx2 + rxy+ y2
= −(Y + 1) + lX2 + rX(Y + 1) + (Y + 1)2
= rX+ Y + lX2 + rXY + Y2
et
Y˙ = y˙
= x+ ax2 +
(
r(l+1)
a
− 2l
)
xy
= X+ aX2 +
(
r(l+1)
a
− 2l
)
X(Y + 1)
=
(
r(l+1)
a
− 2l+ 1
)
X+ aX2 +
(
r(l+1)
a
− 2l
)
XY.
Le linéarisé en (0, 0) est alors donné par la matrice(
r 1(
r(l+1)
a
− 2l+ 1
)
0
)
dont les valeurs propres µi sont déterminées par l’équation caractéristique
µ2 − rµ−
(
r(l+ 1)
a
− 2l+ 1
)
= 0,
ce qui mène à
µi =
r±
√
r2 + 4
(
r(l+1)
a
− 2l+ 1
)
2
.
Pour avoir un foyer faible , on doit avoir des valeurs propres purement imagi-
naires, i.e.
r = 0 et
r(l+ 1)
a
− 2l+ 1 < 0
c’est-à-dire
r = 0 et l >
1
2
.
On obtient alors une contradiction car on devait avoir r 6= 0 pour que la sin-
gularité initialement placé à l’origine soir un foyer faible d’ordre 2 ou 3. On
peut donc conclure qu’un système quadratique ne peut pas contenir plus d’un
foyer faible d’ordre 2 ou 3. 
37
Théorème 2.6. [19] Si dans un système quadratique, on a un foyer faible d’ordre trois,
alors autour de ce point singulier, il n’existe pas de cycles limites.
2.4. DIAGRAMME DE BIFURCATION POUR LA FAMILLE QW3 À
PARTIR DE LA FORME NORMALE DE LI
Le diagramme de bifurcation de QW3 a été effectuée pour la première fois
à partir de la forme normale de Li dans l’article Quadratic Vector Fields with a
Weak Focus of Third Order, par Artès, J.C. et Llibre, J. en 1997 [4], sans toutefois
utiliser de méthodes globales. Ce diagramme a été réalisé séparément sur des
morceaux de l’espace des paramètres, sans le présenter globalement dans tout
cet espace. Pour ce faire, les auteurs ont réduit l’étude des systèmes de la forme
(2.15) à 3 cas :
– n 6= 0
– n = 0 et a 6= 0
– n = 0 = a
Cas 1 : n 6= 0 : En appliquant le changement de variables X = n−1x et
Y = n−1y, on obtient un système de la forme
X˙ = −Y + l ′X2 + 5a ′XY + Y2
Y˙ = X+ a ′X2 + (3l ′ + 5)XY,
où l ′ = n−1l et a ′ = n−1a. Ceci correspond finalement a la forme (2.15) avec
n = 1. Un premier diagramme de bifurcation est alors produit à partir de la
carte (a, l), avec n = 1.
Cas 2 : n = 0 et a 6= 0 : On peut faire le changement de variable X = a−1x
et Y = a−1y. Le système devient alors
X˙ = −Y + l ′X2 + 5XY
Y˙ = X+ X2 + 3l ′XY,
où l ′ = n−1l. Les systèmes ne dépendent plus que d’un seul paramètre et un
second diagramme de bifurcation est effectué.
Cas 3 : n = 0 = a : On peut faire le changement de variable X = l−1x et
Y = l−1y et le système devient :
X˙ = −Y + X2
Y˙ = X+ 3XY.
Ce système n’a plus de paramètre.
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Le diagramme de bifurcations a été refait dans The Geometry of Quadratic
Differential Systems with a Weak Focus of Third Order, par Llibre, J. et Schlo-
miuk,D. en 2004 [7]. Dans ce travail, les auteurs ont utilisé le plan projectif
comme espace des paramètres, dans lequel les trois morceaux ci-dessus fi-
gurent (grâce à l’action du groupe G) sur hD, qu’on peut visualiser dans le
demi-disque fermé avec les points opposés du diamètre identifiés. Ils ont uti-
lisé des méthodes géométriques globales et des invariants globaux. Ce dia-
gramme est présenté à la figure 2.1, avec agrandissement d’une région impor-
tante à la figure 2.2.
FIGURE 2.1. Diagramme de bifurcation pour la famille QW3.
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FIGURE 2.2. Diagramme de bifurcation pour la famille QW3.
Dans ce diagramme, les courbes de bifurcations apparaîssent. Ces courbes,
ainsi que leurs points d’intersection, sont identifiées à la figure 2.3. L’équation
des courbes qui y apparaîssent sont les suivantes :
∆ : 125a4 + a2
(
25l2 + 170ln+ 262n2
)
+ n (2l+ 5n)3 = 0 (2.17)
Ω¯ : l(3l+ 5n)2 − 3a2(5l+ 8n) = 0 (2.18)
δ : 3a2 − l(l+ 2n) = 0 (2.19)
ln : l+ 2n = 0 (2.20)
n : n = 0. (2.21)
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FIGURE 2.3. Courbes de bifurcation pour la famille QW3.
Il y a aussi une autre courbe de bifurcation, prouvée analytique dans [7],
dont on ne possède pas l’équation et sur laquelle le portrait de phase estW18.
Ces courbes de bifurcation séparent l’espace des paramètres hD en 9 ré-
gions distinctes Ri, où 1 ≤ i ≤ 9. Un point λ appartient à une courbe de bi-
furcation si pour tout voisinage V(λ), il existe λ1 et λ2 tel que les systèmes S1
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et S2 qui y sont associés ont des configurations en séparatrices qui ne sont pas
équivalentes.
La signification de ces courbes de bifurcation se détectent facilement dans
les figures 2.1 et 2.2.
Par exemple, étudions la courbe δ, qui est une hyperbole. Elle possède deux
branches, qu’on désigne par δ1 et δ2. La branche δ1 sépare les régions R1 et R2.
Tout système S dont les paramètres correspondent à un point λ de la région R1
n’admet que 2 singularités finies réelles : un foyer faible à l’origine et un point
de selle. Sa configuration en séparatrices est représentée par W1 dans la figure
2.1. Les systèmes dont les paramètres [a : l : n] correspondent plutôt à un point
sur δ1 ont 3 singularités finies réelles. En plus du foyer faible à l’origine et du
point de selle, un point selle-noeud apparaît. Dans R2, le point selle-noeud dis-
paraît de la configuration en séparatrices des systèmes et est remplacé par un
point de selle et un noeud. Ces systèmes ont donc 4 singularités finies réelles.
La courbe L correspond à l’équation
L3 = 5a
3
[
2a2 + 2(l+ 2n)
] [
(l+ n)2(l+ 2n) − a2(5l+ 6n)
]
= 0. (2.22)
Cette courbe est séparée en 3 branches (figure 2.3) : la droite L1, la parabole L2
et la cubique L3. Leur équation est explicitée ci-dessous :
L1 : a = 0 (2.23)
L2 : 2a2 + 2(l+ 2n) = 0 (2.24)
L3 : (l+ n)2(l+ 2n) − a2(5l+ 6n) = 0. (2.25)
Les courbes L1, L2 et L3 apparaissent sur le diagramme et contiennent les sys-
tèmes à centre. La courbe L1 est une frontière du diagramme, tout comme la
courbe n = 0. La courbe L2 sépare la région R8 en 2 morceaux. La courbe L3
contient 3 branches. Les deux premières, qui relient le point [0 : −1 : 1] à res-
pectivement [
√
3 :
√
5 : 0] et [1 : 0 : 0], séparent R3 en 3 morceaux. La troisième
branche, qui relie les points [0 : −2 : 1] et [
√
3 : −
√
5 : 0], sépare R7 en 2 mor-
ceaux. Les 2 courbes L2 et L3 sont tracées en pointillé et séparent le diagramme
en 5 régions.
On peut remarquer que seules les 3 configurations en séparatrices W14, W16,
W17 possèdent un cycle limite.

Chapitre 3
ACTION LOCALE DU GROUPE GL(2,R)× R∗ SUR
L’ESPACE DES PARAMÈTRES DE LA FORME
NORMALE DE LI
Dans le chapitre précédent, l’action du groupe G a permis d’obtenir une
forme normale pour les systèmes de QW3. De cette forme normale, un dia-
gramme de bifurcation a été déterminé dans [7]. En observant le diagramme
de bifurcation, on remarque que plusieurs portraits de phase s’y répètent. La
question que l’on se pose est la suivante : le groupe G continue-t-il d’agir sur
hD ? Plus précisément, existe-t-il des transformations du groupe G telles que
l’orbite d’un point S ∈ hD contient un système S˜ 6= S avec S˜ ∈ hD ? Dans ce
chapitre, on répond à cette question.
On a vu qu’un système quadratique à foyer faible ne peut contenir qu’un
seul foyer faible d’ordre trois. Comme la forme normale (2.15) a été déterminée
en fixant le foyer faible d’ordre trois à l’origine, l’action du groupe des transla-
tions est éliminé. Ainsi, on ne s’intéresse qu’à l’action du groupeGL(2,R)×R∗,
que l’on notera G¯. Nous cherchons à la fois :
(i) une transformation linéaire T ∈ GL(2,R) définie par une matrice réelle
régulière
T =
(
a11 a12
a21 a22
)
a11a22 − a12a21 6= 0.
envoyant un système S ∈ QW3 de la forme (2.15) sur un système S˜ de la
même forme ;
(ii) une homothétie du temps α ∈ R∗ tel que t = αt˜, t étant le temps pour le
système S, et t˜ le temps pour S˜.
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Proposition 3.1. Soit T = δI, δ ∈ R\{0}, où I est la matrice identité et soit S un
système de la forme (2.15) de paramètre (a, l, n) ∈ R3\{(0, 0, 0)}. Alors,
(i) les paramètres de TS et S diffèrent par un facteur constant : TS est de paramètre(
δ−1a, δ−1l, δ−1n
)
, ce qui donne le même point dans P2(R) ;
(ii) si (a, l, n) ∈ hD, i.e. (a, l, n) ∈ R3\{(0, 0, 0)}, a ≥ 0, n ≥ 0 avec a2+l2+n2 =
1, alors l’application T → TS est l’identité sur hD.
DÉMONSTRATION. On considère S˜ = TS, i.e.
(
x˜
y˜
)
= δI
(
x
y
)
. Alors, nous
avons (
˙˜x
˙˜y
)
= δ
(
x˙
y˙
)
=
(
δ(−y+ lx2 + 5axy+ ny2)
δ(x+ ax2 + (3l+ 5n)xy)
)
=
(
δ(−δ−1y˜+ l
(
δ−1
)2
x˜2 + 5a
(
δ−1
)2
x˜y˜+ n
(
δ−1
)2
y˜2)
δ(δ−1x˜+ a
(
δ−1
)2
x˜2 + (3l+ 5n)
(
δ−1
)2
x˜y˜)
)
=
(
−y˜+ lδ−1x˜2 + 5aδ−1x˜y˜+ nδ−1y˜2
x˜+ aδ−1x˜2 + (3l+ 5n)δ−1x˜y˜
)
.
S est de paramètre [a : l : n] et suite à la transformation, TS est de paramètre
[δ−1a : δ−1l : δ−1n]. Ces deux points sont identiques dans l’espace P2(R) et
l’application T → TS est l’identité dans P2(R).
Si (a, l, n) ∈ hD, alors le système TS donne le point
δ−1(a, l, n)√
δ−2(a2 + l2 + n2)
=
|δ|
δ
(a, l, n) = ±1(a, l, n)
et donc
• si δ > 0, alors l’application S→ TS est l’identité sur hD.
• si δ < 0, alors |δ|
δ
= −1 et on a [−a : −l : −n] = [a : l : n] ∈ hD.

3.1. ACTION DE G¯ SUR P2(R)
Soit g¯ = (T, α) ∈ G¯ un couple formé d’une transformation linéaire de R2 et
d’un nombre α ∈ R∗. L’action de G¯ sur QW3 est définie comme
G¯×QW3 → QW3
(g¯, S) = ((T, α) , S) → S = 1
α
· T · S˜ et t = αt˜.
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Théorème 3.1. Considérons des transformations g¯ = (T, α) ∈ G¯ agissant sur des
systèmes S tel que S et S˜ soient de la forme (2.15). Alors, nécessairement, α = ±1 et il
existe exactement quatre familles de couples (g¯, S).
(i) La transformation définie par α = 1 et T = a11 ·
(
1 0
0 1
)
où a11 6= 0 envoie
un système de la forme
S =
{
x˙ = −y+ lx2 + 5axy+ ny2
y˙ = x+ ax2 + (3l+ 5n)xy
où (a, l, n) ∈ R3\{(0, 0, 0)}
sur un système de la forme
S˜ =
{
x˙ = −y+ a11lx
2 + 5a11axy+ a11ny
2
y˙ = x+ a11ax
2 + a11(3l+ 5n)xy.
(ii) La transformation définie par α = −1 et T = −a11 ·
(
−1 0
0 1
)
où a11 6= 0
envoie un système de la forme
S =
{
x˙ = −y+ lx2 + 5axy+ ny2
y˙ = x+ ax2 + (3l+ 5n)xy
où (a, l, n) ∈ R3\{(0, 0, 0)}
sur un système de la forme
S˜ =
{
x˙ = −y− a11lx
2 + 5a11axy− a11ny
2
y˙ = x+ a11ax
2 − a11(3l+ 5n)xy.
(iii) La transformation définie par α = 1 et T =
(
a11 a12
−a12 a11
)
où a211 + a212 6= 0
envoie un système de la forme
S =
 x˙ = −y−
6(a11a12a+a
2
11n)
3a211+a
2
12
x2 + 5axy+ ny2
y˙ = x+ ax2 + (5n−
18(a11a12a+a
2
11n)
3a211+a
2
12
)xy.
où (a, n) ∈ R2\{(0, 0)}
sur un système de la forme
S˜ =

˙˜x = −y˜− 6(4a
2
11a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
x˜2 +
5(3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n)
3a211+a
2
12
x˜y˜
+
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
y˜2
˙˜y = x˜+ 3a
3
11a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
x˜2 +
3a211a12a−5a
3
12a−3a
3
11n−7a11a
2
12n
3a211+a
2
12
x˜y˜.
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(iv) La transformation définie par α = −1 et T =
(
a11 a12
a12 −a11
)
où a211 + a212 6= 0
envoie un système de la forme
S =
 x˙ = −y−
6(a11a12a+a
2
11n)
3a211+a
2
12
x2 + 5axy+ ny2
y˙ = x+ ax2 + (5n−
18(a11a12a+a
2
11n)
3a211+a
2
12
)xy.
où (a, n) ∈ R2\{(0, 0)}
sur un système de la forme
S˜ =

˙˜x = −y˜− 6(4a
2
11a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
x˜2 −
5(3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n)
3a211+a
2
12
x˜y˜
+
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
y˜2
˙˜y = x˜− 3a
3
11a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
x˜2 +
3a211a12a−5a
3
12a−3a
3
11n−7a11a
2
12n
3a211+a
2
12
x˜y˜.
DÉMONSTRATION. Considérons la transformation (T, α) où
T =
(
a11 a12
a21 a22
)
et t = αt˜
où a11a22 − a12a21 6= 0 et tel que(
x
y
)
=
(
a11 a12
a21 a22
)(
x˜
y˜
)
.
Alors,(
x˙
y˙
)
=
(
dx
dt
dy
dt
)
=
(
a11 a12
a21 a22
)(
dx˜
dt
dy˜
dt
)
=
1
α
(
a11 a12
a21 a22
)(
d ˙˜x
dt˜
d ˙˜y
dt˜
)
=
1
α
(
a11 a12
a21 a22
)(
˙˜x
˙˜y
)
.
On cherche une transformation où à la fois S et S˜ sont de la forme (2.15). Les
inconnues sont (α, a, l, n, a11, a12, a21, a22) ∈ R8 tel que α ∈ R∗, (a, l, n) ∈
R3 \ {(0, 0, 0)} et a11a22 − a12a21 6= 0. Le système S˜ dépendra des paramètres
(a˜, l˜, n˜) ∈ R3 \ {(0, 0, 0)}.
Tout d’abord, nous avons(
˙˜x
˙˜y
)
= α
(
a11 a12
a21 a22
)−1(
x˙
y˙
)
= α
(
1
a11a22−a12a21
)( a22 −a12
−a21 a11
)(
−y+ lx2 + 5axy+ ny2
x+ ax2 + (3l+ 5n)xy
)
47
= α
(
1
a11a22−a12a21
)

a22(−y+ lx
2 + 5axy+ ny2)
−a12(x+ ax
2 + (3l+ 5n)xy)
−a21(−y+ lx
2 + 5axy+ ny2)
+a11(x+ ax
2 + (3l+ 5n)xy)
 .
En remplaçant le côté droit par
x = a11x˜+ a12y˜ (3.1)
y = a21x˜+ a22y˜, (3.2)
nous obtenons

˙˜x
˙˜y

=
α
a11a22 − a12a21

a22
[
−(a21x˜+ a22y˜) + l(a11x˜+ a12y˜)
2
+5a(a11x˜+ a12y˜)(a21x˜+ a22y˜) + n(a21x˜+ a22y˜)
2
]
−a12
[
(a11x˜+ a12y˜) + a(a11x˜+ a12y˜)
2
+(3l+ 5n)((a11x˜+ a12y˜)(a21x˜+ a22y˜)]
−a21
[
−(a21x˜+ a22y˜) + l(a11x˜+ a12y˜)
2
+5a(a11x˜+ a12y˜)(a21x˜+ a22y˜) + n(a21x˜+ a22y˜)
2
]
+a11
[
(a11x˜+ a12y˜) + a(a11x˜+ a12y˜)
2
+(3l+ 5n)(a11x˜+ a12y˜)(a21x˜+ a22y˜)]

.
On se retrouve alors avec deux équations :
˙˜x =
α
a11a22 − a12a21

x˜(−a11a12 − a21a22) + y˜(−a
2
12 − a
2
22) + x˜
2(a211a22l− a
2
11a12a
+5a11a21a22a− 3a11a12a21l− 5a11a12a21n+ a
2
21a22n)
+x˜y˜(−2a11a
2
12a+ 5a11a
2
22a+ 5a12a21a22a− a11a12a22l
−3a212a21l− 5a11a12a22n− 5a
2
12a21n+ 2a21a
2
22n)
+y˜2(−a312a+ 5a12a
2
22a− 2a
2
12a22l− 5a
2
12a22n+ a
3
22n)

et
˙˜y =
α
a11a22 − a12a21

x˜(a211 + a
2
21) + y˜(a11a12 + a21a22)
+x˜2(a311a− 5a11a
2
21a+ 2a
2
11a21l+ 5a
2
11a21n− a
3
21n)
+x˜y˜(2a211a12a− 5a11a21a22a− 5a12a
2
21a+ 3a
2
11a22l
+a11a12a21l+ 5a
2
11a22a+ 5a11a12a21n− 2a
2
21a22n)
+y˜2(−a212a21l+ a11a
2
12a− 5a12a21a22a+ 3a11a12a22l
+5a11a12a22n− a21a
2
22n)

.
48
Les coefficients a˜ij , b˜ij du système transformé dépendent des coefficients a11, a12, a21, a22
et des paramètres a, l, n. Ils sont exprimés explicitement par les équations ci-
dessous :
a˜10 =
α
a11a22−a12a21
(−a11a12 − a21a22)
a˜01 =
α
a11a22−a12a21
(−a212 − a
2
22)
a˜20 =
α
a11a22−a12a21
(a211a22l− a
2
11a12a+ 5a11a21a22a− 3a11a12a21l
−5a11a12a21n+ a
2
21a22n)
a˜11 =
α
a11a22−a12a21
(−a11a12a22l− 2a11a
2
12a+ 5a11a
2
22a+ 5a12a21a22a− 3a
2
12a21l
−5a11a12a22n− 5a
2
12a21n+ 2a21a
2
22n)
a˜02 =
α
a11a22−a12a21
(−2a212a22l− a
3
12a+ 5a12a
2
22a− 5a
2
12a22n+ a
3
22n)
b˜10 =
α
a11a22−a12a21
(a211 + a
2
21)
b˜01 =
α
a11a22−a12a21
(a11a12 + a21a22)
b˜20 =
α
a11a22−a12a21
(2a211a21l+ a
3
11a− 5a11a
2
21a+ 5a
2
11a21n− a
3
21n)
b˜11 =
α
a11a22−a12a21
(a11a12a21l+ 2a
2
11a12a− 5a11a21a22a− 5a12a
2
21a+ 3a
2
11a22l
+5a211a22n+ 5a11a12a21n− 2a
2
21a22n)
b˜02 =
α
a11a22−a12a21
(−a212a21l+ a11a
2
12a− 5a12a21a22a+ 3a11a12a22l
+5a11a12a22n− a21a
2
22n).
Pour obtenir un système sous la forme (2.15), on doit avoir
a˜10 = 0 b˜10 := 1
a˜01 = −1 b˜01 := 0
a˜20 = l˜ b˜20 := a˜
a˜11 = 5a˜ b˜11 := 3l˜+ 5n˜
a˜02 = n˜ b˜02 := 0
où a˜, l˜, n˜ sont les nouveaux paramètres pour S˜. Ceci nous conduit à un système
comportant dix équations dépendant des onze inconnues α, a, l, n, a˜, l˜, n˜,
a11, a12, a21, a22. Les équations sont désignées par Aij et Bij. Le côté gauche
représente les coefficients a˜ij, b˜ij. Ce système d’équations est le suivant :
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A10 :
α
a11a22−a12a21
(−a11a12 − a21a22) = 0
A01 :
α
a11a22−a12a21
(−a212 − a
2
22) = −1
A20 :
α
a11a22−a12a21
(a211a22l− a
2
11a12a+ 5a11a21a22a− 3a11a12a21l
−5a11a12a21n+ a
2
21a22n) = l˜
A11 :
α
a11a22−a12a21
(−a11a12a22l− 2a11a
2
12a+ 5a11a
2
22a+ 5a12a21a22a− 3a
2
12a21l
−5a11a12a22n− 5a
2
12a21n+ 2a21a
2
22n) = 5a˜
A02 :
α
a11a22−a12a21
(−2a212a22l− a
3
12a+ 5a12a
2
22a− 5a
2
12a22n+ a
3
22n) = n˜
B10 :
α
a11a22−a12a21
(a211 + a
2
21) = 1
B01 :
α
a11a22−a12a21
(a11a12 + a21a22) = 0
B20 :
α
a11a22−a12a21
(2a211a21l+ a
3
11a− 5a11a
2
21a+ 5a
2
11a21n− a
3
21n) = a˜
B11 :
α
a11a22−a12a21
(a11a12a21l+ 2a
2
11a12a− 5a11a21a22a− 5a12a
2
21a+ 3a
2
11a22l
+5a211a22n+ 5a11a12a21n− 2a
2
21a22n) = 3l˜+ 5n˜
B02 :
α
a11a22−a12a21
(−a212a21l+ a11a
2
12a− 5a12a21a22a+ 3a11a12a22l
+5a11a12a22n− a21a
2
22n) = 0.
D’abord, on observe que l’équation A10 est équivalente à B01, ce qui réduit le
nombre d’équations à 9. On peut ensuite remarquer que a˜, l˜, n˜ sont données
explicitement en terme de α, a, l, n, a11, a12, a21, a22 par les équations B20,A20 et
A02. On remplace alors leur valeur dans les équations A11 et B11 pour n’obtenir
que 6 équations dépendant des 8 inconnues α, a, l, n, a11, a12, a21, a22. À la
suite de ces simplifications, le système à résoudre est le suivant :
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E1 : a11a12 + a21a22 = 0 (A10)
E2 : a11a22 − a12a21 − αa
2
12 − αa
2
22 = 0 (A01)
E3 : −a11a12a22l− 2a11a
2
12a+ 5a11a
2
22a+ 5a12a21a22a− 3a
2
12a21l
−5a11a12a22n− 5a
2
12a21n+ 2a21a
2
22n− 10a
2
11a21l− 5a
3
11a+ 25a11a
2
21a
−25a211a21n+ 5a
3
21n = 0 (A11)
E4 : αa211 + αa
2
21 − a11a22 + a12a21 = 0 (B10)
E5 : 2a11a12a21l+ a
2
11a12a− 4a11a21a22a− a12a
2
21a+ a
2
11a22n+ 4a11a12a21n
−a221a22n+ 2a
2
12a22l+ a
3
12a− 5a12a
2
22a+ 5a
2
12a22n− a
3
22n = 0 (B11)
E6 : −a212a21l+ a11a
2
12a− 5a12a21a22a+ 3a11a12a22l+ 5a11a12a22n− a21a
2
22n = 0. (B02)
En additionnant E4 à E2, on a
E4 ′ = E2+ E4 : α
(
a211 + a
2
21 − a
2
12 − a
2
22
)
= 0⇔ a211 + a221 − a212 − a222 = 0,
puisque α 6= 0. Ceci mène au système équivalent suivant :
E1 : a11a12 + a21a22 = 0
E2 : a11a22 − a12a21 − αa
2
12 − αa
2
22 = 0
E3 : −a11a12a22l− 2a11a
2
12a+ 5a11a
2
22a+ 5a12a21a22a− 3a
2
12a21l− 5a11a12a22n
−5a212a21n+ 2a21a
2
22n− 10a
2
11a21l− 5a
3
11a+ 25a11a
2
21a− 25a
2
11a21n+ 5a
3
21n = 0
E4 ′ : a211 + a
2
21 − a
2
12 − a
2
22 = 0
E5 : 2a11a12a21l+ a
2
11a12a− 4a11a21a22a− a12a
2
21a+ a
2
11a22n+ 4a11a12a21n
−a221a22n+ 2a
2
12a22l+ a
3
12a− 5a12a
2
22a+ 5a
2
12a22n− a
3
22n = 0
E6 : −a212a21l+ a11a
2
12a− 5a12a21a22a+ 3a11a12a22l+ 5a11a12a22n− a21a
2
22n = 0.
On étudie deux cas possibles : soit a12 = 0 ou a12 6= 0.
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Premier cas : a12 = 0
Si a12 = 0, alors par E1 on aura a21 · a22 = 0. Nécessairement, a22 6= 0 car
det(T) 6= 0 et donc a21 = 0. On a alors le système suivant :
E1 : 0 = 0
E2 : a11a22 − αa
2
22 = 0
E3 : 5a11a
2
22a− 5a
3
11a = 0
E4 ′ : a211 − a
2
22 = 0
E5 : a211a22n− a
3
22n = 0
E6 : 0 = 0.
Par l’équation E2, on a a22 (a11 − αa22) = 0, et comme a22 6= 0, on a
a11 = αa22.
En remplaçant ce résultat dans l’équation E4 ′, on obtient
a222
(
α2 − 1
)
= 0
et comme a22 6= 0, on peut conclure que l’on a deux cas : α = 1 ou α = −1.
(i) Si α = 1, nous aurons a22 = a11 et le système d’équations est complète-
ment vérifié. On a donc
T =
(
a11 0
0 a11
)
= a11
(
1 0
0 1
)
.
Les systèmes S et S˜ seront alors définis par les paramètres
a ∈ R a˜ = a11a
l ∈ R l˜ = a11l
n ∈ R n˜ = a11n.
(ii) Si α = −1, nous aurons a22 = −a11. Le système d’équations est alors
complètement vérifié. On a donc
T =
(
a11 0
0 −a11
)
= −a11
(
−1 0
0 1
)
.
Les systèmes S et S˜ seront alors définis par les paramètres
a ∈ R a˜ = a11a
l ∈ R l˜ = −a11l
n ∈ R n˜ = −a11n.
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Second cas : a12 6= 0
Si a12 6= 0, alors par E1 on a
a11 =
−a21a22
a12
. (3.3)
Si a21 = 0, alors a11 = 0 et T n’est pas inversible. On a donc a21 6= 0.
En substituant (3.3) dans le système d’équations, on obtient
E˜2 : a21a
2
22 + a
2
12a21 + αa
3
12 + αa12a
2
22 = 0
E˜3 : a312a21a
2
22l+ 7a
4
12a21a22a− 5a
2
12a21a
3
22a− 3a
5
12a21l+ 7a
3
12a21a
2
22n− 5a
5
12a21n
−10a12a
3
21a
2
22l+ 5a
3
21a
3
22a− 25a
2
12a
3
21a22a− 25a12a
3
21a
2
22n+ 5a
3
12a
3
21n = 0
˜E4 ′ : a221a
2
22 + a
2
12a
2
21 − a
4
12 − a
2
12a
2
22 = 0
E˜5 : −2a212a
2
21a22l+ 5a12a
2
21a
2
22a− a
3
12a
2
21a+ a
2
21a
3
22n− 5a
2
12a
2
21a22n
+2a412a22l+ a
5
12a− 5a
3
12a
2
22a+ 5a
4
12a22n− a
2
12a
3
22n = 0
E˜6 : a212a21l+ 6a12a21a22a+ 3a21a
2
22l+ 6a21a
2
22n = 0.
Nous avons maintenant 5 équations et 7 inconnues (α, a, l, n, a12, a21, a22) ∈
R7 tel que α 6= 0, (a, l, n) 6= (0, 0, 0), a21 6= 0 et a12 6= 0. L’équation E˜2 se
factorise et on obtient (
a212 + a
2
22
)
(αa12 + a21) = 0.
Étant donné que a12 6= 0, alors a212 + a222 6= 0 et donc nécessairement
a21 = −αa12.
En substituant dans ˜E4 ′, on obtient une expression qui se factorise ainsi :
a212
(
a212 + a
2
22
) (
α2 − 1
)
= 0.
Comme a12 6= 0, on obtient encore une fois deux cas : α = 1 ou α = −1.
(i) Supposons α = 1. Alors, on a a11 = a22 et a21 = −a12, i.e.
T =
(
a11 a12
−a12 a11
)
.
En remplaçant a21 par−a12 dans notre système d’équations, nous nous re-
trouvons avec 4 équations ( ˜˜E3, ˜˜E4 ′, ˜˜E5, ˜˜E6) et 5 inconnues (a, l, n, a11, a12),
tel que (a, l, n)6= (0, 0, 0) et a12 6= 0. Les équations ˜˜E4 ′ et ˜˜E5 sont de la
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forme 0 = 0 et les deux autres équations du système sont équivalentes à
6a11a12a+ a
2
12l+ 3a
2
11l+ 6a
2
11n = 0.
En isolant l, on obtient
l =
−6a11(a12a+ a11n)
3a211 + a
2
12
. (3.4)
En remplaçant dans les équations B20, A20 et A02, on trouve explicitement
les expressions pour a˜, l˜, n˜ :
a˜ =
3a311a− 5a11a
2
12a− 3a
2
11a12n+ a
3
12n
3a211 + a
2
12
l˜ = −
6(4a211a12a+ a
3
11n− a11a
2
12n)
3a211 + a
2
12
n˜ =
15a211a12a− a
3
12a+ 3a
3
11n− 5a11a
2
12n
3a211 + a
2
12
.
(ii) Supposons α = −1. Alors, on a a11 = −a22 et a21 = a12, i.e.
T =
(
a11 a12
a12 −a11
)
.
En remplaçant a21 par a12 dans notre système d’équations, on se retrouve
avec un système d’équations équivalent à celui étudié au cas précédent
avec
l =
−6a11(a12a+ a11n)
3a211 + a
2
12
.
En remplaçant dans les équations B20, A20 et A02, on trouve explicitement
les expressions pour a˜, l˜, n˜ :
a˜ =
−3a311a+ 5a11a
2
12a+ 3a
2
11a12n− a
3
12n
3a211 + a
2
12
l˜ = −
6(4a211a12a+ a
3
11n− a11a
2
12n)
3a211 + a
2
12
n˜ =
15a211a12a− a
3
12a+ 3a
3
11n− 5a11a
2
12n
3a211 + a
2
12
.
Ceci démontre le théorème. 
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Corollaire 3.1. Considérons l’espace des paramètre P2(R). Alors, il existe exactement
deux familles de transformations non trivales (g¯, S) = ((T, α), S) ∈ G¯ tel que S et S˜
soit de la forme (2.15) :
(i) La transformation g¯ définie par α = −1 et T =
(
−1 0
0 1
)
qui envoie un
système de la forme
S =
{
x˙ = −y+ lx2 + 5axy+ ny2
y˙ = x+ ax2 + (3l+ 5n)xy
où (a, l, n) ∈ R3\{(0, 0, 0)}
sur un système de la forme
S˜ =
{
x˙ = −y+ lx2 − 5axy+ ny2
y˙ = x− ax2 + (3l+ 5n)xy.
Cette famille est la symétrie (x˜, y˜, t˜) = (−x, y,−t) dans P2(R).
(ii) La transformation définie par α = 1 et T =
(
a11 a12
−a12 a11
)
où a211 + a212 6= 0,
qui envoie un système de la forme
S =
 x˙ = −y−
6(a11a12a+a
2
11n)
3a211+a
2
12
x2 + 5axy+ ny2
y˙ = x+ ax2 + (5n−
18(a11a12a+a
2
11n)
3a211+a
2
12
)xy.
où (a, n) ∈ R2\{(0, 0)}
sur un système de la forme
S˜ =

˙˜x = −y˜− 6(4a
2
11a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
x˜2 +
5(3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n)
3a211+a
2
12
x˜y˜
+
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
y˜2
˙˜y = x˜+ 3a
3
11a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
x˜2 +
3a211a12a−5a
3
12a−3a
3
11n−7a11a
2
12n
3a211+a
2
12
x˜y˜.
DÉMONSTRATION. Considérons la famille (i) du théorème 3.1. Cette famille
envoie un paramètre λ = [a : l : n] ∈ P2(R) sur un paramètre λ˜ =
[
a˜ : l˜ : n˜
]
=
[a11a : a11l : a11n] = [a : l : n] ∈ P2(R). Cette transformation est triviale puis-
qu’elle est l’identité dans P2(R) et dans hD.
La famille (ii) du théorème 3.1 envoie un paramètre λ = [a : l : n] ∈ P2(R)
sur un paramètre λ˜ =
[
a˜ : l˜ : n˜
]
= [a11a : −a11l : −a11n] = [a : −l : −n] =
[−a : l : n] ∈ P2(R). Cette famille est la symétrie (x˜, y˜, t˜) = (−x, y,−t).
Considérons la famille (iii) du théorème 3.1. Cette famille envoie un para-
mètre λ =
[
a : −
6(a11a12a+a
2
11n)
3a211+a
2
12
: n
]
∈ P2(R) sur un paramètre λ˜ =
[
a˜ : l˜ : n˜
]
=[
3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
: −
6(4a211a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
:
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
]
∈
P2(R). Ceci est une nouvelle transformation qui doit être étudiée plus en détail.
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Soit la famille (iv) du théorème 3.1. Celle-ci s’applique aux paramètres
λ =
[
a : −
6(a11a12a+a
2
11n)
3a211+a
2
12
: n
]
∈ P2(R) et les transforme sur les paramètres λ˜ =[
−
3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
: −
6(4a211a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
:
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
]
∈
P2(R). Cette transformation est la composition de la transformation de la fa-
mille (ii) et de la famille (iii).

La famille de transformations (i) trouvée dans le corollaire 3.1 représente
une symétrie déjà connue dans P2(R) dans [7]. Nous allons donc étudier la
famille de transformations (ii), qui dépend des 2 paramètres a11 et a12. En
travaillant dans l’espace des paramètres P2(R), on montre que la dépendance
se réduit à un seul paramètre.
Remarque 3.1. Considérons la famille (ii) du corollaire 3.1.
(i) Si a12 = 0, la matrice T = a11I et son action sur l’espace des paramètres P2(R)
est l’identité.
(ii) Si a12 6= 0, alors on a
T =
(
a11 a12
−a12 a11
)
= a12I
(
a11
a12
1
−1 a11
a12
)
a211 + a
2
12 6= 0.
Par la proposition 3.1, on peut simplement considérer la matrice suivante :
T ′ =
(
a11
a12
1
−1 a11
a12
)
.
En posant γ = a11
a12
, on obtient directement la matrice
(
γ 1
−1 γ
)
.
Considérons maintenant la famille de systèmes S du théorème 3.1. Dans P2(R),
ces systèmes correspondent aux points
λ = [a : l : n] =
[
a :
−6a11(a12a+ a11n)
3a211 + a
2
12
: n
]
.
On peut diviser le numérateur et le dénominateur du paramètre l par a212 :
l =
−6a11(a12a+ a11n)
3a211 + a
2
12
=
−6a11(a12a+a11n)
a212
3a211+a
2
12
a212
=
−6γ(a+ γn)
3γ2 + 1
.
Finalement, dans P2(R), les systèmes S˜ correspondent aux points
λ˜ =
[
3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n
3a211+a
2
12
: −
6(4a211a12a+a
3
11n−a11a
2
12n)
3a211+a
2
12
:
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
3a211+a
2
12
]
.
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Comme a12 6= 0, on peut multiplier λ par 3a
2
11+a
2
12
a312
, et on obtient :
λ˜ =
[
3a311a−5a11a
2
12a−3a
2
11a12n+a
3
12n
a312
: −
6(4a211a12a+a
3
11n−a11a
2
12n)
a312
:
15a211a12a−a
3
12a+3a
3
11n−5a11a
2
12n
a312
]
=
[
3γ3a− 5γa− 3γ2n+ n : −6(4γ2a+ γ3n− γn) : 15γ2a− a+ 3γ3n− 5γn
]
.
À l’aide de cette observation, on peut énoncer le théorème suivant.
Théorème 3.2. La famille de transformations (ii) se réduit à un seul paramètre γ =
a11
a12
∈ R dans l’espace P2(R). Cette famille est la suivante :
α = 1 et T =
(
γ 1
−1 γ
)
qui envoient un système de la forme
S =
{
x˙ = −y− 6γ(a+γn)
3γ2+1
x2 + 5axy+ ny2
y˙ = x+ ax2 + (5n− 18γ(a+γn)
3γ2+1
)xy
(3.5)
sur un système de la forme
S˜ =

˙˜x = −y˜− 6γ(4γa+ γ2n− n)x˜2 + 5(3γ3a− 5γa− 3γ2n+ n)x˜y˜
+(15γ2a− a+ 3γ3n− 5γn)y˜2
˙˜y = x˜+ (3γ3a− 5γa− 3γ2n+ n)x˜2 + (3γ2a− 5a− 3γ3n− 7γn)x˜y˜.
(3.6)
DÉMONSTRATION. La preuve découle directement de la remarque 3.1. 
Corollaire 3.2. Considérons la famille de transformations g¯ énoncée au théorème 3.2.
Si γ 6= 0, alors on a la relation suivante :
l˜ = 2γ (2l+ 3n) .
DÉMONSTRATION. Considérons les paramètres l et l˜ des systèmes S et S˜ du
théorème 3.2.
l+
6γ (a+ γn)
3γ2 + 1
= 0 (3.7)
l˜+
6γ
(
4aγ+ γ2n− n
)
3γ2 + 1
= 0 (3.8)
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On suppose γ 6= 0 et on calcule 4γ(3.7) − (3.8). Ceci nous donne
4γl+
24γ2 (a+ γn)
3γ2 + 1
− l˜−
6γ
(
4aγ+ γ2n− n
)
3γ2 + 1
= 0
4γl− l˜+
18γ3n+ 6γn
3γ2 + 1
= 0
4γl− l˜+
6γn
(
3γ2 + 1
)
3γ2 + 1
= 0
4γl− l˜+ 6γn = 0.
En isolant l˜, on obtient le résultat voulu. 
3.2. APPLICATION DES THÉORÈMES ET ANALYSE PARTIELLE DES
RÉSULTATS
Les théorèmes et corollaires démontrés à la section 3.1 nous indiquent que
le groupe G¯ continue d’agir sur hD. Certains systèmes S sont effectivement
envoyés sur d’autres systèmes S˜ par l’action du groupe. Quelles régions de
hD, visualisées sur le demi-disque avec les points opposés du diamètre iden-
tifiés, s’identifient entre elles ? Cette section propose une analyse partielle de
l’application du théorème 3.2.
Proposition 3.2. Considérons la famille de transformations définie au théorème 3.2
avec n = 0. Alors
(i) les systèmes correspondant aux points
[√
3 : −
√
5 : 0
]
et
[√
3 :
√
5 : 0
]
dans hD
sont G¯-équivalents.
(ii) les systèmes dont les paramètres correspondent aux points de la droite n = 0
avec −
√
3 ≤ l ≤ √3 sont G¯-équivalents aux systèmes dont les paramètres
correspondent aux points de la courbe Ω¯, définie par l’équation l(3l + 5n)2 −
3a2(5l+ 8n) = 0.
Tous ces systèmes sont des systèmes de QW3, à l’exception des systèmes correspondant
aux points
[√
3 : ±√5 : 0
]
et [1 : 0 : 0].
DÉMONSTRATION. Considérons les paramètres des systèmes initiaux et trans-
formés théorème 3.2, avec n = 0. Dans P2(R), on a λ =
[
a : −6γa
3γ2+1
: 0
]
et λ˜ =[
γa(3γ2 − 5) : −24γ2a : a(15γ2 − 1)
]
, avec a 6= 0. Comme on travaille dans
P2(R), on peut simplement considérer λ =
[
1 : −6γ
3γ2+1
: 0
]
et λ˜ =
[
γ(3γ2 − 5) :
−24γ2 : 15γ2 − 1
]
en divisant par a. Pour tout (a, l) fixé, on peut trouver 2 va-
leurs de γ selon la relation
l =
−6γ
3γ2 + 1
⇔ 3lγ2 + 6γ+ l = 0⇔ γ = −3±√3(3− l2)
3l
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en autant que −
√
3 ≤ l ≤ √3, puisque γ doit être réel. Ainsi, ∀ l ∈ [−√3,√3]
et ∀ a ∈ R\{0}, il existe une matrice de la forme T et deux systèmes S et S˜ tel
que S˜ = TS.
Cas (i) : On aura S sur la droite n = 0 et S˜ sur la droite n˜ = 0 si et seule-
ment si 15γ2 = 1. Les seuls cas où cela se produit sont
(1) si γ = 1√
15
. Alors, en calculant, on obtient (a, l) = (
√
3,−
√
5), ce qui
correspond au point
[√
3 : −
√
5 : 0
]
dans hD. De plus, on aurait (a˜, l˜) =
(
√
3,
√
5), ce qui correspond au point
[√
3 :
√
5 : 0
]
dans hD.
(2) si γ = − 1√
15
. Alors, en calculant, on obtient (a, l) = (
√
3,
√
5), ce qui
correspond au point
[√
3 :
√
5 : 0
]
dans hD. De plus, on aurait (a˜, l˜) =
(
√
3,−
√
5), ce qui correspond au point
[√
3 : −
√
5 : 0
]
dans hD.
Ceci démontre le cas (i) de la proposition, et tous les autres points p de la droite
n = 0 dans hD seront envoyés ailleurs dans hD.
Cas (ii) : On peut maintenant supposer n˜ = (15γ2 − 1) 6= 0. On considère
donc λ =
[
1 : −6γ
3γ2+1
: 0
]
et λ˜ =
[
γ(3γ2 − 5) : −24γ2 : 15γ2 − 1
]
dans P2(R), avec
γ =
−3±
√
3(3−l2)
3l
. Posons γ+ =
−3+
√
3(3−l2)
3l
et γ− =
−3−
√
3(3−l2)
3l
.
En remplaçant γ par γ+ dans λ et λ˜, on obtient
λ = [1 : l : 0]
et
λ˜ =
[
6−2
√
9−3l2+l2(−4+
√
9−3l2)
l(3l2+5(−3+
√
9−3l2))
: 4l
2
3−3l2+
√
9−3l2
: 1
]
.
Ces valeurs a˜, l˜, n˜ satisfont l’équation de Ω¯, i.e. l(3l+ 5n)2 − 3a2(5l+ 8n) = 0.
De façon analogue, en remplaçant γ par γ− dans λ et λ˜, on obtient
λ = [1 : l : 0]
et
λ˜ =
[
(3+
√
9−3l2)(3−3l2+
√
9−3l2)
3l(3l2−5(3+
√
9−3l2))
: − 4l
2
−3+3l2+
√
9−3l2
: 1
]
.
Encore une fois, ces valeurs a˜, l˜, n˜ satisfont l’équation de Ω¯. Ceci démontre le
cas (ii) de la proposition.
En observant le diagramme de bifurcation de la figure (2.1), les systèmes
correspondant aux points
[√
3 : ±√5 : 0
]
et [1 : 0 : 0] sont les seuls systèmes à
centre dans l’intervalle observé. 
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Proposition 3.3. Considérons la famille de transformations définie au théorème 3.2
avec n 6= 0. Alors, les systèmes correspondant aux points de la droite l+ 2n = 0 dans
hD sont G¯-équivalents aux systèmes dont les paramètres correspondent aux points de
la courbes δ = 0, i.e. 3a2 − l(l+ 2n) = 0, dans hD.
En particulier, le système correspondant au point
[
−1 : −2
√
3 :
√
3
]
situé à l’intersec-
tion de la courbe l + 2n = 0 et Ω¯ = 0 est G-équivalent aux systèmes correspondants
aux points à l’infini de la courbe δ = 0, soit
[
1 :
√
3 : 0
]
et
[
1 : −
√
3 : 0
]
.
À l’exception des extrémités dans hD de la droite l + 2n = 0, tous les points de
cette droite correspondent à des systèmes de QW3.
DÉMONSTRATION. Considérons les systèmes initiaux et transformés du théo-
rème 3.2 avec n 6= 0. Supposons que les systèmes initiaux correspondent aux
points de la droite l + 2n = 0. Puisque n 6= 0, on peut prendre n = 1 alors on
doit avoir l = −2. Comme on a λ =
[
a : −6(γa+γ
2)
3γ2+1
: 1
]
, cela se traduit par
−6(γa+γ2)
3γ2+1
= −2⇔ 3γa = 1⇔ γ = 1
3a
car a 6= 0. Ainsi, on aura un système transformé dont les paramètres sont[
a˜ : l˜ : n˜
]
=
[
−2(3a2+1)
9a2
: −2(3a
2+1)
9a3
: (1−3a
2)(1+3a2)
9a3
]
=
[
−2 : −2
a
: 1−3a
2
a
]
.
Ces valeurs a˜, l˜, n˜ satisfont l’équation de δ = 0, i.e. 3a˜2 − l˜(l˜ + 2n˜) = 0 et ceci
démontre la première partie de la proposition.
Pour la deuxième partie, considérons 2 cas particuliers : a = 1√
3
ou a = −1√
3
(i.e. n˜=0).
• Si a = 1√
3
, alors on a λ =
[
1 : −2
√
3 :
√
3
]
et λ˜ =
[
1 :
√
3 : 0
]
. Le point d’in-
tersection entre la droite l+ 2n = 0 et la courbe Ω¯ est donc G-équivalent
au point à l’infini avec l > 0 de l’hyperbole δ = 0.
• Si a = −1√
3
, alors on a λ =
[
−1 : −2
√
3 :
√
3
]
et λ˜ =
[
1 : −
√
3 : 0
]
. Le
point λ n’est pas dans hD, mais on peut appliquer la symétrie définie par
(X, Y, T) = (−x, y,−t) et on se ramène à λ =
[
1 : −2
√
3 :
√
3
]
. Le point
d’intersection entre la droite l + 2n = 0 et la courbe Ω¯ est donc aussi
G-équivalent au point à l’infini avec l > 0 de l’hyperbole δ = 0.

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Proposition 3.4. Considérons la famille de transformations définie au théorème 3.2
avec n 6= 0. Alors, l’action du groupe G¯ transforme les systèmes correspondant aux
points de la région ouverte R2 sur ceux de la région R4 ∪ R5 dans hD.
Tous les points des régions R2, R3 et R4 correspondent à des systèmes de QW3.
DÉMONSTRATION. Considérons les systèmes dont les paramètres se situent
dans les régions R2, R4 et R5. Comme tous ces systèmes satisfont n > 0, on peut
supposer n = 1 et travailler dans le plan affine (a, l). La région ouverte R2 est
délimitée par les courbes δ et Ω¯, et est caractérisée par δ > 0, Ω¯ > 0, c’est-à-dire
R2 =
{
(a, l) | δ(a, l, 1) > 0, Ω¯(a, l, 1) > 0
}
.
Les régions ouvertes R4 et R5 sont toutes les deux délimitées par la droite l+2 =
0 et par la courbe Ω¯. Elles sont caractérisées comme
R4 =
{
(a, l) | l+ 2 > 0, Ω¯(a, l, 1) > 0
}
R5 =
{
(a, l) | l+ 2 < 0, Ω¯(a, l, 1) > 0
}
.
Les équations de δ et Ω¯ proviennent respectivement de (2.19) et (2.18).
Considérons un système initial dont les paramètres correspondent à un
point λ ∈ R2. Par le théorème 3.2, les paramètres de ce système initial sont
λ =
[
a :
−6γ(a+ γ)
3γ2 + 1
: 1
]
.
Alors, l’expression de Ω¯ (a(γ), l(a, γ), 1) pour ce système est
6
(
−a− 5γ+ 15aγ2 + 3γ3
) (
4a+ 5γ− 15a2γ− 24aγ2 − 3γ3 + 9a2γ3
)
(1+ 3γ2)3
(3.9)
et l’expression de δ (a(γ), l(a, γ), 1) est
3
(
−a− 2γ+ 3aγ2
)2
(1+ 3γ2)2
. (3.10)
Comme λ ∈ R2, ce point satisfait Ω¯ > 0 et δ > 0, ce qui nous donne les deux
inégalités I1 et I2 suivantes :
6
(
−a− 5γ+ 15aγ2 + 3γ3
) (
4a+ 5γ− 15a2γ− 24aγ2 − 3γ3 + 9a2γ3
)
(1+ 3γ2)3
> 0
(I1)
et
3
(
−a− 2γ+ 3aγ2
)2
(1+ 3γ2)2
> 0. (I2)
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De plus, on observe que tout λ ∈ R2 satisfait l > 0, ce qui nous donne la
troisième inégalité I3
−6γ(a+ γ)
3γ2 + 1
> 0. (I3)
Les trois inégalités (I1), (I2) et (I3) se simplifient de la manière suivante :(
−a− 5γ+ 15aγ2 + 3γ3
) (
4a+ 5γ− 15a2γ− 24aγ2 − 3γ3 + 9a2γ3
)
> 0 (I ′1)(
−a− 2γ+ 3aγ2
) 6= 0 (I ′2)
γ(a+ γ) < 0. (I ′3)
Considérons le système transformé, dont les paramètres correspondent à
un point λ˜ ∈ P2(R). Par le théorème 3.2, on aura
λ˜ =
[
3γ3a− 5γa− 3γ2 + 1 : −6(4γ2a+ γ3 − γ) : 15γ2a− a+ 3γ3 − 5γ
]
.
Supposons d’abord que n˜ = 15γ2a−a+3γ3−5γ = 0. Dans ce cas, 1−15γ2 6=
0, sinon, n˜ serait :
15
1
15
a− a± 3 1
15
√
15
∓ 5 1√
15
6= 0,
ce qui mène à une contradiction. On a donc n˜ = 0 si
a =
γ(3γ2 − 5)
1− 15γ2
.
En remplaçant a par cette expression dans λ et λ˜, on obtient les paramètres
initiaux et transformés suivant :
λ =
[
γ(3γ2 − 5)
1− 15γ2
:
24γ2
1− 15γ2
: 1
]
et
λ˜ =
[
(1+ γ2)(1+ 3γ2)2
1− 15γ2
:
6γ(1+ γ2)(1+ 3γ2)
1− 15γ2
: 0
]
=
[
1+ 3γ2 : 6γ : 0
]
.
En calculant, on trouve λ =
[
γ(3γ2−5)
1−15γ2
: 24γ
2
1−15γ2
: 1
]
∈ Ω¯, et alors λ /∈ R2, ce qui
entraîne une contradiction.
On a donc n˜ 6= 0. On se ramène au plan affine en divisant par n˜. On obtient
le point suivant dans P2(R) :
λ˜ =
[
3γ3a− 5γa− 3γ2 + 1
15γ2a− a+ 3γ3 − 5γ
:
−6(4γ2a+ γ3 − γ)
15γ2a− a+ 3γ3 − 5γ
: 1
]
.
On étudie alors le signe de Ω¯, δ et l pour λ˜. On a
Ω¯
(
a˜(a, γ), l˜(a, γ), 1
)
=
6
(
1+ γ2
)2 (
1+ 3γ2
) (
4a+ 5γ− 15a2γ− 24aγ2 − 3γ3 + 9a2γ3
)
(−a− 5γ+ 15aγ2 + 3γ3)3
.
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En comparant avec (3.9), on peut remarquer que
Ω¯(a˜, l˜, 1) =
(
1+ γ2
)2 (
1+ 3γ2
)4
(−a− 5γ+ 15aγ2 + 3γ3)4
· Ω¯(a, l, 1).
On en déduit que Ω¯ est de même signe pour les systèmes initiaux et transfor-
més. Par l’inégalité (I1), on peut conclure que Ω¯(a˜, l˜) > 0. Les seules régions où
on a Ω¯ > 0 sont R2, R4 et R5. Nous allons montrer que le paramètre transformé
λ˜ ne peut pas être dans R2.
On s’intéresse au signe de l˜. On a
l˜ (a˜(a, γ)) = −
6γ
(
−1+ 4aγ+ γ2
)
−a− 5γ+ 15aγ2 + 3γ3
.
Par le corollaire 3.1, on a la relation
l˜ = 2γ (2l+ 3) . (3.11)
avec n = 1. Pour tout λ, λ˜ ∈ hD, a > 0. Si γ > 0, alors nécessairement a+γ > 0
et ceci contredit l’inégalité (I ′3). On en conclut donc que γ > 0. L’équation (3.11)
entraîne alors nécéssairement l˜ < 0, et donc λ˜ /∈ R2. 
Conclusion : Les théorèmes 3.1, 3.2 ainsi que les propositions 3.2, 3.3, 3.4
montrent qu’il existe des points distincts de hD∩QW3 se trouvant sur la même
orbite par l’action du groupe G. On obtient donc :
Théorème 3.3. L’action de G n’est pas triviale sur hD ∩QW3.
On peut alors se demander si le groupe G agit partout sur hD ∩QW3, ou
seulement sur un sous-ensemble propre de cet espace. Le théorème suivant
donne une réponse à cette question.
Théorème 3.4. Le groupe G agit sur tous les systèmes dont les paramètres corres-
pondent aux points λ ∈ hD pour lesquels δ ≥ 0.
DÉMONSTRATION. Considérons un point λ = [a : l : n] ∈ hD. Le théorème 3.2
nous indique que le groupe G n’agit de façon non triviale que sur les systèmes
de la forme (3.5), i.e. sur un point de la forme λ =
[
a : −6γ(a+γn)
3γ2+1
: n
]
∈ hD.
Autrement dit, on doit avoir la relation suivante :
l = −6γ(a+γn)
3γ2+1
⇔ (al+ 6n)γ2 + 6γa+ l = 0⇔ γ = −3a±√9a2−l(3l+6n)
3l+6n
.
Puisque γ est un paramètre réel, on a nécessairement
9a2 − l(3l+ 6n) ≥ 0
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i.e.
3a2 − l(l+ 2n) ≥ 0.
L’équation 3a2 − l(l + 2n) = 0 est l’équation (2.19) de la courbe δ et ceci dé-
montre le théorème. 

Chapitre 4
ACTION LOCALE DU GROUPE GL(2,R)× R∗ SUR
LA FORME NORMALE DE BAUTIN POUR QW3
Au chapitre 3, nous avons travaillé avec la forme normale de Li, car cette
forme s’est avérée très efficace pour réaliser le diagramme de bifurcation de
QW3. Par contre, les résultats obtenus au théorème 3.1 sont complexes et on
aurait du mal à construire l’espace des orbites QW3/G. On cherche alors s’il
était plus simple de construire cet espace en utilisant une autre forme normale,
soit celle de Bautin.
4.1. FORME NORMALE DE BAUTIN POUR QW3
Voyons comment la forme normale de Bautin a été développée. On a vu à
la section 2.2 que tout système quadratique possédant un foyer faible ou un
centre peut s’écrire sous la forme
x˙ = −y+ a20x
2 + a11xy+ a02y
2
y˙ = x+ b20x
2 + b11xy+ b02y
2
(4.1)
avec (a20, a11, a02, b20, b11, b02) ∈ R6\{(0, 0, 0, 0, 0, 0)} puisqu’on ne considère
pas le cas linéaire. On peut à présent introduire une nouvelle forme normale,
celle de Bautin, tirée de [6].
Proposition 4.1. Tout système possédant un foyer faible peut s’écrire sous la forme
normale
x˙ = −y−mx2 + (2a+ l)xy+ ny2
y˙ = x+ ax2 + (2m+ b)xy− ay2
(4.2)
par un changement de variables linéaire et un changement d’échelle de la variable
indépendante. Cette transformation dépendant continûment des paramètres.
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DÉMONSTRATION. On étudie deux cas possibles. D’abord, si on a b20+b02 = 0,
on obtient directement le résultat voulu. Il suffit de poser m = −a20, n = a02,
a = b20, l = a11 − 2b20 et b = b11 + 2a20. Sinon, supposons que b20 + b02 6= 0 et
appliquons le changement de variables(
x
y
)
=
(
cosθ sinθ
−sinθ cosθ
)(
X
Y
)
(4.3)
où X, Y ∈ R. On cherche θ tel que cette transformation ramène (4.1) à la forme
(4.2). On a (
X
Y
)
=
(
cosθ −sinθ
sinθ cosθ
)(
x
y
)
et le système (4.1) devient
X˙ = x˙ cosθ− y˙ sinθ
Y˙ = x˙ sinθ+ y˙ cosθ.
On peut remplacer x et y par les équations (4.3), on obtient un système de la
forme
X˙ = −Y + a˜20X
2 + a˜11XY + a˜02Y
2
Y˙ = X+ b˜20X
2 + b˜11XY + b˜02Y
2
où les coefficients a˜20, a˜11, a˜02, b˜20, b˜11, b˜02 dépendent de θ, aij, bij pour i, j =
0, 1, 2. En particulier, on aura
b˜20 = b20 cos
3θ+ (a20 − b11)cos
2θ sin2θ
−(a11 − b02)cosθ sin
2θ+ a02sin
3θ
et
b˜02 = b02 cos
3θ+ (a02 + b11)cos
2θ sin2θ
+(a11 + b20)cosθ sin
2θ+ a20sin
3θ.
Considérons
b˜20 + b˜02 = (b20 + b02) cos
3θ+ (a20 + a02)cos
2θ sin2θ
+(b20 + b02)cosθ sin
2θ+ (a02 + a02)sin
3θ.
(4.4)
Comme on a supposé b20 + b02 6= 0, l’équation (4.4) est un polynôme cubique
trigonométrique et n’est pas identiquement nul. Il existe donc une solution
réelle θ0 qui dépend des paramètres de façon continue. Ainsi, il existe un θ0 ∈
R tel que b˜20 + b˜02 = 0. Toutes les transformations utilisées sont continues et la
proposition est démontrée. 
En posantm = (v− b)/3 dans le système (4.2), on obtient
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x˙ = −y− (v−b)
3
x2 + (2a+ l)xy+ ny2
y˙ = x+ ax2 + (2v+b)
3
xy− ay2
(4.5)
ce qui permet d’obtenir un diagramme de bifurcation plus aisé à lire qui est
donné dans [6] et qui apparaît à la figure 5.1. Nous avons donc une forme nor-
male avec cinq paramètres réels, soit (l, a, v, b, n) ∈ R5\{0}. Selon cette forme
normale et [6], les constantes de Poincaré-Lyapunov sont
L1 = l(b+ 3n− v),
L2 = ab(b+ 3n− v)(2b+ 15n− 5v),
L3 = ab(b+ 3n− v)
2[3a2 + n(b+ 6n− v)].
Pour obtenir un foyer faible d’ordre trois, on doit avoir L1 = 0, L2 = 0 et L3 6= 0,
ce qui nous donne six conditions à respecter simultanément :
(1) b+ 3n− v 6= 0,
(2) l = 0,
(3) 2b+ 15n− 5v = 0,
(4) a 6= 0,
(5) b 6= 0,
(6) 3a2 + n(b+ 6n− v) 6= 0.
Les équations des conditions (2) et (3) nous indiquent que l = 0 et b = (5v−15n)
2
.
En substituant dans (4.5), on obtient le système suivant
x˙ = −y+ (v−5n)
2
x2 + 2axy+ ny2
y˙ = x+ ax2 + (3v−5n)
2
xy− ay2
(4.6)
dépendant de trois paramètres (a, v, n) ∈ R3\{0}.
Remarque 4.1. La forme normale (4.6) ne contient pas que des foyers faibles d’ordre
trois.
En effet, pour déterminer la forme normale, nous imposons L1 = L2 = 0.
Ainsi, dans le cas où on a aussi des paramètres (a, v, n) tel que L3 = 0, on
obtiendra plutôt des systèmes à centre. Par exemple, tous les systèmes pour
lesquels a = 0 ont des centres à l’origine.
Remarque 4.2. La forme normale (4.6) dépend de 3 paramètres réels (a, v, n), mais
l’espace des paramètres peut être réduit à l’espace projectif réel à deux dimensions
P2(R).
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Ce résultat est obtenu de manière analogue à la remarque 2.2.
Proposition 4.2. L’espace des paramètres peut être réduit à un demi-disque fermé où
les points opposés sur le diamètre sont identifiés grâce à l’action du groupe G.
DÉMONSTRATION. Considérons les classes [a : v : n]. Si n ≤ 0, on a [a : v :
n] = [−a : −v : −n]. On peut donc supposer que n ≥ 0. Si a ≥ 0, on obtient
directement le résultat voulu. Si a ≤ 0, on peut se ramener à a ≥ 0 sans changer
le signe de n en appliquant la transformation (X, Y, T) = (−x, y,−t). On a alors
dX
dT
=
dX
dx
· dx
dt
· dt
dT
= −1 · x˙ ·−1
= −y+
(v− 5n)
2
x2 + 2axy+ ny2
= −Y +
(v− 5n)
2
X2 − 2aXY + nY2
dY
dT
=
dY
dy
· dy
dt
· dt
dT
= 1 · y˙ ·−1
= −x− ax2 −
(3v− 5n)
2
xy+ ay2
= X− aX2 +
(3v− 5n)
2
XY + aY2
Alors, le système correspondant au paramètre λ = [a : v : n] est topologique-
ment équivalent au système correspondant à λ ′ = [−a : v : n]. L’espace des
paramètres peut donc être considéré comme le demi-disque fermé constitué
des points [a : v : n] ∈ P2(R) où a ≥ 0 et n ≥ 0. 
4.2. DIAGRAMME DE BIFURCATION POUR QW3 À PARTIR DE LA
FORME NORMALE DE BAUTIN
Le diagramme de bifurcation de la forme normale de Bautin pour la famille
QW3 a été construit à partir des équations (4.5) par Artès, Llibre et Schlomiuk
dans [6]. Il est présenté à la figure 4.1. Les courbes de bifurcation qu’on y re-
trouve sont données par les équations suivantes :
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(S1) µ = −
27
8
(
32a4 − 158a2n2 + 125n4 + 116a2nv
−175n3v− 14a2v2 + 75n2v2 − 9nv3
)
= 0
(S2) δ = −
2187
4
(
16a4 − 52a2n2 − 5n4 + 40a2nv
+16n3v− 4a2v2 − 18n2v2 + 8nv3 − v4
)
= 0
(S5) η = 108a
4 − 27a2n2 + 54a2nv+ 9a2v2 + 4nv3 = 0
(S3)
3
2
(v− 3n)(2a2 + vn− n2) = 0
(S4)
15
4
a(v− 3n)2 = 0
(S6) W4 = −
2187
64
(
1769472a8 − 2045952a6n2 + 636336a4n4 + 40365a2n6
−33750n8 + 2543616a6nv− 1995840a4n3v+ 238302a2n5v
+74250n7v+ 165888a6v2 + 1184544a4n2v2 − 535005a2n4v2
−28350n6v2 + 174528a4nv3 + 196452a2n3v3 − 24030n5v3
+7344a4v4 + 54243a2n2v4 + 5886n4v4 + 5598a2nv5
+5022n3v5 + 109a2v6 + 918n2v6 + 54nv7
)
= 0.
Les équations S1, S2 et S5 représentent des courbes de bifurcation dans
P2(R) dues aux multiplicités des singularités.
Les équations S3 et S4 représentent des courbes de bifurcations due à la
nature du point singulier à l’origine, qui sur ces courbes, est un centre. Par
perturbation dans QW3, le centre à l’origine se change en foyer faible d’ordre
3. Des deux équations S3 et S4, on peut voir que les systèmes à centre sont ceux
satisfaisant l’équation
a(v− 3n)(2a2 + vn− n2) = 0. (4.7)
Plus précisément, on a :
– sur a = 0, on a des systèmes symétriques à centre ;
– sur v− 3n = 0, on a des systèmes avec trois droites invariantes ;
– sur 2a2+vn−n2 = 0, on a des systèmes ayant une parabole et une cubique
invariantes.
(Voir [25])
Finalement, l’équation S6 n’est pas celle d’une courbe de bifurcation to-
pologique, mais en traversant cette courbe, on a un changement d’un noeud
devenant un foyer faible.
Ces équations séparent l’espace en 12 régions. Les systèmes à centre di-
visent l’espace en 3 régions et sont situés sur (4.7). Ce diagramme semble plus
simple à utiliser que celui construit à partir de la forme de Li (figures 2.1 et 2.2),
qui comportait 14 régions et où les centres séparaient l’espace en 5 morceaux.
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FIGURE 4.1. Diagramme et courbes de bifurcation pour la fa-
mille QW3
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4.3. ACTION DE G¯ SUR L’ESPACE DES PARAMÈTRES DE LA FORME
NORMALE DE BAUTIN
Au chapitre 2, nous avons vu qu’un système quadratique à foyer faible
ne pouvait contenir qu’un seul foyer faible. Tout comme la forme normale
de Li, celle de Bautin fixe le foyer faible à l’origine. Ainsi, nous ne nous in-
téresserons pas à l’action des translations, mais seulement à l’action du groupe
G¯ = GL(2,R)×R∗. On considère d’abord l’action deGL(2,R) et nous cherchons
s’il existe une transformation linéaire T ∈ GL(2,R) transformant un système S
de la forme (4.6) en un système S˜ de la même forme. Voici un résultat utile :
Proposition 4.3. Soit T = δI, δ ∈ R\{0}, où I est la matrice identité et soit S un
système de la forme (4.6) de paramètre (a, v, n) ∈ R3\{(0, 0, 0)}. Alors,
(i) les paramètres de TS et S diffèrent par un facteur constant : TS est de paramètre(
δ−1a, δ−1v, δ−1n
)
, ce qui donne le même point dans P2(R) ;
(ii) si (a, v, n) ∈ hD, i.e. (a, v, n) ∈ R3\{0}, a ≥ 0, n ≥ 0 avec a2 + v2 + n2 = 1,
alors l’application T → TS est l’identité sur hD.
DÉMONSTRATION. On considère S˜ = TS, i.e.
(
x˜
y˜
)
= δI
(
x
y
)
. Alors,
(
˙˜x
˙˜y
)
= δ
(
x˙
y˙
)
=
(
δ(−y+ (v−5n)
2
x2 + 2axy+ ny2)
δ(x+ ax2 + (3v−5n)
2
xy− ay2)
)
=
(
δ(−δ−1y˜+
(
δ−1
)2 (v−5n)
2
x˜2 + 2a
(
δ−1
)2
x˜y˜+ n
(
δ−1
)2
y˜2)
δ(δ−1x˜+ a
(
δ−1
)2
x˜2 + (3v−5n)
2
(
δ−1
)2
x˜y˜− a
(
δ−1
)2
x˜y˜)
)
=
(
−y˜+ δ−1 (v−5n)
2
x˜2 + 2aδ−1x˜y˜+ nδ−1y˜2
x˜+ aδ−1x˜2 + (3v−5n)
2
δ−1x˜y˜− a
(
δ−1
)
x˜y˜
)
.
S est de paramètre [a : v : n] et suite à la transformation, TS est de paramètre
[δ−1a : δ−1v : δ−1n]. Ces deux points sont identiques dans l’espace P2(R) et en
plus, l’application T → TS est l’identité dans P2(R). Si (a : v : n) ∈ hD, alors le
système TS donne le point
δ−1(a, v, n)√
δ−2(a2 + v2 + n2)
=
|δ|
δ
(a, v, n) = ±1(a, v, n) ∈ S1.
• Si δ > 0, alors l’application S→ TS est l’identité sur hD.
• Si δ < 0, alors |δ|
δ
= −1 et on a [−a : −v : −n] = [a : v : n] ∈ hD.

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4.4. ACTION DE G¯ SUR P2(R)
Soit S un système de la forme (4.6) et T une transformation linéaire définie
par une matrice réelle régulière T . On notera S˜ le système défini par S = TS˜.
Théorème 4.1. Considérons des transformations g¯ = (T, α) ∈ G¯ agissant sur des
systèmes S tel que S et S˜ soient de la forme (4.6). Alors, nécessairement, α = ±1 et il
existe quatre familles de couples (g¯, S) :
(i) La transformation définie par α = 1 et T = a11 ·
(
1 0
0 1
)
où a11 6= 0 envoie
un système
S =
{
x˙ = −y+ (v−5n)
2
x2 + 2axy+ ny2
y˙ = x+ ax2 + (3v−5n)
2
xy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =
{
˙˜x = −y˜+ a11
(v−5n)
2
x˜2 + 2a11ax˜y˜+ a11ny˜
2
˙˜y = x˜+ a11ax˜2 + a11
(3v−5n)
2
x˜y˜− a11ay˜
2.
(ii) La transformation définie par α = −1 et T = a11 ·
(
1 0
0 −1
)
où a11 6= 0 envoie
un système
S =
{
x˙ = −y+ (v−5n)
2
x2 + 2axy+ ny2
y˙ = x+ ax2 + (3v−5n)
2
xy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =
{
˙˜x = −y˜+ a11
(v−5n)
2
x˜2 − 2a11ax˜y˜+ a11ny˜
2
˙˜y = x˜− a11ax˜2 + a11
(3v−5n)
2
x˜y˜+ a11ay˜
2.
(iii) La transformation définie par α = 1 et T =
(
a11 a12
−a12 a11
)
où a11a12 6= 0
envoie un système
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =

˙˜x = −y˜− 3aa
2
11a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜2 + 2
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜y˜
+
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
y˜2
˙˜y = x˜+ aa
3
11−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜2 + 2
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜y˜
−
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
y˜2.
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(iv) La transformation définie par α = −1 et T =
(
a11 a12
a21 −a11
)
où a11a12 6= 0
envoie un système
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =

˙˜x = −y˜− 3aa
2
11a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜2 − 2
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜y˜
+
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
y˜2
˙˜y = x˜− aa
3
11−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜2 + 2
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜y˜
+
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
y˜2.
DÉMONSTRATION. Considérons la transformation définie par
T =
(
a11 a12
a21 a22
)
où a11a22 − a21a12 6= 0 et t = αt˜
tel que (
x
y
)
=
(
a11 a12
a21 a22
)(
x˜
y˜
)
.
Alors,
(
x˙
y˙
)
=
(
dx
dt
dy
dt
)
=
(
a11 a12
a21 a22
)(
dx˜
dt
dy˜
dt
)
=
1
α
(
a11 a12
a21 a22
)(
˙˜x
˙˜y
)
.
Nous avons donc
(
˙˜x
˙˜y
)
= α
(
a11 a12
a21 a22
)−1(
x˙
y˙
)
=
(
α
a11a22−a12a21
)( a22 −a12
−a21 a11
)(
−y+ (v−5n)
2
x2 + 2axy+ ny2
x+ ax2 + (3v−5n)
2
xy− ay2
)
=
(
α
a11a22−a12a21
)
a22(−y+
(v−5n)
2
x2 + 2axy+ ny2)
−a12(x+ ax
2 + (3v−5n)
2
xy− ay2)
−a21(−y+
(v−5n)
2
x2 + 2axy+ ny2)
+a11(x+ ax
2 + (3v−5n)
2
xy− ay2)
 .
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En remplaçant le côté droit par
x = a11x˜+ a12y˜ (4.8)
y = a21x˜+ a22y˜, (4.9)
nous obtenons deux équations :
˙˜x =
α
a11a22 − a12a21

x˜(−a11a12 − a21a22) + y˜(−a
2
12 − a
2
22) + x˜
2(−aa211a12 + aa12a
2
21
+2aa11a21a22 +
5
2
na11a12a21 −
5
2
na211a22 + na
2
21a22 −
3
2
va11a12a21
+ 1
2
va211a22) + x˜y˜(−2aa11a
2
12 + 4aa12a21a22 + 2aa11a
2
22 +
5
2
na212a21
− 5
2
na11a12a22 + 2na21a
2
22 −
3
2
3va212a21 −
1
2
va11a12a22) + y˜
2(−aa312
+3aa12a
2
22 + na
3
22 − va
2
12a22).

et
˙˜y =
α
a11a22 − a12a21

x˜(a211 + a
2
21) + y˜(a11a12 + a21a22) + x˜
2(aa311 − 3aa11a
2
21 − na
3
21
+va211a21) + x˜y˜(2aa
2
11a12 − 2aa12a
2
21 − 4aa11a21a22 +
5
2
na11a12a21
− 5
2
na211a22 − 2na
2
21a22 +
1
2
va11a12a21 +
3
2
va211a22) + y˜
2(aa11a
2
12
−2aa12a21a22 − aa11a
2
22 +
5
2
na212a21 −
5
2
na11a12a22 − na21a
2
22
− 1
2
va212a21 +
3
2
va11a12a22)
 .
Les coefficients a˜ij, b˜ij du système transformé dépendent de α, des coefficients
a11, a12, a21, a22 ainsi que des paramètres a, v, n. Ils sont exprimés explicitement
par les équations ci-dessous :
a˜10 =
α
a11a22−a12a21
(−a11a12 − a21a22)
a˜01 =
α
a11a22−a12a21
(
−a212 − a
2
22
)
a˜20 =
α
a11a22−a12a21
(
−aa211a12 + aa12a
2
21 + 2aa11a21a22 +
5
2
na11a12a21 −
5
2
na211a22
+na221a22 −
3
2
va11a12a21 +
1
2
va211a22
)
a˜11 =
α
a11a22−a12a21
(
−2aa11a
2
12 + 4aa12a21a22 + 2aa11a
2
22 +
5
2
na212a21 −
5
2
na11a12a22
+2na21a
2
22 −
3
2
va212a21 −
1
2
va11a12a22
)
a˜02 =
α
a11a22−a12a21
(
−aa312 + 3aa12a
2
22 + na
3
22 − va
2
12a22
)
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b˜10 =
α
a11a22−a12a21
(
a211 + a
2
21
)
b˜01 =
α
a11a22−a12a21
(a11a12 + a21a22)
b˜20 =
α
a11a22−a12a21
(
aa311 − 3aa11a
2
21 − na
3
21 + va
2
11a21
)
b˜11 =
α
a11a22−a12a21
(
2aa211a12 − 2aa12a
2
21 − 4aa11a21a22 +
5
2
na11a12a21 −
5
2
na211a22
−2na221a22 +
1
2
va11a12a21 +
3
2
va211a22
)
b˜02 =
α
a11a22−a12a21
(
aa11a
2
12 − 2aa12a21a22 − aa11a
2
22 +
5
2
na212a21 −
5
2
na11a12a22
−na21a
2
22 −
1
2
va212a21 +
3
2
va11a12a22
)
.
Pour obtenir un système sous la forme (4.6), on doit avoir
a˜10 = 0 b˜10 = 1
a˜01 = −1 b˜01 = 0
a˜20 =
1
2
(v˜− 5n˜) b˜20 = a˜
a˜11 = 2a˜ b˜11 =
1
2
(3v˜− 5n˜)
a˜02 = n˜ b˜02 = −a˜
où a˜, v˜, n˜ sont les nouveaux paramètres pour S˜. Ceci nous conduit à un système
comportant dix équations dépendant des onze inconnues α, a, v, n, a˜, v˜, n˜,
a11, a12, a21, a22. Les équations sont désignées par Aij et Bij. Le côté gauche
représente les coefficients a˜ij, b˜ij. Ce système d’équations est le suivant :
A10 :
α
a11a22−a12a21
(−a11a12 − a21a22) = 0
A01 :
α
a11a22−a12a21
(
−a212 − a
2
22
)
= −1
A20 :
α
a11a22−a12a21
(
−aa211a12 + aa12a
2
21 + 2aa11a21a22 +
5
2
na11a12a21 −
5
2
na211a22
+na221a22 −
3
2
va11a12a21 +
1
2
va211a22
)
= 1
2
(v˜− 5n˜)
A11 :
α
a11a22−a12a21
(
−2aa11a
2
12 + 4aa12a21a22 + 2aa11a
2
22 +
5
2
na212a21 −
5
2
na11a12a22
+2na21a
2
22 −
3
2
va212a21 −
1
2
va11a12a22
)
= 2a˜
A02 :
α
a11a22−a12a21
(
−aa312 + 3aa12a
2
22 + na
3
22 − va
2
12a22
)
= n˜
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B10 :
α
a11a22−a12a21
(
a211 + a
2
21
)
= 1
B01 :
α
a11a22−a12a21
(a11a12 + a21a22) = 0
B20 :
α
a11a22−a12a21
(
aa311 − 3aa11a
2
21 − na
3
21 + va
2
11a21
)
= a˜
B11 :
α
a11a22−a12a21
(
2aa211a12 − 2aa12a
2
21 − 4aa11a21a22 +
5
2
na11a12a21 −
5
2
na211a22
−2na221a22 +
1
2
va11a12a21 +
3
2
va211a22
)
= 1
2
(3v˜− 5n˜)
B02 :
α
a11a22−a12a21
(
aa11a
2
12 − 2aa12a21a22 − aa11a
2
22 +
5
2
na212a21 −
5
2
na11a12a22
−na21a
2
22 −
1
2
va212a21 +
3
2
va11a12a22
)
= −a˜.
D’abord, on remarque que les équations A10 et B01 sont équivalentes, ce qui
nous permet d’éliminer B01. Séparons ensuite l’analyse selon deux possibilités :
a22 = 0 ou a22 6= 0.
Premier cas : a22 = 0
D’abord, supposons a22 = 0. Alors, par les équations A10 et A01, on a directe-
ment
a11 = 0 et a21 = −αa12, avec a12a21 6= 0.
En remplaçant a11 par 0 et a21 par −αa12 dans l’équation B10, on obtient
α2 = 1.
On a donc 2 cas à considérer : α = 1 ou α = −1.
(i) Supposons α = 1. En remplaçant α par cette valeur, a11 par 0 et a21 par
−a12, on obtient le système d’équations suivant :
A20 : aa12 =
1
2
(v˜− 5n˜)
A11 :
a12
2
(3v− 5n) = 2a˜
A02 : −aa12 = n˜
B10 : 0 = 0
B20 : a12n = a˜
B11 : −2aa12 =
1
2
(3v˜− 5n˜)
B02 :
a12
2
(v− 5n) = −a˜.
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Clairement, on peut éliminer l’équation B10. Aussi, les équations A02 et
B20 donnent respectivement les expressions pour n˜ et a˜. En substituant
dans les équations restantes, on obtient la solution définie par la matrice
de transformation T =
(
0 a12
−a12 0
)
avec
a ∈ R, a˜ = a12n,
v = 3n, v˜ = 3n˜,
n ∈ R, n˜ = −a12a,
ce qui correspond aux systèmes
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2
et
S˜ =
{
˙˜x = −y˜− a12ax˜2 + 2a12nx˜y˜− a12ay˜2
˙˜y = x˜+ a12nx˜2 − 2a12ax˜y˜− a12ny˜2.
Cette solution correspond à une sous-famille particulière du cas (iii) du
théorème, avec a11 = 0.
(ii) Supposons α = −1. En remplaçant α par cette valeur, a11 par 0 et a21 par
a12, on obtient le système d’équations suivant :
A20 : aa12 =
1
2
(v˜− 5n˜)
A11 : −
a12
2
(3v− 5n) = 2a˜
A02 : −aa12 = n˜
B10 : 0 = 0
B20 : −a12n = a˜
B11 : −2aa12 =
1
2
(3v˜− 5n˜)
B02 : −
a12
2
(v− 5n) = −a˜.
On peut encore éliminer l’équation B10. Aussi, les équations A02 et B20
donnent respectivement les expressions pour n˜ et a˜. En substituant dans
les équations restantes, on obtient la solution définie par la matrice de
transformation T =
(
0 a12
a12 0
)
avec
a ∈ R, a˜ = −a12n,
v = 3n, v˜ = 3n˜,
n ∈ R, n˜ = −a12a.
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Cette solution correspond à une sous-famille particulière du cas (iv) du
théorème, avec a11 = 0.
Deuxième cas : a22 6= 0
Supposons maintenant que a22 6= 0. Par A10, on a
a21 =
−a11a12
a22
. (4.10)
En remplaçant a12 par −a11a12a22 dans l’équation B10, on obtient
a22 = αa11.
Si on revient à l’équation (4.10), on a alors directement
a12 = −αa21.
En substituant dans l’équation A01, on conclut α2 = 1, ce qui nous nous laisse
encore une fois deux cas possibles : α = 1 ou α = −1.
(i) Supposons α = 1. Alors, a22 = a11 et a21 = a12. En substituant, on en
arrive au système d’équations
A20 :
−6aa211a12 + 2aa
3
12 − 5na
3
11 + va
3
11 − 3na11a
2
12 + 3va11a
2
12
2(a211 + a
2
12)
=
1
2
(v˜− 5n˜)
A11 :
4aa311 − 12aa11a
2
12 − 5na
3
12 + 3va
3
12 − 9na
2
11a12 − va
2
11a12
2(a211 + a
2
12)
= 2a˜
A02 :
3aa211a12 − aa
3
12 + na
3
11 − va11a
2
12
a211 + a
2
12
= n˜
B20 :
aa311 − 3aa11a
2
12 + na
3
12 − va
2
11a12
a211 + a
2
12
= a˜
B11 :
12aa211a12 − 4aa
3
12 − 5na
3
11 + 3va
3
11 − 9na11a
2
12 − va11a
2
12
2(a211 + a
2
12)
=
1
2
(3v˜− 5n˜)
B02 :
−2aa311 + 6aa11a
2
12 − 5na
3
12 + va
3
12 − 3na
2
11a12 + 3va
2
11a12
2(a211 + a
2
12)
= −a˜.
En multipliant B02 par −1, on a
a˜ =
aa311 − 3aa11a
2
12 + na
3
12 − va
2
11a12
a211 + a
2
12
(B20)
et
a˜ =
2aa311 − 6aa11a
2
12 + 5na
3
12 − va
3
12 + 3na
2
11a12 − 3va
2
11a12
2(a211 + a
2
12)
. (−B02)
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On a donc l’égalité des deux membres de droite, c’est-à-dire que
aa311 − 3aa11a
2
12 + na
3
12 − va
2
11a12
a211 + a
2
12
=
2aa311 − 6aa11a
2
12 + 5na12p3− va
3
12 + 3na
2
11a12 − 3va
2
11a12
2(a211 + a
2
12)
.
Après simplification, on obtient
a12(v− 3n) = 0. (4.11)
Il y a donc deux possibilités : a12 = 0 ou v = 3n.
Premier sous-cas : a12 = 0
Supposons que a12 = 0. Alors, on a nécessairement a21 = 0 et a11 = a22.
En substituant ceci dans notre système d’équations, on a
A20 : a11(v− 5n) = v˜− 5n˜
A11 : a11a = a˜
A02 : a11n = n˜
B20 : a11a = a˜
B11 : a11(3v− 5n) = 3v˜− 5n˜
B02 : a11a = a˜.
Ceci mène à la transformation T =
(
a11 0
0 a11
)
avec
a ∈ R, a˜ = a11a,
v ∈ R, v˜ = a11v,
n ∈ R, n˜ = a11n,
ce qui correspond aux systèmes
S =
{
x˙ = −y+ (v−5n)
2
x2 + 2axy+ ny2
y˙ = x+ ax2 + (3v−5n)
2
xy− ay2
et
S˜ =
{
˙˜x = −y˜+ a11
(v−5n)
2
x˜2 + 2a11ax˜y˜+ a11ny˜
2
˙˜y = x˜+ a11ax˜2 + a11
(3v−5n)
2
x˜y˜− a11ay˜
2.
Ceci démontre le cas (i) du théorème.
80
Deuxième sous-cas : v = 3n
Le dernier cas correspond à v = 3n. Le système d’équations à résoudre
devient alors
A20 :
−3aa211a12 + aa
3
12 − na
3
11 + 3na11a
2
12
a211 + a
2
12
=
1
2
(v˜− 5n˜)
A11 :
2aa311 − 6aa11a
2
12 − 6na
2
11a12 + 2na
3
12
a211 + a
2
12
= 2a˜
A02 :
3aa211a12 − aa
3
12 + na
3
11 − 3na11a
2
12
a211 + a
2
12
= n˜
B20 :
aa311 − 3aa11a
2
12 + na
3
12 − 3na
2
11a12
a211 + a
2
12
= a˜
B11 :
6aa211a12 − 2aa
3
12 + 2na
3
11 − 6na11a
2
12
a211 + a
2
12
=
1
2
(3v˜− 5n˜)
B02 :
−aa311 + 3aa11a
2
12 − na
3
12 + 3na
2
11a12
a211 + a
2
12
= −a˜.
Ceci est un système à 7 inconnues (a11, a12, a, n, a˜, v˜, n˜) ∈ R7. On constate
que A11 ⇔ B20 ⇔ B02, on peut donc éliminer les équations A11 et B02, ce
qui mène à
A20 :
−3aa211a12 + aa
3
12 − na
3
11 + 3na11a
2
12
a211 + a
2
12
=
1
2
(v˜− 5n˜)
A02 :
3aa211a12 − aa
3
12 + na
3
11 − 3na11a
2
12
a211 + a
2
12
= n˜
B20 :
aa311 − 3aa11a
2
12 + na
3
12 − 3na
2
11a12
a211 + a
2
12
= a˜
B11 :
6aa211a12 − 2aa
3
12 + 2na
3
11 − 6na11a
2
12
a211 + a
2
12
=
1
2
(3v˜− 5n˜).
On obtient donc directement les expressions pour a˜ et n˜. Pour connaître
la valeur de v˜, on peut prendre l’équation A20 ou B11 et on substitue la
valeur de n˜ par celle donnée dans l’équation A02, et on trouve
v˜ =
3(3aa211a12 − aa
3
12 + na
3
11 − 3na11a
2
12)
a211 + a
2
12
= 3n˜.
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On a donc la transformation T =
(
a11 a12
−a12 a11
)
avec a211 + a
2
12 6= 0 et
a ∈ R, a˜ = aa
3
11 − 3aa11a
2
12 + na
3
12 − 3na
2
11a12
a211 + a
2
12
v = 3n, v˜ = 3n˜
n ∈ R, n˜ = 3aa
2
11a12 − aa
3
12 + na
3
11 − 3na11a
2
12
a211 + a
2
12
.
Ces paramètres correspondent aux systèmes
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2
et
S˜ =

˙˜x = −y˜− 3aa
2
11a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜2 + 2
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜y˜
+
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
y˜2
˙˜y = x˜+ aa
3
11−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜2 + 2
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜y˜
−
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
y˜2.
Ceci démontre le cas (iii) du théorème.
(ii) Supposons α = −1. Alors, a22 = −a11 et a21 = a12. En suivant les mêmes
étapes que le cas précédent, on en arrive encore à l’équation a12 (v− 3n) =
0. On traite alors les sous-cas, et on obtient ceci :
Si a12 = 0, alors on a T =
(
a11 0
0 a11
)
avec a11 6= 0
a ∈ R, a˜ = a11a
v ∈ R, v˜ = −a11v
n ∈ R, n˜ = −a11n.
Si v = 3n, alors on a T =
(
a11 a12
a12 −a11
)
avec a211 + a
2
12 6= 0 et
a ∈ R, a˜ = aa
3
11 − 3aa11a
2
12 + na
3
12 − 3na
2
11a12
a211 + a
2
12
v = 3n, v˜ = 3n˜
n ∈ R, n˜ = 3aa
2
11a12 − aa
3
12 + na
3
11 − 3na11a
2
12
a211 + a
2
12
.

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Corollaire 4.1. Considérons l’espace des paramètre P2(R). Alors, il existe exactement
deux familles de transformations non trivales (g¯, S) = ((T, α), S) ∈ G¯ tel que S et S˜
soit de la forme (4.6) :
(i) La transformation g¯ définie par α = −1 et T = a11 ·
(
1 0
0 −1
)
où a11 6= 0
envoie un système
S =
{
x˙ = −y+ (v−5n)
2
x2 + 2axy+ ny2
y˙ = x+ ax2 + (3v−5n)
2
xy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =
{
˙˜x = −y˜+ a11
(v−5n)
2
x˜2 − 2a11ax˜y˜+ a11ny˜
2
˙˜y = x˜− a11ax˜2 + a11
(3v−5n)
2
x˜y˜+ a11ay˜
2.
Cette famille est la symétrie (x˜, y˜, t˜) = (−x, y,−t) dans P2(R).
(ii) La transformation définie par α = 1 et T =
(
a11 a12
−a12 a11
)
où a11a12 6= 0
envoie un système
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2
avec (a, v, n) ∈ R3\{(0, 0, 0)}.
sur un système
S˜ =

˙˜x = −y˜− 3aa
2
11a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜2 + 2
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜y˜
+
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
y˜2
˙˜y = x˜+ aa
3
11−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜2 + 2
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜y˜
−
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
y˜2.
DÉMONSTRATION. Considérons la famille (i) du théorème 4.1. Cette famille
envoie un paramètre λ = [a : v : n] ∈ P2(R) sur un paramètre λ˜ =
[
a˜ : l˜ : n˜
]
=
[a11a : a11v : a11n] = [a : v : n] ∈ P2(R). Cette transformation est triviale puisque
qu’elle est l’identité dans P2(R) et dans hD.
La famille (ii) du théorème 4.1 envoie un paramètre λ = [a : v : n] ∈ P2(R)
sur un paramètre λ˜ = [a˜ : v˜ : n˜] = [−a11a : a11v : a11n] = [−a : v : n] ∈ P2(R).
Cette famille est la symétrie (x˜, y˜, t˜) = (−x, y,−t).
Considérons la famille (iii) du théorème 4.1. Cette famille envoie un para-
mètre λ = [a : v : n] = [a : 3n : n] ∈ P2(R) sur un paramètre λ˜ = [a˜ : v˜ : n˜] =[
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
: 3n˜ :
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
]
∈ P2(R). Ceci est une
nouvelle transformation qui doit être étudiée plus en détail.
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Soit la famille (iv) du théorème 4.1. Celle-ci s’applique aux paramètres
λ = [a : v : n] = [a : 3n : n] ∈ P2(R) et les transforme sur les paramètres
λ˜ = [a˜ : v˜ : n˜] =
[
−
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
: 3n˜ :
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
]
∈
P2(R). Cette transformation est la composition de la transformation de la fa-
mille (ii) et de la famille (iii).

La famille de transformations (i) trouvée dans le corollaire 4.1 représente
une symétrie déjà connue. L’unique nouvelle famille de transformations est la
famille (ii) du corollaire précédent.
Corollaire 4.2. Considérons le corollaire 4.1. La famille de transformations (ii) du
groupe G¯ n’agit que sur les systèmes à centre d’équation v− 3n = 0 dans P2(R).
DÉMONSTRATION. La famille (ii) du corollaire 4.1 est (g¯, S) = ((T, α), S) tel
que
α = 1, T =
(
a11 a12
−a12 a11
)
avec a211 + a
2
12 > 0
et
S =
{
x˙ = −y− nx2 + 2axy+ ny2
y˙ = x+ ax2 + 2nxy− ay2.
Ces systèmes initiaux ont des paramètres qui correspondent au points
λ = [a : v : n] = [a : 3n : n]
dans P2(R). Clairement, ces systèmes satisfont l’équation (4.7) et sont donc des
systèmes à centre.
La matrice T envoie ces systèmes sur les systèmes transformés S˜ suivants
S˜ =

˙˜x = −y˜− 3aa
2
11a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜2 + 2
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜y˜
+
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
y˜2
˙˜y = x˜+ aa
3
11−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
x˜2 + 2
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
x˜y˜
−
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
y˜2
dont les paramètres correspondent au point
λ˜ = [a˜ : v˜ : n˜]
=
[
aa311−3aa11a
2
12+na
3
12−3na
2
11a12
a211+a
2
12
:
3(3aa211a12−aa312+na311−3na11a212)
a211+a
2
12
:
3aa211a12−aa
3
12+na
3
11−3na11a
2
12
a211+a
2
12
]
= [a˜ : 3n˜ : n˜]
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dans P2(R). Ces systèmes satisfont aussi l’équation (4.7), c’est-à-dire a(v −
3n)(2a2 + vn− n2) = 0. Ils sont donc des systèmes à centre situés sur la même
ligne v− 3n = 0. 
Théorème 4.2. (i) L’action de G sur hD ∩QW3 n’est pas triviale.
(ii) L’espace quotient de QW3 avec la topologie induite par l’action du groupe G
coincide avec hD\{a(v − 3n)(2a2 + vn − n2) = 0}. Cet espace est formé de
deux composantes connexes, chacune homéomorphe à un disque. Les systèmes
possédant des cycles limites se trouvent uniquement dans la composante connexe
délimitée par a = 0 et par 2a2 + vn− n2 = 0 dans hD.
DÉMONSTRATION. Considérons le demi-disque hD de la forme normale de
Bautin et retirons du demi-disque les systèmes qui sont à centre. Cela nous
donne la figure 4.2. Les courbes enlevées sont celles où se trouvent les systèmes
à centre, c’est-à-dire a = 0, où se trouvent des systèmes symétriques, v−3n = 0,
où se trouvent des systèmes qui ont trois droites invariantes, et 2a2+vn−n2 = 0
qui ont une cubique et une parabole invariantes [25].
FIGURE 4.2. Les systèmes à centre dans hD
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Démonstration du point (i)
On identifie les segmentsA1B etA2B par l’action du groupe G. Considérons
les systèmes de QW3 dont les paramètres sont sur A2B, i.e. a > 0, v < 0 et
n = 0. Étant donné qu’on est dans P2(R), on a
(a, v, 0) ∼ (−a,−v, 0),
où −a < 0 et −v > 0. On peut ensuite agir avec la transformation (i) du
corollaire 4.1 en posant a11 = 1. Ceci est la symétrie (x, y, t) → (−x, y,−t) et
donne
(−a,−v, 0)→ (a,−v, 0),
où a > 0 et −v > 0.
Tout point (a, v, 0) sur le segmentA2B est donc équivalent au point (a,−v, 0)
sur le segment A1B par l’action du groupe G.
Démonstration du point (ii)
Cette identification nous permet de courber le demi-disque hD pour obte-
nir une figure homéomorphe à la figure 4.3 :
FIGURE 4.3. Les systèmes à centre dans hD
On coupe alors le long de la ligne v− 3n = 0, et en ouvrant cette figure, on
obtient finalement une figure homéomorphe à la figure 4.4 :
Il est clair que les deux composantes connexes sont homéomorphes à des
disques ouverts, ce qui démontre le théorème (4.2). En regardant le diagramme
de bifurcation (Figure 4.1), tous les phénomènes intéressants impliquant des
cycles limites se situent à l’intérieur de la région délimitée par les courbes a =
0 et 2a2 + vn − n2 = 0. Il n’y a aucun cycle limite dans l’autre composante
connexe. 
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FIGURE 4.4. Les systèmes à centre dans hD
Remarque 4.1. Le théorème précédent est un théorème de classification des systèmes
dans QW3 par rapport à l’action du groupe G. En effet, hD∩QW3 forme un système
de représentants de QW3 par rapport à l’action de G.
CONCLUSION
Les formes normales sont des outils importants pour étudier les systèmes
différentiels dans le plan et pour déterminer leurs portraits de phases. Pour
une même classe d’équations différentielles, on peut trouver plusieurs formes
normales. Il peut être avantageux d’utiliser l’une ou l’autre des formes nor-
males existantes pour une classe d’équations différentielles, dépendament du
problème étudié. En effet, un calcul peut être facile à effectuer en utilisant l’une
des formes normales, et très complexe en utilisant une autre. Pour un pro-
blème spécifique, il est donc important de savoir choisir la forme normale qui
convient.
Dans ce travail, il a été question de deux formes normales pour les systèmes
quadratiques QW3, celle de Li et celle de Bautin, par rapport à l’action du
groupe G des transformations affines et des homothéties du temps. La forme
normale de Li a été très utile pour réaliser le diagramme de bifurcation car le
côté droit de l’équation y˙ = q(x, y) de (2.15) se factorise, ce qui simplifie le
calcul des points singuliers finis. Les premiers travaux sur le diagramme de
birfurcation de systèmes dans QW3 ont été réalisés en utilisant cette forme.
Toutefois, pour déterminer l’espace quotient QW3/G, cette forme s’est avérée
beaucoup plus difficile à manipuler. Il était donc naturel de tenter le calcul avec
une autre forme normale, celle de Bautin. À travers le théorème original 4.2, il
a été montré que cette forme normale menait directement à l’espace quotient.
Il a été montré que cet espace quotient a deux composantes connexes, chacune
homéomorphe à un disque, les cycles limites se trouvant dans une seule de ces
deux composantes connexes.
Ce travail ouvre la voie à la construction de l’espace quotient QW2/G, où
QW2 est l’ensemble des systèmes quadratiques à foyer faible d’ordre deux.
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