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Abstract
This paper presents a new sub&lter-scale stress model for large eddy simulation. The unknown velocity &eld
is represented in terms of the &ltered velocity by using a higher-order Pad1e approximation of the Fourier trans-
form of the Gaussian &lter. This accurate approximation of the velocity &eld yields an improved sub&lter-scale
stress tensor accounting for the information lost in the &ltering process. The accuracy of the sub&lter-scale
stress tensor is especially important in the large eddy simulation of complex 5ows, such as geophysical 5ows,
where the practical grid size is much larger than the scale of turbulent motion. We illustrate our approach
through two simple one-dimensional numerical examples. We also present a rigorous mathematical analysis
for this new large eddy simulation model.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The motion of an incompressible Newtonian viscous 5uid in a bounded domain  ⊂ Rd (d=2; 3)
is modeled by the Navier–Stokes equations (NSEs)
9u
9t − Re
−1>u + u · ∇u +∇p= f in  × (0; T ];
∇ · u = 0 in  × (0; T ];
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u(x; 0) = u0(x) in ;
u = 0 on 9 × (0; T ]; (1)
where u is the velocity and p is the pressure, which is normalized by
∫
 p(x) dx = 0.
Direct numerical simulation (DNS), which aims at capturing all the scales in the 5ow, is not
viable for many turbulent 5ows of interest. Indeed, based on Kolmogorov’s statistical theory of
turbulence, the computational cost associated with the DNS increases rapidly with the Reynolds
number (approximately as Re3, for instance see [34, p. 348]). This cost limits DNS to 5ows at low
or moderate Reynolds numbers.
Turbulent 5ows are multiscale phenomena: They display large, energy-containing scales as well as
small scales within the dissipation range. To avoid the prohibitive computational cost associated with
DNS, diNerent multiscale approaches have been used for the numerical simulation of the large struc-
tures in turbulent 5ows. The degree to which the interaction between the large and small scales (that
is, the transfer of information between these scales) is captured by the proposed computational model
gives a measure of the quality of this model. One of the most successful such multiscale approaches
is large eddy simulation (LES), initiated in the geophysical community [38,9] and developed for
engineering applications [30,5].
The large structures (eddies) in LES are represented by convolving the 5ow variables with a
rapidly decaying spatial-&lter g
 (for example, Gaussian, sharp cut-oN, or top hat), with radius 
.
The equations describing the motion of these large structures are naturally derived by &rst extending
all variables outside  and then convolving the NSEs (1) with the spatial &lter g
. Assuming that
convolution and diNerentiation commute, one gets the set of averaged NSEs:
9Ou
9t − Re
−1>Ou +∇ · (uu) +∇ Op= Of in  × (0; T ];
∇ · Ou = 0 in  × (0; T ];
Ou(x; 0) = Ou0(x) in ;
Ou(x; t) = (g
 ∗ u)(x; t) on 9 × (0; T ]; (2)
where Ou := g
 ∗ u represents the eddies of size O(
) or larger.
Unfortunately, each of the initial steps in the derivation of the space-averaged NSEs can introduce
an error. We list the main sources of error:
1. Closure. The system (2) is not closed because of the nonlinearity in the NSEs (1): u u = Ou Ou.
2. Commutation error. The convolution outside the domain of the 5ow can introduce a non-
negligible error [11]. Also, the assumption that diNerentiation and convolution commute can be
invalid if the spatial &lter is inhomogeneous [16,43].
3. Boundary conditions. The information u=0 in (1) is not suDcient to calculate the convolution
Ou = g
 ∗ u at the boundary in (2); one needs additional information on u in a neighborhood of
distance 
, roughly, away from the boundary [13,25].
4. Discretization. Once the continuum LES model is obtained, one has to discretize it, thereby
adding another potential source of error.
Phenomenology and tuning parameters were used to treat all these sources of error together,
trying to get LES models that would produce results to match (in a statistical sense) those from
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experiments or from accurate DNS (in simple geometries.) LES is about to reach its limits as a tool
in the numerical simulation of turbulent 5ows, being restricted to speci&c 5ow regimes, geometries,
or numerical methods.
We believe that only through a mathematically rigorous approach can one advance LES and bring
it to a new level of precision and universality. To achieve this, one must address all of the potential
sources of error mentioned above, at both a continuous and a discrete level.
In this paper we make a step in this direction and look at one of these sources: the closure
problem. Speci&cally, for a particular choice of the &lter (the Gaussian), we &rst review the existing
LES models and then propose a modi&cation aimed at improving the accuracy in the recovery of
information from small, unresolved scales onto the large scales.
In Section 2, we present an overview of the space &ltering approach in LES, pointing out some
of the drawbacks of the present LES models. Then, in Section 3, we derive the new LES model,
highlighting the main improvement over the existing LES models, speci&cally its consistency with
the original set of averaged equations. In Section 4 we present two simple one-dimensional numerical
illustrations of our approach. Then, in Section 5 we present a careful mathematical analysis of the
resulting LES model. Finally, Section 6 presents the conclusions.
2. Sublter-scale models in LES
Much of the LES research has been directed at modeling the stress tensor
 := u u − Ou Ou: (3)
Many possible approaches exist; for example, see, [36] for a survey of these models. As mentioned
in the introduction, the most popular approach was to treat unitarily all sources of error, at both a
numerical and continuous level. Speci&cally, the stress tensor  in (3) is chosen to incorporate not
only the eNect of the &ltering operation but also that of all the other errors. In doing so, the rule
has been to use physical insight gained from the statistical theory of turbulence and from actual
experiments.
The most popular approach has been based on eddy-viscosity models, such as the Smagorinsky
model [38,14,29]. The main feature of these models is that they match the statistical theory of
turbulence as formulated by Kolmogorov: they transfer kinetic energy from large scales to smaller
and smaller scales, until this energy is eventually dissipated through viscous eNects.
Despite their achievements, the eddy-viscosity models are limited by the fact that physical insight
is used as a unique means of modeling the information below the &lter width, 
. This limitation
is apparent, for example, when the assumption on the isotropy of the turbulent motion below the
sub&lter scale breaks down. This is the case for the near-wall region in wall-bounded turbulent 5ows,
or in geophysical 5ow calculations, where the practical grid size is much larger than the scale of
turbulent motion. Another limitation of the models based uniquely on physical insight is that they
function only in the 5ow regimes they were designed for.
As argued in the introduction, a mathematically rigorous approach is needed in order to advance
the precision and generality of LES. Our objective is to get LES models more consistent with the
original set of averaged equations, and to open the way to an accurate assessment of the modeling
error.
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To this end, we consider explicitly the eNect of the &ltering operation on the stress tensor  in
(3). We believe that this is a means of partial recovery of the information below the &lter width.
In contrast, the eddy viscosity models do not use the actual shape of the spatial &lter g
. Following
Carati et al. [4], we call that part of the stress tensor  (3) that is due to the loss of information in
the &ltering operation the sub&lter-scale (SFS) tensor.
Models for the SFS tensor have been proposed in the approximate deconvolution methods (ADM),
which aim at computing approximation of the unknown velocity by using the computed &ltered
velocity. The ADM started with the pioneering work in [30,5], surveyed in [1].
Further developments of ADM were introduced in [15,37,40,10,13,3,4,46].
These models aim at recovering the sub&lter-scale velocity &eld with increasing accuracy, from
the &ltered velocity &eld, by using derivatives of the &ltered velocity &eld.
We present a new SFS model based on a higher-order approximation in the wave number space.
Although our derivation is based on a particular choice of the &lter, namely, the Gaussian (in 3D),
g
(x) :=
( 

)3=2 1

3
e−
|x|2

2 ; (4)
our approach could be generalized to other &lters as well. In (4), 
 represents the width of the spatial
&lter. We also made the most popular choice for the constant in the de&nition of the Gaussian &lter,
= 6, although the new SFS model can be derived for any choice of .
The model we propose in this paper evolved in several steps. First, in 1974 Leonard [30] developed
a continuum model of Ou Ou,
Ou Ou = Ou Ou +

2
24
>(Ou Ou) + O(
4);
representing the eNect of the interaction among large scales on . Next, in 1979 Clark et al. [5]
developed an analogous model for Ou u′+u′ Ou, representing the eNect of the interaction between small
and large scales on , where u′ = u − Ou represents the turbulent 5uctuations.
These two models were combined into the gradient model (also known as the nonlinear, the
tensor-diNusivity, or the Clark model), which was used in numerous studies [32,3,4,44–46,17,6,7].
The gradient model was derived by using a Taylor series approximation to the exponential:
ĝ
(k) = e
− 

2
24 |k|2 = 1− 

2
24
|k|2 + O(
4); (5)
where, by convention, a circum5ex (“hat”) will denote the Fourier transform.
Taking the Fourier transform of (3), using the above approximation, dropping all terms (formally)
of order O(
4) or higher, and then taking the inverse Fourier transform (see [1] for details), we get
the gradient model:
=

2
12
(∇Ou∇Ou); where (∇Ou∇Ou)i; j :=
d∑
l=1
9Oui
9xl
9Ouj
9xl
: (6)
The Taylor series approximation used in the derivation of the above model is, however, inconsistent
with the very goal of LES. Indeed, it actually increases the high wave number components (large
|k|), whereas the original function ĝ
(k)=e−

2
24 |k|2 decreases the high wave number components. As
a result, the gradient model (6) is very unstable in numerical calculations [46,22,21].
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Motivated by this observation, Galdi and Layton proposed in [13] a modi&ed model that is consis-
tent with the required attenuation of high frequencies in Ou. This model is based on a rational ((0,1)
Pad1e) approximation to ĝ
:
ĝ
(k) = e
− 

2
24 |k|2 =
1
1 + 

2
24 |k|2
+ O(
4): (7)
Using the above rational approximation and proceeding as in the derivation of the gradient model
(6), we get the Rational LES (RLES) model (see [13]):
=
[(
− 

2
24
> + I
)−1( 
2
12
∇Ou∇Ou
)]
: (8)
The mathematical analysis in [2] together with the numerical comparisons in [21–23,12] clearly indi-
cate the improvement of the RLES model (8) over the gradient model (6). In numerical simulations
the RLES model was also much more stable than the gradient model (6), see [21–23,12].
Despite this clear improvement, the RLES model (8) shares one drawback with the gradient
model (6): Since in the derivation we used a closure approximation (Taylor series and (0,1) Pad1e,
respectively) of formal order O(
4), we had to drop all terms of formal order O(
4) and higher. Thus,
we had to drop the whole sub&lter-scale term u′u′, which is O(
4). However, numerical experiments
have proved that u′u′ plays an important role in the energy balance of the system and cannot be
discarded.
Thus, for an accurate approximation of the sub&lter-stress tensor  we need to include the contri-
bution of u′u′. The need for higher accuracy in approximating  is apparent in 5ows where the grid
size is much larger than the scale of turbulent motion, such as geophysical 5ows.
We note that the need for a higher-order approximation (to O(
6)) to account for u′u′ was
advocated in [20] and independently in [24]. A similar approach was also used in [39,28,27,46,40,35].
We introduce such a higher accuracy SFS model in the next section.
3. Higher-order sublter-scale model
We proceed by approximating the Reynolds stress tensor in (3) in the Fourier space.
First, by using the convolution theorem, we express uˆ in terms of Oˆu:
Ou = g
 ∗ u⇒ Oˆu = ĝ
uˆ⇒ uˆ = 1ĝ
 Oˆu: (9)
We approximate
ĝ
(k) = e
− 

2
24 |k|2 (10)
by using a higher-order (0; 2) Pad1e rational approximation:
e−x =
1
1 + x + 12 
2x2
+ O(x3): (11)
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Thus, (10) becomes
ĝ
(k) =
1
1 + 

2
24 |k|2 + 

4
1152 |k|4
+ O(
6|k|6): (12)
By using a Taylor series approximation, we also get
1
ĝ
(k)
= 1 +

2
24
|k|2 + 

4
1152
|k|4 + O(
6|k|6): (13)
Thus, by using (13) in (9), and dropping all terms formally of order O(
6) and higher, we get (in
index notation)
ui = Oui − 

2
24
∇2 Oui + 

4
1152
∇4 Oui + 2 

4
1152
∇2k∇2l Oui
= Oui − 

2
24
>Oui +

4
1152
>2 Oui; (14)
where
>Ou =∇2 Ou :=
3∑
j=1
92 Ou
9x2j
; ∇4 Ou :=
3∑
j=1
94 Ou
9x4j
; ∇2k∇2l Ou :=
3∑
k;l=1;k =l
94 Ou
9x2k9x2l
; and
>2 Ou =∇4 Ou + 2∇2k∇2l Ou:
By using (14), we get (in index notation)
upuq = Oup Ouq − 

2
24
Oup∇2 Ouq − 

2
24
∇2 Oup Ouq + 

4
1152
Oup∇4 Ouq + 

4
1152
∇4 Oup Ouq
+2

4
1152
∇2k∇2l Oup Ouq + 2

4
1152
Oup∇2k∇2l Ouq +

4
576
∇2 Oup∇2 Ouq: (15)
By using (12), we get
upuq =
(

4
1152
>2 − 

2
24
> + I
)−1
(upuq)
≈ Oup Ouq +
(

4
1152
>2 − 

2
24
> + I
)−1 [ 
2
24
>(Oup Ouq)− 

4
1152
>2(Oup Ouq)
− 

2
24
Oup∇2 Ouq − 

2
24
∇2 Oup Ouq + 

4
1152
Oup∇4 Ouq + 

4
1152
∇4 Oup Ouq
+ 2

4
1152
∇2k∇2l Oup Ouq + 2

4
1152
Oup∇2k∇2l Ouq +

4
576
∇2 Oup∇2 Ouq
]
(16)
that is an approximation up to O(
6).
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We need to expand some of the terms in this formula. After a simple calculation, we get
∇4(Oup Ouq) =∇4 Oup Ouq + 4∇3 Oup∇Ouq + 6∇2 Oup∇2 Ouq + 4∇Oup∇3 Ouq + Oup∇4 Ouq;
and
∇2k∇2l (Oup Ouq) =∇2k∇2l Oup Ouq + 2∇k∇2l Oup∇k Ouq +∇2l Oup∇2k Ouq + 2∇2k∇l Oup∇l Ouq
+4∇k∇l Oup∇k∇l Ouq + 2∇l Oup∇2k∇l Ouq +∇2k Oup∇2l Ouq
+2∇k Oup∇k∇2l Ouq + Oup∇2k∇2l Ouq:
Thus, by replacing the two relations in (16), we get the higher order SFS model (HOSFS):
pq =
(

4
1152
>2 − 

2
24
> + I
)−1
×
[

2
12
∇Oup∇Ouq − 

4
1152
(4∇3 Oup∇Ouq + 4∇2 Oup∇2 Ouq + 4∇Oup∇3 Ouq)
− 2 

4
1152
(4∇k∇2l Oup∇k Ouq + 2∇2l Oup∇2k Ouq + 4∇k∇l Oup∇k∇l Ouq + 4∇l Oup∇2k∇l Ouq)
]
=
(

4
1152
>2 − 

2
24
> + I
)−1 [ 
2
12
∇Oup∇Ouq − 

4
288
(∇3 Oup∇Ouq +∇2 Oup∇2 Ouq +∇Oup∇3 Ouq)
− 

4
288
(2∇k∇2l Oup∇k Ouq +∇2l Oup∇2k Ouq + 2∇k∇l Oup∇k∇l Ouq + 2∇l Oup∇2k∇l Ouq)
]
=
(

4
1152
>2 − 

2
24
> + I
)−1
×
[

2
12
∇Oup∇Ouq − 

4
288
(∇˜3 Oup∇˜Ouq + >˜Oup>˜Ouq + ∇˜Oup∇˜3 Ouq)
]
; (17)
where, for simplicity of notation, we used the following notation:
∇˜3 Oup∇˜Ouq := ∇3 Oup∇Ouq + 2∇k∇2l Oup∇k Ouq;
>˜Oup>˜Ouq := ∇2 Oup∇2 Ouq +∇2l Oup∇2k Ouq + 2∇k∇l Oup∇k∇l Ouq;
∇˜Oup∇˜3 Ouq := ∇Oup∇3 Ouq + 2∇l Oup∇2k∇l Ouq:
Remark 3.1. The idea of increased accuracy in deconvolution methods through higher-order approx-
imations was pursued, in a diNerent LES context, in [26–28,39].
Since the HOSFS model (17) involves high-order derivatives spectral methods seem the most
appropriate numerical realization. Thus, the computation of high-order derivatives is straightforward.
Other possible choices are &nite volumes as in [39].
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In a &nite element implementation attempt one possible numerical realization of the inverse oper-
ator in (17) could be through a local operator. The convolution with the Gaussian &lter g
∗ could be
computed only locally (just across a few elements in the neighborhood of each grid point) because
of the rapidly decaying behavior of the Gaussian &lter.
Remark 3.2. As mentioned in the introduction, boundary conditions are considered one of the essen-
tial diDculties in the development of LES methods see [33,25]. The HOSFS model is no exception.
At present, the most natural boundary treatment seems to be equipping the HOSFS model with
a wall damping function (similar to the Van Driest damping function for the Smagorinsky model
[42]).
4. Single- and two-mode analysis
We follow the approach used in [15,26–28], and compare the HOSFS model (17) with the RLES
model (8), the gradient model (6), and the higher-order gradient model (18) for the particular choices
u(x) = eiKx and u(x) = eiK1x + eiK2x, where K2 = CK1 and C = 2; 3; 4; 5, and 10.
We stress that while these tests do not necessarily imply the success of an LES model in actual
turbulent 5ow simulations, they give some insight into the way the LES models reconstruct the stress
tensor  (see also Remark 4.1).
To this end, we &rst present an equivalent of the HOSFS model (17) for the gradient model
(6): the higher-order gradient model. We stress, however, that we consider this last model only to
illustrate numerically our theoretical considerations.
The higher-order gradient model (HOGR) [26–28] (that is a model obtained with a Taylor series
expansion up to O(
6) of ĝ
(k)) reads
=

4
576
(>Ou>Ou + Ou>2Ou)− 

2
12
Ou>Ou +

2
24
>(Ou Ou)− 

4
288
>(Ou>Ou) +

4
1152
>2(Ou Ou): (18)
This simple one-dimensional example will give us some insight into the behavior of the stress tensor
for the four models considered. We will compare these results with the exact stress tensor.
Case I: u(x) = eiKx.
This case gives us some insight into the stress tensor based on interactions at the same wave
number. Speci&cally, we focus on the oscillatory part of eiKx.
First, after a simple calculation, we get
Ou= e−
K2
2
24 u: (19)
The exact stress tensor is
u u− Ou Ou= (e−4K
2
2
24 − e−2K
2
2
24 )e2iKx: (20)
Using formulas (6), (18), (8), and (17), we get the oscillatory part (that is, the term multiplying
e2iKx) of the stress tensors corresponding to the gradient model (6),
− 

2K2
12
e−2

2K2
24 ; (21)
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Fig. 1. Oscillatory part of the SFS stress tensor  for Case I (one wave): exact stress (continuous line), the gradient model
(6) (dash-dotted line); the higher-order gradient model (18) (dashed line); the rational LES model (8) (thin dotted line);
the HOSFS model (17) (thick dotted line).
the RLES model (8),
− 

2K2
12
e−2

2K2
24
1 + 

2K2
6
; (22)
the HOGR model (18),(
−

2K2
12
− 

4K4
96
)
e−2

2K2
24 ; (23)
and the HOSFS model (17),(
−

2K2
12
− 

4K4
96
)
e−2

2K2
24
1 + 

2K2
6 +

4K4
72
: (24)
The corresponding results are presented in Fig. 1. Clearly, the best results correspond to the HOSFS
model (17): Its oscillating part in the SFS stress tensor  is the closest to the exact value. Notice
also that the gradient model (6) and the HOGR model (18) overpredict the correct results, and this
is apparent for the higher wave numbers. This is due to the inaccurate approximation to the Fourier
transform of the Gaussian &lter away from the origin.
Case II: u(x) = eiK1x + eiK2x, with K2 = CK1, C = 2; 3; 4; 5, and 10.
This case gives insight into the interaction between large and small scales in the stress tensor.
Since we looked at the interaction between same wave numbers in Case I, we focus now on the
interaction between large (that is, K2) and small (that is, K1) wave numbers. Speci&cally, we focus
on the oscillatory part of ei(K1+K2)x.
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For the exact stress tensor = u u− Ou Ou, this oscillatory part is
2 e−(1+c)
2 K
2
1 

2
24 − 2 e−(1+c2)
K21 

2
24 : (25)
By using formulas (6), (18), (8), and (17), we get the oscillatory part of ei(K1+K2)x in the stress
tensors corresponding to the gradient model (6),
− 2c 

2K21
12
e−(1+c
2)

2K21
24 ; (26)
the RLES model (8),
− 2c 

2K21
12
e−(1+c
2)

2K21
24
1 + (1 + c)2 

2K21
24
; (27)
the HOGR model (18),[
(−2(1 + c)2 + 2(1 + c2))
(
−

2K21
24
)
+ (2(1 + c)4 + 2(1 + c4)− 4(1 + c2)(1 + c)2 + 4c2)
(
−

4K41
1152
)]
e−(1+c
2)

2K21
24 ; (28)
and the HOSFS model (17),(
−2c

2K21
12
− 2(2(c + c3) + 2c2) 

4K41
576
)
e−(1+c
2)

2K21
24
1 + (1 + c)2 

2K21
24 + (1 + c)
4 

4K41
1152
: (29)
The corresponding results are presented in Figs. 2 and 3. The best results correspond to the HOSFS
model (17): Its stress tensor is the closest to the exact stress tensor. The HOGR model (18) performs
better for low wave numbers, but it underpredicts drastically the correct stress tensor for large wave
numbers. This behavior is alleviated for larger values for the constant C, when the HOGR model
(18) performs similarly to the HOSFS model (17). The pure gradient model (6) performs as in the
previous case: It overpredicts the correct value of the oscillating part of the stress tensor. Again, this
is due to the inaccurate approximation to the Fourier transform of the Gaussian &lter away from the
origin.
Remark 4.1. As mentioned in the beginning of the section this single- and two-mode analysis sheds
some light on the ability of the LES models in reconstructing the stress tensor .
Of course, this is just a preliminary step in assessing the HOSFS model. We need to use a priori
and, especially, a posteriori tests in actual turbulent 5ow simulations in order to validate the HOSFS
model.
Based on the insight gained from actual simulations, we could improve the performance of the
HOSF model. One such possible improvement could come from coupling the HOSFS model with an
eddy-viscosity model accounting for the loss of information in the discretization process, as advocated
in [4] and used in [46]. Only then we could compare the HOSFS model with state-of-the-art LES
models, such as the dynamic eddy-viscosity model in [14] or the variational multiscale method in
[18,19].
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Fig. 2. Oscillatory part of the SFS stress tensor  for Case II (two wave), C = 2: exact stress (continuous line), the
gradient model (6) (dash-dotted line); the higher-order gradient model (18) (dashed line); the rational LES model (8)
(thin dotted line); the HOSFS model (17) (thick dotted line).
5. Mathematical analysis of the model
For a satisfactory mathematical theory we use the space-periodic setting, since the problem re-
garding the appropriate boundary conditions for the HOSFS model seems nontrivial. We follow the
notation of Temam [41]. We denote by Hm, m∈N, the space of vector-valued functions that (a)
are in (Hmloc(R3))3 (i.e., u|O ∈Hm(O) for every bounded set O); (b) are periodic, with period 2 in
each space variable; and (c) have vanishing mean value on the cube Q := [0; 2]3. For m= 0, H 0
coincides simply with the Lebesgue space L2(Q). For an arbitrary m∈N, Hm is a Hilbert space.
The functions in Hm are easily characterized by the Fourier expansion
Hm =
{
u=
∑
k∈Z3
ckei k·x; Ock = c−k ; c0 = 0;
∑
k∈Z3
|k|2m|ck |2 ¡∞
}
: (30)
The de&nition (30) allows also us to consider m∈R and Hm is a Hilbert space for the norm
{∑k∈Z3 |k|2m|ck |2}1=2; furthermore, Hm and H−m are in duality.
The norm (of functions, vectors, and tensors) in the Lebesgue space L2 := L2(Q) is denoted by
‖:‖, while the scalar product is written simply (:; :). The norm in Lp, p = 2, is denoted by ‖:‖Lp . We
also use the customary Sobolev spaces Wk;p := Wk;p(Q), k ∈N. The Stokes operator associated
with the space-periodic functions is the following one. Given f∈H−1, we solve
−>u+∇p= f in Q; ∇ · u= 0 in Q: (31)
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Fig. 3. Oscillatory part of the SFS stress tensor  for Case II (two waves), C = 3; 4; 5; 10 (left-right, top-bottom): exact
stress (continuous line), the gradient model (6) (dash-dotted line); the higher-order gradient model (18) (dashed line);
the rational LES model (8) (thin dotted line); the HOSFS model (17) (thick dotted line).
It is possible to de&ne a one-to-one mapping f → u from H := {v∈H 0: ∇ · v= 0} onto
D(A) = {u∈H;>u∈H}= H 2 ∩ H:
Its inverse from D(A) onto H is denoted by A and, in fact, Au=−>u, for each u∈D(A). If D(A)
is endowed with the norm induced by L2, then A becomes an isomorphism from D(A) onto H . It
follows that the norm ‖Au‖ on D(A) is equivalent to the norm induced by H 2. It is well known
that A is an unbounded, positive, linear, and self-adjoint operator on H . We can de&ne the powers
A&, and if we set V& =D(A&=2),
V& = {v∈H&; ∇ · v= 0}:
Observe that the norm in V& is equivalent to that of H 2&. Furthermore, the operator A−1 is linear
continuous and compact. Hence A−1 possesses a sequence of eigenfunctions {Wj}j∈N that form an
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orthonormal basis of H . To the eigenfunction Wj is associated a strictly positive eigenvector (j in
such a way that 0¡(16 (26 (3 · · · and (j →∞ for j →∞. In the sequel we denote by C several
(possibly diNerent also in the same line) positive constants not depending on w, but at most on Re
and Of.
Denition. We say that the vector w is a strong solution to the model with the HOSFS stress tensor
(17) if
w∈L∞(0; T ;D(A)) ∩ L2(0; T ;D(A3=2)) 9w9t ∈L
2(0; T ;D(A1=2))
satis&es
d
dt
(w; *) +
1
Re
(∇w;∇*) + (∇ · (ww); *)
−
((
I − 

2
24
> +

4
1152
>2
)−1 [ 
2
12
∇w∇w − 

4
288
(∇˜3w∇˜w + >˜w>˜w + ∇˜w∇˜3w)
]
;∇*
)
=( Of;*); (32)
for each *∈C∞, with ∇ · *= 0.
Theorem 5.1. Assume w0 ∈D(A) and Of∈L2(0; T ;D(A1=2)). Then there exists a strictly positive
T ∗ = T ∗(w0; Re; Of) such that there exists a strong solution to the HOSFS model in [0; T ∗).
Proof. We sketch the proof of the local existence of smooth solutions for the HOSFS model. We
construct a solution with approximate Faedo-Galerkin problems; that is, we look for approximate
functions
wm(x; t) =
m∑
k=1
gim(t)Wi(x);
satisfying for k = 1; : : : ; m,
d
dt
(wm;Wk) +
1
Re
(∇wm;∇Wk) + (∇ · (wmwm);Wk)−
((
I − 

2
24
> +

4
1152
>2
)−1
×
[

2
12
∇wm∇wm − 

4
288
(∇˜3wm∇˜wm + >˜wm>˜wm + ∇˜wm∇˜3wm)
]
;∇Wk
)
= (f;Wk); (33)
with the gim(t) functions of class C
1, while {Wi}i∈N is the basis of eigenfunctions of the Stokes
operator.
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We use, as test function in (33), the function A2wm (namely, we multiply by (2kWk and perform
summation over k) and we obtain∫
Q
9wm
9t A
2wm dx =
1
2
d
dt
‖Awm‖2;
1
Re
∫
Q
AwmA2wm dx =
1
Re
‖A3=2wm‖2:
The usual nonlinear term can be estimated as follows; see Lemma 10.4 in Constantin and FoiaVs [8]:
|AB(u; v)|6 c‖Au‖ ‖A3=2v‖:
Consequently,∣∣∣∣∫
Q
B(wm; wm)A2wm dx
∣∣∣∣6 c‖Awm‖ ‖A3=2wm‖ ‖Awm‖6 c‖Awm‖2 ‖A3=2wm‖:
The most delicate term is the other nonlinear one. For simplicity we de&ne the following diNerential
operator,
L := I − 

2
24
> +

4
1152
>2;
acting on D(A2). Then the term to be estimated (the extra stress-tensor) is
∇ · L−1
(

2
12
∇wm∇wm − 

4
288
(∇˜3wm∇˜wm + >˜wm>˜wm + ∇˜wm∇˜3wm)
)
:
Multiplying by A2wm and integrating by parts over Q, we obtain(
L−1
[

2
12
∇wm∇wm − 

4
288
(∇˜3wm∇˜wm + >˜wm>˜wm + ∇˜wm∇˜3wm)
]
;∇A2wm
)
:
It is enough to estimate the terms with the higher-order derivatives, since the &rst one is simpler.
We have
|(L−1(∇˜3wm∇˜wm);∇A2wm)|= ‖L−1(∇˜3wm∇˜wm)‖H 4‖∇A2wm‖H−4 ;
and the last can be estimated (recall that the bi-Laplacian acts as an isomorphism between L2 and
H 4) as
‖∇˜3wm∇˜wm‖‖∇wm‖6C‖∇3wm‖ ‖∇wm‖L∞‖∇wm‖:
Then, using the Sobolev embedding H 3=2+, ⊂ L∞, (valid since we are working in R3) and with the
usual interpolation of Hs-spaces, we obtain
‖∇wm‖L∞6C‖wm‖H 5=2+,6C‖wm‖1=2−,H 2 ‖wm‖1=2+,H 3 ; for each ,∈ (0; 12):
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Recalling the Young inequality, we have
‖∇˜3wm∇˜wm‖‖∇wm‖6C‖wm‖1=2+,H 3 ‖wm‖3=2−,H 2 6
.
2
‖wm‖2H 3 +
C2
2.
‖wm‖2H 2 :
We also have
|(L−1(>˜wm>˜wm);∇A2wm)|= ‖L−1(>˜wm>˜wm)‖H 4‖∇A2wm‖H−4
and
‖L−1(>˜wm>˜wm)‖H 4‖∇A2wm‖H−46C‖∇2wm‖2L4‖∇wm‖6C‖∇3wm‖3=2‖∇2wm‖3=2:
They &nally imply
|(L−1(>˜wm>˜wm);∇A2wm)|6 .2 ‖wm‖
2
H 3 +
C433
25.2
‖wm‖6H 2 :
The last term in (33) is estimated in the obvious way:
|(f; A2wm)|= |(A1=2f; A3=2wm)|6 .2 ‖A
3=2wm‖2 + 12. ‖A
1=2f‖2:
We obtain
1
2
d
dt
‖Awm‖2 12Re ‖A
3=2wm‖26C(Re; 
)(‖Awm‖4 + ‖Awm‖6 + ‖A1=2f‖2): (34)
The last estimate implies (by using classical existence results for ordinary diNerential equations) that
there exists a unique solution wm to (33), in some time interval [0; T ∗), for a strictly positive T ∗,
and that
wm ∈L∞(0; T ∗;H 2) ∩ L2(0; T ∗;H 3): (35)
Let us now turn to an estimate for the time derivative. Multiplying (33) by A9wm9t and integrating
by parts, we obtain∣∣∣∣∣∣∣∣9∇wm9t
∣∣∣∣∣∣∣∣2 + 12Re ddt |Awm‖26
∣∣∣∣((wm · ∇)wm; A9wm9t
)∣∣∣∣
+
∣∣∣∣(L−1 [
22 ∇wm∇wm − 
4322 (∇˜3wm∇˜wm + >˜wm>˜wm + ∇˜wm∇˜3wm)
]
;∇A 9wm9t
)∣∣∣∣ : (36)
To estimate the right-hand side we proceed as follows. We start with the term∣∣∣∣(L−1(∇˜3wm∇˜wm);∇A 9wm9t
)∣∣∣∣6 ‖L−1(∇˜3wm∇˜wm)‖W 3; 6=5 ∣∣∣∣∣∣∣∣∇A 9wm9t
∣∣∣∣∣∣∣∣
W−3; 6
:
By recalling the Sobolev embedding H 1 ⊂ L6, we can easily bound the second term by∣∣∣∣∣∣∣∣9wm9t
∣∣∣∣∣∣∣∣
L6
6C
∣∣∣∣∣∣∣∣9∇wm9t
∣∣∣∣∣∣∣∣ ;
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while the &rst one needs the following treatment:
‖L−1(∇˜3wm∇˜wm)‖W 3; 6=56C‖∇3wm∇wm‖W−1; 6=5 :
This is handled as follows:
‖∇3wm∇wm‖W−1; 6=5 = sup
 =0
〈∇3wm∇wm;  〉
‖ ‖W 1; 6
:
An integration by parts, together with the periodicity of the functions, implies (we replace the duality
with the integral, since the functions wm are smooth)∣∣∣∣∫
Q
∇3wm∇wm dx
∣∣∣∣= ∣∣∣∣∫
Q
∇2wm∇2wm dx +
∫
Q
∇2wm∇wm∇ dx
∣∣∣∣
with the HXolder inequality
6 ‖∇2wm∇2wm‖L6=5‖ ‖L6 + ‖∇2wm∇wm‖‖∇ ‖L6
6 (‖∇2wm∇2wm‖L6=5 + ‖∇2wm∇wm‖L6=5)‖ ‖W 1; 6 :
The terms involving wm may be bounded as follows:
‖∇2wm∇2wm‖L6=56 ‖∇2wm‖3=2‖∇3wm‖1=2 + ‖∇2wm‖L6=5‖∇wm‖L∞
×‖∇2wm‖3=2‖∇3wm‖1=2 + ‖∇2wm‖‖∇3wm‖: (37)
In the derivation of (37) we used the embedding H 3 ⊂ L∞ and the interpolation inequality
‖f‖L12=56 ‖f‖3=4L2 ‖f‖1=4L6 6C‖f‖3=4‖∇f‖1=4
that derives from the convex interpolation in Lp-spaces and the usual Sobolev embedding. The same
method shows how to estimate the last term appearing in (36). The term∣∣∣∣(L−1(>˜wm>˜wm);∇A9wm9t
)∣∣∣∣= ∣∣∣∣∇(L−1(>˜wm>˜wm); A9wm9t
)∣∣∣∣
may be bounded as follows,
‖∇(L−1(>˜wm>˜wm))‖W 2; 6=5
∣∣∣∣∣∣∣∣∇A9wm9t
∣∣∣∣∣∣∣∣
W−2; 6
;
which in turn is bounded by
C‖∇2wm‖2L12=5
∣∣∣∣∣∣∣∣9wm9t
∣∣∣∣∣∣∣∣
L6
6C‖∇3wm‖1=2‖∇2wm‖3=2
∣∣∣∣∣∣∣∣9∇wm9t
∣∣∣∣∣∣∣∣ :
The term involving the lower derivative can be handled similarly.
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Using the Young inequality, we obtain∣∣∣∣∣∣∣∣9∇wm9t
∣∣∣∣∣∣∣∣2 + 1Re ddt ‖Awm‖26C(‖Awm‖2 + ‖Awm‖3)‖A3=2wm‖2; (38)
and by recalling the bound previously obtained in (35), we can integrate (38) with respect to time
over [0; T ∗) to obtain∫ T∗
0
∣∣∣∣∣∣∣∣9∇wm9t
∣∣∣∣∣∣∣∣26C;
which gives the desired bound on the time derivative.
With the bounds we can extract from wm a subsequence (relabeled as wm) such that
wm
∗
*w in L∞(0; T ∗;H 2)
wm * w in L2(0; T ∗;H 3)
wm → w in L2(0; T ∗;H 2) and a:e: in (0; T )× Q:
(39)
The argument is based on the classical Aubin-Lions lemma, see Lions [31].
Regarding the term with ∇˜3wm∇˜wm, we observe that since 9∇wm=9t converges weakly in
L2(0; T ∗;H 1), then wm converges weakly in L∞(0; T ∗;H 1). Consequently, this implies that ∀*∈
C∞per(Q)((
I− 

2
24
> +

4
1152
>2
)−1
[∇˜3wm∇˜wm];∇*
)
=
(
∇˜3wm∇˜wm;
(
I− 

2
24
> +

4
1152
>2
)−1
∇*
)
→
(
∇˜3w∇˜w;
(
I− 

2
24
> +

4
1152
>2
)−1
∇*
)
in L2(0; T ∗). The convergence of the terms involving >˜wm>˜wm can be obtained by observing that
the classical theory of interpolation (see [31, Lemma 6.7, Chapter 1]) shows that
>˜wm ∈L∞(0; T ∗;L2) ∩ L2(0; T ∗;H 1)
implies, by the HXolder inequality,
>˜wm ∈L4(0; T ∗;L3):
Thus, >˜wm>˜wm is bounded in L2(0; T ∗;L3=2),
>˜wm>˜wm * >˜w>˜w in L2(0; T ∗;L3=2):
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This implies that ∀*∈C∞per(Q)((
I− 

2
24
> +

4
1152
>2
)−1
[>˜wm>˜wm];∇*
)
=
(
>˜wm>˜wm;
(
I− 

2
24
> +

4
1152
>2
)−1
∇*
)
→
(
>˜w>˜w;
(
I− 

2
24
> +

4
1152
>2
)−1
∇*
)
in L2(0; T ∗). The convergence of the other nonlinear terms is rather standard and can be found in
[2]. The proof concludes with a density argument.
6. Conclusions
Through a mathematically rigorous approach one can hope to advance LES and bring it to a new
level of precision and generality. To achieve this, one must address all of the potential sources of
error in LES, at both a continuous level and a discrete one.
In this paper, we made a step in this direction and considered one of these sources: the closure
problem. We introduced a new sub&lter-scale stress model for LES, aiming at reconstructing with
increased accuracy an approximation to the information lost in the &ltering process. We derived this
new model by using an approximate deconvolution-type method, in which the unknown velocity
&eld is represented in terms of the &ltered velocity through a higher-order Pad1e approximation in
the Fourier space. The higher-order approximation allowed us to include in the HOSFS model an
approximation to
u′u′;
representing the important interaction among the small scales. Geophysical 5ow simulations are in
our opinion the &rst candidates for the application of this type of accurate SFS model.
We presented a rigorous mathematical analysis showing the well-posedness of the new LES model
and a single- and two-mode Fourier analysis.
To validate the HOSFS model we need to test it in realistic turbulent 5ow simulations. The insight
gained from these a posteriori tests will allow us to improve the performance of the HOSFS model
and to compare it with state-of-the-art LES models.
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