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We develop a quantum-inspired numerical procedure for searching low-energy states of a classi-
cal Hamiltonian including two-body full-connected random Ising interactions and a random local
longitudinal magnetic field. In this method, we introduce infinitesimal quantum interactions that
cannot commute with the original Ising Hamiltonian, and generate and truncate direct product
states inspired by the Krylov subspace method to obtain the low-energy spectrum of the original
classical Ising Hamiltonian. The numerical cost is controllable by the form of infinitesimal quan-
tum interactions, the number I of numerical iterations, the number L of initial classical states, and
the number K of states kept. To demonstrate the method, here we introduce as the infinitesimal
quantum interactions pair products of Pauli X operators and on-site Pauli X operators into the
random Ising Hamiltonian, for which the numerical cost is O(N3) per a numerical iteration with
the system size N . We consider 120 instances of the random coupling realizations for the random
Ising Hamiltonian in each N up to 30 and perform the calculations to search the 120 lowest-energy
states of each Hamiltonian. We show that the procedure with (L,K, I) = (N,N(N + 1)/2 + 1, N)
finds all the ground states successfully and about 99% of the 120 lowest-energy states.
I. INTRODUCTION
Combinatorial optimization problems, which are clas-
sified in the NP-complete or NP-hard problem (NP prob-
lem), can be mapped to the ground-state search problem
of a classical Ising model [1]. The classical Ising model
for N -site systems can be written as
Hˆ0 =
∑
i<j
Jij σˆ
z
i σˆ
z
j +
∑
i
hiσˆ
z
i , (1)
where σˆzi is a Pauli-Z operator for the ith site. The search
of the ground states of the Ising model with general Jij ,
which is referred to as the spin glass model, is known to
be categorized in an NP problem [2–4]. A traditional nu-
merical approach for the search of the ground state is the
simulated annealing [5] by use of the thermal fluctuation.
A quantum analogy of the annealing process is em-
ployed in the quantum annealing [6–10], which is a kind
of a quantum adiabatic optimization approach. In the
quantum annealing, we adopt an additional Hamiltonian
Hˆ1, whose ground state is easily found numerically or
experimentally, with [Hˆ0, Hˆ1] 6= 0. Then, we introduce a
time-dependent Hamiltonian
Hˆ(t) =
(
1− t
t0
)
Hˆ1 +
t
t0
Hˆ0, (2)
and perform the real-time evolution |Ψ(t)〉 =
T
[
exp[ 1i~
∫ t
0
Hˆ(t′)dt′]
]
|Ψ(0)〉 with the ground state
|Ψ(0)〉 of Hˆ1 and the T-product T [·]. If t0 is large
enough and there is no level crossing between the
ground state and excited states of Hˆ(t) for all the time
during the process, |Ψ(t)〉 follows the ground state of
the instantaneous Hamiltonian Hˆ(t) and eventually
evolves into the ground state of Hˆ0 at t = t0 by the
adiabatic theorem for quantum systems [11–14]. When
Hˆ(t) undergoes a first-order phase transition during
the process at 0 < t < t0 in the thermodynamic
limit, the quantum annealing does not work unless one
introduces an additional quantum Hamiltonian to avoid
the transition [15, 16].
These classical and quantum annealing approaches are
overall satisfactory to search the ground state of the
Hamiltonian Hˆ0, which in turn can solve a combinato-
rial optimization problem for the practical social appli-
cations if the mappings to Hˆ0 are flawless. However, the
perfect mapping is known to be generally a difficult task.
Even when the mappings are not exactly perfect, we still
expect that the solution that matches the needs for the
practical social problem can still be found in one of the
low-energy excited states of the mapped Hamiltonian Hˆ0.
A Monte Carlo method such as the histogram reweighting
techniques [17, 18] and the Wang-Landau sampling [19]
might be a good candidate for solving such a problem.
Indeed, these methods can efficiently evaluate the den-
sity of states of a classical Ising model in a wide range of
energy. However, they are not suitable for accurately de-
termining the sequence of lowest-energy states, for exam-
ple, the lowest 100 excited states from the ground state.
Therefore, it is highly desirable to develop a solver for the
search of the low-energy states of Hˆ0 with computational
complexity of O (poly(N)).
In this paper, we develop a quantum-inspired algo-
rithm for searching the low-energy states of the classi-
cal Ising Hamiltonian Hˆ0 in Eq. (1) with random cou-
plings Jij and hi. In this algorithm, we introduce in-
finitesimal quantum interactions Hˆ1 as in the case of the
2quantum annealing, and generate and truncate classical
direct product states inspired by the Krylov subspace
method [20], which is a successful method available in
the numerical linear algebra, to obtain the low-energy
states of Hˆ0. The numerical and physical memory costs
of the algorithm are controllable by the form of Hˆ1, the
number I of numerical iterations, the number L of ini-
tial classical states, and the number K of states kept.
For the demonstration of our method, we introduce all
possible pair products of Pauli X operators and on-site
Pauli X operators as Hˆ1, for which the numerical cost is
O(N3) per an iteration with the system size N . We con-
sider 120 different instances of the random coupling Jij
and hi realizations in each system size N up to 30 sites
and perform the calculations to obtain the 120 lowest-
energy states. We show that the our algorithm with
(L,K, I) = (N,N(N + 1)/2 + 1, N) finds the ground
state successfully and about 99% of the 120 lowest-energy
states for each instance of the random couplings in Hˆ0.
The rest of this paper is organized as follows. In Sec. II,
we first summarize the basic physical properties of the
classical Ising model described by the Hamiltonian Hˆ0
in Eq. (1) that are obtained by the brute-force numerical
search over all spin configurations. Then, we describe our
quantum-inspired algorithm for the search of low-energy
states of Hˆ0 in Sec. III. As the benchmark calculations,
we analyze the efficiency of our algorithm for searching
the 120 lowest-energy states, including the ground state,
of Hˆ0 in Sec. IV. The summary and conclusion are pro-
vided in Sec, V.
II. BASIC PHYSICAL PROPERTY OF Hˆ0
In this study, we consider the classical Ising model de-
scribed by the Hamiltonian Hˆ0 in Eq. (1) with the fully
connected random interactions Jij and the random mag-
netic fields hi that are both uniformly distributed in the
range of [−1/2, 1/2]. Here, we first investigate this classi-
cal Ising model by the brute-force numerical search over
all spin configurations and summarize the basic physi-
cal properties such as the ground state energy, the first
excitation gap, and the number of state in the thermody-
namic limit that are ensemble averaged over the different
random coupling realizations. Note that the Hamiltonian
Hˆ0 with the couplings (Jij , hi) replaced with (Jij/
√
N, 0)
and Jij being distributed according to the Gaussian dis-
tribution is well known as the Sherrington-Kirkpatric
(SK) model [21], and the ground state of the SK model
has been studied by various numerical methods such as
genetic algorithms [22, 23], hierarchical methods [24], ex-
tremal optimizations [25], and conformational space an-
nealing [26].
To evaluate the physical quantities, we consider 120
instances of the random coupling realizations in Hˆ0 for
each system size N up to 30 sites, which are treated by
the brute-force numerical search with reasonable compu-
tational time. Figures 1(a) and 1(b) show the ensemble-
averaged ground state energy and the ensemble-averaged
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FIG. 1. (a) Ensemble-averaged ground-state energy E1 as a
function of the system size N . Solid line is the fitting function
E1 = aN
3/2 + b with a = −2.09 ± 0.02 and b = 0.15 ±
0.11. (b) Ensemble-averaged first excitation gap E2 − E1 as
a function of 1/N . The dashed line is the quadratic-fit for
the gap and the grey shade indicates the fitting error in the
thermodynamics limit, i.e., 1/N → 0.
first-excited energy, respectively, plotted as a function
of the system size N and its inverse 1/N . In these fig-
ures, the error bars indicate the standard error due to
the ensemble average over the 120 random coupling re-
alizations. As shown in Fig. 1(a), we find the ensemble-
averaged ground state energy E1 is clearly proportional
to N3/2 and it is well fitted by a function E1 = aN
3/2+b
with a = −2.09 ± 0.02 and b = 0.15 ± 0.11, where the
error bars are the standard error due to the fit. Note that
the reading exponent N3/2 is exactly the same as that of
the SK model [21], considering that the random coupling
in the SK model is scaled with N as Jij/
√
N . To esti-
mate the first excitation gap in the thermodynamic limit,
we perform a quadratic fit of the ensemble-averaged first
excited energy E2 −E1 with respect to 1/N as shown in
Fig. 1(b), and find that there exists a finite gap in the
thermodynamic limit as E2 − E1 = 0.42± 0.12.
We also investigate the total number of states k(E)
below a certain energy E in the low-energy region be-
cause the first derivative of k(E) with respect to E cor-
responds to the density of states at energy E. For this
purpose, here we simply calculate the kth lowest en-
ergy Ek that is ensemble averaged over the 120 differ-
ent random coupling realizations. Figure 2(a) shows the
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FIG. 2. (Color online) (a) Ensemble-averaged energy differ-
ence Ek − E1 between the kth lowest energy and the ground
state energy over the 120 different random coupling realiza-
tions in Hˆ0 for the system size N = 22, 26, and 30 sites.
The orange line is the fitting function ln k = −a(Ek −E1)
2 +
b(Ek − E1) with a = 0.0927(3) and b = 1.783(2) for the data
of N = 30. The black dashed line is the fitting function in
the thermodynamic limit with (a, b) = (0.12, 2.0) estimated
in (b). (b) Fitting parameters a and b as a function of 1/N .
These parameters are obtained by fitting the results of k vs.
Ek − E1 for each system size N , as in (a). The purple and
black dashed lines are the quadratic fits for these parameters
a and b, respectively. The purple and gray shades indicate the
fitting errors of a and b, respectively, in the thermodynamic
limit, i.e., 1/N → 0.
semi-log plot of k vs. Ek − E1 in the low-energy re-
gion for N = 22, 26, and 30 sites. Here, E1 − Ek cor-
responds to the ensemble-averaged energy difference be-
tween kth lowest energy and the ground state energy.
We find that ln k is almost proportional to Ek − E1 in
the lowest-excited energy region Ek−E1 ∼ 0 and gradu-
ally shifts to an upward-convex function with increasing
Ek − E1. As a phenomenological fitting function, we
propose ln k = −a(Ek −E1)2 + b(Ek −E1) with positive
fitting parameters a and b. Applying the least-square fit-
ting to the date for N = 30, we obtain the fitting curve
with a = 0.0927(3) and b = 1.783(2) that is indicated by
the orange line in Fig. 2(a), confirming that the fitting
curve well fits the data for Ek − E1 ≤ 4.5.
Next, we estimate the fitting curve in the thermody-
namic limit by first fitting the data of k vs. Ek − E1
for each system size N to obtain a and b as a functions
of 1/N . Then we perform quadratic fittings of a and b
with respect to 1/N and estimate the parameters a and
b in the thermodynamic limit by extrapolating them to
1/N → 0, as shown in Fig. 2(b). The fitting curve with
a and b in the thermodynamic limit is indicated by the
black dashed line in Fig. 2(a), which is comparable with
the data for N = 30 in the region of Ek−E1 . 1. Notice
also that the first-excited energy E2 − E1 is almost on
the dashed line, thus consistent with the results shown
in Fig. 1(b).
III. ALGORITHM
In this section, we describe algorithms composing our
quantum-inspired (QI) search algorithm proposed in this
paper. First, we introduce |σ〉 ∈ {|0〉 , |1〉} as a complete
set of a local qubit, which are eigenstates of the Pauli-
Z operator, i.e., σˆz |0〉 = |0〉 and σˆz |1〉 = − |1〉. Using
this local basis set, we can express any state for a N -
qubit system as |σ = (σ0, · · · , σN−1)〉, which forms the
complete set of states. For the fast simulation in the
classical computer, we employ a typical form of the state
list that makes a one-to-one correspondence between the
vector σ and an integer ψ representing a state as follows:
|ψ〉 ≡ |σ〉 with ψ = (σN−1 · · ·σ1σ0)2 =
N−1∑
i=0
2iσi . (3)
Next, as an basic operation in the search algorithm, we
define a procedure to obtain the ℓ-site spin-flipped state
|ψ′〉 =∏ℓk=1 σˆxik |ψ〉 for a given state |ψ〉 with 1 ≤ ℓ ≤ N
and 0 ≤ i1 < · · · < iℓ < N . Here, σˆxi is the Pauli-X op-
erator acting at the ith site. For this operation, we often
employ the bitwise exclusive or operation (Bitxor), as
shown in Algorithm 1.
Algorithm 1 Multiple Spin flip for N -site systems
Input: integer ψ in Eq. (3), ℓ with 1 ≤ ℓ ≤ N , and i =
(i1, · · · , iℓ) with 0 ≤ i1 < · · · < iℓ < N .
Output: integer ψ′ with 0 ≤ ψ′ < 2N .
1: function Multiple spin flip(ψ, i, ℓ)
2: x :=
∑ℓ
k=1 2
ik
3: ψ′ :=Bitxor(x, ψ)
4: end function
The core function for the update of state lists in our
search algorithm is shown in Algorithm 2. Now, it is as-
sumed that we have already kept the (K+1)-dimensional
integer vector ψ and the (K + 1)-dimensional real vec-
tor E for specifying K+1 classical product states {|ψi〉}
and the corresponding energies {Ei = 〈ψi|Hˆ0|ψi〉}, where
the order of integers ψ1, ψ2, · · · , ψK+1 has already been
sorted so that E1 ≤ E2 ≤ · · · ≤ EK+1. It is also assumed
that we have already kept the (K+1)-dimensional logical
4Algorithm 2 Update list of states
Input: integer ψ, ℓ, i, K with 1 ≤ K < 2N , ψ =
{ψi}1≤i≤K+1, and ψ
′ = {ψ′i}1≤i≤K+1 with 0 ≤ ψ
′
1 <
· · · < ψ′K+1 < 2
N ; real E = {〈ψi|Hˆ0|ψi〉}1≤i≤K+1 with
E1 ≤ · · · ≤ EK+1; logical variable l = {li}1≤i≤K+1
Output: integer ψ and ψ′; real E; logical variable l
1: function update list(ψ, i, ℓ,ψ,ψ′,E, l,K)
2: ψ′ :=Multiple spin flip(ψ, i, ℓ)
3: (p, f) :=Binary search(ψ′,ψ′,K)
⊲ The
function “Binary search(x,x,K)” with an integer/real
number x and a (K + 1)-dimensional ascending-ordered
integer/real vector x returns an integer p for xp ≤ x <
xp+1 and a logical variable f which becomes True when
xp = x.
4: if f = False then
5: E := 〈ψ′|Hˆ0|ψ
′〉
6: (ψ,ψ′,E, l) :=update list sub(ψ′, E,False, p,
ψ,ψ′,E, l, K)
7: end if
8: end function
9: function update list sub(ψ′, E, l, p′,ψ,ψ′,E, l,K)
10: if E < EK+1 then
11: (p, f) :=Binary search(ψK+1,ψ
′,K)
12: if p > p′ then
13: ψ′ = (ψ′1, · · · , ψ
′
p′ , ψ
′, ψ′p′+1, · · · ,
ψ′p−1, ψ
′
p+1 · · · , ψ
′
K+1)
14: else
15: ψ′ = (ψ′1, · · · , ψ
′
p−1, ψ
′
p+1, · · · ,
ψ′p′ , ψ
′, ψ′p′+1 · · · , ψ
′
K+1)
16: end if
17: (p, f) :=Binary search(E,E, K)
18: E := (E1, · · · , Ep, E,Ep+1, · · · , EK)
19: ψ := (ψ1, · · · , ψp, ψ
′, ψp+1, · · · , ψK)
20: l := (l1, · · · , lp, l, lp+1, · · · , lK)
21: end if
22: end function
vector l = {li} with li ∈ {True,False} to judge whether
ψi has already been used as an input for Algorithm 2.
In addition, for the binary search of a state, we also
have the (K + 1)-dimensional integer vector ψ′ whose
elements are those of ψ but are sorted in ascending or-
der. In Algorithm 2, we input a state |ψ〉 as the starting
point and perform spin flips to generate other state |ψ′〉.
If |ψ′〉 /∈ ψ′ and the energy E = 〈ψ′|Hˆ0|ψ′〉 is smaller
than EK+1, then we update the lists ψ, ψ
′, l, and E by
discarding |ψK+1〉 and EK+1.
Having described Algorithm 2 for updating the state
lists, the main algorithm of our QI single search method
is finally given in Algorithm 3. For performing this al-
gorithm, we have to prepare the set of integers I for
specifying the spin flip operations considered in Hˆ1. For
example, when Hˆ1 contains all patterns of J-spin flips
up to J = 2, we set the input parameters as follows:
n1 = N , I1 = {i(1)1 = (0), i(1)2 = (1), · · · , i(1)n1 = (N − 1)},
n2 = N(N − 1)/2, and I2 = {i(2)1 = (0, 1), i(2)2 =
Algorithm 3 Quantum-inspired (QI) single search
method
Input: integer N > 0, ψ, J > 0, K, I > 0, n = {nj}1≤j≤J
with all nj > 0, and a set of I = {Ij}1≤j≤J where
Ij = {i
(j)
n }1≤n≤nj with j-dimensional ascending-ordered
integer vector i
(j)
n
Output: integer ψ and ψ′; real E; logical variable l
1: function QI search(N , ψ, J , K, I , n, I)
⊲ IM/RM: The maximum integer/real that can be
expressed in a computer.
2: E := 〈ψ|Hˆ0|ψ〉
3: ψ = {ψi}1≤i≤K+1; ψi :=
{
ψ i = 1
IM otherwise
4: E = {Ei}1≤i≤K+1; Ei :=
{
E i = 1
RM otherwise
5: ψ′ := ψ
6: l = {li}1≤i≤K+1; {li} := False
7: for i = 1 to I do
8: f := False
9: for k = 1 to K + 1 do
10: if lk = False then
11: ψ := ψk; lk := True; f := True; Exit
12: end if
13: end for
14: if f = True then
15: for j = 1 to J do
16: for n = 1 to nj do
17: (ψ,ψ′,E, l) :=update list(ψ, i
(j)
n , j,
ψ,ψ′,E, l, K)
18: end for
19: end for
20: end if
21: end for
22: end function
(0, 2) · · · , i(2)n2 = (N−2, N−1)}. We also input the num-
ber K of states kept, the number I of iterations, and ψ
for specifying the initial classical state of the calculation.
As we shall discuss in the next section, the QI single
search method is accidentally trapped in a local mini-
mum, depending on the combination of the initial state
ψ and the random coupling realization in Hˆ0. One of
the simplest solutions to avoid trapping in a local mini-
mum is to perform the independent QI single searches in
parallel for different random initial states and merge the
lists from the independent searches. The QI multi search
method shown in Algorithm 4 is based on this strategy.
Finally, we consider the computational complexity of
our algorithm in Algorithm 4. The total number of the
spin flip operations required per an iteration is
∑
j nj ∼
O(NJ ). For a spin-flipped classical state, we have to eval-
uate the energy of Hˆ0, which costs naively O(N
2). How-
ever, since we know the energy of the state before the spin
flip operation, the computational cost for evaluating the
energy of the state after the spin flip operation is reduced
to O(N) because we only take into account the couplings
associated with the spin-flipped sites. The computational
cost for searching a state via the binary search is log2K
5Algorithm 4 QI multi search method
Input: integer L > 0, N , J , K, I , n , and I
Output: integer ψ; real E
1: function QI multi search(L, N , J , K, I , n, I)
2: φ = {φi}1≤i≤L; φi :=rand between(0, 2
N − 1)
⊲ The function rand between(a, b) returns a randomly
selected integer uniformly distributed in the range [a, b].
3: (ψ,ψ′,E, l):=QI search(N , φ1, J , K, I , n, I)
4: for i = 2 to L do
5: (ψ0,ψ
′
0,E0, l0):=QI search(N , φi, J , K, I , n, I)
6: for j = 1 to K + 1 do
7: (p, f) :=Binary search(ψ′0,j ,ψ
′,K)
8: if f = False then
9: (ψ,ψ′,E, l) :=update list sub(ψ′0,j , E0,j ,
l0,j , p,ψ,ψ
′,E, l,K)
10: end if
11: end for
12: end for
13: end function
and thus it is negligible because we consider the case for
K ≪ 2N . Therefore, the reading order of the compu-
tational cost per an iteration with the system size N is
O(NJ+1). The total computational cost in Algorithm 4 is
thus O(LINJ+1). In this study, we set the parameters as
(K, I, L) = (K0,K0, 1) and (K, I, L) = (K0, N,N) with
K0 = N(N+1)/2+1, and hence the total computational
cost in both cases is O(N5).
IV. NUMERICAL RESULTS
Here, the QI multi search method is implemented to
find the 120 lowest-energy states of the classical Ising
model described by the Hamiltonian Hˆ0 in Eq. (1) with
the system size N up to 30 sites. To analyze the efficiency
of the QI research algorithm proposed here, we generate
120 different instances of the random coupling realiza-
tions in Hˆ0 for each system size N , which are treated
exactly using the brute-force search in Sec. II.
A. Numerical setup and elapsed time
We investigate the elapsed time for the QI search
method of Algorithm 4 with the following input param-
eters: L = 1 (i.e., equivalent to the QI single search
method of Algorithm 3), |φ1 = 0〉 ≡ |00 · · · 0〉 for the
initial classical state, and K = I =
∑
j nj + 1 with∑
j nj = N + N(N − 1)/2 = N(N + 1)/2, where we
assume the infinitesimal quantum Hamiltonian
Hˆ1 = ǫ

∑
i<j
σˆxi σˆ
x
j +
∑
i
σˆxi

 (4)
with the Pauli-X operator σˆxi at the ith site and an in-
finitesimally small real number ǫ. Note that the one- and
two-spin flip operations considered in Hˆ1 correspond to
the example for I1 and I2, respectively, given in Sec. III.
According to the discussion toward the end of Sec. III,
we expect that the leading order of the computational
cost of the QI search with these inputs is O(LINJ+1) =
O(N5), which clearly has better scalability as compared
to O(2N ) for the brute-force search. To confirm the scal-
ability, we perform the QI search on the HOKUSAI Big-
Waterfall (CPU: Intel Xeon Gold 6148 2.4GHz) installed
at RIKEN for the same sets of Hamiltonian Hˆ0 treated
in Sec. II and estimate the averaged elapsed time with-
out any parallelizations. As shown in Fig. 3, the elapsed
time t of the QI search is nicely on the line of t ∼ N5
and becomes faster than that of the brute-force search
for N ≥ 14.
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FIG. 3. (Color online) Averaged elapsed time t for the brute-
force (BF) search and the quantum-inspired (QI) search with
L = 1, K = I = N(N + 1)/2 + 1, J = 2, n1 = N , and
n2 = N(N−1)/2 as a function of the system sizeN . The black
solid line and the purple dashed curve are fitting functions
ln t = a1N+b1 with (a1, b1) = (0.76,−15.7) and t = a2N
5+b2
with (a2, b2) = (4.7× 10
−9, 1.8× 10−4), respectively.
B. N , L, and K dependence of the success
probability for searching the ground state
Next, as the basic performance of the QI search algo-
rithm, we investigate the N , L, and K dependence of the
success probability p1 for searching the ground state of
the classical Ising Hamiltonian Hˆ0, where p1 is defined as
the ratio between the number of instances of the random
coupling realizations in Hˆ0 for which the ground state is
correctly searched and the total number of instances of
the random coupling realizations in Hˆ0, which is 120 for
each system size N in this study.
First, we perform the QI search by setting the param-
eters (L, φ1) = (1, 0) and I = K for the system sizes up
to 30 sites. The number of lowest-energy states kept
is set to be K = aK0 with a ∈ {1, 2, 3, 10, 100} and
K0 = N(N + 1)/2 + 1. We can naively expect that p1
decays exponentially with increasing N for a fixed value
of a because the number of classical states generated in
6the QI search for this setting is only O(IN2) ∼ O(N4),
which is extremely smaller than the dimension 2N of the
total Hilbert space. However, as shown in Fig. 4, the
probability p1 decays slowly instead of exponentially for
each value of a, and rapidly increases to close to 1 with
increasing a. These characteristics are a supporting evi-
dence of the high scalability of the QI search method.
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FIG. 4. (Color online) Success probability p1 of the QI
search with (L, φ1) = (1, 0) and I = K for different sys-
tem sizes N = 10, 12, · · · , 30 indicated in the figure. The
dotted lines are guide for the eye to highlight the slow de-
cay of the success probability p1 with increasing N for each
K ∈ {K0, 2K0, 3K0, 10K0, 100K0} with K0 = N(N+1)/2+1.
Second, we discuss the efficiency of the multi search
with L > 1, where we introduce another set of the input
parameters for the QI search: L = N = 30, K = K0,
and I ∈ {0.1N, 0.2N, 0.3N, 0.5N}. The 30 initial classi-
cal states are given randomly. The success probability
p1 as functions of the averaged elapsed time t is shown
in Fig. 5. For comparison, the results shown in Fig. 4
for N = 30 are also plotted. Note that in Fig. 4 we set
L = 1 but I ∼ O(N2), and here we set L = N but
I ∼ O(N). Therefore, the overall computational com-
plexity is O(N5) in both cases. Comparing the results of
these two cases, we find that the averaged elapsed time
t for the case of L = N is always smaller than that for
the case of L = 1 to achieve a given success probability
p1. Surprisingly, all the ground states for the 120 differ-
ent instances of the random coupling realizations in Hˆ0
for N = 30 can be correctly searched by the QI search
algorithm with (I,K, L) = (0.5N,K0, N). This implies
that if we parallelize the QI search for the different ini-
tial states with L = N , the computational speed can
be O(N) times faster. This is expected to be compat-
ible with large-scale calculations using supercomputers
for large system sizes.
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FIG. 5. (Color online) Success probability p1 versus the av-
eraged elapsed time t for searching the ground states of the
120 different instances of the random coupling realizations in
Hˆ0 with N = 30. The QI multi search method with L = N ,
K = K0, and I ∈ {0.1N, 0.2N, 0.3N, 0.5N} is employed. For
comparison, the results for the QI single search method with
L = 1, I = K, and K ∈ {K0, 2K0, 3K0, 10K0, 100K0} are
also shown by green circles. Here, K0 = N(N + 1)/2 + 1.
Note that the computational complexity for these two meth-
ods with these parameters is O(N5).
C. Instance and initial state dependences of the
number of iterations required for searching the
ground state
To understand the reason why the QI multi search
method with L > 1 improves the success probability p1,
we now focus on the instance and initial state depen-
dences of the number I1 of iterations necessary to search
the ground state of Hˆ0. First, we employ the QI single
search method with the parameters (L, φ1) = (1, 0) and
I = K for K up to K = 100K0. Figure 6(a) shows the
results of I1 for the 120 different instances of the random
coupling realizations in Hˆ0 with different system sizes
N , where the instance number is reordered so that I1
monotonically increases. Then, we find that I1 basically
increases with the system size N .
To capture a feature of this increase, we show in
Fig. 6(b) the ensemble-averaged I1, named Ia, and the
median of the ensemble-dependent I1, named Im, as a
function of N . We find in Fig. 6(b) that Ia > Im for all
the system sizes N . This is simply because I1’s around
instance #120 shown in Fig. 6(a) are especially large
compared to those for other instances. According to the
results in Fig. 4, Ia and Im do not seem to increase ex-
ponentially with N . Therefore, as shown in Fig. 6(b),
we fit Ia and Im with power law functions and find that
the exponent of N for Im is smaller than that for Ia.
This fitting also implies that the ground states of the
half of the instances (i.e., Hamiltonian with different ran-
dom coupling realizations) for the system size N can be
searched successfully with the number of iterations up
to only I1 ∼ O(N2.3). Having obtained the different ex-
7ponents, we speculate that the QI single search for the
Hamiltonian Hˆ0 with the random coupling realizations
around sample #120 is trapped in a local minimum since
we employ the single initial state |φ1 = 0〉 ≡ |00 · · ·0〉.
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FIG. 6. (Color online) (a) Instance dependence of the number
I1 of iterations required to search the ground state of the clas-
sical Hamiltonian Hˆ0 for 120 different instances of the random
coupling realizations with the system size N = 10, 12, · · · , 30
indicated in the figure. Note that the instance number is
ordered so that I1 monotonically increases for each N . (b)
Ensemble-averaged I1 (named Ia) and the median of the
ensemble-dependent I1 (named Im) as a function of the sys-
tem size N . The solid and dashed lines are power law fittings
of Im and Ia, respectively.
To confirm this assertion, we next explore the initial
state dependence of I1 by performing the QI multi search
with L = 120 for the Hamiltonian Hˆ0 of instance #120
in Fig. 6(a). Figure 7 shows the results of I1 as a func-
tion of the initial number for specifying the L = 120
different initial states that is ordered so that I1 increases
monotonically. We find that there are about 40 % of the
initial states for which the ground state can be searched
successfully by the QI search with only I1 < N . This
indicates that the multi search with L > 1 is an effective
strategy to avoid trapping local minima.
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FIG. 7. Initial state dependence of the number I1 of iter-
ations. The Hamiltonian Hˆ0 is selected for the random cou-
pling realization of instance # 120 in Fig. 6(a) with the system
size N = 30. The QI multi search method is employed with
L = 120 and the initial number for specifying the different
initial states is ordered so that I1 increases monotonically.
D. Search efficiency for low-energy states
Finally, we investigate the search efficiency of the QI
search for the low-energy excited states of the classical
Ising model described by the Hamiltonian Hˆ0 in Eq. (1).
Note that when we perform the QI single search for
obtaining the results shown in Fig. 4, K lowest-energy
states, in addition to the ground state, are also kept.
This is an advantage of the QI search algorithm pro-
posed in this study. Here, we focus on 120 lowest-energy
states and evaluate the ensemble-averaged success ra-
tio r, defined as (the number of states that are suc-
cessfully searched for a given random coupling realiza-
tion in Hˆ0)/120 (i.e., the number of lowest-energy states
that are aimed to search), which are averaged over the
120 different instances of the random coupling realiza-
tions in Hˆ0. Figure 8 shows the results obtained by the
QI single search with the parameters (L, φ1) = (1, 0),
I = K = aK0, and a ∈ {1, 2, 3, 10, 100} for the system
sizes N up to 30 sites. Surprisingly, the K dependence
of r is very similar to that of the success probability p1
for search the ground state shown in Fig. 4. This implies
that the QI single search algorithm shown in Algorithm 3
is highly scalable not only for the detection of the ground
state but also for the search of low-energy excited states.
Figure 9 shows the success ratio r versus the averaged
elapsed time t obtained by the QI single search method
with (L,K, I) = (1, aK0, aK0) and the QI multi search
method with (L,K, I) = (N, aK0, aN) for the system
size N = 30. Note that the overall computational com-
plexity for these two methods with these parameters is
both O(N5). We find in Fig. 9 that the success ratio r
for the QI multi search method with L = N is always
better than that for the QI single search method with
L = 1, assuming that the same averaged elapsed time t
is taken. For example, comparing the results with a = 2
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FIG. 8. (Color online) Success ratio r of the number of
low-energy states successfully detected among 120 lowest-
energy states for a given random coupling realization, which
are averaged over the 120 different instances of the ran-
dom coupling realizations in Hˆ0, with different system sizes
N = 16, 18, · · · , 30 indicated in the figure. The QI single
search is employed with the parameters (L, φ1) = (1, 0) and
I = K. The dotted lines are guide for the eye to highlight the
slow decay of the success ratio r with increasing N for each
K ∈ {K0, 2K0, 3K0, 10K0, 100K0} with K0 = N(N+1)/2+1.
for the QI single search method and r with a = 1 in the
QI multi search method, which cost comparable elapsed
time t ∼ 0.2 seconds, the error ǫ = 1− r of the search in
the latter is about 8.3 times smaller than that in the for-
mer. We should also emphasize that the QI multi search
method with I = N can search already about 99% of the
120 lowest-energy states and the success rate r becomes
even better with larger I. Thus, the QI multi search with
L > 1 can search not only the ground state but also the
low-energy states efficiently.
V. SUMMARY AND DISCUSSION
We have developed a quantum-inspired search algo-
rithm for searching low-energy states of the classical Ising
model described by the Hamiltonian Hˆ0 in Eq. (1) with
the random Ising interactions Jij and local magnetic
fields hi, to which the combinatorial optimization (NP)
problems can be mapped. An essential point of our algo-
rithm is to introduce infinitesimal quantum interactions
Hˆ1 as in the quantum annealing, and generate and trun-
cate direct product states inspired by the Krylov sub-
space method [20], a powerful method in the numerical
linear algebra to calculate the eigenstates of a matrix
with the smallest eigenvalues.
We have first investigated the low-energy properties of
the Hamiltonian Hˆ0 by using the brute-force numerical
search over all spin configurations for the system sizes up
to N = 30 sites. Taking the ensemble average over the re-
sults for the 120 instances of the random coupling realiza-
tions in Hˆ0, {Jij , hi} being uniformly distributed in the
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FIG. 9. (Color online) Success ratio r versus the averaged
elapsed time t for searching 120 lowest-energy states of Hˆ0
with the system size N = 30. r and t are averaged over the 120
different instances of the random coupling realizations in Hˆ0.
The QI single search method with (L,K, I) = (1, aK0, aK0)
(denoted by green circles) and the QI multi search method
with (L,K, I) = (N, aK0, aN) (denoted by red squares) are
employed. Here, a ∈ {1, 2, 3, 10, 100} and is indicated beside
each symbol.
range of [−1/2, 1/2], we have shown that the ensemble-
averaged ground state energy E1 scales as N
3/2 with the
system size N , which is in good agreement with the case
of the SK model, taking into account the fact that the
coupling Jij here is not scaled with N . We have also
shown that there exists a finite energy gap between the
ground state and the lowest excited state in the ther-
modynamic limit. Moreover, we have shown that the
number of low-energy states increases exponentially with
the excitation energy.
We have analyzed the performance of our QI search
algorithm for the Hamiltonian Hˆ0 with the same 120 in-
stances of the random coupling realizations used in the
brute-force numerical search. We have shown that the QI
multi search method (given in Algorithm 4) with L = N
random initial states can search the ground states suc-
cessfully for all the 120 instances of the random coupling
realizations with the system sizes up to N = 30 sites
only by I = N/2 iterations. In addition, we have shown
that 99% of the 120 lowest-energy states are successfully
searched within I = N iterations. The search accuracy is
improved monotonically with increasing the numberK of
states kept and the number I of iterations. We have also
shown that the QI search method is highly scalable with
the system size N for the search of the ground state as
well as the low-energy states. The overall computational
complexity of the QI search method is O(LINJ+1), and
the algorithm can be easily parallelized with respect to L,
thus compatible with the calculations for large systems
using supercomputers.
Note that, our algorithm uses the bit operations and
can easily treat the system sizes up to N = 64 by adopt-
ing 8-byte integers. However, the numerical cost for the
9brute-force search is very expensive when N > 30, as
it can be expected from Fig. 3. Therefore, to extend
the study for the system sizes up to N = 64 sites, the
MPI parallelization should be adopted, particularly for
the brute-force search. Furthermore, we can adopt multi-
byte integers or N -dimensional integer vectors to specify
classical states when N > 64.
It is interesting to explore the search efficiency of
the QI search considering as the infinitesimal quan-
tum Hamiltonian Hˆ1 only the transverse magnetic field
ǫ
∑
i σˆ
x
i with J = 1 for the system sizes up to N =
O(1000). The computational cost with J = 1 is only
O(N2) in each iteration, and thus it is comparable with
the simulated annealing. However, since the number of
classical states generated per an iteration is only O(N),
not O(N2) as in the case of J = 2 considered in this
study, we can naively expect that the state list is much
less updated in the QI search with J = 1, assuming that
the number K of states kept is the same. As a conse-
quence, the QI search with J = 1 may be easily trapped
in local minima. Furthermore, the number I of iterations
required to achieve the desired search accuracy may be
increased in principle. Nonetheless, it is worthwhile to
perform the QI search with J = 1 for the ground-state
search of the system size as large as O(1000) and compare
the results obtained by other numerical methods such as
the simulated annealing and the quantum annealing or
by quantum devices such as D-Wave 2000Q system [27].
This is left for a future study.
In the classical Ising Hamiltonian Hˆ0 in Eq. (1), the
total σˆz is a good quantum number. In order not to
break this symmetry, we could introduce as the infinites-
imal quantum interaction Hˆ1 the infinitesimal XX inter-
action ǫ
∑
i<j(σˆ
x
i σˆ
x
j + σˆ
y
i σˆ
y
j ) by replacing the spin flip
operations in Algorithm 1 with the spin exchange op-
erations, and search the ground state and low-energy
states for each sector of the total σz . Furthermore, the
classical Hamiltonian Hˆ0 considered in statistical physics
and condensed-matter physics often has the translational
and point group symmetries. We can also implement
these symmetry constraints in the QI search algorithm
by introducing a representative state for each sector with
different quantum numbers associated with the symme-
try [28], which is often used in the exact diagonalization
method.
The QI search algorithm proposed here is inspired by
the Krylov subspace method in that the infinitesimal
quantum interactions Hˆ1 is considered to generate clas-
sical products states and truncate some of those states
that have higher energies so that the fixed number of low-
est energy states is kept. As we have demonstrated, after
repeatedly applying this procedure, the ground state as
well as the low-energy states of the classical Ising Hamil-
tonian Hˆ0 is successfully obtained. A similar algorithm
might be applied to obtain the ground state of the quan-
tum Hamiltonian Hˆ = Hˆ0+Hˆ1, where Hˆ0 is the classical
Hamiltonian and Hˆ1 is the perturbatively small quantum
Hamiltonian. It is a legitimate approximation in terms
of perturbation theory to calculate the ground state by
diagonalizing the Hamiltonian Hˆ in the Hilbert space
spanned by the finite number of classical products states,
which are expanded by applying Hˆ1 and are then trun-
cated according to their weights contributing the approx-
imate ground state in the expanded Hilbert space.
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