Molecular communication via diffusion (MCvD) is a new field of communication where molecules are used to transfer information. One of the main challenges in MCvD is the intersymbol interference (ISI), which inhibits communication at high data rates. Furthermore, at nanoscale, energy efficiency becomes an essential problem. Before addressing these problems, a predetermined threshold for the received signal must be calculated to make a decision. In this paper, an analytical technique is proposed to determine the optimum threshold, whereas in the literature, these thresholds are calculated empirically. Since the main goal of this paper is to build an MCvD system suitable for operating at high data rates without sacrificing quality, new modulation and filtering techniques are proposed to decrease the effects of ISI and enhance energy efficiency. As a transmitter-based solution, a modulation technique, molecular transition shift keying (MTSK), is proposed in order to increase the data rate by suppressing ISI. Furthermore, for energy efficiency, a power adjustment technique that utilizes the residual molecules is proposed. Finally, as a receiver-based solution, a new energy efficient decision feedback filter (DFF) is proposed as a substitute for the conventional decoders in the literature. The error performance of DFF and MMSE equalizers are compared in terms of bit error rates, and it is concluded that DFF may be more advantageous when energy efficiency is concerned, due to its lower computational complexity.
I. INTRODUCTION
N ANOTECHNOLOGY enables miniaturization and fabrication of devices in a scale ranging from 1 to 100 nanometers. At this scale, a nano-machine can be considered as the most basic functional unit [1] . Nano-machines are tiny components consisting of an arranged set of molecules, which are able to perform very simple computation, sensing, and/or actuation tasks [2] . They can be interconnected to form a nanonetwork, in which they can coordinate, share, and fuse information. At such small dimensions, electromagnetic communication is challenging because of physical implementation constraints, such as the ratio of the antenna size to the wavelength of the electromagnetic signal [1] , [3] . Molecular communication is a new field of communication suitable for nanonetworks, where instead of electric currents or electromagnetic waves, patterns of molecules are used to transfer information from a source (transmitter) to a destination (receiver) [4] . In the literature, various molecular communication systems, such as molecular communication via diffusion (MCvD), calcium signaling, microtubules, pheromone signaling, and bacterium-based communication are proposed [5] , [6] . In this paper, methods for improving the communication quality for an MCvD system are investigated. A generic MCvD system includes five main processes: encoding, emission (transmission), propagation, absorption (reception), and decoding. Encoding is the process in which the transmitter encodes the information onto a physical property (e.g., number, type, etc.) of the messenger molecules. Emission is the process by which the transmitter releases the messenger molecules into the environment. In the propagation process, these molecules propagate through the environment following the physical characteristics of the channel. When some of these molecules arrive at the receiver (i.e., hit the receiver), they are sensed and absorbed by the receptors on the surface of the receiver, which is called the receiving process. Properties of these received molecules constitute the received signal and the received signal is decoded according to the encoding technique [4] .
In the literature, several techniques are proposed for the encoding process. Concentration shift keying (CSK) and molecule shift keying (MoSK) are the most commonly used modulation techniques for nanonetworks [7] - [9] where communication is realized via diffusion. In CSK, number of received messenger molecules is used as the amplitude of the signal. In the case of binary CSK (BCSK), the receiver decodes the intended symbol as a bit-1 if the number of messenger molecules arriving at the receiver during a symbol duration 2332-7804 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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exceeds a pre-determined threshold, and as a bit-0, otherwise. Binary MoSK (BMoSK), on the other hand, utilizes the emission of two different types of messenger molecules, where the transmitter releases the appropriate type of molecule based on the current symbol. The receiver then decodes the intended symbol based on the type and number of the molecules received during a time slot [10] . Problems that occur in an MCvD system can be grouped into two categories. The first category involves the problems caused by the random movements of the messenger molecules, i.e., diffusion. The random movement of the messenger molecules limits the amount of deterministic information about the received signal, therefore aggravates the decoding process. Notice that BCSK generally utilizes a pre-determined threshold at the receiver to make a decision for the received signal. In the literature, these threshold values are usually calculated empirically as follows: after the information transmission is over, the receiver calculates the bit error rate for various detection threshold values and chooses the optimal threshold that minimizes this error rate [10] , [11] . This procedure requires the receiver to know the transmitted signal, which makes the communication process itself redundant. Another approach may be sending a long sequence of pilot symbols before the information transmission and calculate the optimal threshold empirically as described above. Problem with this approach arises due to the high sensitivity of the optimal threshold values both to the order and the value of the transmitted symbols. In order to have a sufficient representation of the system, one also has to send these pilot symbols repetitively, so that a comprehensive understanding of the system behavior can be obtained. Additionally, optimal threshold values are also sensitive to system parameters, i.e., if one of the system parameters, such as the diffusion coefficient, transmitter -receiver distance, etc. changes slightly, this exhaustive procedure must be repeated. Although there is one attempt in the recent literature [12] to calculate the optimal threshold analytically, proposed calculations consider only the effect of one previous symbol, which is not sufficient for a diffusion channel at high data rates. As a result, more advanced problems of an MCvD system can not be properly addressed before solving the optimal thresholding problem. In this paper, an analytical technique to determine the optimum threshold value prior to information transmission is proposed, which is the first main contribution of this paper.
Another problem caused by diffusion is the inter symbol interference (ISI). Due to the nature of diffusion, some of the messenger molecules may fail to arrive at the receiver in their intended time slots and interfere with the messenger molecules of subsequent transmissions, causing ISI. One of the possible solutions to reduce the amount of ISI at the receiver is to keep the symbol duration as long as possible and, thus, allow the messenger molecules a longer time to reach their destinations. This effectively reduces the number of residual molecules left in the channel. On the other hand, increasing the symbol duration also decreases the data rate, which is already low compared to electromagnetic and optic channels due to the nature of diffusion.
The second category of problems arises due to the extremely small size of the nano scaled devices. Energy efficiency becomes a major constraint at nano scale [11] by limiting both the processing power of the communicating devices and their capacity to produce messenger molecules. Therefore, two different approaches can be considered for dealing with the energy efficiency problem in an MCvD system. First approach is to reduce the signal power, i.e., number of released molecules, as much as possible. The second approach is to reduce the power expended by a nano-machine during the encoding/decoding processes, which requires the design of filters or equalizers with minimal computational complexity. Both of these approaches would decrease the power consumption, while increasing the bit error rate. As a result, a trade off is observed between the data rate, energy efficiency, and communication quality.
The main goal of this paper is to propose new techniques applicable at both transmitter and receiver sides, which can be chosen and implemented depending on the physical constraints of the nano machines. Proposed techniques are aimed to improve the overall communication quality to achieve arbitrarily low error rates at shorter symbol durations, hence increasing the data rate, while considering the energy constraints. For the transmitter side, we propose a new modulation technique, molecular transition shift keying (MTSK), which is an energy efficient modulation technique designed to reduce the effects of ISI for a single-transmitter single-receiver communication system. To enhance the energy efficiency, a power adjustment technique that utilizes the residual molecules in the channel is also proposed. At the receiver side, we propose a decision feedback filter for the decoding process, which has a lower computational complexity compared to a minimum mean squared error or decision feedback equalizer. Apart from the optimal threshold calculation, modulation and filtering techniques proposed in this paper are potential solutions for MCvD systems under different constraints.
The remainder of this paper is organized as follows: Section II reviews the characteristics of the diffusion process, modulation techniques in the literature, and the ISI problem. The proposed analytical technique to determine the optimum threshold value for a nano communication system is presented in Section III. Section IV introduces the transmitter based ISI mitigation techniques, which include the proposed modulation technique, MTSK, and the power adjustment method applied to different modulation techniques. Receiver based ISI mitigation techniques that include the proposed decision feedback filter (DFF) and the MMSE equalizer are given in Section V. Section VI concludes the paper.
II. MOLECULAR COMMUNICATION VIA DIFFUSION AND ISI
The communication model used in this paper is depicted in Figure 1 . Messenger molecules are used as information carriers between a point source and a spherical receiver with absorbing receptors. The point source is located at a distance r 0 from the center of the receiver. The point source and the spherical receiver both reside in a fluid propagation medium, which is an unbounded 3-dimensional (3-D) environment. After the information is modulated onto some physical property of the messenger molecules, these molecules are released to the medium, where they diffuse according to Brownian motion and arrive at the receiver. To receive the molecules (i.e. the signal), the spherical receiver with radius r r , uses receptors placed on its surface.
The messenger molecules are the information particles for an MCvD system. At this scale, random movement/diffusion of particles through the fluid is modeled by Brownian motion. The motion is governed by the combined forces applied to a messenger molecule by the molecules of the fluid due to thermal energy. Brownian motion is described by the Wiener process, which is a continuous-time stochastic process.
For simulating the Brownian motion in an n-dimensional space, time is divided into 1 ms long steps for a variety of symbol durations at the order of 100 ms, and at each time step, random movement is applied to each dimension as r t+ t = r t + r . The total displacement of a molecule ( r ) in one time step ( t) can be found as r = ( x 1 , . . . , x n ), where x i is the displacement of a molecule in the i th dimension. Movement in each dimension for a given time step is modeled independently and follows a Gaussian distribution, i.e., x i ∼ N(0, 2D t) ∀i ∈ {1, . . . , n}, where N(µ, σ 2 ) denotes the Gaussian distribution with mean µ and variance σ 2 . Molecules propagate in the environment according to these dynamics. As conventionally done in the literature, our model assumes that the molecules are dilute enough for the frequency of collisions to be insignificant, and therefore, ignores the collisions between the messenger molecules [13] , [14] . Molecules within the receiver volume at the end of each time step is assumed to be absorbed. This model utilizing the Brownian motion is used for Monte Carlo simulations.
A. Absorption Rate of a Perfectly Absorbing Spherical Receiver
Fraction of molecules hitting a perfectly absorbing spherical receiver located at (0, 0, 0) has been recently derived in [15] by solving the Fick's diffusion equation with relevant initial and boundary conditions and describing the absorbing process. The initial condition is defined as [15, Eq. (3.61 
where p(r, t|r 0 ) is the molecule distribution function at time t, and r is the distance of molecules from their initial position 
which reflects the assumption that the distribution of the molecules vanishes at distances far greater than r 0 . The second boundary condition is [15, Eq. (3.64)]
where D, r r and w denote the diffusion coefficient, radius of the receiver and the rate of reaction, respectively. When the rate of reaction approaches infinity, it corresponds to the boundary condition in which every collision leads to an absorption. In other words, receiver is completely covered with receptors and all receptors are perfectly absorbing. Solving (3) for w → ∞ with the given boundary and initial conditions yields [15, Eq. 
Using (4), the hitting rate of molecules is also calculated in [15, Eq. (3. 108)] as
which is illustrated in Figure 2 for r r = 5 µm, r 0 = 10 µm, and D = 79.4 µm 2 /s 1 . Note that f hit (t) = molecule ratio/second, which corresponds to the fraction of released molecules that hits the receiver per unit time. Furthermore, integrating f hit (t), fraction of molecules absorbed by the receiver until time t, F hit (t), can be obtained as [15, Eq. (3.116) ] Time dependent formulation for the fraction of molecules absorbed by the receiver is an important formulation in the nanonetworking domain, since (5) and (6) describe the response of the diffusion channel completely.
B. Modulation and Demodulation Techniques
BCSK and BMoSK are the two most common modulation techniques for MCvD. In BCSK, number of the received messenger molecules is used as the amplitude of the signal. The receiver decodes the intended symbol as a bit-1 if the number of messenger molecules arriving at the receiver during a time slot exceeds a pre-determined threshold, and as a bit-0, otherwise. To represent different values of symbols, the transmitter releases different number of molecules for each value the symbol can represent, e.g., the transmitter releases n 0 molecules for a bit-0, whereas it releases n 1 molecules for a bit-1 [10] . As mentioned earlier, in the literature, the threshold is typically empirically chosen by using a long sequence of pilot symbols. BMoSK, on the other hand, utilizes the emission of two different types of messenger molecules to represent information. The transmitter releases a constant number of type-A or type-B molecules for the current symbol values of bit-0 and bit-1, respectively. The receiver then decodes the intended symbol based on the type and the number of the molecules received during a time slot [10] . Unlike CSK, decoding of a MoSK-encoded binary sequence does not necessarily require a threshold value. The receiver can make a decision simply by comparing the received number of molecules of both molecule types and determining which one is larger.
The MCvD system using BCSK can be adversely affected from ISI, caused by the residual molecules from the previous symbols [10] . By using (5), the hitting rates for a BCSKencoded binary message sequence of {1, 1, 0, 1, 0, 1, 1} are calculated, and effects of ISI on each time slot are illustrated in Figure 3a .
Similar to the BCSK, the residual molecules from the previous symbols also cause ISI when BMoSK is used. BMoSK is less susceptible to ISI effects than the BCSK technique [10] . However, BMoSK requires the synthesis of two types of molecules rather than one, and number of molecules released from transmitter almost doubles, since bit-0s are also encoded with constant number of molecules. Effects of ISI for BMoSK is illustrated in Figure 3b , where the same binary message sequence of {1, 1, 0, 1, 0, 1, 1} is used.
In conclusion, both modulation techniques are inefficient in terms of energy efficiency and ISI mitigation when molecular communication at high data rates is considered. Additionally, there is no technique in the literature besides the empirical one to calculate the threshold value for a BCSK encoded sequence.
III. ISI THRESHOLD COMPUTATION TECHNIQUE
In the literature, the optimal threshold is usually assumed to be calculated after the information transmission is over, which requires the receiver to know the transmitted signal, and makes the communication process itself redundant. The error rates obtained after such thresholding would provide a lower bound for the bit error rates, rather than a realistic result. There are also different approaches in the literature on the design of an optimal receiver for a BCSK [16] , [17] , or BMoSK encoded sequence [18] , which are elegant solutions but too complex in terms of computation for a nanomachine implementation. As an alternative, another approach may be transmitting a sufficiently long sequence of pilot symbols before the information transmission in order to obtain a comprehensive model of the system behavior. The problem with this approach arises due to the high sensitivity of the optimal threshold values both to the order and the value of the transmitted symbols. Therefore, one also has to retransmit these pilot symbols frequently to obtain a reliable model of the channel behavior. Additionally, the optimal threshold values are also sensitive to system parameters, meaning that if one of the system parameters, such as diffusion coefficient, transmitter -receiver distance, etc., changes slightly, this exhaustive procedure must be repeated. This is the main motivation for developing an analytical approach to calculate the optimal threshold. By using F hit (t) given in (6), probability of a single molecule to hit the receiver in a given time slot can be calculated. Let p k denote the hitting probabilities, where p 1 is the hitting probability in the current symbol duration and p k for k ≥ 2 denote the hitting probabilities in the consecutive symbol durations. Hitting probabilities p k for k = 1, 2, . . . for a given system model can be calculated using
where t s denotes the symbol duration.
Hitting probabilities are sufficient to describe the characteristics of the diffusion channel completely, which implies that the choice of symbol duration has a great significance in determination of the channel response. In terms of ISI mitigation, it is desirable to have p 1 to be the largest in magnitude compared to p k for k > 1. Therefore, t s should be chosen such that hitting probabilities are in descending order (
. . , b n } denote the binary message sequence of length n, and let b i and M i denote the message symbols and number of molecules sent from the transmitter in the ith time slot for i = 1, 2, . . . , n, respectively. For simplicity, assume BCSK, where the number of molecules to be transmitted is M i = M for b i = 1, and M i = 0 for b i = 0.
The number of received molecules at the receiver for a given time slot can be modeled as a Gaussian random variable [4] . Let C i denote the number of received molecules at the receiver in the ith time slot due to the transmission of b i . The probability model for C i can be defined [4] as
where BE(·), N(·, ·), P[b i = 1], and P[b i = 0] denote the Bernoulli distribution, Gaussian distribution, probability of occurrence for bit-1 and probability of occurrence for bit-0 in the message sequence, respectively. Due to ISI, the expected number of molecules arriving at the receiver in the ith time slot can be given as
which is the mean of the Gaussian distributed molecule count at the receiver. The variance of C i is similarly given by
It should be noted that (10) and (11) do not include any randomness except for the one due to the diffusion process. This model can be extended by the addition of a zero-mean white Gaussian noise with a constant variance σ 2 c , which may represent the counting noise at the receiver, or noise due to the molecule reactions in the environment, etc. Since the sum of two independent Gaussian random variables is again a Gaussian random variable, with its mean being the sum of the two means, and its variance being the sum of the two variances, the variance of C i becomes
Equations (10) and (11) indicate that the parameters of the Gaussian distribution change for each symbol, which means that each and every symbol requires its own optimal threshold. To begin with, let us focus on finding the optimal threshold γ * {i} for the detection of b i in b n such that
whereb i denotes the estimate of b i . Note that in the case of C i = γ * {i} , the receiver can be preset to decide for a bit-0 or bit-1, or choose one of them randomly. We can treat this case as a traditional binary detection problem in an AWGN channel and use maximum a posteriori probability (MAP) decision rule, given as
where p(·) denotes the probability density function of the Gaussian distributed C i . Note that calculation of γ * {i} requires information about the sequence history b i−1 . In case of a memoryless decoder, when the first (i − 1) bits, which are crucial for (10) and (11), are unknown, all possible combinations (candidates) for b i−1 must be considered, which yields 2 i−1 candidate means, variances, and optimal thresholds. Each b i−1 candidate also has its own probability,
[i]} denote a candidate sequence for b i , i.e., a possible binary sequence combination of length i, and γ * {i, j} denote its corresponding optimal threshold value. In this notation, l denotes whether the candidate sequence is conditioned on b i = 0 or b i = 1, and j is equal to the decimal value of reverse ordered d
where d
. For example, for a bit sequence of length n = 3, there are 2 3 = 8 possible candidate sequences, which are visualized as a binary tree given in Figure 4 . One of the candidates is d {3,1} 0 , which corresponds to the bit sequence of length three, conditioned on bit-0, and with decimal value 1 for the reverse ordered history; which can only be the sequence {1 0 0}. Calculating j allows for the enumeration of candidates with respect to the amount of ISI they induce, since the latter symbols contribute more to the ISI than the former ones.
By conditioning each candidate on bit-1 and bit-0, the optimal threshold γ * {i, j} can be found for siblings {d {i, j} (14) and (13) explicitly, which yields
resulting in the quadratic equation
where,
This equation can be solved analytically considering the positive root γ * {i} = −b+ √ 2a , where = b 2 − 4ac. To find the optimal threshold γ * {i} that minimizes the overall probability of error in the detection of b i considering all candidate sequences, the minimizing function can be written as
which is equal to the sum of error probabilities for a given threshold γ . To minimize J i (γ ), derivative with respect to γ can be set to zero as
which yields
For i > 2, (24) becomes a hard problem to solve analytically due to the combinatorial nature of the equation, so numerical methods are used instead. γ * {i} can be efficiently computed using two fundamental observations. The first observation makes use of (10), (11) , and the fact that t s is chosen such that hitting probabilities are in an descending order, i.e., p i > p j for i < j. We can then sort the distribution parameters as
Consequently, optimal thresholds can also be sorted as γ * {i,1} < γ * {i,2} < · · · < γ * {i,2 i−1 −1} . Being able to sort these optimal thresholds provides us with an upper bound γ * {i,2 i−1 −1} , since the optimal threshold considering all candidates cannot be greater than the optimal threshold considering only the siblings {d The second observation is that, as n increases, due to the accumulating molecules in the diffusion channel, the optimal threshold also increases monotonically, i.e., γ * {i−1} < γ * {i} . In conclusion, the lower and upper bounds for γ * {i} can be written as γ * {i−1} < γ * {i} < γ * {2 i−1 −1} . These bounds allow for the search of γ * {i} by employing a fixed point iteration. Such an iterative algorithm is given in Algorithm 1, where τ and ζ denote the step size and stopping parameter of the algorithm, respectively. The first 25 threshold values computed using Algorithm 1 are shown in Figure 5 . The step size τ is initialized to M/100, since the threshold value will be proportional to the number of molecules transmitted for b i = 1. Additionally, a proper choice for ζ would be 1, since the algorithm is searching a value which has the unit of molecules. Although the calculations are conducted using ζ = 10 −4 in the manuscript, on a practical level, having an integer threshold value would be more meaningful, since the number of received molecules will be an integer as well.
Example 1: Consider a BCSK modulated random binary sequence, where P[b i = 0] = P[b i = 1] = 0.5, ∀i. To calculate the optimal threshold γ * {2} , the distribution parameters must be calculated by using (10) and (11) . Candidate sequences and their corresponding parameters are given in Table I .
To calculate γ * {2} , (10) and (11) must be used, which means that information of the first two hitting probabilities are required. Let us define a parameter set, denoted by P, where r r = 5 µm, r 0 = 10 µm, σ 2 c = 1, molecules similar to insulin hormone are used as information carriers, and the channel is filled with a liquid which results in a diffusion coefficient of 79.4 µm 2 /s [11] . This parameter set will be used for all the latter simulations and examples in this paper. For this example, in addition to the set of parameters P, the symbol duration is chosen as t s = 200ms, and M = 100 molecules are used as messenger molecules on each symbol duration.
According to (16) if j = 2 i−1 − 1 then 6:
Compute optimal threshold γ * {i,2 i−1 −1} 7:
end if 9: end for 10: Set step size τ = M/100 11: γ = γ * {i−1} : τ : γ max 12: While τ > ζ do 13: Calculate the sum of likelihoods 
Equations (26) and (27) can be solved analytically, and more importantly, as i increases, calculating γ * {i, j} for j = {0, 1, . . . , 2 i−1 − 1} requires solving 2 i−1 separate equations, which are individually analytically solvable. On the other hand, γ * {2} in (28) is hard to solve for analytically, and becomes harder due to the combinatorial nature of (24) as i increases, hence requires the use of Algorithm 1.
Distribution of candidate sequences and threshold values for this example are plotted in Figure 6 . These results can be interpreted as follows. If the receiver is memoryless, it has to consider all possible candidate sequences in order to make a decision for b 2 . In this case, γ * {2} must be used, meaning that any number of molecules below approximately 13 molecules yields a decision ofb 2 = 0. On the other hand, if the receiver stores information aboutb 1 , depending on the binary value of b 1 , either γ * {2,0} or γ * {2,1} can be used.
A. Linear Regression
Computing the optimal threshold for b i requires computation of the distribution parameters for all candidates, which means that the number of operations increases with powers of 2 as i increases. However, in the case of a continuous transmission, the optimal threshold must be calculated for very long sequences of bits, i.e., as i → ∞. In order to predict γ * {i} for large values of i, common transforms are applied to i values, in the form of [19, Eq. (10.8) ]
where α 0 , α 1 ∈ R, and 0 < β < 1. This transformation enables to use linear regression techniques more effectively with nonlinear data given in Figure 5 . As seen in Figure 7 , there is a The motivation of using a function of this from can be justified based on two facts. First, note that hitting probabilities have a cumulative effect on both distribution parameters, as seen in (10) and (11) . As i increases, the marginal effect of hitting probabilities will decrease, indicating that there should be a limit value as i goes to infinity. Physical interpretation of this is as follows: since the channel is assumed to be free of molecules before the transmission begins, the optimal threshold value will increase in the early stages of the transmission. As transmission continues, due to the accumulation of the molecules in the diffusion channel, number of molecules in the channel will go into saturation and the optimal threshold value will converge to a constant.
To verify the reliability of the linear regression outputs, 1000 random binary messages, consisting of 100 equally likely bits, are generated, and the empirical thresholds for each i are calculated such that the error rate for each b i is minimized by considering all the 1000 realizations at the same time. This is repeated for 500 times, and the results are presented in Figure 8 . As can be seen from the figure, linear regression outputs follow the mean of the empirically chosen thresholds, which verifies the performance of the linear regression and Algorithm 1.
It should be noted that β, α 0 , and α 1 in (29) are dependent on both M and hitting probabilities p k , since the mean and variance of the molecule counts at the receiver are also dependent on them, as given in (10) and (12) . Furthermore, hitting probabilities are determined by both the symbol duration t s and the environmental parameters such as diffusion coefficient, receiver radius, etc. As a result, if one of these parameters change, β, α 0 , and α 1 must be calculated accordingly.
Since it is possible to compute γ * {i} , ∀i, and lim i→inf γ * {i} = α 0 , different strategies can be used for thresholding. A realistic scenario could be as follows: receiver senses the hitting probabilities first. Using these hitting probabilities and Algorithm 1, it can calculate the first n optimal thresholds and then apply the linear regression given in (29) for a range of values for β to arrive at the optimal set of {β, α 0 , α 1 }, which minimizes the root mean squared error (RMSE) between the data points and the linear regression outputs. Note that the accuracy will depend on the number of thresholds calculated in the first step. After obtaining the values for β, α 0 , and α 1 , the receiver can then implement one of the following strategies:
• Strategy 1: Since optimal threshold values converge to a constant (lim i→∞ γ * {i} = α 0 ), the receiver decodes each b i independent of i using α 0 as the threshold. • Strategy 2: Receiver decodes each b i depending on i, i.e., it calculates γ * {i} for each i, using α 1 and α 0 . Note that, in case of a change in system parameters, the receiver can re-calculate β, α 0 , and α 1 , which is much more efficient than utilizing a long sequence of pilot symbols each time there is a slight change in the environment.
A performance comparison between the proposed strategies and the empirically computed thresholds is given in Figure 9 . Binary sequences of length 10 5 were used in the simulations and 100 iterations were realized to take an average. RMSE of the linear regression outputs are calculated for each M and t s to find the optimal β values. Empirical thresholds were calculated by trying various number of threshold values and minimizing the Hamming distance d H (b n , b n ) after gathering all the information about molecule counts at the receiver, which means that they provide a lower bound to the bit error rate. Thresholding strategy 2 performs slightly better compared to strategy 1, as expected, since it adjusts the threshold value for every i. As the symbol duration increases, the lower bound for bit error rate decreases, hence the gap between the proposed strategies and the lower bound increases. As a result, both strategies provide a solution for the thresholding problem with noteworthy error rate results, which was not addressed in a comprehensive manner in the literature.
IV. TRANSMITTER-BASED ISI MITIGATION
In this section, two transmitter-based ISI mitigation techniques are proposed. The first technique is the molecular transition shift keying (MTSK), which is an energy efficient modulation technique that aims to decrease the detrimental effects of the ISI by utilizing two different molecule types. Second technique employs a power adjustment strategy by utilizing the residual molecules from the previous symbols, which is applicable for BCSK, BMoSK, and MTSK.
A. Molecular Transition Shift Keying
In case of continuous transmission, the first bit-0 after a large number of consecutive bit-1s becomes hard to detect due to the ISI caused by the accumulated molecules in the channel. b 5 = {1, 1, 1, 1, 0} can be given as an example for such a case. It is hard for the decoder to detect b 5 due to the ISI caused by b 4 . This is the main motivation for MTSK, which aims to distinguish whether the number of received molecules C i in the ith time slot is induced by the ISI due to b i−1 , or a b i being a 1, by decreasing the amount of ISI due to the residual molecules that belong to previous symbols.
As discussed in Section II, a proper choice of symbol duration allows us to sort the hitting probabilities in a descending order, such as p 1 > p 2 > p 3 > · · · . The amount of decay between consecutive hitting probabilities also decreases decreasingly, which implies that most of the residual molecules that lead to ISI belong to the time slot immediately preceding the current one, and depends on the magnitude of p 2 . Residual molecules from two or more previous time slots which are related to the magnitude of p i for i ≥ 3 have less significance. To visually illustrate this behavior, the hitting probabilities p k for k = 1, 2, . . . , 10 are given in Figure 10 .
MTSK can be explained as follows. The bit-0s are encoded by the absence of the messenger molecules, and bit-1s are encoded by using two different types of molecules, denoted as type-A and type-B, of constant number of molecules, M, where the choice of the molecule type depends on the value of the following symbol in the message sequence. For the sake of simplicity, we assume that both molecule types have the same diffusion coefficient. type-A or type-B molecules are released for the next symbol values of bit-0 and bit-1, respectively. In case of CSK, bit-1s are encoded by emitting only type-A (or only type-B) molecules, which causes high amounts of ISI observed by bit-0s due to the accumulation of the same type of molecules in the channel. On the other hand, in case of MTSK, emitting type-B instead of type-A molecules before each bit-0 reduces the ISI induced by type-A molecules on each bit-0. Similarly, since type-B molecules are only emitted before a bit-0, their accumulation in the channel is less than the case where CSK is employed by emitting only type-B molecules. As a result, ISI observed by each bit-0 is decreased compared to the case where CSK is employed. An example sequence is given in Figure 11 , where the modulated sequence is delayed for one symbol duration to obtain a causal representation, and m n = {m 1 , m 2 , . . . , m n } represents the molecule types of the modulated message sequence that will be transmitted through the diffusion channel, where absence of messenger molecules is denoted with an "×". This causal system can now be represented by the first-order Markov chain whose state transition diagram is given in Figure 12 .
Since there are two types of molecules to be sensed in an MTSK modulated signal, a decision should be made based upon the information they jointly possess. Consequently, decoding an MTSK modulated signal requires an optimal choice of decision threshold for both molecule types. Since the receiver is assumed to detect both molecule types independently, b n can be treated as two different messages; one modulated by using type-A and the other using type-B molecules, denoted as b n (A) and b n (B), respectively. b n (A) and b n (B) are illustrated in Figure 13 for the same b 16 in Figure 11 . Splitting b n into b n (A) and b n (B) allows us to find optimal thresholds for each sequence, which are denoted by γ * {n} A and γ * {n} B , respectively. Let P A [b i = 1] and P B [b i = 1] denote the probability of occurrence for 1 in b n (A) and b n (B), respectively. As given in (8) , b n (A) and b n (B) can also be approximated as n independent Bernoulli trials with probabilities of success P A [b i = 1] and P B [b i = 1], respectively. Considering that each bit-1 run of length r ≥ 1 in b n contains exactly one bit encoded by molecule type-B, P B [b i = 1] and P A [b i = 1] can be calculated as can therefore be determined by employing Algorithm 1 using the probabilities in (30) and (31), respectively.
Let C i (A) and C i (B) denote the number of received type-A and type-B molecules at the receiver due to the transmission of b i (A) and b i (B) , respectively. Decision rule for each molecule type can be given as
whereb i (A) andb i (B) denote the estimation of b i (A) and b i (B), respectively. To decide for a bit-0, bothb i (A) = 0 and b i (B) = 0 must be satisfied. On the other hand, if at least one of the number of received molecules exceeds its corresponding threshold regardless of its molecule type, the decoder decides for a bit-1. Consequently, the decision rule for an MTSK encoded binary sequence can be given aŝ
(32) To compare the error performance of the BCSK, BMoSK, and MTSK, probability of an erroneous decision for b 3 will be used, since ISI observed by b 3 due to previous bits being bit-1 makes it harder to decode.
Calculating hitting probabilities for these parameters yields { p 1 , p 2 } = {0.1875, 0.0777}. Using these probabilities, the parameters with their corresponding sequences and threshold values (calculated via Algorithm 1) are given in Table II . Additionally, the decision rule for the BMoSK encoded sequences does not employ a threshold value and it can be expressed as
since bit-1 is encoded by molecule type-A and bit-0 is encoded by molecule type-B. Let P BCSK e (b i ), P BMoSK e (b i ), and P MTSK e (b i ) denote the probabilities of error in the detection of b i for BCSK, BMoSK, and MTSK modulated messages, respectively. These probabilities can be calculated as 
As a result, P BCSK 3 ). Note that even though there are only two bit-1s before b 3 , differences between error probabilities are noteworthy.
In order to compare the error performance of BCSK, BMoSK, and MTSK, average signal power per symbol for these techniques must be defined. For BCSK, where M i = 0 for b i = 0, and M i = M for b i = 1, average power per symbol can be defined asP = M P[b i = 1]. This is also valid for MTSK, since bit-1s are encoded with a constant number of M molecules, and bit-0s are encoded by the absence of molecules, independent of the molecule type. On the other hand, since BMoSK utilizes M number of molecules for both bit-0 and bit-1, average signal power of BMoSK will be equal to M. Error performance of the BCSK, BMoSK, and MTSK modulation techniques are compared via Monte Carlo simulations, and the resulting BER curves are given in Figure 14 . Binary sequences of length 1000 were used, 10 4 realizations were performed, and threshold values computed via Algorithm 1 are employed in the simulations. As seen in Figure 14 , error rates are significantly decreased when MTSK is employed. By comparison with CSK, employing MTSK increases the system complexity, since it utilizes two different types of molecules instead of one. On the other hand, if utilization of two different molecule types is allowed, one can easily prefer MTSK over BMoSK, since the improvement in the communication quality is very significant. Furthermore, although both BMoSK and MTSK utilize two different types of molecules, employing BMoSK requires the transmitter to release molecules for both bit-0 and bit-1, whereas employing MTSK requires the release of molecules only for a bit-1. Thus, MTSK has an energy advantage.
B. Power Adjustment
Effects of ISI can both be beneficial (constructive interference) and harmful (destructive interference) to the symbol in question. In BCSK, BMoSK, and MTSK, residual molecules become a source of destructive interference when the intended symbol is a bit-0. On the other hand, they may actually be beneficial for consecutive bit-1s in a sequence and may be used to support the messenger molecules that will be emitted in the next time slots. With this motivation, BCSK, BMoSK, and MTSK were modified to utilize the residual molecules from the previous symbols, and modified versions are denoted by BCSK-PA, BMoSK-PA, and MTSK-PA, where PA stands for power adjustment. A similar approach on utilizing residual molecules in terms of symbol duration adjustments can be found in [20] . Briefly, in [20] , authors propose a dynamic structure at the receiver side, where they dynamically lengthen the symbol duration as the number of accumulated molecules increase in the channel. This helps to prevent ISI.
Recall that, in case of a BCSK modulated signal, M i = 0 for b i = 0 and M i = M for b i = 1. Since BCSK-PA intends to adjust the signal power considering the effects of constructive ISI, in case of a BCSK-PA modulated signal, value of M will be adjusted depending on the number of residual molecules in the channel.
Let E[M R EC ] denote the expected value of the received number of molecules at the receiver by sending M number of molecules for the first bit-1 in b i . Since M i = 0 for b i = 0, bit-0s before the first bit-1 in b i will not effect the number of molecules accumulated in the channel. Relationship between E[M R EC ] and M is given as
For correct transmission, the threshold at the receiver side should be chosen so that E[M R EC ] number of molecules leads to a symbol decision of bit-1. For a sequence containing consecutive bit-1s, sending the same amount of molecules for each symbol increases the cumulative number of received molecules at the receiver side, exceeding E[M R EC ]. This will also cause more molecules to accumulate in the channel and become a source of ISI for the following bit-0s. On the other hand, for the second and latter symbols, by sending a smaller number of molecules and making use of the residual ones from the previous time slots, E[M R EC ] can still be received and the intended symbol can be decoded correctly. This guarantees the accumulation of fewer molecules in the channel, which, in turn, reduces the amount of ISI for the following symbols. Number of molecules required to maintain E[M R EC ] number of molecules at the receiver after the transmission of the first bit-1 can be calculated as
where E[M R i ] denotes the expected value of the residual molecules accumulated in the channel due to the transmission of b i−1 . Since the channel is assumed to be free of messenger molecules before the transmission begins, E[M R i ] can be calculated as
Continuously calculating the effects of a large number of symbols from previous time slots is impractical. It is also possible to adjust M i by using a finite memory of length K , and rewrite (36) as
In order to apply power adjustment to BMoSK and MTSK modulated signals, expected value of the number of residual molecules must be calculated for both types of molecules, which are denoted by (B) ] separately. The power adjustment technique aims to maintain a constant number of received molecules for a bit-1, but by doing so, number of received molecules for a bit-0 fluctuates depending on K , and distorts the monotonically increasing behavior of optimal threshold values. Consequently, γ * (i) cannot be calculated for large i, and empirically found threshold values are used in the simulations.
Error performance of the BCSK-PA, BMoSK-PA, and MTSK-PA were compared via Monte Carlo simulations and BER curves for K = 2 and K = 4 are given in Figure 15 and 16, respectively. 15000 realizations were performed in order to obtain an average, and average power P is calculated by averaging the number of molecules used per realization for each modulation. Note that employing power adjustment decreases the error rates for all modulation techniques significantly, compared to the Figure 14 , where there is no power adjustment employed. Since MTSK was also proposed to mitigate ISI, the marginal effect of MTSK decreases when it's combined with the power adjustment technique. As a result, when power adjustment is employed, error rates for MTSK-PA and BMoSK-PA differ slightly. Furthermore, since the effect of K previous bits are considered, as K increases, improvement in the communication quality also increases. On the other hand, increasing K introduces more memory to the system, which results in a trade off between memory length and communication quality.
V. RECEIVER-BASED ISI MITIGATION
In this section, we consider a new type of decision-feedback filter for a BCSK-encoded sequence with a lower computational complexity than the MMSE equalizer proposed in [21] . Unlike the additive Gaussian noise, the variance of C i is signal dependent, and equalizer tap coefficients must be updated for each sample based on previously detected bits with a feedback mechanism [21] . Each update requires solving the set of equations given in [21, Eq. (30)], which implies that the computational complexity of the equalizer increases as the number of equalizer taps increases. On the other hand, DFF introduced in this section has a computational complexity independent of the number of filter taps, but requires a larger number of memory elements in order to achieve the same BER with the MMSE filter. Additionally, another approach for detection with low computational complexity can be found in [22] , which decreases the expected ISI from each observation before comparing with a threshold, rather than adjusting the threshold itself as in proposed DFF. Likewise, an ISI cancellation technique that utilizes decision feedback for compensating the effect of one previously demodulated symbol can be found in [23] .
As mentioned in Section III, the number of candidate sequences d can be calculated using (10) and (12), and these parameters can be used to calculate γ * {i, j} via solving the quadratic equation given in (18) . Consequently, by storing previously estimated bits at the receiver, γ * {i, j} for each i can be calculated in a signal dependent manner, assuming that the decisions are correct.
In case of continuous transmission, storingb i−1 for each i requires infinite memory, and is hence impractical. Rewriting distribution parameters for a finite memory receiver yields where S denotes the length of the receiver memory. Block diagram of this DFF is given in Figure 17 . Note that the use of erroneously detectedb i−1 may cause error propagation, which may decrease the performance of the DFF. Error performance of DFF and the MMSE equalizer proposed in [21] are compared via Monte Carlo simulations and bit error rates with respect to memory lengths are given in Figure 18 . BCSK modulation is employed for binary messages of length 1000 bits, and 500 realizations were performed in order to obtain an average. As seen in Figure 18 , in order for the DFF and the MMSE equalizer to perform at a bit error rate of around 10 −3 , DFF must have S = 35, whereas S = 13 is sufficient for MMSE equalizer. However, if the computation of the distribution parameters are ignored, computational complexity of MMSE equalizer is at the order of O(S 3 ), whereas computational complexity of DFF is equal to O(S), since it only requires solving the quadratic equation given in (18) . Note that variance of the received molecule counts depends on the transmitted message as given in (11) , hence restricts the application of classical equalization methods.
VI. CONCLUSIONS
In this paper, transmitter and receiver-side energy efficient ISI mitigation techniques were proposed for MCvD in terms of modulation, filtering, and signal power adjustment. To work on modulation techniques for a real time communication scenario, decision threshold for detection had to be determined prior to the information transmission, which was a problem never addressed in the literature before. An analytical method that minimizes the overall error rate when the system parameters are known was proposed to determine the optimal decision threshold for each symbol. Since the number of operations performed for calculating the optimal threshold increases for the latter symbols in the sequence, linear regression is applied to the first 25 threshold values, using a function that resembles the dynamics of the diffusion channel. By doing so, optimal thresholds can be calculated for each symbol regardless of the sequence length. These threshold values are compared with the empirical threshold values found via Monte Carlo simulations, and are verified to be optimal in the sense of minimizing the overall bit error rate. It is concluded that, as long as α 0 , α 1 , and β in (29) are known, different thresholding strategies can be applied depending on the system constraints. Resolving the thresholding problem is the pre-requisite step which allows us to propose new ISI mitigation techniques.
The first transmitter-based solution proposed for ISI mitigation is a novel modulation technique, titled MTSK, which uses multiple molecule types in order to increase the data rate by suppressing the negative impact of the ISI on communication quality. It was shown via Monte Carlo simulations that MTSK decreases the bit error rates significantly, and outperforms the two most common modulation techniques in the literature, which are BCSK and BMoSK. Furthermore, as the second transmitter-based solution, a power adjustment technique, which uses residual molecules in the channel, is proposed to improve the energy efficiency. Error performance of CSK-PA, MoSK-PA, and MTSK-PA were compared via Monte Carlo simulations, and it was shown that the power adjustment technique decreases the ISI, hence the bit error rate for a fixed signal power for all modulation techniques, significantly. Furthermore, a trade off is observed between memory length (K ) employed in PA and communication quality. In order to present a comprehensive comparison, bit error rates for all modulation techniques are presented in Figure 19 . The receiver-based solution proposed for the energy efficiency problem was to employ a simpler decoder in terms of computational complexity, titled decision feedback filter. DFF calculates the optimum threshold value for the symbol in question and updates the decision threshold for each sample by using the previously estimated bits. DFF was compared with the MMSE equalizer proposed in [21] in terms of bit error rate, memory length, and computational complexity via Monte Carlo simulations. It was concluded that DFF requires more memory to reach the same error rate as that of the MMSE equalizer, but since calculating the optimal threshold value has computational complexity at the order of O(S), DFF becomes more advantageous when energy efficiency is a priority.
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