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Abstract
This thesis is concerned with the application of hp-adaptive fi-
nite element methods to a mathematical model of immiscible two-
component flows. With the aim of simulating the flow processes in
microfluidic optical devices based on liquid-liquid interfaces, we cou-
ple the time-dependent incompressible Navier-Stokes equations with
a level set method to describe the flow of the fluids and the evolution
of the interface between them. A least-squares finite element formula-
tion is used to stabilize the advection equation governing the level set
function. Furthermore, we review the theory related to hp-adaptive
finite element methods, and discuss our own implementation in de-
tail. Finally, we present an hp-adaptive strategy for the solution of
the two-component flow model in the stationary case, and illustrate
the method with numerical results for a dynamically reconfigurable
waveguide.
Zusammenfassung
Diese Arbeit behandelt die Anwendung hp-adaptiver Finite Elemen-
te Methoden auf ein mathematisches Modell für die Strömung zwei-
er nicht mischbarer Flüssigkeiten. Das Ziel ist die numerische Si-
mulation von mikroskopischen Strömungsvorgängen in optischen
Komponenten, deren Konfiguration von der Grenzschicht zwischen
Flüssigkeiten beeinflusst wird. Dazu werden die zeitabhängigen
inkompressiblen Navier-Stokes Gleichungen zur Beschreibung des
Flusses mit einer Level-Set-Methode zur Beschreibung der Evoluti-
on der Grenzschicht verknüpft. Zur Stabilisierung der Advektions-
Gleichung für die Level-Set Funktion wird eine Least-Squares Fi-
nite Elemente Formulierung verwendet. Weiter wird die Theorie
zu hp-adaptiven Finite Elemente Methoden beschrieben und de-
ren hier durchgeführte Implementierung ausführlich diskutiert. Zum
Abschluss wird eine hp-adaptive Vorgehensweise zur Lösung des
Flussmodells für den stationären Fall gezeigt. Numerische Resultate
für einen dynamisch konfigurierbaren Wellenleiter werden zur Ver-
anschaulichung dieser Vorgehensweise dargestellt.
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· Average operator.
∇· Divergence operator. [[·]] Jump operator.
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Physical Quantities and Model Variables
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Ẽ, H̃ Time-dependent electric and magnetic fields.
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Objects in Finite Element Analysis
L Abstract linear operator.
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ψ, ψh Cont. and disc. functions.
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I N T R O D U C T I O N
Since their commercial introduction 60 years ago, computers have
profoundly influenced modern society. Whereas some uses of com-
puters have only emerged more recently with the introduction of the
personal computer and the expansion of the Internet, they were al-
ready at that time being employed for solving problems in diverse
fields of science and engineering. Both the availability and the per-
formance of these general-purpose machines have increased tremen-
dously, especially in the last 20 years, and society as well as the indi-
vidual are becoming more and more reliant on them.
What might seem at first glance to be a revolutionary development,
should however rather be seen as part of an evolutionary process,
where the description of natural phenomena and technical processes
is increasingly being formalized as mathematical models, and ques-
tions about these phenomena and processes are to a growing extent
being answered by solving problems based on such models. The
complexity of these problems often motivates the use of the various
approximation techniques that are collectively known as numerical
methods, in order to be able to obtain a solution. The basis for most
of these methods was developed several hundred years ago, and they
have been employed ever since. The advent of the computer, and
the possibility to perform enormous amount of computations reliably
and quickly, has merely extended the degree of detail in the models,
and the accuracy of the results, that is achievable.
Nevertheless, computing is increasingly being seen as a third type
of scientific activity, which complements the well-established branches
theory and experimentation. That the term Computational Science is
overtaking Scientific Computing in popularity shows that this view is
becoming more and more widespread. This idea must, however, be
considered in the context of the use of mathematical modeling and
numerical approximation as described above. This is indeed comple-
mentary to theory and experimentation in the sense that the objective
is not to explore reality directly, but rather to create useful abstrac-
tions, and to apply them to specific problems.
The methodology of Computational Science consists of several lev-
els of abstraction, as shown schematically in Fig. 1.1. Starting from
a problem arising in a domain of science or engineering, an abstract
mathematical model is created, which attempts to capture the sig-
nificant aspects of the problem. Although several simplifications are
typically made at this point, the resulting mathematical problem is of-
ten too complex to solve analytically. Hence, numerical methods are
1
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Figure 1.1: Levels of abstraction in computational science.
employed to provide a simplified problem whose solution will ap-
proximate that of the original problem. Solving even this simplified
problem is often only practical with a computer, which will require a
computer implementation of the problem in some form. This last step
can consist in using existing software, programming new software, or
even designing specialized hardware.
The work presented in this thesis spans all four abstraction levels
in this picture. Motivated by problems arising from the emerging
domain of optofluidics, it develops a mathematical model which is
designed to solve problems involving two-component flows arising in
this area. Furthermore, it treats the question of applying hp-adaptive
finite element methods for solving problems with this model, and
describes a corresponding software implementation.
In this sense, the presented work treats all four abstraction levels
of the Computational Science methodology for a specific problem. In
the rest of this chapter, the two major themes of the thesis will be
introduced in some more detail, before the rest of the document is
outlined briefly.
1.1 optofluidics and two-component flows
Optofluidics is a scientific domain that integrates technologies from
two separate areas: microfluidics and optics, with the aim of creat-
ing efficient and adaptable devices for use in chemical and biological
analysis, communication systems and imaging. The thematic focus
of the research in optofluidics is the interaction of fluids and light at
the microscopic level. Overviews of this rapidly developing field are
provided in [47, 64].
One of the main topics in optofluidics is the development of optical
elements that can be integrated on a microfluidic platform. Besides







Figure 1.2: Optofluidic waveguide with a liquid-liquid interface.
being an important component in so-called Lab-on-a-Chip devices
[34], the use of a fluid medium brings with it advantages which could
make such elements preferable to their solid-state counterparts in cer-
tain situations. Using a fluid medium makes it possible to dynami-
cally reconfigure the element to adapt it to new operating conditions,
for instance changing the focal length of a lens or the characteristic
wavelength of a laser. Another advantage is the facility of achieving
high-quality surfaces at low production cost.
In this work, we consider the example of a simple microfluidic
waveguide, first described in [140], which is shown schematically in
Fig. 1.2. Two fluids, with different refractive indices n1 and n2, flow in
a microchannel. Light passes through the inner core fluid, which has
a higher refractive index than the outer cladding fluid, and it will thus
be totally reflected if the angle of incidence is greater than the critical
angle, which is determined by the ratio of n1 to n2. The geometry
of the waveguide is determined by the interaction of the two fluids,
which can be controlled via the inflow velocities u1, u2, and u3.
Several other optical elements based on liquid-liquid interfaces have
also been investigated. Examples include lenses [129], gratings [63],
and lasers [137].
The central aspect of the flow process in these devices is the interac-
tion between two or more liquids of different chemical composition,
so-called multi-component flow. In this work, we set up a mathemati-
cal model for two-component flow with immiscible fluids. The model
consists of the incompressible Navier-Stokes equations coupled with
a description of the interface that is based on the Level Set Method.
A specific combination of numerical methods, which include finite
element and finite difference methods, is used to discretize the model.
As an example of how the model and its discretization can be used,
we apply them to simulate the two-component flow in a straight chan-
nel, similar to the waveguide presented in [140].
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1.2 hp-adaptive fem
The second major theme of the thesis is that of hp-adaptive finite
element methods. This topic brings together the two main aspects
in the design of approximation spaces for the finite element method,
namely the choice of the mesh, and the choice of the polynomial de-
grees in each cell. By combining the possibility to vary the fineness
of the mesh through local refinement (h-FEM) with the use of an ap-
propriate distribution of polynomial degrees (p-FEM), it is possible to
accelerate the convergence of the method, and hence obtain accurate
solutions with fewer unknowns.
Allowing local variation of both cell size and polynomial degree
makes the use hp-FEM more complex than standard FEM, both in
terms of implementation and application. The design of adaptive algo-
rithms, which attempt to compute optimal meshes and degree distri-
butions with respect to some error measure automatically, is still an
important open research question.
With the availability of increasingly powerful computers, one might
question whether the use of such advanced discretization methods is
really necessary. Can the same results not be obtained more econom-
ically with a simpler discretization and a faster computer? For cer-
tain problems, this might be the case, but in general the demands on
the numerical methods with respect to accuracy, robustness and effi-
ciency, are increasing even faster than the development in computer
technology. As the problems to which a method is being applied be-
comes more complex, the need for sophisticated discretizations that
keep the size of the problem moderate while still attaining the re-
quired accuracy becomes apparent.
In this context, the issue of software quality should also be men-
tioned. Numerical software is being used by ever more people, and
the expectations with respect to usability and performance are rising
correspondingly. In addition to investigating hp-adaptive FEM from
a theoretical point of view, we have therefore also devoted much ef-
fort to the development of hp-FEM support for the finite element
library HiFlow3 , the details of which are also described in this work.
1.3 outline of the thesis
The thesis is structured as follows. Chapter 2 derives a model for one-
and two-component flow for immiscible, incompressible fluids from
fundamental physical principles. For the treatment of the interface
between the fluids, the model is extended in Chapter 3 with an inter-
face representation based on a level set function, and a corresponding
description of the evolution of this function. Chapter 4 describes the
discretization of the coupled flow and interface models using a finite
difference method in time, and finite elements in space. For the flow
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model, a standard approximation scheme is used, whereas hp-FEM is
employed for the interface model. This chapter also describes specific
approximations used for the approximation of the interface tension
force and the material parameters, which vary in space and time.
Chapter 5 is concerned with the subject of hp-FEM, both from a
theoretical and a technical point of view. The described methods are
then applied to the investigation of the waveguide example in Chap-
ter 6. The concluding Chapter 7 summarizes the thesis and discusses
its wider significance as well as future directions.

2
F L O W M O D E L
This chapter presents the mathematical models describing the physi-
cal phenomena that will be investigated in the thesis. We first intro-
duce the incompressible Navier-Stokes equations, which describe the
flow of a volume-preserving Newtonian fluid. In the second part, a
model for two-component flow of immiscible fluids is derived.
2.1 governing equations for incompressible fluid flow
The theory of fluid mechanics is based on the fundamental laws
of classical mechanics, taken together with the continuum hypothesis,
through which one ignores the particle nature of the fluid molecules.
This section will introduce the governing equations for incompress-
ible flow with a single fluid component, which forms the basic flow
model in this work. The exposition is based on the first three chapters
of [125].
Under the continuum hypothesis, one imagines the fluid to con-
sist of a continuous mass, in which even an infinitesimally small vol-
ume contains a large number of molecules. The flow variables, such
as velocity or pressure, that are defined at each point of the fluid,
are considered to be averages of corresponding quantities associated
with the individual molecules in a small volume around the point.
Some of the flow variables, such as temperature, are only defined at
the macroscopic level, as averages of microscopic properties of the
molecules, in this case their kinetic energies.
The continuum hypothesis is an idealization, which will lose its
validity when the length scale of the situation under consideration
is too small. Generally, the characteristic length l of the problem
should be much larger than the mean free path λ of the molecules in
the fluid. The relation between these two length scales is measured
by the Knudsen number Kn = λl−1. The continuum hypothesis is valid
when Kn  1. A further discussion of the limits of the continuum
model can be found e.g. in [78].
Our first goal is to derive the equations that govern the flow of
fluids. For this purpose, consider a simply connected domain in d-
dimensional space Ω0 ⊂ Rd. Taking this domain to be the reference
configuration, the deformed state of the fluid at time t, the physical
configuration, is denoted Ωt. The mapping ϕ : Ω0× [0, ∞)→ Ωt maps
reference points ξ ∈ Ω0 to physical points x = ϕ(ξ, t) at a fixed time t.
The situation is depicted in Fig. 2.1. The transformation ϕ is required








Figure 2.1: The mapping between the reference and physical configurations.
Two different perspectives can be used when considering the evo-
lution of the fluid, corresponding to the two configurations Ω0 and
Ωt. In the Lagrangian, or material description, the points ξ ∈ Ω0 are
used to identify the particles in the fluid. In this context, the vec-
tor ξ is called material point, and the corresponding coordinates are
called material coordinates. The alternative Eulerian or spatial descrip-
tion uses a system of spatial coordinates to describe points x = ϕ(ξ, t)
in Ωt. In the Eulerian perspective, one considers the evolution of the
flow variables in space, without taking into account the identity of
the particles.
In fluid mechanics, the Eulerian description offers the advantage
of corresponding directly to the observable quantities of a system.
Instead of trying to follow the paths of all particles in the fluid, the
Eulerian perspective describes the evolution of flow variables, such
as velocity and pressure, as functions of space and time in a fixed
reference frame.
However, the Lagrangian description is better suited for the deriva-
tion of the equations governing the flow from the basic conservation
laws of physics. The strategy that will be followed in this section is to
take the conservation laws stated in the reference configuration as the
point of departure, and to transform these to Eulerian coordinates.
First, we will introduce some mathematical tools that simplify this
transformation. Consider the trajectory of the material point ξ, which
is described by x(ξ, t) = ϕ(ξ, t). The velocity of the particle relative
to a fixed reference frame is given by
u (ξ, t) =
∂ϕ
∂t
(ξ, t) . (2.1)
Using the inverse transformation ξ = ϕ−1(x, t), the velocity at a fixed
point in space x can then be transformed to spatial coordinates using





Given a quantity f (x, t) which varies in space and time, we need
to be able to determine the evolution of that quantity for the material
2.1 governing equations for incompressible fluid flow 9
















(x, t) + u(x, t) · ∇ f (x, t), (2.4)
which is nothing else than the total derivative of f (x(ξ, t), t) with
respect to t, computed using the chain rule. In general, f could be
a tensor of any order, and describe for instance the temperature or
velocity. The material derivative is used in conservation laws to ex-
press the rate of change of a quantity that is bound to a material point
using spatial coordinates.
A related result is Reynolds’ Transport Theorem, which transforms
the material derivative of a quantity integrated over a fixed volume
of fluid V0 ⊂ Ω0 to an integral of differentiated quantities in spatial
coordinates:
Theorem 1. (Reynolds’ Transport Theorem)
Consider a volume of fluid V0 ⊂ Ω0 ⊂ Rd, and the corresponding trans-
formed volume Vt = ϕ(V0, t) in the physical domain Ωt. Let f (x, t) be a












(x, t) +∇·( f (x, t)u(x, t))
)
dx. (2.5)
A proof can be found e.g. in [130].
This theorem will be used repeatedly in the following derivation
of the governing equations for fluid flow from the fundamental laws
of physics: conservation of mass, momentum, and angular momen-
tum. In each case, we state the conservation law for a small arbitrary
volume Vt = ϕ(V0, t), where V0 ⊂ Ω0 is a fixed volume of fluid.
Theorem 1 is then applied to move the time derivative under the
integral sign, and, possibly after some further manipulations, an in-
tegral equation is obtained. Since Vt is arbitrary, by the fundamental
lemma of the calculus of variations, the corresponding equation for
the integrand will also hold point-wise, which yields the desired local
equation.
For easier handling of the tensor quantities, we use abstract index
notation: the number of indices of an entity is equal to its tensor order.
Hence, a vector v is denoted vi, a tensor τ as τij. Furthermore the
Einstein summation convention is followed, meaning that an implicit
sum is to be performed over repeated indices. We also introduce the
symbol ⊗ for the dyadic tensor product of two vectors







for the divergence of a second-order tensor.
We start with the principle of mass conservation. The total mass





where ρ is the mass density of the fluid. Since Vt always contains
















dx = 0. (2.10)
Since Vt is chosen arbitrarily, the integrand has to vanish point-wise,
which results in a local conservation law described through a partial
differential equation (PDE), known as the continuity equation:
∂ρ
∂t
+∇·(ρu) = 0. (2.11)
The second physical principle is the conservation of momentum,
also known as Newton’s second law. Again, we consider the spatial
subset Vt corresponding to a fixed material volume V0. Let p be the




ρ (x, t) u (x, t) dx. (2.12)
We consider next the forces acting on Vt. These can be divided into
forces acting on the volume and forces acting on the surface. The
former include forces acting at a distance, such as gravity. When
considering non-inertial reference frames, i.e. in meteorological ap-
plications, this term can also include “fictitious” forces, such as the
Coriolis force. The sum of these forces are represented with the force
density f . The surface forces are the result of direct contact between
the volume and its surroundings, and can be represented using the




f (x, t) ρ (x, t) dx +
∫
∂Vt




( f (x, t) ρ (x, t) +∇·σ (x, t)) dx, (2.14)
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where ∂Vt is the closed boundary of Vt and nS is the outward-pointing
normal to this boundary. The second equality results from applying
the divergence theorem to the surface integral in the first equality.














(ρ f +∇·σ) dx. (2.16)
In differential form, the following equation is obtained:
∂(ρu)
∂t
+∇·(ρu⊗ u) = ρ f +∇·σ. (2.17)
By the product rule, ∇·(ρu⊗ u) = u∇·(ρu) + ρ (u · ∇) u. Substitut-
ing the continuity equation (2.11) into this expression, we can reduce




+ ρ (u · ∇) u = ρ f +∇·σ. (2.18)
As a direct consequence of a third physical law, conservation of angu-
lar momentum, it can be shown that the stress tensor σ is symmet-
ric. Again we will consider the physical volume Vt that corresponds
to an arbitrary material volume V0. For simplicity, only the three-
dimensional case is considered here, but the situation in two dimen-





x× (ρ (x, t) u (x, t)) dx. (2.19)







x× (ρ f ) dx +
∫
∂Vt
x× (n · σ) ds, (2.20)
where the integral on the right-hand side represents the total moment
of the volume and surface forces acting on Vt. The surface integral can
be converted to a volume integral using the divergence theorem for
tensors. We make use of the Levi-Civita tensor εijk to express the cross
product as v × w = εijkvjwkei where ei denotes the canonical basis
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vectors in Rd. Moreover, we denote by ε : τ the tensor contraction



























(x×∇·σ + ε : σ) dx, (2.21)
where the identity ∂lxj = δl j (δl j denotes the Kronecker delta) is used
to reduce over the indices of σ in the second term. Considering now




















+ (∇· (ρu) u) + ρu · ∇u
)
dx. (2.23)
Using Equations (2.11) and (2.18), ∂ρ∂t and ρ
∂u
∂t can be substituted to






x× (ρ f +∇·σ) dx. (2.24)
Comparing this left-hand side with Equation (2.20) and using the vol-
ume form obtained in Equation (2.21) reduces the balance of angular
momentum to a simple condition on the stress tensor σ:∫
Vt
(ε : σ) dx = 0. (2.25)
Since Vt is arbitrary, the integrand must vanish at each point in the
domain Ωt, and hence ε : σ (x, t) = 0 for all (x, t) ∈ Ωt × [0, ∞).
Expanding this condition gives the requirement σjk = σkj for j 6= k,
which implies that the tensor is symmetric.
The connection between fluid mechanics and thermodynamics is
made by the last fundamental conservation law, conservation of en-
ergy. Since this work will only consider isothermal flows, where the
temperature of the fluid is assumed to be constant, the energy balance
equation will be decoupled from the mechanical balance equations.
Since it will not be needed in the rest of the work, its derivation is
omitted.
At this point, the variables ρ, u, and σ have been introduced, and
the following equations have been derived:
∂ρ
∂t




+ ρ (u · ∇) u = ρ f +∇·σ in Ω, (2.27)
σ = σT in Ω. (2.28)
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where Ω ⊂ Rd, d = 2, 3. The system is thus under-determined,
and more equations are necessary in order to be able to specify a
unique solution. These equations are provided by a constitutive rela-
tion which describes the material properties of the fluid under study.
More specifically, the constitutive relation is an experimentally de-
termined equation that specifies how the stress tensor σ varies as a
function of the other variables.
Since there are many different kinds of fluids, one cannot expect the
same relation to hold for all of them. Several different classifications
of fluids according to their constitutive relation have been developed.
The most commonly used model is that of the Newtonian fluid, in
which the stress tensor is given as a function of the velocity u and
pressure p by a linear relation known as the Cauchy-Poisson law:
σ = −(p + λ∇·u)I + 2µD(u), (2.29)








The material parameter µ is called dynamic viscosity, and λ is the bulk
viscosity. In general, it is a tensor quantity that varies in space, but for
the case of an homogeneous, isotropic medium it can be represented
with a scalar constant. The fluid is viscous if µ > 0 and inviscid if
µ = 0. There are also models for non-Newtonian fluids, where µ may
depend on e.g. the shear rate (shear thinning and shear thickening flu-
ids), the history of the material (thixotropic and rheopectic fluids), and
external electric or magnetic fields (electrorheological and magnetorhe-
ological fluids). Additionally, many fluids show other types of non-
linear behavior. A good reference for the theory of non-Newtonian
fluids is [26].
In this work, only viscous Newtonian fluids will be considered.
Furthermore, only liquid phases will be treated, and the flow will be
assumed to be incompressible, meaning that the volume of each fluid
element V0 remains constant in time. Applying Theorem 1 to the












Taken locally, the incompressibility condition ∇·u = 0 is thus derived.
For a homogeneous fluid, in which the density satisfies ∇ρ = 0, the
continuity equation reduces to the trivial equation ∂ρ∂t = 0 for incom-
pressible flows. The density is then constant both in time and in space.
Furthermore the constitutive equation (2.29) reduces to
σ = −pI + 2µD(u). (2.32)
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+ u · ∇u
)
= ρ f + 2∇· (µD(u))−∇p in Ω, (2.33)
∇·u = 0 in Ω. (2.34)
In the context of incompressible flow, the mass density ρ and viscosity
µ are normally considered to be known material parameters. The
unknown variables that remain are the velocity u and pressure p.
In order to formulate a well-posed problem for the Navier-Stokes
equations on a bounded domain Ω, they must be completed with
appropriate boundary conditions. The boundary conditions to be
chosen depends on the physical situation. If Ω is bounded by a solid
wall, for instance, it is often natural to assume that the fluid will
not move relative to the wall. If the wall itself does not move, this
results in the so-called no-slip condition u = 0. More generally, a
slip condition is given by u = ud, where ud is a given velocity field
defined on the boundary. For problems involving channel flows, it is
often natural to prescribe pressure differences between the inflow and
outflow boundaries, which is closely related to the specification mean
fluxes over these boundaries. This topic is discussed in detail in [68].
In the context of finite element discretizations, it is common to use the
natural boundary conditions associated with the weak formulation at
outflow boundaries. For some choices of the weak formulation, this
do-nothing condition does not have a direct physical interpretation,
whereas for other choices, this corresponds to a specification of the
stress on the boundary.
2.2 two-component flow model
Having established a model describing instationary incompressible
flow for a single fluid component, we now turn to the question of how
to model flows with several components. We shall limit ourselves to
the case of two components, since this corresponds to the configu-
rations encountered in the rest of the thesis, but a similar approach
could also be used for flows involving three or more components.
The model described here is based on that used in [54] for two-
component flows without mass transport or surfactants. It is assumed
that the fluids are incompressible, viscous, and immiscible; and that
each fluid component is a homogeneous composition, with constant
dynamic viscosity and density. Furthermore, it is assumed that no
phase transitions occur.
We shall treat the interface as a perfectly sharp dividing surface, at
which the density and viscosity of the fluids are taken to be discon-
tinuous. The interaction over the surface is modeled by a interfacial
tension force acting on the interface, which arises due to the differ-








Figure 2.2: Fluid with two components.
ence in inter-molecular forces between the components. This model
was originally developed by Gibbs [82, 120] in the second half of the
19th century.
It is well established that even for immiscible fluids, the idea of a
sharp interface with discontinuous material parameters is an idealiza-
tion. In reality, there will be a thin interface layer between the fluid
components, with a smooth (but steep) transition of the viscosity and
density. This was discussed already by Lord Rayleigh and J. van der
Waals at the end of the 19th century [104, 139].
It would be possible to work with such a diffuse interface model
directly, using an order parameter to describe the degree of mixing be-
tween the fluid components in the interface layer. The evolution of
the order parameter can be derived from thermodynamic consider-
ations and is described by a modified version of the Cahn-Hilliard
equation. Coupling this equation with the Navier-Stokes model for
fluid flow yields a phase field model, which can be used to simulate
the interaction of the fluids in the overlapping region. A comprehen-
sive derivation of such a model is presented in [60]. An overview of
the development of diffuse-interface models and their applications
can be found in [5].
The use of a phase field model is appropriate in situations where
the interfacial width is comparable in size to the typical length scale
of the flow. The former is typically on the scale of hundreds of
nanometers, which is much smaller than the scales encountered in
the present work. From a numerical point of view, the phase field
model has the advantage of only dealing with smooth quantities, thus
avoiding the problems associated with the discontinuous material pa-
rameters. On the other hand the Navier-Stokes/Cahn-Hilliard equa-
tions contain a fourth-order operator, whose numerical treatment is
difficult due to the large condition numbers of the discretized opera-
tors. Furthermore, the fact that the width of the transition region is
very small leads to large gradients which must be resolved numeri-
cally. The relation between the diffuse interface and sharp interface
approaches are explored in detail in [120]. In summary, a sharp inter-
face model can be interpreted as a diffuse interface model in which
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the unknown variation of the variables in the interface layer is repre-
sented by corresponding excess quantities that are associated with the
interface itself. For instance, the fact that the mass density ρ will not
be constant in the interface layer is modeled by introducing a surface
mass density ρs defined on the dividing surface. The bulk quantity ρ
is then assumed to be piecewise constant.
The introduction of excess surface quantities impacts the governing
equations. To continue with the example of mass, the total mass at









where the surface integral has been added to the volume integral in

















This expression is expanded in [120], in which a surface transport the-
orem that generalizes Theorem 1 is derived. Since the present work is
only concerned with homogeneous fluid components without surfac-
tants, we will follow the approach in [54] and make the assumption
that the dividing surface can be chosen in such a way that ρs(x, t) = 0
in all of Ω and at all times t. This is known as the clean interface as-
sumption. Under this assumption, the governing equations derived
in Section 2.1 will hold in each component separately, which greatly
simplifies the model. For details on more general models, we refer to
[120] and [54].
In order to derive a two-component sharp interface model, we need
to first introduce some notations. To keep track of the space occupied
at time t by the two components, the domain Ω at time t is partitioned
into two open subsets Ω1 (t) and Ω2 (t), such that Ω1 (t)∩Ω2 (t) = ∅
(see Fig. 2.2). By Γ = Ω1 (t) ∩Ω2 (t) we denote the interface between
the components, and by nΓ a unit normal to Γ pointing from Ω1 into
Ω2. The two fluid components have separate but constant densities
ρi and dynamic viscosities µi, but are both Newtonian, with stress




, i = 1, 2. Conservation of mass
and momentum holds separately for each of the two components,






+ (u · ∇) u
)
= ∇·σi + ρi fi in Ωi, (2.37)
∇·u = 0 in Ω1 ∪Ω2. (2.38)
The interface Γ will move as the shapes of the two fluid components
evolve in time. As we shall see in the following, only the normal
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component of the velocity vΓ of the interface will be significant in the
model. Since it has been assumed that the components will not mix,
meaning that there will be no mass transfer across the surface, the
set of fluid particles that lie on the interface remains constant in time.
Since these particles are bound to the surface, the normal component
of their velocity u must be equal to the normal component of the
velocity of the interface itself:
vΓ · nΓ = u · nΓ. (2.39)
This relation defines the coupling between on the one hand the flow
equations, which follow the fluid velocity u, and on the other hand
the evolution of the interface, which follows the interface velocity vΓ.
Under the clean interface assumption, and assuming that the fluids
are viscid, the velocity will be continuous at the interface:
[[u (x, t)]]Γ = 0, for x ∈ Ω, (2.40)
where the notation
[[ f ]]Γ = lim
ε→0+
( f (x− εnΓ)− f (x + εnΓ)), (2.41)
is used to denote the jump of a function over Γ. It should be noted
that the continuity of the velocity is not in any way obvious: the
pressure p will in general be discontinuous over the interface.
When considering the flow in the entire domain Ω, an additional
contact force, known as the interfacial tension force, will appear on the
interface Γ between the fluid components. This force arises due to
the difference of molecular interaction forces on the two sides of the
interface, which causes an excess force that is not accounted for by
the stress tensor. As explained in [54], the interfacial tension force
acting on a small subset γ ⊂ Γ of the interface between two fluid
volumes ω1 ⊂ Ω1 and ω2 ⊂ Ω2 (see Fig. 2.2 for a two-dimensional





where ν is a unit normal to ∂γ which is tangential to γ, and τ is
the interfacial tension coefficient, which is a material property of the
combination of component fluids. Note that the integral is taken over
the boundary of the two-dimensional surface γ, and hence the units
of τ are those of force per distance. Using a divergence theorem for





(∇Γτ − τκnΓ) ds, (2.43)
where ∇Γ denotes the surface gradient, and κ = ∇·nΓ the mean cur-
vature. In this work, only situations in which τ is constant will be
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considered, which implies that ∇Γτ = 0. If surfactants were present,
this would in general not be true.
Let us now derive the flow model for the two-component fluid
system. Consider, at a given point in time, a volume element ω =
ω1 ∪ ω2, again with ω1 ⊂ Ω1 and ω2 ⊂ Ω2. As in the previous











ρ f dx +
∫
∂ω





Since ρi and σi are discontinuous over γ, we split the integration ac-























































+ (u · ∇) u− fi
)
−∇·σi dx = −
∫
γ
τκnΓ + [[σ]]ΓnΓ ds.
(2.46)
According to the momentum balance equation for each component
taken separately (see Equation (2.37)), each term on the left equals
zero separately. Since the volumes ωi ⊂ Ωi and hence γ ⊂ Γ were
chosen arbitrarily, we obtain the following interface condition for the
stress tensor point-wise on Γ:
[[σ]]ΓnΓ = −τκnΓ. (2.47)
To complete the model, the system of PDEs needs to be extended
with appropriate initial and boundary conditions. As initial condi-
tion, we simply specify the velocity at t = 0 with a given function
u0: u(x, 0) = u0(x). At the boundaries, two types of conditions will
be considered. On the subset ∂ΩD, a Dirichlet condition represented
by the function uD(x, t) for the velocity will be imposed. On the rest
of the domain, ∂ΩN = ∂Ω \ ∂ΩD, we will impose a homogeneous
condition for the normal stress: σn = 0. This corresponds to fixing
the external pressure to be zero, and will be used to model the out-
flow of channels. This condition corresponds to the natural boundary
condition of the weak formulation presented in Section 4.4.
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In summary, the following model with a PDE system in each sub-
domain together with a set of boundary, initial, and interface condi-





+ (u · ∇) u
)
= ρi fi +∇·σi in Ωi, (2.48)
∇·u = 0 in Ωi, (2.49)
u = uD on ∂ΩD, (2.50)
σn = 0 on ∂ΩN , (2.51)
u(x, 0) = u0 in Ω, (2.52)
[[u]]Γ = 0 on Γ, (2.53)
[[σ]]ΓnΓ = −τκnΓ on Γ, (2.54)
vΓ · nΓ = u · nΓ on Γ. (2.55)

3
I N T E R FA C E M O D E L
This chapter presents a model based on the Level Set method for sim-
ulating the evolution of the interface in the flow model presented in
Chapter 2. The aim is to reformulate certain aspects of the problem
stated in Equations (2.48) – (2.55) to the standard form of a time-
dependent boundary value problem, which can then be discretized
and solved. First, in Section 3.1, the scope of the interface model is
discussed, with a description of the various parts of the flow model
that it refines. Next, Section 3.2 motivates the choice of the Level Set
method with a comparison of the advantages and disadvantages of
different approaches existing in the literature. Finally, in Section 3.3,
we describe the Level Set method, and how it can be applied to trans-
form the flow model to the desired form.
3.1 requirements for the interface model
The fluid flow model described in Equations (2.48) – (2.55) is phys-
ically and mathematically plausible, but has the drawback of being
posed on two separate domains, with a set of jump conditions on the
interface. One could imagine treating the problem using a domain de-
composition approach, but the fact that the interface is moving, and
the difficulties related to incorporating the interfacial tension condi-
tion in Equation ( 2.54), makes this option less attractive. Instead, we
want to consider the problem on the whole domain Ω = Ω1 ∪ Ω2,
and would thus like to avoid treating the interface conditions (2.53) –
(2.55) explicitly. The first of these conditions, the continuity of the
velocity (2.53), is automatically satisfied through the use of such a
single-domain model, if it is assumed that u is continuous inside
Ω. The other interface conditions will require more specialized treat-
ment, which will be described in the following.
Regardless of whether a single-domain or multi-domain approach
is used, it is necessary to follow the evolution of the interface Γ (t).
This will require the proposed model to include a mechanism for
updating the interface as time progresses, using the condition (2.55).
It is straightforward to pose the Navier-Stokes equations (2.48) –
(2.49) on the whole domain Ω, if one introduces global functions
ρ (x, t) and µ (x, t) for the density and viscosity parameters, respec-
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tively. These functions are piecewise constant, with different values
for each of the two fluid components:
ρ|Ωi(t) = ρi, (3.1)
µ|Ωi(t) = µi. (3.2)
To evaluate ρ (x, t) and µ (x, t), it will be necessary to determine to
which fluid a given point x belongs at time t. How this is accom-
plished depends on the representation chosen for the interface, which
will be discussed in the next section.
Finally, the jump condition (2.54) for the normal stress corresponds
to a interfacial tension force localized on the interface. In the weak
formulation of the single-domain model, that will be presented in
Chapter 4, it is easier to work with this force directly, instead of a
jump. A third requirement on the interface representation is therefore
that it must provide a way to describe functions that are localized to
the interface.
In summary, the use of a single-domain model will require an in-
terface representation that facilitates the following things:
• following the evolution of the interface in time;
• finding the fluid component to which any point in the domain
belongs; and
• representing functions that are localized to the interface.
The next section will discuss what approaches have been explored by
other authors, and motivate why the Level Set method is appropriate
for the problem at hand.
3.2 comparison of interface representations
Much work has been devoted to the problem of constructing numeri-
cal representations of interfaces. The different approaches are usually
classified into front-tracking and front-capturing methods, depending
on whether the interface is represented explicitly with for instance
a mesh, or implicitly using e.g. a set of particles or a parameterized
function. The front-tracking methods are based on Lagrangian coor-
dinates that evolve in time, whereas the front-capturing methods are
based on a fixed Eulerian coordinate system.
3.2.1 Front-tracking Methods
Among the front-tracking methods, there are several alternatives for
the choice of the interface representation. A good overview of the
different possibilities is provided in [132]. Here we will describe the
basic scheme, in which the front is represented with a surface mesh
3.2 comparison of interface representations 23
containing a set of vertices at positions xi. The mesh is evolved in
time by updating the vertex positions according to the kinematic law
dxi
dt
= vΓ (xi, t) , (3.3)
using for instance the forward Euler scheme:
xi (tn+1) = xi (tn) + vΓ (xi (tn) , tn) (tn+1 − tn) . (3.4)
The front-tracking method was developed to a large extent by Glimm
and his coworkers (see the references in [53]). Among other contri-
butions, they apply this technique to the simulation of shock waves
in 3D in [53] and the Rayleigh-Taylor instability in [52]. An applica-
tion of the front-tracking method for simulating bubbles in incom-
pressible, inviscid flow using the front-tracking method is described
in [133].
There are some major drawbacks of the front-tracking method, that
arise as a direct consequence of using an explicit representation. As
the mesh that represents the interface evolves in time, the spatial dis-
tribution of the vertices will often become uneven, so that mesh re-
structuring becomes necessary to maintain an accurate representation
of the front. The restructuring can take the form of refinement and
coarsening, or modification of the vertex positions, or both. These
operations tend to require highly dynamic data structures and are
generally very complex, especially in three dimensions. A further dif-
ficulty arises when the topology of the interface changes, such as in
simulations where bubbles merge or split. Recently, the wish to han-
dle topology changes has lead to the development of hybrid methods
which combine front-tracking with aspects of front-capturing, as de-
scribed e.g in [119].
The main advantages of front-tracking are the possibility to track
the interface very accurately, and the fact that mass is naturally con-
served as a result of using a Lagrangian representation.
3.2.2 Front-capturing Methods
There are several types of front-capturing methods, among which
the most notable are the Marker-and-Cell (MAC), the Volume-of-Fluid
(VOF), and the Level Set methods.
The Marker-and-Cell method was first developed in the 1960s, but
is still widely used today. The original method, described in [61],
uses marker particles that are transported along with the fluid. The
interface can then be reconstructed by testing in which cells of a fixed
Cartesian grid the particles are located. The original method is lim-
ited to two-dimensional, rectangular domains, and incompressible
flows. Since then, it has been extended to eliminate these restrictions,
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producing variations that can handle curved boundaries, compress-
ible flows and three-dimensional problems. For a recent review of
the literature in this area, see [85].
The Volume-of-Fluid method was made popular through [69]. That
article, which was written with the problem of free surfaces in mind,
uses a volume-fraction function F that assigns to each cell the fraction
of it that is filled with fluid. The same method can be applied to two-
component flows by picking one of the components to be described
by F, and the other by 1− F.
The evolution of F is governed by the partial differential equation
∂F(x, t)
∂t
+ vΓ(x, t) · ∇F(x, t) = 0. (3.5)
This PDE can be solved using a variety of techniques, including finite
difference and finite volume methods. A strong emphasis is placed on
being able to impose the conservation of the quantity of each fluid at
the cell level by assuring that what leaves one cell will enter another.
The VOF method addresses the memory and run-time costs associ-
ated with tracking the positions of a large number of marker particles
in the MAC method by replacing this data with F, which can be in-
terpreted as a density of marker particles. Apart from this, the MAC
and VOF methods are closely related, and mostly share the same
strengths and weaknesses.
In contrast to the front-tracking method, the MAC and VOF meth-
ods only give an indirect representation of the interface Γ. To be able
to evaluate the material parameters and the geometrical properties
of the interface, an approximation of Γ must be reconstructed from
the data at hand. For VOF, different methods have been devised for
this purpose, the most common being Simple Line Interface Calcula-
tion (see [92]) and Piecewise Linear Interface Construction (see [106] and
references therein).
The main advantage of the indirect representation is the ability of
dealing transparently with topological changes. Fundamentally, this
is due to the fact that the “fluid markers”, represented explicitly or
implicitly in the MAC and VOF methods respectively, do not have to
be ordered, whereas the vertices of the interface mesh in the front-
tracking method have to respect the ordering imposed by the mesh
topology.
The VOF method can also be viewed as tracking of the character-
istic function for Ω1, χΩ1 , as described in [54]. The volume-fraction
function F at a point x, be expressed in terms of χΩ1 via an integral
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+ vΓ · ∇χΩ1
)
dx = 0. (3.8)
This integral equation is formally equivalent to the following dif-
ferential advection equation for χΩ1 :
∂χΩ1
∂t
+ vΓ · ∇χΩ1 = 0, (3.9)
which, however, is not well-defined everywhere since χΩ1 is discon-
tinuous.
The Level Set method, which was pioneered in [101], uses a differ-
ent indicator function φ(x, t) to represent the interface implicitly, but
evolves it with the same advection equation:
∂φ(x, t)
∂t
+ vΓ(x, t) · ∇φ(x, t) = 0. (3.10)
In contrast to χΩ1 in the VOF method, φ is chosen to be at least contin-
uous, and possibly smoother. Furthermore, it is constructed in such
a way that the interface Γ(t) can be characterized as a level set of φ.
The level set function can be chosen in several ways, but the most
popular method is to let φ(·, t) be an approximate signed distance
function with respect to Γ(t):
|φ (x, t) | = min
y∈Γ(t)
|x− y| in Ω, (3.11)
φ (x, t) < 0 in Ω1,
φ (x, t) > 0 in Ω2.
With this representation, Γ(t) is the zeroth level set of φ:
Γ(t) = {x ∈ Ω : φ (x, t) = 0}. (3.12)
The fact that Γ(t) can be characterized directly in terms of the indica-
tor function is another difference with the VOF method, where Γ(t)
is instead the boundary of the support of χΩ1 .
This direct characterization of Γ(t) in terms of the level set function
is a distinct advantage over the MAC and VOF methods. Like these
other Eulerian methods, the Level Set method can also handle topo-
logical changes without special measures. Another advantage is the
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possibility of directly extracting geometrical information from φ with-
out needing to explicitly reconstruct the interface. The unit normal at




and the mean curvature of Γ(t) by






This ability of directly computing the gradient and curvature of the
interface, which are needed for the evaluation of the interfacial ten-
sion force, is not found in any of the other methods described in this
chapter.
The main drawback of the Level Set method is that, depending on
the choice of numerical method for solving Equation (3.10), the mass
of the different components will in general not be conserved. This
issue is addressed for instance in [95, 96].
An early and very influential application of the Level Set method
to incompressible fluid flow is described in [127]. Closely related to
two-component flows is the simulation of free surfaces which was
explored in [20].
The Level Set method has a much wider range of applications than
two-component or free boundary flow simulations. Examples include
image processing, surface evolution, mesh generation and computer
vision. Good overviews can be found in the books [98, 100, 118] and
the review article [99]. In contrast to the case with two-component
flows, the evolution of the level set in these applications is of gov-
erned by the some aspect geometry of the interface itself, rather than
an externally imposed velocity. The most common model involves
mean curvature flow, which is related to the solution of Stefan problems
in the modeling of phase transitions in matter. This has applications
e. g. in the simulation of dendritic growth [50]. The Level Set repre-
sentation also lends itself to shape optimization, as is shown in [105],
which treats the optimization of band-gaps in photonic crystals.
3.3 interface model using the level set method
On the basis of the analysis presented in Section 3.2, the choice of
interface representation for this work has fallen on the Level Set
method. We now describe the method used in more detail, and ex-
plain how it fulfills the requirements presented in Section 3.1.
As already mentioned, there is a great deal of freedom in how
the level set function φ is chosen. Osher and Fedkiw argue in [98]
the advantages of choosing φ(x, t) to be a signed distance function,
which include its smoothness away from the interface, and its favor-
able properties when computing derived quantities.
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Ω1φ(x, t) < 0
Ω2
φ(x, t) > 0
nΓ
Γ(t)
Figure 3.1: The notation used in the two-component model with the level
set representation of the interface.
In practice, the signed distance property will not be preserved as
the level set function is evolved in time. This is due to the fact that
the function is evolved with different speeds at different points in
space. Several methods have been proposed to periodically modify
the level set function to restore the signed distance property. One
popular approach, called reinitialization, was first suggested in [127],
and includes solving the following PDE to steady state:
∂φ̃
∂τ
+ S(φ) (1− ‖∇φ̃‖) = 0, (3.15)
where S(φ) is a smoothened sign function evaluated for the original
level set function, and τ is a variable corresponding to a pseudo-time
that is only used to reach the stationary state, where ∂φ̃∂τ = 0, and
hence ‖∇φ̃‖ = 1. The modified level set function φ̃ can then replace
φ.
Another approach is the Fast Marching Method [117, 118] which uses
a discrete approach similar to the famous Dijkstra’s method to com-
pute a distance function on a grid, given initial values at the interface.
The former method has the drawback that it will in general not pre-
serve the interface exactly during the re-initialization. Furthermore,
being nonlinear, (3.15) is in some sense more difficult to solve than the
linear advection equation (3.16) below, which is used to propagate the
level set itself. The Fast Marching Method is more attractive from this
point of view, but has not yet been extended to be used in a finite el-
ement setting with locally varying refinement levels and polynomial
degrees, which is the setting that we consider in this work.
We will therefore leave the precise definition of the level set func-
tion open, and only impose some arbitrarily chosen sign conventions.
These are illustrated in Fig. 3.1. The normal nΓ from Ω1 to Ω2, and
the corresponding curvature of Γ can be computed from Equations
(3.13) and (3.14).
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The evolution of φ will be governed by Equation (3.10). This ful-
fills the first requirement of Section 3.1. Since ∇φ is normal to the
interface, vΓ can be substituted by u using Equation (2.55):
∂φ
∂t
+ u · ∇φ = 0. (3.16)
To completely determine the evolution of the level set function,
the PDE (3.16) must be extended with initial and boundary condi-
tions. The initial condition takes the form of a level set function φ0(x),
which is such that its zero level set coincides with the interface Γ(0)
at t = 0. As for the boundary conditions, it suffices to fix the value
of φ on the inflow part ∂Ωin = {x ∈ ∂Ω : w(x, t) · n(x) < 0} of the
boundary. We represent the corresponding Dirichlet data with the
function φin(x, t), x ∈ ∂Ωin.
Next, we need to be able to determine whether a given point x
belongs to Ω1 or Ω2, so that the material properties can be evaluated
correctly. This information is directly available from the sign of φ. By
introducing the Heaviside step function
H (φ (x, t)) =
{
1, φ (x, t) > 0,
0, φ (x, t) ≤ 0,
(3.17)
the global density and viscosity functions can conveniently be defined
as functions of φ through
ρ (x, t) = ρ1 + H(φ(x, t)) (ρ2 − ρ1) , (3.18)
and
µ (x, t) = µ1 + H(φ(x, t)) (µ2 − µ1) , (3.19)
respectively.
The third requirement is the need to represent functions that are lo-
calized on the interface. Similar to what was done with the Heaviside
function above, the level set representation of the interface Γ makes it
easy to define a Dirac measure for Γ:
δΓ(t) = δ(φ (x, t)). (3.20)
Multiplying any function with δΓ(t) localizes the function to the in-
terface, where φ = 0.
Having addressed the requirements from Section 3.1, we are now
ready to reformulate the two-component flow model. This results
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in the following set of differential and algebraic equations for the





+ (u · ∇) u
)
= ρ f (x, t) +∇·σ in Ω, (3.21)
∇·u = 0 in Ω, (3.22)
u = uD on ∂ΩD, (3.23)
σn = 0 on ∂ΩN , (3.24)
u(x, 0) = u0 in Ω, (3.25)
[[σ]]ΓnΓ = −τκnΓ on Γ, (3.26)
∂φ
∂t
+ u · ∇φ = 0 in Ω, (3.27)
φ = φin on ∂Ωin, (3.28)
φ(x, 0) = φ0(x) in Ω, (3.29)
where
σ (x, t) = −p (x, t) I + 2µ (x, t) D(u) in Ω, (3.30)
ρ (x, t) = ρ1 + H(φ(x, t)) (ρ2 − ρ1) in Ω, (3.31)
µ (x, t) = µ1 + H(φ(x, t)) (µ2 − µ1) in Ω, (3.32)
nΓ =
∇φ
|∇φ| on Γ, (3.33)





. on Γ. (3.34)
Here, I represents the identity matrix. This revised set of equations
is the basis for the variational problem whose formulation and dis-
cretization will be the topic of the next chapter.

4
VA R I AT I O N A L F O R M U L AT I O N A N D
D I S C R E T I Z AT I O N
This chapter describes the discretization of the two-component flow
model. In Section 4.1, we first introduce a splitting of the model into a
flow problem based on the Navier-Stokes equations, and an interface
problem based on the advection equation for the level set function.
The finite element method, upon which the spatial discretization of
these two problems is based, is then introduced in an abstract set-
ting in Section 4.2. Sections 4.3 and 4.4 describe the discretization
of the interface and flow models using the θ-method in time and fi-
nite elements in space. Some details concerning the approximation
of the interfacial tension force and the piecewise continuous material
parameters are discussed in Sections 4.5 and 4.6. Finally, Section 4.7
provides a summary of the entire solution procedure.
4.1 two-step model evolution
The mathematical model derived in Chapters 2 and 3 describes a
relatively complex process, that couples several different underlying
phenomena. Altogether, if d denotes the dimension of the problem,
there are d+ 2 PDE in d+ 2 variables. The PDE describe the evolution
only of the velocity and level set variables, whereas the evolution of
p is determined implicitly to satisfy the incompressibility condition.
The PDE are of different type: the level set equation is a linear hyper-
bolic equation, whereas the Navier-Stokes system is nonlinear and
of mixed type. The evolution processes are coupled in both direc-
tions: φ influences the flow variables in a rather complicated, nonlin-
ear manner, and u in turn drives the movement of φ, albeit in a more
straightforward way.
One could imagine discretizing the entire model at once, which
would result in a large nonlinear time-dependent problem that would
have to be linearized, discretized in time and space, and then solved
numerically. In order to limit the complexity of both the exposition
in the thesis and the numerical implementation, we will instead split
the model into two sub-problems corresponding to the Navier-Stokes
equations and the Level Set equations, respectively. The coupling
between the problems will then be treated at the discrete level, by
solving the two problems in succession inside each time-step.
Letting (tn) ∈ [0, T), n = 0, 1, . . . denote a monotonically increasing
sequence of time-steps that will be used in the time discretization,
Fig. 4.1 gives an overview of the two-step computation. At the be-
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Figure 4.1: Schematic view of the coupling between the flow model and in-
terface model.
ginning of each time-step, the velocity and pressure are updated by
solving sub-problem A. The updated values are then used to compute
the level set function for the next time-step in sub-problem B. The de-
tails of solving the sub-problems will be discussed in the following
sections of this chapter.
4.2 spatial discretization with finite element methods
The finite element method is used to derive the discretization of the
PDE in the spatial dimensions. Since its invention, which can be
traced back to the 1940s, the finite element method has become popu-
lar among practitioners of mathematics and several engineering disci-
plines alike. At first, the development was driven mainly by members
of the engineering community, who sought to solve problems in struc-
tural mechanics. The mathematical theory of finite elements began in
the second half of the 1960s, with the establishment of convergence
proofs and a priori error estimates. Much progress was made in the
1970s to extend the method from linear elliptic and parabolic prob-
lems to nonlinear models and problems with a hyperbolic character.
This theory made use of the then recent developments in functional
analysis and approximation theory. For a more complete overview of
the early development of the finite element method, see [93].
The finite element method has several advantages over other dis-
cretization techniques, such as the finite difference or finite volume
methods. By considering a weak form of the PDE, it is possible to
solve problems with irregular data in a robust way. Such irregular
data can include discontinuous material properties, forces applied to
isolated points, and domains with re-entrant corners. Furthermore,
through the use of unstructured meshes and curved elements, it is
possible to obtain accurate approximations also on the complex do-
mains that occur in industrial and scientific applications. More details
can be found e. g. in [28, 35, 46].
In this section, we introduce a mathematical concepts that form the
basis of finite element methods. These concepts will be applied in
Sections 4.3 and 4.4 to discretize the two parts of the two-component
flow model.
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4.2.1 Abstract FEM Framework
To set the stage for the coming sections which describe the discretiza-
tion in detail, this section provides an outline of how a discrete prob-
lem is derived from a continuous boundary value problem for a PDE.
We generally follow the approach taken in [46], with suitable simpli-
fications to achieve a level of generality that is appropriate for this
work.
Consider the following abstract boundary value problem for a lin-
ear PDE posed on a domain Ω:
Lu(x) = b(x), ∀x ∈ Ω, (4.1)
Bu(x) = g(x), ∀x ∈ ∂Ω. (4.2)
Here L and B are linear partial differential operators acting respec-
tively on the solution function u and its trace on the boundary of
Ω. The right hand side functions b and g are typically known data
parameters of the problem.
We consider first Equation (4.1) in isolation, and leave the enforce-
ment of the boundary conditions expressed in Equation (4.2) to later.
In order for Equation (4.1) to be well-defined, u(x) has to lie in the
domain of L and b in its range, for every point x ∈ Ω. For an opera-
tor of order m, this implies that b and u ∈ Cm(Ω) is required for the
problem to be well-posed. Often such restrictions are too strict for the
mathematical model that one would like to use.
The first ingredient of a finite element method is therefore the re-
formulation of the PDE into a weaker problem, based on the weighted
residual method. We introduce a space of test functions V, and state the
weighted residual equation:∫
Ω
(Lu(x)− b(x))ψ(x)dx = 0, ∀ψ ∈ V, (4.3)
where the integration is to be interpreted in the sense of Lebesgue.
At this stage, the restrictions on the solution and data can already be
weakened by interpreting the derivatives in L as weak derivatives, and
choosing an appropriate test space V. The concept of weak derivative,
in this context is defined as follows (this follows [28]):
Definition 1. Weak Derivative
Let v ∈ L1loc(Ω), the space of locally Lebesgue integrable functions on Ω.
Furthermore, let α = (α1, . . . , αd) be a multi-index, and Dα = (∂α1 , . . . , ∂αd)
the corresponding derivative operator. Provided that such a function exists,
w ∈ L1loc(Ω) is the weak derivative with index α of v if∫
Ω
vDα ϕ dx = (−1)|α|
∫
Ω
wϕ dx, ∀ϕ ∈ C∞0 (Ω), (4.4)
where C∞0 (Ω) is the set of all infinitely differentiable functions with compact
support in Ω.
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Depending on the order of these derivatives, the choice of V usually
falls upon a member of the family of Sobolev spaces:
Definition 2. Sobolev Spaces
The Sobolev space Wk,p(Ω) with index (k, p) is the set of Lp-functions
whose weak derivatives up to order k are also Lp-functions:
Wk,p(Ω) = {w ∈ Lp(Ω) : Dαw ∈ Lp(Ω), ∀α, |α| ≤ k}. (4.5)
In this work, we will exclusively deal with spaces where p = 2,
and use the widespread notation Hk(Ω) = Wk,2(Ω). Note that these
spaces are Hilbert spaces, which is not true for Wk,p(Ω) when p 6= 2.
For operators whose order m is even, it is often advantageous to
transform the integral with e. g. Green’s identity, to have a different
operator applied to u, and thereby lowering the regularity require-
ments further. Introducing the notation a and b for the resulting
bilinear and linear forms, respectively; and a solution space U, the
transformed problem then reads
Seek u ∈ U such that
a (u, ψ) = b (ψ) , ∀ψ ∈ V. (4.6)
In order to be able to use this formulation in a meaningful way, one
must establish that the problem is well-posed in the sense that it has
a unique solution, which depends continuously on the data. The
following theorem, which is discussed and proven in [46, Chapter 2]
(in the more general setting of Banach spaces), gives sufficient and
necessary conditions for well-posedness of (4.6):
Theorem 2. Well-posed weak problem
Let U and V be Hilbert spaces, a : U ×V → R a bounded bilinear form,
and b : V → R a bounded linear form. Then, the problem described in (4.6)
is well-posed if and only if:








∀ψ ∈ V, if a (u, ψ) = 0, ∀u ∈ U, then ψ = 0. (4.8)
In general, one should also try to determine to what extent the so-
lution of the weakened problem and that of the original problem cor-
respond. Often, a sufficiently smooth solution to the weak problem
will also be a solution of the boundary value problem for the PDE.
It should be noted that in some cases, the latter was derived from
an integral formulation, which might in itself yield a weak problem,
without having to go via a PDE model.
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For the treatment of the boundary conditions expressed in Equa-
tion (4.2), there are two choices. One possibility is to impose these
conditions in a strong form by adding them as restrictions on the
solution space U, and modifying V accordingly. The boundary con-
ditions can also be enforced weakly by casting the boundary residual
Bu− g into a weak form, and incorporating this into a and b, respec-
tively.
The details of the weak form and the choice of the solution and
test spaces U and V lead to different types of methods. Some pos-
sibilities include collocation methods, subdomain methods, least-squares
methods and Galerkin methods. These all have in common that they can
be expressed using the weighted residual equation (4.3), and hence
they are classified as weighted residual methods. Only the last two
types are considered in this work.
The solution and test spaces are of infinite dimension. In order
to find a numerical approximation of the solution, it is necessary to
reduce the problem to a finite dimension. This discretization is per-
formed by replacing U and V in Equation (4.6) by the finite-dimen-
sional spaces Uh and Vh, respectively. In the general case, a and b will
also be approximated, by ah and bh. This non-consistency can be due,
e. g. to the use of quadrature instead of exact integration in evaluation
of the integrals, but will not be discussed here further. More details
can be found e. g. in [46, Chapter 2.3] or [28, Chapter 10].
The result is the discrete weak problem:
Seek uh ∈ Uh such that
a (uh, ψh) = b (ψh) , ∀ψh ∈ Vh. (4.9)
Most commonly, one chooses Uh ⊂ U and Vh ⊂ V, in which case the
resulting method is called conforming, but other choices, which lead
to non-conforming methods, are also possible.
The question of whether the discrete problem is well-posed is in
general independent of whether the continuous problem is well-posed.
Only in the special case of a consistent, conforming method, where
U = V, and where the bilinear form is additionally coercive, i. e. ∃γ >
0 : ∀u ∈ U, a(u, u) ≥ γ ‖u‖2U , is it known that if the continuous prob-
lem is well-posed, then the same holds for the discrete problem. In
other cases, the conditions in Theorem 2 have to be demonstrated to
hold for (uh, ψh) ∈ Uh × Vh. In this context, the first condition Theo-
rem 2 is often called the inf-sup or Ladyzhenskaya-Babuška-Brezzi (LBB)
condition.
As will be described in the following, the discrete spaces are de-
fined via the construction of global basis functions, so that Uh =
span{ϕi} and Vh = span{ψj}. In most cases, the discrete spaces are
chosen to have the same dimension N, which makes it possible to de-
rive a linear system of equations whose solution vector characterizes
the solution uh to Equation (4.9).
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and substituting into Equation (4.9):








= b (ψh) . (4.11)
Due to linearity, it suffices that the equation holds for the basis func-








= b (ψi) , ∀i = 1, . . . , N. (4.12)
This is equivalent to the linear system of equations
Au = b, (4.13)




and bi = b (ψi) .
4.2.2 Construction of the Finite Element Space
A finite element method is most commonly understood as a method in
which the discrete solution and test spaces are constructed from a
basis consisting of piecewise polynomial shape functions. This basis
is constructed by first constructing a mesh M that partitions Ω into
a set of cells of simple shapes. To each cell K, one associates a finite
element, defined as follows (see [46], Chapter 1.2):
Definition 3. Finite Element
A finite element is a triplet (K,P , Σ), where
• K is a compact, connected subset of Rd with non-empty interior,
• P is a vector space of functions defined on K,
• Σ is a set of linear forms σi : P → R, i = 1, . . . , m, which form a
basis for L(P; R). {σi} are called the local degrees of freedom.
Definition 4. Local Shape Functions
The local shape functions of a finite element (K,P , Σ), is the set of basis
functions ϕi, 1, . . . , dim(P) for P such that σi(ϕj) = δij, 1 ≤ i, j ≤ dim(P).
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The concrete definition of a finite element can be either be per-
formed by choosing the basis of local degrees of freedom first, and
then letting the local shape functions be the dual of this basis; or the
other way around. The most commonly used elements belong to the
class of Lagrange elements where the local degrees of freedom are
defined as function evaluation at a set of nodal points xi ∈ K. An
example of the second method is the definition of the elements based
on Lobatto polynomials in Section 5.4.2.
The definition of the mesh and the elements is used to define a
set of global basis functions ψk for the discrete spaces Uh and Vh.
An important feature of finite element methods is that the support
of each global basis function is localized to one or a few cells only.
This property, which arises naturally from the construction described
above, ensures that the matrix of the resulting linear system is sparse,
and thus makes it possible to efficiently solve problems with millions
of unknowns.
In order to obtain a conforming method, the functions in the dis-
crete spaces often have to fulfill some continuity conditions along the
interfaces between cells. In a continuous Galerkin method, these conti-
nuity conditions are imposed by adding constraints on the values of
the degrees of freedom.
It is clear that the choice of Uh directly influences how accurate the
solution is, and how fast it can be computed. A larger solution space
possibly increases the accuracy of the result, but also the number
of unknown variables, which strongly influence the effort needed to
compute the solution. Additionally, the choice of basis is important,
since it influences the condition number of the matrix, which again
plays an important role for the computational cost. The automatic
construction of a sequence of spaces which finds a good balance in
this trade-off is the topic of adaptive methods, which will be treated
in Chapter 5.
4.3 least-squares variational formulation of the in-
terface model
This section deals with the treatment of sub-problem B introduced
in Section 4.1. We begin by stating an instationary boundary value
problem with the PDE for the level set function (3.27) and the asso-
ciated side conditions. Next we perform semi-discretization for the
time variable, and proceed to derive a variational formulation of the
problem based on the least-squares weighted residual method. This
will later form the basis for computing a finite element solution for
the problem.
Assume that w(x, t) is a velocity field that is continuous on a time-
space cylinder Ω × (0, T). A Dirichlet boundary condition for the
level set function is provided on the inflow boundary ∂Ωin = {x ∈
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∂Ω : w(x, t) · n(x) < 0} by the function φin. For a general velocity
field w, ∂Ωin could vary in time, but we restrict the discussion in the
following to situations where this is not the case. An initial condi-
tion for the level set function is given by φ0(x). The interface model
corresponds to Equations (3.27)–(3.29):
∂φ
∂t
+ w · ∇φ, = 0 (x, t) ∈ Ω× (0, T), (4.14)
φ (x, t) = φin (x, t) , (x, t) ∈ ∂Ωin × (0, T), (4.15)
φ (x, 0) = φ0 (x) , x ∈ Ω. (4.16)
To be able to solve this problem numerically, a discretized version
of it, which yields an approximate solution, will be presented be-
low. The discretization proceeds in two steps, according to Rothe’s
method. First a semi-discretized form for the time dimension is set
up using the standard θ-method. This corresponds to a sequence
of boundary value problems, each of which serves to advance the
solution one step in time. Each of these boundary value problems is
based on a first-order advection-reaction equation, for which it is well
known that a standard finite element discretization will not be stable.
We therefore apply the least-squares weighted residual formalism to
derive a stabilized variational problem that can be solved with the
finite element method to yield an approximation of the solution.
The θ-method for discretizing ordinary differential equations (ODE)
is really a family of methods, parameterized by the real variable
θ ∈ [0, 1]. It includes the well-known explicit Euler (θ = 0) and
implicit Euler (θ = 1) methods, as well as the second-order trape-
zoidal method (θ = 0.5). A description of the method can be found
in standard textbooks on the numerical solution of ODE, e. g. [75].
Following a common convention, the semi-discretized variables re-
ceive a superscript to indicate the corresponding time-step. For in-
stance, φn = φ(tn). We also introduce the length of the time-step





+ (1− θ)wn · ∇φn + θwn+1 · ∇φn+1 = 0,
(4.17)
or equivalently as
φn+1 + θ∆tnwn+1 · ∇φn+1 = φn − (1− θ)∆tnwn · ∇φn. (4.18)
From the second form, this problem can thus be interpreted as an
advection-reaction equation for the level set φn+1.
For each value of θ, Equation (4.17) provides a scheme for advanc-
ing the level set function φn to the next time-step, in the form of
a PDE that depends only on the spatial variable. As described in
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Section 4.2.1, in order to discretize such a problem with the finite el-
ement method, the first step is to choose a space V of test functions,
and formulate the weighted residual equation∫
Ω
ψR(φn+1)dx = 0, ∀ψ ∈ V. (4.19)
Since there are only first derivatives of φn+1 in the residual, it is not
necessary to perform integration by parts in this case, and the natural
choice of test space is V = L2(Ω). The solution is required to have
weak derivatives in the direction of w only, so the solution space
S = {φ ∈ L2(Ω) : w · ∇φ ∈ L2(Ω)}. It can be shown (see e. g. [46],
Chapter 5), that (4.18) is a Friedrichs’ system, and that the associated
differential operator
A : S0 → L2(Ω)
φ 7→ φ + θ∆tnw · ∇φ, (4.20)
where
S0 = {φ ∈ S : φ|∂Ωin = 0}, (4.21)




θ∆tn∇·w > 0. (4.22)
In the present case, the continuous velocity field w will be divergence-
free as it is the solution of an incompressible Navier-Stokes equa-
tion, and the discrete velocity field will at least be approximately
divergence-free. Hence, we assume that this condition will be ful-
filled.
In this case the problem 4.19 is well-posed, but it is not coercive.
With a standard Galerkin method, where the discrete test and solu-
tion spaces are the same, it can be shown that the coefficient β in
the LBB condition for the discrete problem will tend to zero as the
mesh is refined. As the approximation space is enlarged, the discrete
problem will hence become less and less well-posed, which typically
manifests itself by the appearance of large oscillating disturbances in
the solution. The standard Galerkin formulation is thus unstable for
this type of first-order problems.
In order to still be able to employ finite elements for the discretiza-
tion, we will therefore use a different formulation, which leads to
stable discrete problems. This formulation is derived via the Least-
Squares Weighted Residual Method (LSWRM), which yields modi-
fied weights for the residual. By interpreting these weights as dif-
ferent test functions, one can see that this least-squares stabilization
is closely related to other common stabilization techniques, such as
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the Stabilized Upwind Petrov-Galerkin (SUPG) and Galerkin/Least-
Squares (GaLS) methods.
In the literature, the latter methods seem to be widely employed,
whereas the use of least-squares formulations is not so common. For
the second-order, singularly perturbed problems that arise e.g. in
convection-dominated flows, direct application of the LSWRM to the
second-order problem will lead discrete problems with very large
condition numbers, which seems to have given this method some-
thing of a bad reputation. In general, one should always reformu-
late the problem to a system of first-order equations before using
the LSWRM. Good introductions to LSWRM, with applications to a
wide range of problems, are given in [91] and [46]. The use of this
method specifically for solving a Level Set equation in the context of
two-phase fluid flow, which forms the basis for the method employed
here, has been presented in [32].
The derivation of the variational formulation via the LSWRM will
now be described. Assuming that there exists a unique solution





R(φn+1)2 dx = 0. (4.23)
Since the norm is non-negative, the solution to the original problem
can be determined by seeking the minimizer of the norm. A necessary
condition for this minimizer is that its first variation vanishes for all
test functions δφ ∈ S. We thus obtain the following condition on φn+1,



















































+ θwn+1 · ∇δφ
)
dx = 0.
The variational problem to be solved in each time-step, with the
Dirichlet boundary condition imposed strongly, can then be stated as
follows:
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Here Sin = {φ ∈ S : φ|∂Ωin = φ
in}.
As mentioned previously, this method can be seen as a weighted
residual equation with weight functions ψ = δφ + θ∆tnwn+1·∇δφ.
In this sense, it can be seen as a Petrov-Galerkin method where the
space of test functions is different from the solution spaces. In this
respect, this method is similar to SUPG stabilization, the only dif-
ference being that an additional, usually mesh-dependent, weight α
is given to the gradient term in the SUPG test functions: ψSUPG =
δφ + αθ∆tnwn+1·∇δφ.
Both methods can be thought of as adding artificial diffusion in the
direction of the flow, which corresponds to an upwind discretization.
The extra parameter in the SUPG method makes it possible (or nec-
essary, depending on your point of view), to fine-tune the amount
of stabilization, taking into account the local resolution of the mesh.
Since usually, δ < 1, the SUPG can be less diffusive, and hence de-
grade the accuracy less, than the least squares method. However,
the latter has the advantage of being symmetric and coercive, which
further implies that the discrete problem is well-posed as long as a
conforming approximation space is chosen.
Working with the space S is quite impractical, since the definition
of this space depends on on the velocity field w, which varies both
in time and space. In this work, we therefore restrict ourselves to the
solution of this problem in the more standard space H1in(Ω) = {φ ∈
H1(Ω) : φ|∂Ωin = φ
in} ⊂ Sin, using test functions from H10(Ω) = {φ ∈
H1(Ω) : φ|∂Ωin = 0} ⊂ S0. The corresponding variational problem
reads:














For the finite element discretization of this problem, we will use
approximation spaces defined through an hp-adaptive enlargement
process, in which the mesh resolution and polynomial degrees are
allowed to vary locally. Such spaces and their construction will be
discussed in Chapter 5. In order to assure that the corresponding
discrete problems are well-posed, the discrete solution and test spaces
are assumed to be H1−conforming: Shpin ⊂ H1in(Ω) and S
hp
0 ⊂ H10(Ω),
respectively. This means that the functions of the space are required
to be globally continuous. Fulfilling this requirement is one of the
complications that follow when using hp-spaces, and it will discussed
in Section 5.4.6.
Given discrete spaces of dimension N of test and solution func-
tions, and a common basis ξi, i = 1, . . . , N, for these spaces, we can
expand the solution according to φn+1 = ∑Nj=1 φ
n+1
j ξ j. The variational
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problem (4.26) is then equivalent to the linear system of equations
∑Nj=1 Aijφ
n+1



















The matrix is symmetric and positive definite, which makes it pos-
sible to use the efficient and robust Conjugate Gradient method for
the solution. A numerical of the convergence of this model and the
implementation that we used is presented in Section 6.3.
4.4 mixed weak formulation of the flow model
The next step is to discretize the flow model (sub-problem A) which
was stated at the end of Section 3. We recall the initial boundary






+ u · ∇u
)
= ρ f +∇·σ(u, p) in Ω, (4.30)
∇·u = 0 in Ω, (4.31)
u = uD on ∂ΩD, (4.32)
σn = 0 on ∂ΩN , (4.33)
[[σ]]ΓnΓ = −τκnΓ on Γ, (4.34)
u(x, 0) = u0 in Ω. (4.35)
Our first step is to discretize the momentum balance equation with




= F(u, t), (4.36)
where
F(u, t) = ρ f +∇·σ− ρu · ∇u, (4.37)




= θF(un+1, tn+1) + (1− θ) F(un, tn). (4.38)
Here we have followed the notation introduced in Section 4.3 with
for the definition of the time-step ∆t, and the use of the superscript
index n.
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The method is unconditionally stable for θ ≥ 0.5, whereas the use
of θ = 0 (explicit Euler method) generally requires very small time-
steps to ensure stability. Since the trapezoidal method (θ = 0.5) is
the only method of this class which is of second order, this choice
is especially attractive. A drawback of this scheme, however, is that
it requires the specification of an initial condition for the pressure,
which is not available in our model. We avoid this by using the im-
plicit Euler (θ = 1) method when solving the first time-step, and the
trapezoidal method for the remaining time-steps.
The semi-discretization in time yields a sequence of boundary value
problems which can be solved to obtain approximations (un+1, pn+1)
of the velocity and pressure variables. u0 is given by the initial condi-
tion (4.35), and (un+1, pn+1) is the solution of
ρn+1un+1 − θ∆tFn+1 = ρnun + (1− θ)∆tFn in Ω, (4.39)
∇·un+1 = 0 in Ω, (4.40)
combined with the boundary and interface conditions (4.32) – (4.34)
evaluated at time tn+1.
The next step is to derive weak formulations of these problems, in
order to apply the finite element method. For the approximation of
u, we introduce the solution space
U = {u ∈ H1(Ω)d : u|∂Ω = uD}, (4.41)
and test space
V = {v ∈ H1(Ω)d : v|∂Ω = 0}. (4.42)
For the pressure, we define
Q =
{
L2(Ω), if ∂ΩN 6= ∅,
L20(Ω) =
{
p ∈ L2(Ω) :
∫
Ω p dx = 0
}
, if ∂ΩN = ∅,
(4.43)
which will act as both solution space and test space. The constraint
on the second space is needed since in the absence of the boundary
condition on ∂ΩN , the pressure would only be determined up to a
constant. This is due to the fact that only the gradient of p appears in
the PDE.
To derive the weak formulation, (4.39) and (4.40) are multiplied













v · Fn dx = 0, (4.44)∫
Ω
q∇·un+1 dx = 0. (4.45)
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The term with the stress tensor σ which is part of Fn and Fn+1 in-
cludes second derivatives of the solution variables. We can trans-
form these integrals using Green’s identity, in order to transfer one
derivative to the test function. For simplicity, we omit the time index,
and consider only the integrand v · ∇·σ. Substituting the constitutive
relation (3.30), and splitting the integral over the two sub-domains
















The two terms in the sum are evaluated using the divergence theo-
rem: ∫
Ωk
v · ∇· (pI)dx =
∫
Ωk











µkv · ∇·D(u)dx = −
∫
∂Ωk




µktr (D(u) · D(v)) dx, (4.48)
where








(∂iuj + ∂jui)(∂ivj + ∂jvi)
denotes the trace operator.
Using the fact that v = 0 on ∂ΩD, and that ∂Ω ∩Ωk = ∂Ωk \ Γ, we






pv · nk ds =
∫
∂ΩN













µkD(u)nk · v ds = −2
∫
∂ΩN







µkD(u)nk · v ds. (4.50)
Summing these two contributions, and substituting n1 = −n2 = nΓ
gives the following total boundary term:∫
∂ΩN
(pI − 2µD(u)) n · v ds +
∫
Γ




σn · v ds−
∫
Γ
[[σnΓ]]Γ · v ds, (4.51)
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where [[·]]Γ represents the jump over the interface Γ. The first of these
terms will be omitted from the weak formulation, which corresponds
to imposing the natural boundary condition (4.33) at each time-step
tn.
In the second term, the original interface tension force can be sub-
stituted for the jump term in the PDE model, using (4.34). At time
tn, the interface condition is then imposed by including in the weak
form the following contribution:
f nΓ (v) = −
∫
Γ(tn)
τκnnnΓ · v ds (4.52)
It is convenient to also introduce a set of linear and bilinear forms
that represent the other terms in the weak form. We follow the nota-








2µntr (D(u) · D(v)) dx, (u, v) ∈ U ×V, (4.54)
b(u, q) = −
∫
Ω
q∇·u dx, (u, q) ∈ U ×Q, (4.55)
b∗(v, p) = −
∫
Ω
p∇·v dx, (v, p) ∈ V ×Q, (4.56)
cn(u, w, v) =
∫
Ω





ρn f · v dx, v ∈ V. (4.58)
To shorten the weak formulation, we gather the integral contributions
from Fn in the following operator:
Gn(v) = b∗(v, pn) + an(un, v)+
cn(un, un, v) + f nV(v) + f
n
Γ (v). (4.59)
Using these definitions, (4.44) – (4.45) can be rewritten as follows:
mn+1(un+1, v) + θ∆tGn+1(v)−
mn(un, v) + (1− θ)∆tGn(v) = 0, ∀v ∈ V, (4.60)
b(un+1, q) = 0, ∀q ∈ Q. (4.61)
This is a nonlinear problem due to the term c(un+1, un+1, v). Among
the many methods for solving such problems, the Newton method
stands out for its ability to achieve quadratic convergence. In order
to describe this method, we denote the two unknown variables at




∈ U×Q, and the correspond-
ing test variables as η = (v, q) ∈ W = V × Q. The nonlinear weak
problem at time tn+1 can be expressed in residual form as
R(w) = mn+1(un+1, v) + θ∆tGn+1(v) + b(un+1, q) + r(un, pn)
= 0, ∀η ∈W, (4.62)
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where r contains the terms corresponding to the previous time-step
tn.
The Newton method is an iterative algorithm based on the first-
order Taylor expansion of the residual R. Given the approximation
wk at step k, the next approximation wk+1 is determined in two steps:
1. Compute a correction by solving the linear system of equations
∇R (wk) δwk = R (wk) , ∀η ∈W.
2. Update wk+1 = wk − δwk.
This procedure is repeated until some convergence criteria, most of-
ten related to the norms of R and δw, are fulfilled.
The first step of the iteration requires solving a linear weak bound-
ary value problem, which can be determined by finding the expres-
sion for ∇R (w) δw, given η ∈W:












mn+1(δu, v) + b(δu, q) + b∗(v, δp)





= mn+1(δu, v) + b(δu, q) + b∗(v, δp)
+ an+1(δu, v) + cn+1(u, δu, v) + cn+1(δu, u, v)
= dn+1(δu, v) + b(δu, q) + b∗(v, δp),
where
dn+1(δu, v) = mn+1(δu, v) + an+1(δu, v)+
cn+1(u, δu, v) + cn+1(δu, u, v).
We split the problem according to the test variables, and arrive at
the following linearized weak problem to be solved at step k of the
Newton iteration for time tn+1:
Seek (δuk, δpk) ∈ U ×Q, such that (4.63)
dn+1(δuk, v) + b∗(v, δpk) = Rv(wk, v), ∀v ∈ V, (4.64)
b(δuk, q) = 0, ∀q ∈ Q, (4.65)
where the residual in the first equation is given by
Rv(wk, v) = mn+1(uk, v)−mn(un, v) + (1− θ)∆tGn(v)+
θ∆t
(
an+1(uk, v) + cn+1(uk, uk, v)+
f n+1V (v) + f
n+1
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The final step is to derive a linear system by introducing the finite
element spaces Uh ⊂ U, Vh ⊂ V, Qh ⊂ Q with global basis func-
tions ψi ∈ Vh, i = 1, . . . , NV and χi ∈ Qh, i = 1, . . . , NQ. The discrete
linearized weak problem is obtained by substituting the discrete so-




















xjb(ψj, χi) = 0, i = 1, . . . , NQ.
(4.68)














Dij = dn+1(ψj, ψi), (4.70)
and
Bij = b(ψj, χi). (4.71)
The system matrix is indefinite, due to the zero block on the diagonal.
The reason for this is that the weak formulation does not correspond
to an unconstrained energy minimization problem, as is the case for
e. g. the Laplace equation or the least-squares variational formulation
that was used for the interface model. Here, we are instead dealing
with a constrained minimization of the energy, since the incompress-
ibility condition is imposed as part of the weak form, and is not part
of the space. The pressure variable acts as the Lagrange multiplier
for this constraint, and the solution will be a saddle point of the cor-
responding optimization problem.
The use of conforming discrete finite element spaces is not enough
to guarantee that the discrete, linearized problem is well-posed. Al-
though conformity will guarantee that the bilinear form dn+1 is coer-
cive on Uh×V, the same is not necessarily true for b. Hence, one must
choose the spaces so that the following LBB condition is fulfilled:







It is well-known that this condition is not fulfilled for certain pairs
of spaces, e. g. with linear approximations for the velocity and con-
stant or linear approximations for the pressure. A popular choice is
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the family of Taylor-Hood elements, with degree-k elements for the
velocity and degree-(k − 1) elements for the pressure, where k ≥ 2.
These elements are known to fulfill condition (4.72) (for a proof with
irregular meshes, see [66]). In this work, we use quadrilateral el-
ements with bi-quadratic velocity and bilinear pressure approxima-
tions. The mesh used is the same as that for the level set function,
but for the flow variables, we do not vary the polynomial degree.
4.5 transformation of the interfacial tension force
The weak form of the Navier-Stokes equations is commonly used, and
its properties overall are well understood. In this particular model,
the surface integral that represents the contribution from the interfa-
cial tension force is the most problematic point.
There are two main drawbacks of the formulation presented in Sec-






in the integrand poses a strong regularity requirement on φ in order
for the integral to be well defined. If standard H1-conforming finite
elements are used for the approximation of φ, one can expect that
the computation of this quantity will lead to large numerical errors.
Secondly, the domain of integration is a time-varying surface that is
not available explicitly, which makes the use of standard quadrature
methods difficult.
The first drawback is addressed by further weakening the expres-
sion, and removing the explicit dependence on the curvature. This
procedure makes use of the fact that the combination of curvature
and surface normal corresponds exactly to the right-hand side of the
Laplace-Beltrami equation. For a fixed time t,
−∆ΓIΓ(x) = κ(x)nΓ(x), x ∈ Γ. (4.73)
Here I(x) = x is the identity operator on Γ, and ∆Γ denotes the
Laplace-Beltrami operator. Similarly to the Laplace operator, we have
the identity
∆Γ f = ∇Γ·∇Γ f (4.74)
with the tangential derivative
∇Γ f = (I − nΓnTΓ )∇ f , (4.75)
and surface divergence
∇Γ· f = tr(∇Γ f ). (4.76)
As described in [54], there is a corresponding Green’s formula which
can be used to replace the contribution from the interfacial tension
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τ tr((I − nΓnTΓ )∇v)ds. (4.80)
This result holds for v ∈ H1(U), where U is a neighborhood of Γ.
This transformation of the interfacial tension force has been ap-
plied in [54], and a variation of it in [20]. A different approach, based
on regularizing the curvature by solving a stabilized problem, was
proposed in [131].
For computing the surface integral over Γ, we use a second trans-
formation, which involves the Dirac-measure δΓ(φ) introduced in Sec-
tion 3.3. By multiplying the integrand with δΓ we can replace the





G̃(x, t)δΓ(φ (x, t))dx, (4.81)
where G̃ is an appropriate extension of G from Γ to Ω. The natural
approach is to extend the normals to Ω via nΓ(x, t) =
∇φ(x,t)
|∇φ(x,t)| , ∀x ∈ Ω.
In summary, we have the following expression for the contribution










δΓ (φ (x, t)) dx. (4.82)
A discrete approximation of δΓ will be described in Section 4.6.
4.6 approximation of heaviside and dirac functions
The weak formulation of the flow problem involves the use of gen-
eralized functions in two respects. The first concerns the material
parameters ρ and µ, which are piecewise constant functions in each
sub-domain Ωk, k = 1, 2. The global functions were introduced in
Section 3.3 as
ρ(x, t) = ρ1 + H(φ(x, t)) (ρ2 − ρ1) (4.83)
µ(x, t) = µ1 + H(φ(x, t)) (µ2 − µ1) , (4.84)
where H(s) denotes the Heaviside function. In much of the literature
dealing with two-component flows, one replaces H with a smooth-
ened approximation Hε (see e. g. [95, 127]). The reason for this is
to improve both the stability of the solution process, and its accu-
racy. The former aspect is of subordinate importance when a finite
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element method is used, since the weak formulation makes it possi-
ble to handle discontinuous coefficients robustly. Due to the use of
numerical quadrature, accuracy is still a concern, however, and it is
therefore advisable to use a smooth approximation also in finite ele-
ment computations. The choice of Hε involves balancing the resulting
approximation error with the quadrature error. This problem is dis-
cussed in [131], where the approximation error is analyzed in terms
of moments of Hε. In that work, a polynomial approximation is used,
to enable the use of exact quadrature. In this work, we follow the
approach in [95, 127], and let
Hε(s) =











, |s| ≤ ε,
0, s < −ε.
(4.85)
Although this choice will incur both approximation and quadrature
errors, it is very popular in the literature for two-phase flows, and
has been applied successfully in e. g. [32, 33, 141]. The parameter
ε, which governs the size of the interval over which the function is
smoothened out, is typically chosen approximately equal to the cell
size.
The second respect in which generalized functions are used is for-
mal use of the Dirac distribution δ(s) in the substitution of the sur-
face integral over Γ with the volume integral over Ω that was applied
to the contribution from the interfacial tension force in Section 4.5.
This substitution was introduced to solve the problem that the time-
varying Γ(t) is only known implicitly as the zero level of the level set
function φ. A common alternative approach (see e. g. [54, 131]) is to
construct an explicit approximation of Γ, and performing numerical
quadrature using this approximation. Such reconstructions are, how-
ever, cumbersome to perform, especially in the setting of the present
work, where locally varying polynomial degrees and quadrilateral el-
ements are used. Therefore, just as for the Heaviside function, we
use instead a regularized approximation δα of the Dirac distribution






s2−α2 ), |s| ≤ α,








y2 − α2 )dy. (4.87)









G̃(x, t)δα(φ (x, t))dx, (4.88)
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where G̃ is an extension of G from Γ to Ω.
Other choices of δα are also possible. In particular, one could make
it coincide with the derivative of the regularized Heaviside function,
in order make the two approximations consistent, and reduce the
number of discretization parameters. In the present case, there is
no direct connection between the uses of Hε and those of δα, so this
choice would be for convenience only.
4.7 summary of the solution procedure
To conclude this chapter, we summarize the solution procedure for
the coupled model. Overall, it contains three nested iterations, which
are outlined schematically in Fig. 4.2. The adaptive iteration solves
the coupled time-dependent model with successively larger approxi-




hp. The extension of the approximation space
Shp for level set function is based on the hp-adaptive algorithm de-
scribed in the next chapter, whereas the spaces Vh and Qh for the ve-
locity and pressure approximations use Q2/Q1 elements on the same
mesh as for the level set function.
The evolution of the variables in time is solved using the time-
stepping procedures for the two models. In each time-step n, first
the semi-discretized flow model (4.60) – (4.61) is solved to yield the
updated velocity and pressure, and then the level set function is up-
dated by solving the interface model (4.26).
Whereas the interface problem is simply a linear system, which
can be solved e. g. using the CG method, the flow problem is nonlin-
ear. As described in Section 4.4, this problem is linearized using the
Newton method. The corresponding inner iteration computes in each
step k a correction δwk+1 is computed by solving the linear boundary
value problem (4.63), whereafter the approximation wk is updated by
adding δwk+1.
The corresponding program is naturally more complex than what
Fig. 4.2 indicates, since it also has to deal with initialization of data
structures and data output, e. g. in the form of visualizations of the
various variables. The main iterative structure in the diagram does
however capture the core logic of the program.





Update→ wk+1 = wk + δwk+1
Advance Level Set→ φn+1
Adapt spaces→ Vrh , Qrh, Srhp
Figure 4.2: Diagram summarizing the nested iterations in the solution pro-
cedure.
5
H P - F E M
This chapter describes adaptation of the discrete solution space using
hp-FEM techniques. The first part of the chapter (Sections 5.1 to 5.3)
gives an overview of the theoretical aspects of successive space exten-
sion and error control via hp-adaptive methods. Section 5.4 describes
the key aspects of the implementation of support for hp-FEM in the
software package HiFlow3 . This is followed by Section 5.5 which
presents the results of some numerical experiments conducted to ver-
ify the correctness of the implementation. The chapter is concluded
by a discussion in Section 5.6 of some work concerning the use of
hp-FEM in the context of discontinuous Galerkin formulations.
5.1 successive space extension
Section 4.2 described in an abstract setting how the finite element
method can be used to discretize a boundary-value problem for a
partial differential equation. One of the central decisions to be made
in the definition of a FEM is the choice of the discrete approximation
spaces Uh and Vh for the solution and test functions, respectively. This
choice directly determines the quality of the approximate solution,
and strongly influences the computational cost of solving for it. In
general, the more accurate the computed solution has to be, the larger
Uh (and consequently Vh) has to be chosen.
Most often, it is not possible to determine a priori exactly how well
the unknown solution u can be approximated in a given space, and
it is therefore common to solve the problem successively with a se-
quence of spaces U1h , U
2
h , . . ., and try to estimate the size of the error
for each computed solution, which will (hopefully) converge toward
zero.
The most common method of constructing the sequence of spaces
is to increase the number of elements in each step, either by generat-
ing a new mesh (remeshing), or by splitting the existing elements into
sub-elements (refinement). Although remeshing is frequently used in
practice, it has some important drawbacks. Computing a mesh for
a geometric domain is often computationally expensive, and some-
times requires manual intervention to ensure the quality of the re-
sult. With remeshing, this procedure has to be repeated several times
instead of being performed just once before the computation. Fur-
thermore, remeshing requires complex transfer operations of discrete
functions between the spaces. When using the term h-FEM, most
authors therefore only include methods based on refinement.
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The simplest h-FEM strategy is global or uniform refinement, where
all the cells in the mesh are refined in an identical way. The number
of elements, and hence the size of Uih, will then grow exponentially,
which leads to intractable problems very quickly. For instance, as-
sume that each cell in a two-dimensional computation is split into
four cells with each refinement, and that U1h corresponds to a mesh
with only one cell. After ten refinement steps, the mesh will have
over one million elements, and after fifteen steps the this number
will exceed one billion! Most often, only a few steps can be there-
fore performed before the computational costs become too high. For
some problems, a few refinement steps might be enough; but in cases
where the error converges slowly, or where a highly accurate solution
is required, uniform refinement will in general be too expensive.
More advanced h-FEM strategies are local in the sense that they will
only refine a subset of the elements, and try to maximize the gain in
accuracy for each step. Many problems contain localized features
which need to be resolved on the mesh before an accurate solution
is obtained. Away from these features, a coarser mesh can be used
without increasing the global error of the solution very much.
Another, less commonly used, method of increasing the size of Uh
is to raise the polynomial degree pK of the shape functions. When
performed for a fixed mesh, this is referred to as p-FEM. Again, it is
possible to increase the degree globally for all cells, or locally for just
a subset. The use of high-degree elements was pioneered by Szabó
and Babuška in the late 1970s [13, 128].
Methods which exploit the possibilities of both h-FEM and p-FEM
are categorized as hp-FEM. This approach grew out of the work on
p-FEM in order to compensate for its weaknesses, which will be de-
scribed further in Section 5.2. An important contribution that mo-
tivated much of the work that followed was a series of papers [55–
57] which analyzed in detail the convergence rates of h-, p- and hp-
FEM for an elliptic one-dimensional problem with a special type of
singular solutions. It was proven that if the combination of mesh re-
finement and polynomial degrees is chosen in a particular way, then
it is possible to obtain exponential convergence toward the correct
solution. Exponential convergence is also possible with p-FEM, but
only when the solution is analytic, and the main motivation of using
hp-FEM is to recover this property for a larger class of problems.
Another approach related to p-FEM is the spectral element method,
first described by Patera [102]. This is a localized version of the spec-
tral method, which in turn was developed by Orszag at the end of the
1960s [97]. Although developed independently, the spectral element
method shares with p-FEM the use of unstructured meshes and ba-
sis functions whose supports are localized to one or a few cells. The
original method uses a special Lagrange basis that interpolates the
Chebyshev nodes in each cell, and can be considered a special class
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of p-FEM methods. Other methods that use Lagrange bases with spe-
cial choices of nodes are also often referred to as spectral element
methods. An extension of this method to incorporate hp-FEM tech-
niques is described in [79].
Finally, it should be noted that there are other methods of modi-
fying the approximation space to obtain better approximations. In
r-adaptive FEM (r stands for relocation), one modifies the geometry of
the computational mesh instead of its topology, in order to obtain a
finer resolution where the solution is varying rapidly. An example of
its use can be found in [30]. Another recent approach is the use of k-
FEM, where the k corresponds to the order of continuity of the global
finite element basis. In the context of isogeometric analysis, pioneered
in [72], one uses B-splines or NURBS as basis functions, instead of
the standard C0 piecewise polynomials. This has several advantages,
including better integration with CAD-tools. The use of these basis
functions also makes it possible to vary the order of continuity lo-
cally, and in this way be able to approximate functions that have both
smooth parts and irregular features efficiently.
5.2 characteristics of h-, p- and hp-fem
In order to effectively design an hp-FEM space extension strategy, one
must understand the effect of mesh refinement and the polynomial
degree on the accuracy of the approximate solution. A priori estimates
of the difference between the exact solution to a problem and the
elements in the discrete solution space Uh are important analytical
tools in this context. In contrast to a posteriori estimates, the results in
a priori analysis can depend on the unknown solution itself, which
means that the expressions can in general not be evaluated. They
are, however, useful for establishing the convergence rate that can
asymptotically be expected, as Uh is extended in some way.
As an example, let us consider a boundary value problem for the
Poisson equation on a domain Ω:
−∆u = f in Ω, (5.1)
u = 0 on ∂Ω. (5.2)
A common variational formulation for this problem is as follows:
Seek u ∈ H10(Ω) such that∫
Ω
∇u · ∇ψ dx =
∫
Ω
f ψ dx, ∀ψ ∈ H10(Ω), (5.3)
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where H10(Ω) = {u ∈ H1(Ω) : u|∂Ω = 0}. In this case, the solution
and test spaces are the same, and a conforming discretized problem
can be constructed by choosing Uh = Vh ⊂ H10(Ω):
Seek uh ∈ Vh such that∫
Ω
∇uh · ∇ψh dx =
∫
Ω
f ψh dx, ∀ψh ∈ Vh. (5.4)
We now consider a sequence of finite element spaces Vh which cor-
respond to a sequence of quasiuniform meshes {Mh} with cell size
parameter h = maxK∈Mh hK and polynomial degree p for all elements.
Here hK is the diameter of the cell K. A quasiuniform family of
meshes satisfies h ≤ τhK for all K with a constant τ which is inde-
pendent of the mesh. It was proven in [12] that if the exact solution
u ∈ Hr(Ω), the following result holds for the error in the H1-norm:




This estimate can be used to analyze the convergence rate for h-FEM
and p-FEM procedures in the quasiuniform setting. To compare the
two methodologies, we express the convergence in terms of the num-
ber of degrees of freedom N. For h-FEM with uniform refinement, N
is proportional to the number of cells, which grows as h−d if Ω ⊂ Rd,
which yields N ∈ O(h−d). For p-FEM, there are pd degrees of free-
dom per cell, so N ∈ O(pd). Substituting into 5.5 gives the estimates
‖u− uh‖1 ≤ CN
−min (p,r−1)/d ‖u‖r , (5.6)
for h-FEM and
‖u− uh‖1 ≤ CN
−(min (p,r−1)+(r−1))/d ‖u‖r , (5.7)
for p-FEM.
For the case of h-FEM with uniform refinement, the rate of con-
vergence in terms of N will be determined by the fixed polynomial
degree p, as long as p ≤ r − 1. When the solution is not regular
enough to lie in Hp+1(Ω), then raising the polynomial degree will
not yield a higher convergence rate. With p-FEM, the rate of conver-
gence increases as p is raised successively, until the limit imposed by
the regularity of the solution is reached. If the solution is completely
regular, the estimate holds for arbitrary large values of r. For the
estimate to be useful, however, ‖u‖r cannot grow too fast with r. Un-
der the additional assumption that u is analytic, it can be shown that
this does not happen, and that exponential convergence is achieved
(a constructive proof for d = 1 can be found in [115, Chapter 3]):
‖u− uh‖1 ≤ a exp(−bN
c). (5.8)
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In contrast, extension processes based on h-FEM, will always be
algebraic convergence rates. This qualitative difference in the conver-
gence between the two paradigms can have a significant impact on
the performance of the method, especially when a highly accurate
solution is required.
For many problems occurring in practice, the solution is not every-
where smooth, however, and the maximum value of r is in general
small. This can occur for several different reasons. The regularity
of u depends on the regularity of the functions that constitute the
right-hand side of the PDE, its coefficients, and the boundary data.
In dimensions larger than one, the shape of the domain also plays an
important role. Reentrant corners of non-convex domains, or degen-
erate boundaries such as slits will limit the regularity.
Furthermore, many problems exhibit solutions that, although being
regular to a high degree, have very large gradients. The archetype
situation are the boundary layers and that occur near the boundary
in advection-dominated flows. In this case, reaching the asymptotic
range of convergence, in which the convergence rates given by a pri-
ori estimates will be observed, will require a fine enough mesh to
resolve the sharp variations in the solution.
In most cases, the solution is only irregular in some parts of the
domain, and is more or less smooth away from these parts. There are
certainly functions which are globally irregular, such as the nowhere
differentiable Weierstrass function [76], but these rarely occur as so-
lutions to the partial differential equations that are used to model
physical processes. It is therefore reasonable to assume that if one
combines mesh refinement in those areas where the solution is irreg-
ular with elevation of the polynomial degree where it is smooth, one
can hope to achieve the fast convergence of p-FEM, even if the solu-
tion is not globally smooth. This idea forms the basis of most hp-FEM
strategies.
Much work has been devoted to analyzing whether exponential
convergence can be achieved with hp-FEM even when the solution
is not globally analytic, and there are several positive results. In [55–
57], the situation for one-dimensional problems whose solution has
a singularity of type xα with 0.5 < α < 1 was analyzed for different
h-, p- and hp-methods. It was found that exponential convergence
can be achieved in this case by using meshes for which the cell size
decreases geometrically toward x = 0. The optimal ratio for these
meshes, as well as the optimal distribution of polynomial degrees,
were also determined.
It is also known that for elliptic problems with sufficiently regular
data, it is possible to achieve exponential convergence with hp-FEM.
This was first analyzed in [58, 59], which based the analysis on spe-
cial countably normed function spaces. It was later shown (see e. g. [9]
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for the two-dimensional case) that solutions to elliptic problems with
piecewise analytic data belong to these spaces.
Apart from the possibility of achieving if not exponential, then
at least very fast convergence, the use of p-FEM and hp-FEM also
has further advantages over pure h-FEM for certain problems. In
many applications there is a parameter that has a critical value such
that the accuracy of low-order solutions can become severely limited
when this value is approached. This phenomenon, called locking, is
well-known in linear elastic models of structural mechanics, where it
can be observed when the value of the Poisson’s ratio is close to 0.5,
which corresponds to a nearly incompressible material. Performing
mesh refinement with p ≤ 4 will only yield very slow convergence in
this case [14]. The use of p-FEM, on the other hand, remains robust
with respect to the Poisson’s ratio. Similar locking effects are also
possible for problems in other domains whose character changes as a
parameter approaches a critical value; and the use of p-FEM instead
of h-FEM is useful in those cases as well.
Oppositely, there are cases in which the use of h-FEM is necessary
to overcome weaknesses of p-FEM. The latter is very sensitive to pol-
lution effects, where e. g. a singularity in the boundary data will influ-
ence the solution not only in the direct vicinity, but also further away.
If p-FEM is used on a coarse mesh in this case, the error due to the
singularity will propagate over a large area. Raising the polynomial
degree will not be able to diminish this error propagation, whereas
refining around the singularity will.
By combining localized h-FEM and p-FEM techniques, one can
hope to be able to resolve problems that exhibit locally irregular solu-
tions, locking and pollution errors, if the enlargement process can be
controlled to refine close to irregularities and increase the polynomial
degree in those areas where the solution is smooth. For synthetically
constructed problems, it is sometimes possible to determine an ef-
fective enlargement process beforehand. More complex problems in
science and engineering will require either manual intervention or an
adaptive control algorithm to steer the hp-FEM enlargement. The for-
mer is generally difficult and expensive, which is why the latter is to
be preferred whenever possible. This topic will be discussed further
in Section 5.3.
5.3 adaptive algorithms
Now that we have established the strengths and weaknesses of ex-
tension of the discrete space via h-FEM and p-FEM, respectively, we
turn to the question of how the generation of the sequence of approx-
imation spaces can be automatized. Adaptive methods use algorithms
which take into account the characteristics of the problem and the
computed approximations to extend the space.
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5.3.1 Adaptive Strategies for h-FEM
For pure h-FEM extension, there is a large body of literature on adap-
tive methods based on a posteriori error estimation. The basic idea
is to decide where to refine in each step by approximating the local
contribution to the error from each cell K with an error indicator ηK.
The mesh is then refined only where ηK is large. In addition to the
large number of articles devoted to the construction and analysis of
error indicators (see e. g. [10, 11, 19, 135]), two good overviews of the
subject of a posteriori error estimation are presented in the books [3]
and [136].
It goes without saying that the error indicator should be related
to the actual error. This relation can be characterized through two
properties, which should be taken into account when evaluating an
error indicator ηK in the context of a specific problem. A reliable error
indicator ηK satisfies
‖u− uh‖2∗ ≤ C ∑
K∈Mh
η2K, (5.9)
with some constant C > 0. The norm ‖·‖∗ is problem-dependent.
This ensures that the global error is not greatly underestimated.
The reversed inequality is associated to the idea of efficient error
indicators. For a globally efficient error indicator it holds that
∃C : ∑
K∈Mh
η2K ≤ C ‖u− uh‖
2
∗ (5.10)
and a locally efficient error indicator satisfies
∃C : η2K ≤ C ‖u− uh‖
2
K,∗ , ∀K. (5.11)
where ‖·‖K,∗ is a local norm related to cell K.
Reliability is usually seen as an absolute requirement, whereas ef-
ficiency is not always demanded. When the error indicator is used
for driving an adaptive algorithm, global reliability and efficiency to-
gether assure that the error indicator will decrease at the same rate as
the real error, which prevents exceedingly pessimistic estimation that
causes the algorithm to require too many steps to terminate. Local
efficiency ensures that a large value of the indicator on a cell implies
that the error is also large on that cell, i. e. it prevents false positive
indications.
It is generally not possible to prevent false negative indications, due
to the fact that the local error is generally influenced by processes on
the entire domain. These effects cannot be captured in a local error
indicator η, which uses information only from a small neighborhood
of K. Hence, the local error can be large although the error indicator
is small.
Based on the error indicator, the adaptive algorithm chooses a set
R of elements that should be refined. Perhaps the simplest such
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marking strategy chooses all elements whose error indicator is within
some fraction θ of the maximum error indicator:
R = {K : ηK ≥ θ max
K
η}. (5.12)
The performance of this Maximum Strategy depends strongly on the
choice of θ. If θ is small, then many cells will be refined, which
yields a very large approximate space, and thereby large computa-
tional costs. If θ is large, then only a few cells will be refined, but
more adaptive steps might be required until the desired tolerance is
reached. From experience, values of θ between 0.7 and 0.9 generally
yield the best results.
A more sophisticated method is the Fixed Energy Fraction or Dörfler
strategy, which was proposed in [42]. In this case, one chooses R to
be the smallest set such that
∑
K∈R
η2K ≥ θ2 ∑
K∈Mh
η2K. (5.13)
Again, θ ∈ (0, 1) is a user-defined parameter.
It was shown in [42] that this method is convergent, and further-
more it was established in [126] that it is asymptotically of optimal
complexity in the sense that the number of operations necessary to
obtain an approximate solution with error in the energy norm smaller
than some tolerance τ grows as O(τ−1/s), where s is the asymp-
totic rate of convergence of the best possible approximation. The
setting was restricted to approximating the Poisson equation with lin-
ear finite elements in two dimensions in [126], but it has since been
generalized in several directions, including non-conforming FEM for
mixed formulations [23], and indefinite, non-symmetric elliptic prob-
lems [31]. The question of convergence and optimal complexity of
adaptive methods remains an active area of research, as there are sev-
eral settings for which these properties have not yet been established.
Most adaptive methods focus on reduction of the error in a global
norm, such as the L2-, H1- or energy norm. In practice, however, the
aim of a computation is often to obtain an accurate computation of
some derived quantity. Consequently, it can be desirable to adapt
the mesh to reduce the error in such a quantity of interest. This is the
idea behind Goal-oriented adaptivity, where the quantity of interest is
expressed as a linear functional J (·), and the corresponding error to
be minimized is taken to be |J (u)−J (uh)|. The dominating compu-
tational method to solve such problems is the Dual Weighted-Residual
method, which is described in [24]. This uses a posteriori error indica-
tors computed by solving a dual problem. Much of the early work on
the use of duality methods for a posteriori error indicators was devel-
oped by Eriksson and Johnson (see the overview [45] and references
therein). A recent application of this technique can be found in [22].
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5.3.2 Adaptive Strategies for hp-FEM
Most existing approaches to constructing adaptive hp-FEM methods
are extensions of existing h-FEM algorithms. The possibility of mak-
ing a choice between mesh refinement and elevation of the polyno-
mial degree brings a larger freedom to the adaptive process, and
therefore requires more information for making decisions. An hp-
FEM algorithm has to decide not only where to extend the space, but
also how to do it. Existing h-FEM methods based on a posteriori er-
ror indicators can be used to answer the first question, but additional
consideration is needed to answer the second.
An extensive survey of different hp-adaptive methods is available
in [90], and here we only outline the basic ideas. One direction that is
followed by many authors is to base the decision between cell refine-
ment and degree elevation on some estimation of the local regular-
ity of the solution. Examples include the methods presented in [83]
and [71], which use the coefficients of the approximate solution ex-
panded in a basis of Legendre polynomials to extract information
about the local regularity of the solution.
Another method of obtaining information about the regularity is to
solve local problems with increased polynomial degrees on each cell,
as proposed in [4]. A related approach, which was proposed in [109],
is to use separate a posteriori estimates of the error reduction corre-
sponding to mesh refinement and degree elevation. The a posteriori
estimates in that work are again computed by solving local problems
on each cell for the enriched spaces.
A different school of thought is represented by Demkowicz and
his collaborators (see e. g. [37, 38, 40] and references therein). They
propose the use of a reference solution computed in a discrete space in
which the mesh has been globally refined, and the polynomial degree
has been increased on each cell, as a point of reference for determin-
ing the next adaptation step. For the different available options of
cell refinement and degree elevation, the error decrease rate relative
to the increase in the number of unknowns of that enlargement can
be computed using the difference between the reference solution and
its interpolation on the modified element as error measure. Variants
of this method have also been described in [121, 124].
The use of a reference solution avoids the need of theoretically de-
rived error estimators, which might not be available for all problems.
Since it bases the adaptive control on an estimation of the error func-
tion and not just one or a few derived scalar indicators, one can expect
to obtain better approximation spaces this way. The drawback is the
high cost of computing the reference solution, which can be mitigated
to some degree using multigrid techniques.
In later parts of this work, we will use an hp-adaptive strategy de-
veloped by Melenk and Wohlmuth in [88]. They make use of an a
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Figure 5.1: The hp-adaptive algorithm described by Melenk and Wohlmuth.
posteriori indicator ηK for the error, and make the choice between
local cell refinement or degree elevation by comparing ηK with a pre-
dicted error indicator πK. This prediction corresponds to the error
that would be expected based on the previous action taken under the
assumption that the solution is locally smooth. If the error indicator
is smaller than the predicted error, this is an indication that the solu-
tion is really locally smooth, and accordingly the polynomial degree
is increased. Otherwise, the cell is refined.
The algorithm, which we will call the Melenk-Wohlmuth Strategy,
is outlined in Figure 5.1 for the case of quadrilateral elements. It
first tests for each cell K if its error indicator is larger than a certain
fraction θ of the squared mean indicated error η̄2K. If this first test
passes, the error is large enough that the space should be extended
locally. The second test between the error indicator and the predicted
error indicator determines whether the polynomial degree should be
increased, or whether the cell should be refined. In both cases, the
predicted error of the cell K or its new children Kc is computed from
the current error indicator with formulas that are motivated by a pri-
ori analytical arguments. Apart from the threshold coefficient θ, the
algorithm also contains the user-defined parameters γp, γh, γn, which
control how the predicted error indicator is weighted for the case of
degree elevation, cell refinement, or no action, respectively.
The search for efficient algorithms for controlling adaptation with
hp-FEM is still a field of active research, and none of the methods
listed above has been demonstrated to be the ultimate answer. An
extensive comparison of the methods in terms of convergence rates
for a set of benchmark problems has been presented in [89]. This
report also includes a brief comparison of their efficiency in terms of
computational cost.
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5.4 hp-fem implementation in hiflow3
Given the advantages that the use of an hp-adaptive method can
bring, one might expect these techniques to be broadly employed.
However, the fact is that support for hp-FEM is only available in a
small number of software packages, most of which have been de-
veloped in connection with academic research projects. Among the
popular commercial applications that are used for the vast majority
of FEM computations, the support for hp-adaptive FEM seems to
be non-existent, although research in this area has been ongoing for
the past thirty years. Whereas advanced meshing techniques for h-
adaptivity are commonly available, there is little emphasis on the use
of higher-order elements to increase convergence rates and efficiently
obtain accurate solutions.
This fact can to some extent be explained by a low demand among
users of FEM software for highly accurate numerical solutions, since
the relative errors arising from the physical and geometrical model-
ing will often be on the order of 10−2 or 10−3 at best. Another reason
is probably a lack of familiarity with higher-order methods and their
benefits. Since implementing and applying higher-order methods in
general and hp-adaptive methods in particular increases the complex-
ity of both writing and using the software, the choice of remaining
with standard low-order FEM is understandable.
One of the goals of this work is to show that implementing and us-
ing hp-FEM does not have to be excessively complicated. The remain-
der of this section describes an implementation of the required func-
tionality for performing hp-adaptive FEM computations with quadri-
lateral meshes with one level of irregularity, that was created by the
author as part of the FEM library HiFlow3 [6, 7, 65, 67, 108]. The
implementation builds on the work of Demkowicz and Šolı́n [37, 38,
123].
5.4.1 Existing Software
There have been several efforts to develop solvers and libraries that
use hp-FEM. Most of these projects have originated in academic insti-
tutions, and hence the user base can be assumed to have been rather
small and highly specialized. Bringing the use of adaptive hp-FEM
techniques to the larger community of engineers and scientists in
fields outside of mathematics remains a challenge.
The only commercial development that the author is aware of is the
PHLEX kernel, and associated solvers, originally developed at the for-
mer Computational Mechanics Company founded by J.T. Oden, and
later acquired by Altair Engineering. It is not clear to what extent hp-
adaptivity is also available in the commercial HyperWorks products.
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Concepts Frauenfelder, Lage v2.1.1
2006
[49]







Dedner, Klöfkorn, Nolte v2.1
2011
[36]
Hermes Šolı́n et al. v1.0
2011
[121, 123]
HiFlow3 Heuveline et al. v1.2
2012
[6, 7]
hpGEM van der Vegt et al. v1.0.1
2010
[103]





Nektar++ Kirby, Sherwin, et al. v3.1
2012
[138]
Table 5.1: Existing FEM software with support for hp-FEM.
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Among the academic projects, many of these are available as open
source projects. Table 5.1 lists the software packages providing sup-
port for or using hp-FEM that are known to the author.
The goals of these projects vary greatly, as do the capabilities and
quality of the software packages. The work presented in this thesis
has been developed using the HiFlow3 library, which aims to pro-
vide general-purpose tools for developing high-performance finite el-
ement solvers. The choice to implement support for hp-FEM in this
package, instead of using one of the existing codes, was based on
the desire to integrate this implementation with the other features of
HiFlow3 , including the support for computing on a wide range of
parallel computer architectures, ranging from graphic cards (GPU) to
large-scale clusters.
The rest of this section describes the extensions of the HiFlow3
library that provide support for hp-FEM.
5.4.2 Lobatto Shape Functions
The most basic component of a finite element method is the definition
of the local basis functions or shape functions. For low-order finite el-
ements, the standard approach is to define a set of equidistant nodes
ξ i on the reference cell, and use the associated Lagrange interpolation
polynomials as the shape functions. The local degrees of freedom of
a function f can then be evaluated simply as σi( f ) = f (ξ i).
This choice has some drawbacks for defining elements with high
polynomial degrees. It is well known that high-degree interpolation
using equidistant nodes is an ill-conditioned problem: this is known
as Runge’s phenomenon. This representation of discrete functions
using the Lagrange interpolation polynomials will therefore tend to
introduce larger numerical errors, especially toward the boundary of
each cell.
Another drawback of the equidistant Lagrange shape functions is
that their use will lead to ill-conditioned system matrices as the poly-
nomial degree is increased. It can be shown (see [94]) that for the
Laplace operator the condition number grows as O(22p) with the
polynomial degree with these basis functions. For operators coming
from other problems the equidistant Lagrange shape functions also
lead to ill-conditioned systems [107]. A numerical illustration of this
can be found later in this section.
One way to mitigate these problems is to retain the interpolating La-
grange functions, but choose a non-uniform distribution of the nodes.
This approach is followed in for instance [29, 87, 107]. It has the ad-
vantage that the intuitive interpretation of the degree of freedom func-
tionals being values of the represented function at a given set of nodes
is retained. The question of how to choose these nodes optimally for
elements in two and three dimensions is an area of active research. A
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popular choice is to use the Fekete nodes, which are those nodes that
maximize the determinant of the Vandermonde matrix for a given
geometry and polynomial degree. It has been shown in [27] that
on the tensor-product cells the Fekete nodes are exactly the zeros of
the Gauss-Lobatto polynomials (x2− 1)`′j(x), which are also used for
quadrature. That this basis leads to more a more moderate growth
(O(p3) or O(p4(1 + log p)) depending on the exact definition) of the
condition numbers is shown in [86].
A different approach is to abandon the requirement of interpo-
latory basis functions, and turn to so-called modal (as opposed to
nodal) basis functions. Apart from being able to avoid the numerical
problems mentioned above, an added advantage of choosing non-
interpolatory shape functions is the possibility to construct hierarchi-
cal bases, for which the set of local shape functions for degree p is a
subset of those for degree p + 1. Hence, there will be polynomials
of all degrees from 1 to p, whereas for the Lagrange basis of degree
p, all polynomials will be of degree p. This property of hierarchical
bases makes it possible to increase and decrease the polynomial de-
gree of an element simply by adding or removing a part of its basis,
which we shall see is advantageous for instance for imposing conti-
nuity constraints.
In this work, we have chosen to use a hierarchical basis consist-
ing of tensor products of the integrated Legendre polynomials defined
on the reference element K̂ = [−1, 1]. This construction and similar
choices for other reference elements have been advocated by several
authors who work with hp-FEM. In particular, we have followed the
approach taken in [37, 38, 123] closely.
We begin by defining the one-dimensional integrated Legendre or
Lobatto polynomials for t ∈ [−1, 1]:













Lj−1(s)ds, j ≥ 2, (5.16)












The Lobatto shape functions for K̂ are defined as tensor products
of `j. A sign factor sij is also needed in order to compensate for the
relative orientations of neighboring elements. This sign factor, which
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Figure 5.2: Examples of Lobatto vertex (left), edge (middle) and inner (right)
shape functions.
is either −1 or 1, is used to make sure that the global basis functions
made up of asymmetric shape functions (which occur when p ≥ 3)
match along edges.
Definition 6. Lobatto Shape Functions for the Quadrilateral Element of
Degree p
ϕij (ξ, η) = sij`i (ξ) `j (η) , 0 ≤ i, j ≤ p, (ξ, η) ∈ [−1, 1]2. (5.18)
One can observe that for j ≥ 2, the one-dimensional Lobatto poly-
nomials vanish at the endpoints ±1. Due to this fact, the two-dimen-
sional shape functions ϕij(x, y) can be split into three groups:
• Vertex functions, for which 0 ≤ i, j ≤ 1. These are linear in both
variables.
• Edge functions, for which 0 ≤ i ≤ 1, j ≥ 2 or i ≥ 2, 0 ≤ j ≤ 1.
These vanish on all except one edge, where they are at least
quadratic. In the direction perpendicular to this edge, they are
linear.
• Interior functions, for which i, j ≥ 2. These vanish on all edges,
and are at least quadratic in both variables in the interior of the
cell.
A representative shape function from each group is show in Fig. 5.2.
The local basis functions on each mesh cell K are defined via the
pullback by the cell transformation FK : K̂ → K, which is assumed to
be a diffeomorphism. We use the notation ϕK,r(x) = ϕr(F−1K (x)). The
abstract index r runs over all pairs (i, j). For notational flexibility the
index r will in some places in the following be replaced with the index
of an entity in the mesh, which should in this case be understood as
the set of local basis functions associated with that entity.
Fig. 5.3 compares the growth with p of the condition number κ of
the stiffness matrix arising from the FE discretization of the 2D Pois-
son problem (5.3) for the Lobatto basis and the Lagrange basis with
equidistant nodes. The condition numbers, which are with respect to
the Euclidean matrix norm, were computed in Octave [44] using the
command cond, which is based on the singular value decomposition.
The discretization is based on a uniform quadrilateral mesh of the
unit square, with 64x64 cells, giving a constant cell width h ≈ 0.016.
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Figure 5.3: Condition number of the stiffness matrix as a function of polyno-
mial degree with Lobatto and Lagrange bases.
The graph shows clearly the explosive growth in κ for the Lagrange
basis. For the Lobatto basis, the condition number grows as well, but
much slower. The upper and lower bounds on κ have been shown
([73]) to grow as O(p4(d−1)), where d is the dimension.
Fitting a curve (see Fig. 5.3) of the form y = apb + c by nonlinear
optimization of the least-squares error with respect to the parameters
a, b, and c yields the approximate value b = 3.5 for the exponent.
Taking into account the relatively coarse mesh, and the modification
of the matrix to account for Dirichlet boundary conditions, this seems
to correspond well with the theoretical prediction.
Even a polynomial growth O(p4(d−1)) of κ is very challenging, par-
ticularly in three dimensions. Applying the static condensation tech-
nique, which forms the Schur complement with respect to the inte-
rior degrees of freedom, yields a system that is generally much better
conditioned than the original matrix. For instance, it is shown in [86]
that static condensation can reduce the bound on the condition num-
ber from O(p3) to O(p) for one of the bases considered in that work.
It is also possible to use preconditioning techniques based on decom-
position and partial orthogonalization of the basis [2, 134], to further
improve the conditioning.
The division of the shape functions according to their supports pro-
vides an elegant solution to the problem of imposing continuity con-
straints between neighboring elements which have different polyno-
mial degrees. For each edge e in the mesh, we define ωe = {K : e ⊂
K}. An edge degree pe can then be associated with e as the minimum
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In order to impose continuity of the global basis, the local basis
for each element only includes edge functions of degree up to pe.
Through the use of this intermediary local basis, one avoids the need
for imposing constraints for the degrees of freedom shared between
neighboring elements with different polynomial degrees, and is there-
by able to decrease the total size of the system.
The work of Šolı́n et al. [123] additionally treats the use of anisotro-
pic polynomial degrees within each element. This provides an addi-
tional possibility to tailor the approximation space which is of inter-
est especially in the context of e. g. transport problems with a dom-
inant direction. To reduce the complexity of the implementation,
anisotropic polynomial degrees were not considered in this work.
5.4.3 Global Basis Functions
In most theoretical expositions of finite elements, the construction of
the global basis functions proceeds in two steps. The previous section
described the first step of defining the local basis of shape functions
on each element. In the second step, the local bases are combined to
form global basis functions whose support may consist of more than
one cell. Given that the applications addressed in this work have
solution and test space H1(Ω) (disregarding boundary conditions),
the global basis functions must be continuous in order to obtain a
conforming method.
For other problems, the conformity requirements would be dif-
ferent. For instance, weak formulations derived from the Maxwell
equations contain the spaces of vector-valued functions H(curl) and
H(div), which only require continuity along the element interfaces
of the tangential and normal components, respectively. It is also pos-
sible to work with non-conforming methods, in which one does not
impose any further continuity requirements on the global basis func-
tions. One example is the class of Discontinuous Galerkin (DG) meth-
ods (see e. g. [8, 70]) in which the continuity between elements is im-
posed in a weak sense. This kind of approach will be discussed in
Section 5.6.
At present, our implementation only provides support for solving
problems with H1-conforming global basis functions. Extensions to
the more exotic types of conformity are described by several authors
(see e. g. [38, 41, 110, 122] for applications to Maxwell problems), and
there is nothing which prevents such a development in the future.
The global basis functions are constructed as piecewise combina-
tions of the local basis functions associated with the different entities
of the mesh. There are different types of global basis functions, which
reflects the separation of the shape functions into vertex, edge and in-
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terior functions that was mentioned in Section 5.4.2. The global vertex
function associated with a vertex v is defined as
ψv (x) =
{
ϕK,v (x) x ∈ K, K ∈ ωv
0 x /∈ K, ∀K ∈ ωv,
(5.20)
where ϕK,v is the shape function associated with v in a cell K that is
part of the neighborhood of cells ωv which contain v.
Similarly, the global basis functions associated with an edge e are







K,e (x) x ∈ K, K ∈ ωe
0 x /∈ K, ∀K ∈ ωe.
(5.21)
Note that associated with each edge there is one global basis function
for each degree 2 ≤ p ≤ pe.
The global interior functions, which have zero trace on the entire
boundary of each element are supported on a single cell only. Each
global function corresponds to an interior shape function ϕK,i,j with





ϕK,i,j (x) x ∈ K
0 x /∈ K. (5.22)
5.4.4 Class Structure
The continuity of the functions in the solution and test spaces is as-
certained by imposing the constraint that the degrees of freedom cor-
responding to the shape functions on neighboring cells which share
part of their support be equal. This constraint is realized in the imple-
mentation by assigning degrees of freedom that are shared between
all elements supporting a global basis function. A basic requirement
is therefore the ability to identify these neighborhood relations, and
number the degrees of freedom accordingly.
The HiFlow3 library contains functionality for dealing with compu-
tational meshes, in the form of the Mesh module which was developed
by the author and Thomas Gengenbach [108]. With the classes in this
module, it is possible to describe meshes in two and three dimensions
with simplex and tensor-product cells; and perform various opera-
tions such as refinement and coarsening. The neighborhood relations
between the different types of entities (vertices, edges, faces and cells)
can be computed and traversed iteratively.
These capabilities are used in the present work for dealing with the
basic topological and geometrical aspects of the finite element space.
The additional information that is required in the computational rep-
resentation of the global finite element space is encapsulated in a
separate data structure, whose design has been based on the ideas
put forth in [37, 38, 123]. This data structure associates an Element






Figure 5.4: UML class diagram showing the relationship between Elements
and Nodes.
Figure 5.5: The nodes associated to a quadrilateral element (left), and two
neighboring elements sharing nodes (right).
with each cell in the mesh, and a set of abstract Nodes with each Ele-
ment. The Nodes represent the supports of the global basis functions,
and are shared between all Elements representing cells in the support.
Each Node therefore contains a list of Elements to which it belongs.
Fig. 5.4 shows a UML class diagram depicting this relationship.
There are different types of Nodes, corresponding to the different
types of global basis functions. The type attribute indicates whether a
Node corresponds to a vertex, an edge, a face (in 3D) or the interior
of a cell. Fig. 5.5 depicts a quadrilateral element and the associated
nodes, as well as how the nodes are shared with a neighboring ele-
ment. As will be explained in Section 5.4.5, cell refinement creates a
hierarchy of Nodes, which are connected via its parent and children
attributes. Fig. 5.6 shows these attributes of the Node class.
The Node and Element objects are organized into the NodeInfo con-
tainer class, which in turn is a part of the HpSpace class (see Fig. 5.7).
The latter provides logic related to handling multiple variables and
the associated degrees of freedom, boundary conditions and con-
straints.
This class design can be understood as an instance of the Decorator
design pattern, which is described in [51]. The NodeInfo class dec-
orates the mesh abstraction of the HiFlow3 library with the Element-
Node
- type : NodeType
- parent : Node
- children : Node [*]







Figure 5.7: Relations between the classes HpSpace, NodeInfo, Node, and
Element.
Figure 5.8: Example of irregular mesh with hanging edges.
Node neighborhood relationships, providing each connection between
two elements with an object of the class Node. The HpSpace class
performs a second decoration, in which the Element and Node ob-
jects are given attributes containing the element degrees and degree
of freedom indices, respectively. This data is stored in the HpSpace
class, rather than in the Element and Node classes, since there needs
to be one instance of it per variable.
5.4.5 Refinement
The Mesh module of the HiFlow3 library is able to compute refine-
ments of all its supported cell types, and for some cell types even
supports anisotropic refinements and refinements in which the chil-
dren cells are of a different type than the parent cell. At present, the
regularity of the mesh is not constrained, which means that it is pos-
sible to work with meshes in which the intersection of two cells does
not correspond to an entire sub-entity in both cells. Fig. 5.8 shows
an example of an irregular mesh of quadrilaterals. Here some cells
have been refined further than their neighbors, which has resulted
in some cell intersections which are larger than a vertex, but smaller
than an entire edge. We shall refer to such a situation as an irregular
intersection.
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This kind of situation will inevitably appear during local refine-
ment of the mesh. When using triangular or tetrahedral meshes, it
is possible to retain regularity of the mesh by performing additional
refinements of the cells in a neighborhood of the irregular intersec-
tion. The most popular method for this, the red-green refinement [18],
splits the neighboring cells anisotropically, which degrades the qual-
ity of the mesh, but has the desirable property that the children cells
have the same type as the parent. For meshes with tensor-product
cells, one could use a corresponding method, in which the irregulari-
ties are removed by introducing triangles or tetrahedra, and possibly
other shapes, such as pyramids, which leads to mixed-type meshes.
This makes further refinement and the construction of the finite ele-
ment space somewhat more complex, but is otherwise an approach
worth consideration.
Another common approach for meshes with tensor-product cells,
which has been followed in the present work, is to admit meshes that
are one-irregular, meaning that if a cell K has an edge which is a proper
subset of the intersection with a neighboring cell K′, than the parent
of K has a regular intersection with K′. This translates into the require-
ment that a cell with an irregular intersection with another cell cannot
be further refined, before the irregularity has been removed. Allow-
ing a certain amount of irregularity limits the number of unwanted
regularizing refinements that must be performed. The major draw-
back is that the straightforward construction of global basis functions
as described in Section 5.4.3 will be able to represent discontinuous
functions on irregular meshes. In order to restore H1-conformity, it
is thus necessary to impose continuity constraints on the discrete func-
tions. This can be done by formulating additional equations for the
degrees of freedom associated with the irregular interface, which will
be described in Section 5.4.6.
It is also possible to admit completely irregular meshes, and again
impose global continuity using additional constraints on the degrees
of freedom. This option has been explored in the work of Šolı́n et al.
[121, 122]. Due to the increased level of complexity in determining
the continuity constraints, this approach has not been investigated
further in this work.
Since the HiFlow3 Mesh module presently lacks built-in support
for limiting the amount of irregularity of the mesh, this functionality
has been implemented using the NodeInfo data structure described
in Section 5.4.4. The refine function of the NodeInfo class takes as
input a set of cells to refine. At present, only isotropic refinement
of a quadrilateral cell to four children cells is admitted, but in order
to allow future extensions, a flag indicating the requested type of
refinement for each cell is also required.
The refinement algorithm is outlined in Figure 5.9. The listings and
explanations that follow represent a simplified version of the actual
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Refine ( in : r e f ) {
Regular ize ( inout : r e f )
CreateNodesAndElements ( in : re f ,
out : r e f e l e m d a t a )
RefineMesh ( inout : mesh ,
in : re f ,
in : r e f e l e m d a t a )
SwapElements ( r e f e l e m d a t a )
ConnectNodes ( )
}
Figure 5.9: Outline of the refinement algorithm.
code, and omit some details which would unnecessarily complicate
the exposition.
The first step is to make sure that the refinement will yield a one-
irregular mesh. This is done in the step Regularize (see Figure 5.10),
which recursively adds the necessary refinements to make sure that
all elements which will be refined have regular interfaces with their
neighbors. This procedure uses a stack to keep track of elements
which are yet to be refined. At the beginning, all elements for which
refinement has been requested are put on the stack. The elements
are then visited in the order that they appear on the stack, i. e. Last In,
First Out. For each element, the associated nodes are traversed search-
ing for one that is constrained, meaning that its parent node is also
attached to some element of the current mesh. If such a node is found,
the element is put back on the stack to be visited again later, and all
elements containing the parent of the constrained node are marked to
be refined. Since these refinements can also cause new irregularities
to appear, the corresponding elements are also put on the stack to be
checked in the coming iterations. The search for constrained nodes
is canceled after the first one is found, to avoid adding the same el-
ement several times to the stack. If no constrained nodes are found,
the element is discarded from the stack, which eventually becomes
empty, at which point the procedure is finished. This algorithm is
similar to that described in [123].
The next step is to create the new Nodes and Elements in the Node-
Info data structure. Figure 5.11 outlines the procedure CreateNode-
sAndElements which effectuates the modifications. Since the Nodes
and Elements are coupled in both directions, so that each Node is
connected to several Elements, and vice versa, one has to choose
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Regular ize ( inout : r e f ) {
Create s tack s of elements to be r e f i n e d .
while ( s not empty )
Element e := s . pop ( )
for ( node n of e )
i f ( n i s constra ined )
s . push ( e )
p := parent node of n
for ( e ’ element conta in ing p )
r e f . add ( e ’ )
s . push ( e ’ )
skip r e s t of nodes
}
Figure 5.10: Description of the Regularize step.
CreateNodesAndElements ( in : re f ,
out : r e f e l e m d a t a ) {
for ( Element e )
i f ( e in r e f )
for (Node n connected to e )
i f ( n has no ch i ldren )
CreateChildrenNodes ( n )
CreateChildrenElements ( e , r e f e l e m d a t a )
e lse
CopyElement ( e , r e f e l e m d a t a )
}
Figure 5.11: Description of how the new Nodes and Elements are created.
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Figure 5.12: Generation of children of an inner node (left) and an edge node
(right).
which of the objects to create first. The choice that has been made
in this implementation is to first create the children nodes that will
be connected to the newly created Elements. This is done in the func-
tion CreateChildrenNodes, which generates new nodes according to the
type of n. This generation is illustrated in Fig. 5.12, which shows that
the children of the inner nodes are also associated with the interior of
the parent element, whereas the children of the edge nodes are asso-
ciated with its boundary. For each element which is to be refined, one
first creates the children of all its nodes, if they do not already exist,
and then create the new elements with the function CreateChildrenEle-
ments. This function uses a static table which contains the information
which children of which nodes in the parent element should be part
of each child element.
Whereas refinement extends the existing list of Nodes in the Node-
Info object, it creates a new data structure ref elem data to keep track of
the data for the elements that should be part of the refined space. Cre-
ateChildrenElements modifies this structure, and the Elements which
should not be refined are simply copied over using the function Copy-
Element.
The function RefineMesh refines the cells of the Mesh object accord-
ing to the refinements of the Elements. The fact that this function is
called as a part of the Refine procedure again illustrates the use of the
NodeInfo class as a Decorator for the Mesh class. Finally the function
ConnectNodes reestablishes the link from Nodes to Elements, by iter-
ating over all Elements, and letting each one add itself to each of the
Nodes that it contains.




Figure 5.13: Canonical hanging node situation for 2D quadrilateral meshes.
5.4.6 Constraints
As described in the previous sections, the implementation permits the
use of meshes which contain irregular intersections, or hanging nodes.
Hence, the corresponding discrete space Ṽh = span{ψ̃i}, i = 1 . . . N,
will contain discontinuous functions, and thus not be a subset of
H1(Ω). A common approach to obtain a conforming discrete space
is to construct a subspace Vh of H1(Ω) by projecting the basis func-
tions ψ̃ onto a set of continuous functions ψj, j = 1 . . . M, and letting
Vh = span{ψj}.
The projection operator can be determined by considering the con-
straints that have to be imposed on the values of the degrees of free-
dom to ensure that all discrete functions are continuous. Consider
the situation depicted in Fig. 5.13. In order for the discrete function
to be globally continuous, it is necessary and sufficient that continuity
be imposed along the irregular intersections of this type in the mesh.
Consider a discrete function wh, and its restrictions wAh and w
B
h to the
cells A and B, respectively. For wh to be continuous over the interface
ΓAB, it must hold that
wAh (x) = w
B
h (x), ∀x ∈ ΓAB. (5.23)
Let SABA and SABB be the indices of the shape functions on A and B
with non-zero trace on ΓAB, respectively, and let ιK(r) be the map-
ping from indices of local shape functions to indices of global basis
functions on cell K. Then
wAh (x) = ∑
r∈SABA
w̃ιA(r)ϕA,r(x), (5.24)
wBh (x) = ∑
s∈SABB
w̃ιB(s)ϕB,s(x), (5.25)
where w̃i are the unknown values of the degrees of freedom.





w̃ιB(s)ϕB,s(x), ∀x ∈ Γ
AB. (5.26)
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It is then possible to obtain expressions for the values of the degrees
of freedom in SABA in terms of those in SABB by evaluating Equa-
tion (5.26) at a set of distinct points {xk ∈ ΓAB}, k = 1, . . . , |SABA |.
We introduce the matrices κAkr = ϕA,r(xk) and κ
B
ks = ϕB,s(xk), and
obtain the equality
κAw̃A = κBw̃B. (5.27)
Since the shape functions are linearly independent, κA is invertible,





κBw̃B = PABw̃B. (5.28)




κB with coefficients prs is
a local representation of the constraints that have to be imposed on
the degrees of freedom in order to enforce continuity. In this case, the
constraints have been formulated for the degrees of freedom on cell
A in terms of those on cell B. Other choices are also possible, but this
method is straightforward and seems to be the most common in the
literature.
By considering all the irregular intersections in the mesh, it is pos-
sible to construct in this manner a set of constraints which when
applied will yield a continuous discrete function. In this process, the
number of unconstrained degrees of freedom will be decreased from
N to M, and N−M constraints will be imposed. The full process can
be summarized as a global constraint matrix P ∈ RNxM, which maps
the degrees of freedom from the reduced global basis to the full basis.
For unconstrained degrees of freedom, the corresponding row in the
matrix is simply the identity, whereas for constrained degrees of free-
dom, the row gives its dependence on the unconstrained degrees of
freedom. The computation of P will be discussed later in this section.













where the coefficients are related by w̃i = ∑Nj=1 Pijwj. One can also
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Constr = {}
for each constra ined element i n t e r f a c e c e i f {
p e i f = parent ( c e i f )
Sp , Udof = shape funct ions and dofs ( p e i f )
Sc , Cdof = shape funct ions and dofs ( c e i f )
xk = e q u i d i s t a n t g r i d ( e i f )
Kp = eval shape fun ( Sp , xk )
Kc = eval shape fun ( Sc , xk )
Ploc = solve ( Kc , Kp)
a d d c o n s t r a i n t s ( Cdof , Udof , Ploc , Constr )
}
P = r e d u c e c o n s t r a i n t s ( Constr )
Figure 5.14: Outline of the constraint computation.





Pijψ̃i ⇐⇒ ψ = PTψ̃. (5.32)
In the implementation, the construction of the constraint matrix P
is surprisingly complex, and we do not attempt to describe it in de-
tail here. The overall algorithm is outlined in Figure 5.14. It uses the
concept of an element interface, which represents an element and the
collection of nodes that lies on its interface to another element. The
algorithm visits all element interfaces that are constrained, meaning
that they correspond to the smaller (child) element of an irregular el-
ement interface ΓAB (element A in Fig. 5.13). The corresponding par-
ent element interface, which corresponds to element B, is retrieved, as
well as the set of shape functions with non-zero trace on ΓAB and the
corresponding global degree of freedom indices for both child and
parent. Next, a grid of equidistant points is created on ΓAB, and the
matrices κA and κB are evaluated as described above. Since the ba-
sis is hierarchical, it is in fact possible to precompute these matrices,
which do not depend on the physical coordinates of the cell, for all
shape functions up to a given maximal polynomial degree, and then
solve for PAB, as described e. g. in [123]. Hence, the cost of this step is
negligible.
The constraints computed in this way for each interface are gath-
ered into an intermediate structure called Constr in Figure 5.14. This
consists of a hash table which maps each constrained degree of free-
dom to a list of tuples of constraining degrees of freedom and the
corresponding coefficients. After visiting all constrained element in-
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terfaces and collecting the constraints, it is possible that some of the
degrees of freedom in this list are themselves constrained. As is
pointed out in [17], in which a similar approach is described, it is
even possible that a constrained degree of freedom transitively has a
constraint in terms of itself. To obtain a representation of the opera-
tor P as described above, on the other hand, it is required that each
constrained degree of freedom is expressed in terms of unconstrained
degrees of freedom only.
It is thus necessary to reduce the constraints in the intermediate
structure to this form. The algorithm for this reduction is described
in Figure 5.15, and consists of two sweeps through the structure. In
a first step, the constrained degrees of freedoms are iterated from the
highest-numbered to the lowest-numbered, and all dependencies on
constrained degrees of freedom with higher indices are eliminated re-
cursively. The recursion is implemented with a stack, which contains
those dependencies (j, Pij) of the current degree of freedom (index i)
that must still be treated. Each dependency represents a constrained
degree of freedom, which in turn depends on a set Sj of degrees of
freedom, which may be constrained or unconstrained. The depen-
dency on j is resolved by looping over these transitive degrees of free-
dom k ∈ Sj, and checking whether degree of freedom i can depend
on k. In this case, the dependency on k is added to i with coefficient
Pij · Pjk, and otherwise, it is pushed on the stack to be treated later.
When the stack is empty, degree of freedom i will only depend on
degrees of freedom, which are either unconstrained, or have index
j ≥ i. At this point, the possible self-dependence is resolved by di-
viding all coefficients Pij with 1− Pii. Finally, a second sweep over
the constraints is performed over the constraints, and the remaining
dependencies on constrained degrees of freedom are eliminated. This
sweep is similar to the first, except that the degrees of freedom are
now traversed in order of increasing index. At the end of this step, the
constrained degrees of freedom will only depend on unconstrained
degrees of freedom, which yields the desired form of the operator P.
The two sweeps of this algorithm are similar to the backward and
forward substitution associated with Gaussian elimination in a sys-
tem of equations. Indeed the reduction is effectively a partial solution
of the system of constraint equations. If we denote the unconstrained
degrees of freedom with u and the constrained degrees of freedom
with c, and assume that the latter have been permuted to come after
the former, then the operation that we want to perform corresponds
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P = r e d u c e c o n s t r a i n t s ( Constr )
P = unreduced operator ( Constr )
for i = Nrows ( P ) . . 1
Zi = { j : P ( i , j ) != 0 ,
j > i , j constra ined }
s = Stack ( ( j , P ( i , j ) ) for a l l j in Zi )
s e t P ( i , j ) = 0 for a l l j in Zi
while s not empty
( j , p i j ) = s . pop ( )
S j = { k : P ( j , k ) != 0 }
for k in S j
i f k <= i or k unconstrained
P ( i , k ) += p i j ∗ P ( j , k )
e lse
s . push ( ( k , p i j ∗ P ( j , k ) ) )
i f ( P ( i , i ) != 0 )
for j in Zi
P ( i , j ) = P ( i , j ) /(1 − P ( i , i ) )
for i = 1 . . Nrows ( P )
Zi = { j : P ( i , j ) != 0 , j const ra ined }
s = Stack ( ( j , P ( i , j ) ) for a l l j in Zi )
s e t P ( i , j ) = 0 for a l l j in Zi
while s not empty
( j , p i j ) = s . pop ( )
S j = { k : P ( j , k ) != 0 }
for k in S j
i f k unconstrained
P ( i , k ) += p i j ∗ P ( j , k )
e lse
s . push ( ( k , p i j ∗ P ( j , k ) ) )









which can be achieved by multiplying the last row by −P̂−1cc .
It should be noted that only the rows of the constraint matrix P that
correspond to the constrained degrees of freedom need to be stored.
As mentioned above, the set of constraints can be interpreted as a
projection operator PT that maps the basis for the full space Ṽh to a
reduced basis of continuous functions for Vh. In most finite element
implementations, including the one described here, it is difficult to
apply this operator to the global basis functions directly, since these
are not available explicitly. This is reflected in the algorithms for the
assembly of matrices and vectors, which typically involve a loop over
the elements, the construction of a local matrix or vector, and the
addition of this object into the corresponding global structure via the
mapping ιK(r) of the local degree of freedom index r on element K to
the index of the global degree of freedom ι.
There are different possibilities of incorporating the constraints into
this procedure. Demkowicz et al. [37] use the concept of a modified
element in which the constraints are applied when constructing the
local matrix or vector. This has the advantage of making it possible
to use multifrontal sparse direct solvers [43] that work with the local
matrices and vectors directly. The drawback is that the local assembly
functions, which contain a large part of the problem-specific logic
related to the PDE, have to be modified in order to correctly apply
the constraints. This reduces the genericity of the global assembly
procedure, and make libraries such as HiFlow3 that implement these
procedures more difficult to use.
Consequently, it is desirable to be able to make the change of ba-
sis without modifying the existing assembly algorithm. This can be
accomplished by first performing the assembly in the full basis, and
then modifying the resulting matrix to act only on the reduced sub-
space.
Consider a variational problem with bilinear form a : Ṽh × Ṽh → R
and linear form b : Ṽh → R. We want to restrict these operators to






and bi = b (ψi) . (5.35)
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A = reduce matr ix ( Af , sp , P ) {
for k in sp
i = row ( k )
j = column ( k )
i f i i s unconstrained
i f j i s unconstrained
A. add ( i , j , Af ( i , j ) )
e lse
for r such t h a t P ( j , r ) != 0
A. add ( i , r , P ( j , r ) ∗ Af ( i , j ) )
e lse
i f j i s unconstrained
for s such t h a t P ( i , s ) != 0
A. add ( s , j , P ( i , s ) ∗ Af ( i , j ) )
e lse
for s such t h a t P ( i , s ) != 0
for r such t h a t P ( j , r ) != 0
A. add ( s , r , P ( i , s ) ∗ P ( j , r )
∗ Af ( i , j ) )
s e t A( i , i ) = 1 for a l l constra ined i
}
Figure 5.16: Reduction of system matrix.
This can be written using matrix notation as A = PT ÃP and b = PT b̃,
where Ãsr = a (ψ̃r, ψ̃s) and b̃ = b (ψ̃s) are the discretized operators
defined on the full space, which can be computed using the standard
finite element assembly algorithms without modifications.
An algorithm for computing the reduced matrix A given the full
matrix Ã is described in Figure 5.16. This algorithm assumes that
the matrix is stored in a sparse format, and makes use of the sparsity
pattern sp of the full matrix. The sparsity pattern of the reduced
matrix can be computed by a similar algorithm.
The application of P and PT to vectors of size M and N is straight-
forward, and will not be described in detail. When an iterative solver
is used, the only operation required is matrix-vector multiplication
with the system matrix A = PT ÃP. This operation can be imple-
mented in terms of the three matrix-vector products x1 = Px, x2 =
Ãx1 and y = PTx2, and hence the explicit reduction of the matrix
as described above is not required. For direct solvers, on the other
hand, the explicit reduction is necessary, and computing it once will
also make the matrix-vector multiplication cheaper in the iterative
context. Furthermore, with the reduced matrix explicitly at hand, it
is easy to make further modifications, e.g. to apply constraints related
to essential boundary conditions, as described in Section 5.4.7.
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5.4.7 Computation of Lagrange Interpolant for Boundary and Initial Con-
ditions
The main drawback of using a non-Lagrange basis, such as the Lo-
batto shape functions described in Section 5.4.2, is that the corre-
sponding degree of freedom functionals σi are difficult to evaluate.
With a Lagrange basis this functional is simply function evaluation
at the corresponding nodal point xi: σi( f ) = f (xi). This relation is
useful when dealing with essential boundary conditions and initial
conditions, where a given function f has to be projected into the fi-
nite element space Uh. This is commonly done by simply evaluating
f at the nodal point for each degree of freedom, and setting the cor-
responding unknown to the resulting value.
For simplicity, we use the same type of projection, and transform
the corresponding unknowns to the Lobatto basis. The procedure
is similar to that used to compute the local constraint matrix in Sec-
tion 5.4.6, and it is basically identical when dealing with boundary
conditions and with initial conditions. In both cases, a given function
f is evaluated on each mesh entity E (boundary edge or cell) at a set
of points xi, i = 1, . . . , NE, where NE is the local number of degrees
of freedom belonging to E, which yields a vector Fi = f (xi), and
the following system of equations for the restriction of the projected





f Ej ϕE,j (xi) = Fi, i = 1, . . . , NE. (5.38)
Solving this system of equations yields the values f Ej of the unknowns
in the Lobatto basis. Since the system is solved for each entity E sep-
arately, one will obtain several values for the same unknown. If the
projected function is continuous, then the value will be equal each
time. In order to make the computation uniquely defined also for
discontinuous f , it is possible to assign material numbers to each of
the entities in the mesh. During the projection, the entities are tra-
versed in order of increasing material number. The unknown values
are overwritten by each new entity, so that the final value of each un-
known comes from the entity with the highest material number. This
makes it possible to handle functions f which are only continuous
inside the set of entities having the same material number.
5.4.8 Possible Extensions
As should be clear from the description above, adding support for hp-
FEM makes the implementation considerably more complicated than
for standard FEM with a constant, low polynomial degree and no
local refinement. Although fully functional in its present state, there
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are several possible extensions that would increase the capabilities
and the efficiency of the code.
Apart from including the possibility of handling three-dimensional
elements, there is a large research interest in the use of anisotropic ex-
tensions of the solution space. In the context of hp-FEM, one can
consider both anisotropic cell refinements, where a cell is not split
equally in all directions; and anisotropic shape functions, which can
have different degrees in each direction. Tensor-product cells natu-
rally lend themselves better to such methods than simplices.
The use of anisotropy has the potential of improving efficiency for
problems where the dominating features of the data and solution
have a certain direction. A classical example are the boundary lay-
ers that occur in advection-diffusion models where the transport is
dominating, but anisotropy is of interest also e. g. in electromagnetics.
References that discuss the use of anisotropic hp-FEM include [48,
111, 112].
Another aspect of hp-FEM that has not been discussed very much
in the literature is the possibility of using mesh coarsening and poly-
nomial degree reductions to make the approximation space smaller.
This possibility is especially desirable for time-dependent problems,
where the solution, and thus the optimal approximation space, varies
over time. It would, however, make the technical aspects of represent-
ing the mesh and approximation space more complex, and require a
more sophisticated algorithm for controlling the adaptation.
For high polynomial degrees, especially in three dimensions, the
cost of numerical quadrature tends to become very large. This is eas-
ily understood by considering that for computing the local element
matrix for an element with degree p in d dimensions, (pd)2 coeffi-
cients have to be computed, each of which is a sum of values at c. pd
quadrature points, assuming exact Gauss quadrature for an integrand
of degree 2p. This yields a total cost of O(p3d) operations. For p = 10
and d = 3, this is indeed a large number. Fortunately, the costs can
be reduced using a technique known as sum factorization, which has
its roots in the spectral method. As explained in [87], it is possible
to exploit the structure of tensor-product elements, and the decompo-
sition into vertex, edge, face, and interior shape functions, to cache
some redundant computation and thereby reduce the complexity to
O(p5) in 2D and O(p7) in 3D.
Since the present work considers only 2D problems, we did not
experience any significant problems with the cost of quadrature, and
have therefore not used sum factorization. In 3D, the benefits of this
technique are likely to be significant.
The usual bottleneck for the efficiency of the solution is the linear
solver. The use of hp-FEM puts different requirements on the solver
than standard FEM. With a fixed low-order approximation, the global
system matrix will tend to be large but very sparse. Use of hp-FEM
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will decrease the overall size of the matrix, but increase the number
of nonzero elements per row. For elements with large p, there will
be a large diagonal block corresponding to the interior degrees of
freedom, which do not couple directly with the degrees of freedom
of other elements. An efficient solver needs to deal with these blocks
in an appropriate way.
A common technique, known as static condensation, separates the
system for the interior degrees of freedom from that for the remain-
ing degrees of freedom by forming the Schur complement. The ma-
trix corresponding to the interior degrees of freedom will be block-
diagonal, and can be solved efficiently in parallel. The remaining
Schur complement system will typically be considerably smaller, and,
as was mentioned in Section 5.4.2, it will be better conditioned than
the original system. This makes it possible to solve it efficiently as
well. An overview of this technique can be found in [134].
For iterative solvers, the use of preconditioning is essential for
achieving good performance. Several approaches have been discussed
in the literature, including preconditioning based on e. g. low-order
approximations [29, 62, 74], domain decomposition [2], or incomplete
LU-decompositions [134]. For parallel computing, the use of additive
Schwarz and block-Jacobi preconditioning has been evaluated in [21].
A holistic approach involving the use of matrix-free Newton itera-
tions and preconditioning with sub-grid linear elements is presented
in [29]. The exploration of this topic is very important for the success
of hp-FEM, since what finally counts in most applications is the time
it takes to solve a problem, and not how optimal the discretization
space is.
5.5 numerical examples for the poisson equation
In order to verify the correctness of the implementation, it is useful
to test it for problems with known solutions. This section presents
two such tests with boundary value problems for the Poisson equa-
tion. Both problems are well-known in the hp-FEM literature, and
often used for testing purposes. They have both been included in the
extensive comparison on hp-FEM methods presented in [89].
The test cases differ only with respect to the geometry, boundary
conditions and force term. The common boundary value problem is
formulated as follows:
−∆u = f in Ω, (5.39)
u = g on ∂Ω. (5.40)
We use the standard weak formulation
Seek u ∈ H1g(Ω) such that∫
Ω
∇u · ∇ψ dx =
∫
Ω
f ψ dx, ∀ψ ∈ H10(Ω). (5.41)
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Figure 5.17: Exact solution of Problem A.
where the solution space is defined as H1g(Ω) = {u ∈ H1(Ω) : u|∂Ω =
g}. In both problems we use the exact solution to compute the
Dirichlet boundary conditions. In order to keep the notation sim-
ple, we express the problems in polar coordinates r =
√
x2 + y2, and
θ = tan−1(y/x).
The first problem (A) is posed on an L-shaped domain, and has a
solution which is singular at the origin. The data are listed below,
and the exact solution is shown in Fig. 5.17.
Problem A (Corner Singularity).
Domain Ω = [−1, 1]2 \ [−1, 0]2,







Right-hand side f = 0.
The second problem (B) is posed on a square domain, and has a
smooth solution which exhibits a sharp gradient along a circular arc
cutting through the domain (see Fig. 5.18).
Problem B (Interior Layer).
Domain Ω = {−1.25 ≤ x ≤ −0.25, 0.25 ≤ y ≤ 1.25},
Exact solution u(r) = tan−1 (β (r− 1)), β = 60,









where v = β (r− 1) .
Both problems were solved using the implementation in HiFlow3 de-
scribed in Section 5.4. The adaptation was controlled using the Melenk-
Wohlmuth hp-adaptive strategy outlined in Figure 5.1. The values of
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Figure 5.18: Exact solution of Problem B.
the parameters used were θ = 0.75, γh = 4, γp = 0.4, and γn = 1, the
same as used in the original article [88].
This strategy requires an a posteriori error indicator. For the Laplace









This error indicator has two terms, corresponding to a cell residual
for the cell K, and an edge residual for each interior edge e of K. The
cell residual is simply the L2-norm over K of the residual expression
of the PDE with the discrete solution uh. This is weighted with a fac-
tor containing the cell width hK and the polynomial degree pK. The
edge residual measures the jump of the solution over the edge in the
L2-norm ‖·‖0,e defined as an integral over e. Here the weighting fac-
tor involves the edge length he and the maximum of the polynomial
degrees pK and pK′ of the cells K and K′ that share the edge. As dis-
cussed in [88], the error indicator is reliable, and it is locally efficient
in the sense that it bounds the local error from below. The constant in
the lower bound depends on pK, and so the estimation might degrade
as the polynomial degree is increased.
For comparison, both problems were also solved using uniform
refinement, as well as with an h-adaptive method using the Fixed En-
ergy Fraction strategy (see Section 5.3.1). Both cases were computed
with constant polynomial degrees 1 and 2. The h-adaptive method
used the same error indicator ηK as the hp-method, and with the
value θ = 0.8 of the fraction parameter.
The results are shown in the convergence graphs for the error mea-
sured in the H1-seminorm that are shown in Fig. 5.19 and 5.20, for
Problem A and B, respectively. For Problem A, the theoretical rate
of convergence has been analyzed in detail, see e. g. [15]. It can be
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Figure 5.19: Convergence in the H1-norm for Problem A.
Figure 5.20: Convergence in the H1-norm for Problem B.
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Adaptation Slope α Experimental Convergence Rate βe
Uniform p = 1 -0.37 0.74
Uniform p = 2 -0.36 0.72
h-adaptive p = 1 -0.59 1.18
h-adaptive p = 2 -1.16 2.32
Table 5.2: Table of fitted slopes and corresponding experimental conver-
gence rates for Problem A.
shown that the exact solution u ∈ H 53 (Ω), so that according to the a
priori error estimation (5.5) for uniform refinement, the error in the
H1-norm should converge as hβ, with β = 23 . To verify that this is
indeed the case, we compare β with a experimental convergence rate
βe, that is computed from the slopes α of the convergence curves in
Fig. 5.19 as βe = −2α. This relation comes from the fact that the num-
ber of degrees of freedom N ∝ h−2, so that Nα ∝ h−2α. The value
of α is determined from the computed data by linear regression of
log ‖u− uh‖1 against log N. The results for the tests with uniform
and h-adaptive refinement are summarized in Table 5.2.
For the uniform refinement, the experimentally determined rates
are somewhat higher than the expected value 23 . The effect of the
limited regularity, which prevents the convergence rate from being
determined by the polynomial degree is clear: the rates for p = 1 and
p = 2 are essentially the same. The h-adaptive methods succeed in
overcoming this limitation, both attaining experimental convergence
rates above their polynomial degrees.
For Problem A, the h-adaptive strategy with p = 2 performs bet-
ter than the hp-adaptive strategy for errors down to approximately
5 · 10−4. This correlates with the conclusion in [89] that the Melenk-
Wohlmuth strategy tends to perform rather poorly in the preasymp-
totic range. It should also be noted that the algorithm is dependent
on the choice of the parameters θ, γh, γp, and γn, so that it might be
possible to obtain better results with different values.
The experimental data for Problem A verifies the capacity of the hp-
adaptive method to yield increasing convergence rates as the space
is extended. While the convergence curve at first follows that for the
h-FEM method with p = 1, the slope becomes steeper, but still seems
more or less constant. From the numerical data, it is not clear whether
the convergence rate would continue increasing as N → ∞. This
behavior is however clear in the results from Problem B (Fig. 5.20),
where the convergence rate for the hp-strategy increases continually
with N. In this test, the hp-adaptive method performs better than the
uniform and h-adaptive methods for all error levels.
Given the possibility of attaining exponential convergence with hp-
adaptive methods, an attempt was made to fit curves of the form y =
a exp(−bNc) to the convergence curves for the hp-adaptive method
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(a) Problem A (b) Problem B
Figure 5.21: Error convergence in the H1-norm with the hp-adaptive strat-
egy compared to fitted exponential curves.
a b c
Problem A 1.5 0.97 0.23
Problem B 78 1.1 0.22
Table 5.3: Table of coefficients for exponential curves y = a exp(−bNc) fit-
ted to the convergence curves of the H1-error for the hp-adaptive
methods.
in Fig. 5.19 and 5.20. In contrast to the power laws that described
the convergence of h-adaptive methods, this type of fit requires the
solution of a nonlinear least-squares problem to determine the coeffi-
cients a, b, and c which minimize the error between the data points
and the fitted curve. We used the Levenberg-Marquardt algorithm
implemented in the function optimize.curve fit of the SciPy numerical
library [77] to compute the coefficients. Since the problem of fitting
an exponential curve is ill-conditioned, the relation between the mea-
sured error y and the number of degrees of freedom N was trans-
formed by taking the logarithm of both sides, so that log y was fitted
against log a− bNc. The resulting curves are shown in Fig. 5.21, and
the corresponding coefficients are listed in Table 5.3.
It should be noted that this procedure does not give conclusive
information as to whether or not the method results in exponential
convergence of the error. However, it provides a reference against
which the experimental results can be compared.
The difference in behavior of the h-adaptive method between the
two problems is illustrated in Fig. 5.22 and Fig. 5.23, which show the
adaptively refined meshes and distributions of polynomial degree at
four different points in the adaptation process. In the presence of
the singular solution, the maximum polynomial degree used is only
5 after 20 steps, whereas for the smooth solution, degree 9 (which
is the maximum degree currently allowed in the implementation) is
reached already after 10 steps.
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(a) Step 5 (b) Step 10
(c) Step 15 (d) Step 20
Figure 5.22: Refined meshes and degree distributions from hp-adaptive so-
lution of Problem A.
(a) Step 5 (b) Step 10
(c) Step 15 (d) Step 17
Figure 5.23: Refined meshes and degree distributions from hp-adaptive so-
lution of Problem B.
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Figure 5.24: Efficiency of error indicator for Problem A. (The first data point
has been removed for readability.)
It is expected that in the two-component flow problems that are
the motivation of this work, one will more often encounter steep but
smooth gradients, such as in Problem B, than real singularities such
as the one in Problem A. Large gradients may occur for instance close
to boundary layers, or in the transition between the two components
of the fluid. From this perspective, the choice of hp-adaptive method
is deemed to be appropriate, despite its apparent difficulties to deal
with singularities.
The performance of the error indicator ηK can be evaluated based
on its efficiency, defined as the ratio of the global estimated error to
the real error measured in the H1-seminorm:








Fig. 5.24 and 5.25 show the efficiency of the error indicator com-
puted during the tested extension strategies for Problem A and B,
respectively. For the former problem, the indicator overestimates the
error with a factor between two and four. The efficiency grows for the
h-adaptive strategies, but flattens out as the number of unknowns in-
creases. In Problem B, there is a very large overestimation for all
strategies during the first steps. For N > 100, the efficiencies stabilize
at levels of 6, 4 and 3 for the h-FEM strategy with degree 1 and 2, and
the hp-FEM strategy, respectively. Overall, the error indication is best
with the hp-FEM strategy for both problems.
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Figure 5.25: Efficiency of error indicator for Problem B. (The first data point
has been removed for readability.)
In summary, the results of the tests with the Poisson problem sup-
port the conclusion that our hp-FEM implementation, which was de-
scribed in Section 5.4, is working correctly. It was also demonstrated
that the hp-adaptive strategy works. Its performance, albeit depen-
dent on the problem and the values of the parameters, was acceptable
in both cases.
5.6 hp-fem in the discontinuous galerkin setting
So far, the focus of this chapter, including the description of hp-FEM
support in HiFlow3 in Section 5.4, has been the use of hp-adaptive
methods in a conforming, continuous Galerkin setting. In recent
years, the use of non-conforming discontinuous Galerkin (DG) meth-
ods has received much attention. The main characteristic of this class
of methods is that it makes use of approximation spaces which are
not required to be subspaces of the test and solution spaces used in
the continuous (as opposed to discrete) formulation of the problem.
These approximation spaces are usually created by identifying the
global basis functions with the local shape functions on each element:
i. e. one does not impose that the global basis functions be continuous
across the element intersections.
This is a major advantage of DG methods over continuous Galerkin
(CG) methods. Since the support of the global basis functions is
one element only, it is no longer necessary to impose continuity con-
straints as described in Section 5.4.6, and it is therefore easier e. g. to
parallelize the numerical operations for this kind of space. Especially
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in the context of hp-discretizations, the loosened requirements on DG
approximation spaces greatly simplifies software implementations.
In order to ensure convergence toward the correct solution, it is
most often necessary to modify the weak formulation that would be
used in a CG setting, typically by introducing terms that penalize
inter-element discontinuities of the solution. In many cases, it is possi-
ble to recover optimal asymptotic convergence rates through this type
of modification. The penalizing terms often consist of integrals over
the intersections between elements, in which the integrand contains
jumps and averages of the solution or test functions. Several different
approaches for defining the weak formulation have been discussed
in the literature, e. g. the Interior Penalty DG methods, Runge-Kutta
DG methods, Local DG methods and Hybridized DG methods.
The interest in DG methods for the present work is motivated by
two factors. Firstly, the relatively high complexity of the implementa-
tion of support for hp-adaptivity for CG methods makes the possibly
simpler and more flexible DG framework attractive, especially for ex-
tensions to parallel solvers for 3D problems. Secondly, DG methods
are generally well suited to problems of hyperbolic character, such
as the advection equation which describes the evolution of the level
set, or Maxwell’s equations, which could be used to model the optical
properties of the devices that we are interested in.
Due to time constraints, it was not possible to experiment with DG
methods for the two-component flow model which is the focus of
this work. As a first step in this direction, however, the remainder
of this section discusses the application of an interior penalty DG
method to solve a class of elliptic diffusion-reaction problems. This
development is based on a pair of articles [113, 114] which prove
exponential convergence of certain hp-FEM extension processes for
such a problem.
We shall not go into great detail regarding the implementation of
the functionality that enables the discretization and solution of prob-
lems with the DG methodology. To a large part, it builds upon the
functionality in version 1.2 of the existing HiFlow3 library. Some ex-
tensions were added to allow the type of discretizations described
in [114]:
• anisotropic Lagrange tensor product finite elements with differ-
ent polynomial degrees in each coordinate direction;
• anisotropic refinements of hexahedral cells, i. e. splitting the cells
into two or four hexahedral sub-cells instead of eight;
• customizable refinement ratios, allowing children cells to have
different sizes;
• modified assembly procedure, which allows the integration of
jumps and averages over element intersections.
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5.6.1 Diffusion-Reaction Problem
We consider the following diffusion-reaction boundary value problem
for an unknown variable u, which is the focus of the theoretical study
in [113, 114]:
−∇ · (A∇u) + cu = f in Ω
u = g on ∂Ω. (5.43)
Here, A ∈ R3x3 is assumed to be a constant symmetric positive
definite matrix, c ∈ R a non-negative constant, and the right-hand
side function f a member of H−1(Ω). Ω ⊂ R3 is an open bounded
polyhedron with Lipschitz boundary ∂Ω. The solution is sought in
the space U = {u ∈ H1(Ω) : u|∂Ω = g}.
This problem (with g = 0) was analyzed in [113, 114], for finite
element discretizations using variational formulations based on the
Interior Penalty Discontinuous Galerkin framework. It was shown
in [113], that under the assumption that f is analytic in Ω̄, it is pos-
sible to obtain exponential convergence rates with this formulation
using locally varying anisotropic σ-geometric meshes and anisotropic
polynomial degree distributions, for sequences of approximation sub-
spaces that are generated using a fixed set of extensions, which are
described in [114]. By the assumption of analyticity of f , the only
source of irregularity of the solution is the existence of corners and
edges in the domain.
5.6.2 Interior Penalty Formulation
In this section, we describe the hp-DG Interior Penalty discretization
of the boundary value problem (5.43). We first introduce the finite
element spaces. Let M be a mesh consisting of trilinearly mapped
hexahedral cells, and let p : K ∈ M → (px, py, pz) be an assignment
of polynomial degrees in the x−, y− and z− directions. We denote
by ΦK : K̂ ∈ M → K the geometric mapping from the hexahedral
reference cell [0, 1]3 to the cell K. The finite element with degree
vector p is defined on K̂ via the polynomial space
Qp ={xiyjzk, 1 ≤ i ≤ px, 1 ≤ j ≤ py, 1 ≤ k ≤ pz}. (5.44)
The global discontinuous finite element space is then defined as
Vhp = {v ∈ L2(Ω) : (v|K ◦ΦK) ∈ Q
p(K)(K̂), ∀K ∈ M}. (5.45)
This DG-formulation makes use of jump and average operators
over faces of the mesh. We introduce the notation F = FI ∪ FB for
the set of faces in the mesh, which is a union of interior and bound-
ary faces. For each interior face f ∈ FI , there are two cells K1f and K2f
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containing the face, whereas for boundary faces f ∈ FB, there is only
one cell K f . We denote by n1f and n
2
f the outward unit normal vectors
on K1f and K
2
f , respectively, for interior faces; and by n f the outward
unit normal vector for a boundary face. With this notation, we can
define the jumps [[·]] and averages  · of scalars v and vectors w
for an interior face as
[[v]] = v|K1f n
1
f + v|K2f n
2
f , [[w]] = w|K1f · n
1














For a boundary face, these operators degenerate to
[[v]] = v|K f n f , [[w]] = w|K f · n f , (5.48)
v = v|K f , w = w|K f . (5.49)
The variational problem then reads




f ψ dx, ∀ψ ∈ Vhp, (5.51)
















α[[ψ]] · [[u]]ds. (5.52)
In this expression, the parameter θ makes it possible to choose
between different interior penalty methods: θ = −1 gives the SIP
method, which is symmetric, and θ = 1 gives the NIP version, which
fulfills a coercivity property. γ > 0 is a stabilization parameter, which
should be set to a constant value, whereas the dependence on the ap-
proximation space is controlled by the function α, defined as
α( f ) =

max (p⊥1 ,p⊥2 )
2
min (h⊥1 ,h⊥2 )
, f ∈ FI ,
(p⊥)
2
h⊥ , f ∈ FB.
(5.53)
Here, p⊥1 , p
⊥
2 and p
⊥ correspond to the polynomial degrees in the




⊥ are the corresponding diameters of the cells in the
perpendicular direction.
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Figure 5.26: Comparison of global h-refinement (σ = 0.5) with local hp-
refinement (σx = 0.25).
5.6.3 Numerical Test
As a first numerical test of this discretization, we let Ω = [0, 1]3,
A = I , c = 0, and f and g be such that the exact solution u = x0.8.
The variation is thus entirely in the x-direction, and we therefore first
consider anisotropic refinement toward the yz-plane. The initial mesh
has eight cube cells, created by splitting Ω uniformly around its cen-
ter.
For this test, we used the NIP (θ = 1) version, and omitted the
stabilization by setting γ = 0. Furthermore, the Dirichlet boundary
conditions were imposed strongly on the solution and test spaces,
and not via a penalty term as described in Section 5.6.2.
The gradient of the manufactured solution has a singularity on
the plane x = 0, and is therefore not a member of H2(Ω), but only
H1+4/5(Ω). With linear elements, and global refinement of the cells
perpendicular to the x-axis, one expects the convergence rate of the
H1-norm of the error to be limited to O((h⊥)0.8). It has however
also been established that refining geometrically toward a singularity,
combined with a linear increase of the polynomial degree away from
it, will lead to exponential convergence in certain cases (see [56] for
an analysis of the corresponding one-dimensional problem). Such a
local refinement will lead to a geometrically graded mesh. The grading
can be controlled by varying the bisection factor σx ∈ (0, 1), which
is the position of the splitting plane on the reference cell (σx = 0.5
corresponds to the usual bisection in the middle of the cell, which is
what is used throughout the rest of this work).
Fig. 5.26 compares the convergence of the errors measured in the
L2-norm and H1-seminorm for global h-refinement perpendicular to
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Figure 5.27: Convergence in H1-seminorm with local hp-refinement for dif-
ferent values of σx.
Figure 5.28: Convergence in L2-norm with local hp-refinement for different
values of σx.
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the x-axis with σx = 0.5 and p = (1, 1, 1); and local hp-refinement,
where only those cells that intersect the yz-plane were refined with
σx = 0.25 in each step, whereas the polynomial degree px was in-
creased by one for the other cells.
For comparison, the plot N−0.27 (N number of unknown degrees of
freedom) is also shown in Fig. 5.26, which shows that the slope of the
H1-seminorm convergence curve for global h-refinement corresponds
to the expected value −0.8/3 = −0.27. This expected slope can be
derived from the fact that N ∝ h−3. That the convergence for the local
hp-refinement is exponential is clear from the graph.
Fig. 5.27 and 5.28 show the convergence of the error in the H1-
seminorm and L2-norm, respectively, using the local hp-refinement
with different values of the parameter σx. The convergence is ex-
ponential in all cases, but faster for smaller values of σx, down to
σx = 0.1. For the smallest value 0.05, the trend breaks down, prob-
ably due to the increasingly large condition numbers of the system
matrix. The convergence in the L2-norm is also limited by this effect.
6
H P - A D A P T I V E F L O W S I M U L AT I O N O F A
M I C R O F L U I D I C WAV E G U I D E
This chapter presents the application of the two-component fluid flow
model and the hp-adaptive finite element method described in previ-
ous chapters to the problem of numerically simulating the flow in
a microfluidic waveguide. Section 6.1 describes an example of such
a device, and discusses the additional modeling choices that were
made for this particular problem. Next, the details of the adaptive
numerical method are presented in Section 6.2. The level set model
and the correct functioning of the corresponding parts of the solver
are verified for a simple test problem in Section 6.3. The numeri-
cal results for the waveguide problem are presented in Section 6.4
together with a discussion on future improvements of method. The
final section gives an outlook on the possibility of combining the cur-
rent work with simulation of the optics of the device, by presenting
an eigenvalue problem that can be solved to compute characteristic
optical properties of the waveguide.
6.1 problem description and modeling
The problem considered in this chapter is based on the channels used
for the liquid-core, liquid-cladding optical waveguides whose con-
struction and characterization were described in [140]. In addition
to creating reconfigurable waveguides, that article also describes a
three-way optical switch and an evanescent coupler, both of which
have functions that are controlled via the fluid flow.
One of the major advantages of using liquid-liquid interfaces in the
design of optical components is the ease with which the devices can
be reconfigured. The cited work demonstrates how, by modifying the
relative inflow rates of the liquids in the system, the waveguide can
be switched between single-mode and multi-mode operation. Fur-
thermore, when used as an optical switch, the output port can be
selected by a similar mechanism. A further advantage is that the per-
formance of the devices is not very sensitive to manufacturing quality
of the microfluidic structures that it operates in. In contrast to solid
state devices, it is easy to achieve very smooth interfaces with liquids.
This smoothness can be achieved even in the presence of relatively
rough walls.
In this chapter, we focus on the simulation of the fluid flow in a
straight waveguide. The geometry, shown in Fig. 6.1, includes a hori-
zontal inflow channel for the core liquid, and slanted inflow channels
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Figure 6.1: Schematic of simulated part of optofluidic waveguide.
for the upper and lower cladding liquids. These three channels join
into the waveguide channel, which has a length of 1.5 mm. This rep-
resents the first part of the waveguide described in [140], which is
5 mm long. The height of the channel in the z-direction, which is
neglected in our two-dimensional model, is assumed to be 100 µm.
In order to make use of floating point numbers accurately, we intro-
duced rescaled units of length that are better suited to simulations at
the micrometer scale. The basic quantities that are part of the model
are length, mass and time, for which we introduce the units eL, eM, eT,
respectively. These are defined in terms of the SI units as follows:
eL = 10−4 m, eM = 10−9 kg, eT = 10−2 s. (6.1)
The units were chosen to ensure that the values of the input data is
neither very small nor very large in magnitude. We have the follow-
ing conversion rules for density, dynamic viscosity, and speed:
1 g · cm−3 = 1 eMe−3L , (6.2)
1 Pa · s = 103 eMe−1L e
−1
T , (6.3)
1 m · s−1 = 102 eLe−1T . (6.4)
In the literature on optofluidic devices, it is common that the flow
rate, i. e. the volume of fluid that passes a given point per unit of
time, is reported instead of the speed, since the former can be mea-
sured directly. To determine the inflow boundary condition, it is nec-
essary to convert between the flow rate and the inflow speed. To
this end, we assume that the flow profile at the inflow has a three-
dimensional parabolic profile, such as would be obtained with a lin-
ear pressure distribution in a long pipe with a circular cross-section













Figure 6.2: The velocity field u (arrows), level set function φ (color), and
interface Γ (solid line) at t = 0.
(Hagen-Poiseuille flow, see e. g. [116]). One can then derive the fol-









where W is the width of the channel in the xy-plane, and H its size in
the z-direction. We assume H = 1 eL = 10−4 m everywhere, whereas
W varies between the different inflow channels.
The actual boundary inflow velocity was chosen to have a two-
dimensional parabolic profile with maximum speed Um and to be
directed orthogonally to the corresponding inflow boundary. At the
outflow boundary, the natural boundary condition (4.33) was used,
and at the remainder of the boundary u = 0 was imposed. The effect
of the wetting properties of the materials was not included in the
model. As initial condition, we simply extended the velocity field at
the boundary by zero into the rest of the domain, as shown in Fig. 6.2.
For the level set function φ, the initial condition was chosen based
on the initial interface Γ(0), which is shown in Fig. 6.2. The initial in-
terface is situated at the end of the core inflow section of the channel,
and φ0(x) is defined as the shortest distance from x to Γ(0).
We used the initial condition also to define the boundary condition
for φ, by simply imposing the function to be constant in time on a
part of the boundary. According to the model formulated in previous
chapters, the value of φ only has to be fixed on the inflow boundaries,
which are marked with in in Fig. 6.2. During the computations, we
found that expanding the part of the boundary where φ was kept
at a prescribed value to also include the sections marked with fix
significantly improved the solution quality, by helping to suppress
oscillations which would appear close at these boundaries. These
artifacts were likely related to the sharp re-entrant corners where the
inflow channels meet. On the rest of the boundary, marked with free
in Fig. 6.2, no boundary conditions were imposed.
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Dyn. Viscosity µ Density ρ Refractive Index n
Core 8.85 · 10−3 Pa · s 1.39 g · cm−3 1.445
Cladding 8.9 · 10−4 Pa · s 1.0 g · cm−3 1.335
Table 6.1: Values of material parameters of the core and cladding fluids.
The material parameters for the fluids were chosen in accordance to
the fluids used in [140], see Table 6.1. In that work, the cladding fluid
was de-ionized water (H2O), and the core fluid was a 5M aqueous
solution of CaCl2. The refractive index is listed for reference, but not
used in the computation.
In contrast to the assumption made for the two-component flow
model described in previous chapters, these two fluids are not immis-
cible. This is a drawback for their use as medium for the liquid-liquid
waveguide and related devices described in [140], since mixing of the
fluids will lead to the broadening and eventual disappearance of the
interface. It also degrades the optical characteristics of the devices. To
deal with this drawback, the speed of the flow is chosen large enough,
so that the interface remains reasonably well-defined over that part
of the interface which is utilized for the optical functionality.
From this perspective, the immiscible two-component flow model
is an idealization in which it is assumed that mixing effects do not
play a major role. By setting the coefficient τ = 0, the introduction of
an interfacial tension force which would not be present between the
actual fluids is avoided. On the other hand, with the current model,
it is also possible to evaluate the potential advantages of using im-
miscible fluids, by choosing τ > 0. In this case, the interface would
remain sharp in reality, but one would have to deal with the undesir-
able formations of bubbles and other instabilities of the interface due
to the additional forces.
6.2 hp-adaptive computation
In order to obtain an accurate representation of the interface Γ at
a moderate computational cost, we used an hp-adaptive strategy to
successively extend the approximation spaces. There are several vari-
ables involved in the coupled flow-interface problem, and ideally one
would like to find a strategy that is efficient for all of them. Such a
strategy is likely to be quite complex, however, and therefore some
simplifications were made in the present work.
Firstly, we used the same mesh for the approximation spaces for
all variables. This simplifies the coupling between the flow and inter-
face models, by avoiding the need for transfer of solutions between
meshes. Since the evolution of the flow is not of primary interest,
we furthermore restricted the extension possibilities by using fixed
polynomial degrees which correspond to the classic Taylor-Hood el-
6.2 hp-adaptive computation 105
ement (quadratic elements for the velocity, and linear elements for
the pressure). As mentioned at the end of Section 4.4, this combina-
tion is known to be stable, something that would have to ascertained
explicitly if arbitrary degrees were allowed.
Secondly, in order to be usable as an optical device, the distribution
of the core and cladding fluids should reach a stationary or steady
state after which the interface stops evolving in time. Since we are
using a time-stepping method to approach the steady state succes-
sively, a criterion is needed to determine when the iteration should
be stopped.
During the computations, we observed that convergence to the sta-
tionary state proceeded much more slowly close to the boundary
of the channel than in the middle. This can be explained by the
non-uniform distribution of flow speeds in the channel. Due to the
quadratic inflow profile, the flow is slower close to the boundary than
in the middle, and the corresponding propagation of the information
related to the boundary conditions from the inflow boundaries to the
outflow therefore takes longer. Since it is mainly the evolution close to
the interface in the middle of the channel which is of interest, the con-
dition of convergence to the stationary state was relaxed by solving
instead until a fixed time T, and then taking this as an approximation
of the stationary solution. It was verified manually that the shape of
the interface did not vary significantly over the last time-steps.
Finally, we restricted ourselves to an error indicator which is only
connected to the error of the interface problem. By virtue of using a
least-squares formulation, there is a simple error indicator associated
to this problem, namely the cell integral of the residual. At a given




R(φn, φn−1, un, un−1)2 dx, (6.6)
where
R(φn, φn−1, un, un−1) = Lφn − f =
(φn + θ∆tun · ∇φn)−
(
φn−1 − (1− θ)∆tun−1 · ∇φn−1
)
is the residual of the semi-discretized advection equation. Under the
assumption that the norm of the linear part ‖Lφn‖0 is equivalent to
the solution norm ‖·‖1, the error indicator η2K will be both reliable
and locally efficient, making it a good candidate for controlling the
adaptive method. The use of the cell residual as a posteriori error es-
timator for least-squares FEM is discussed e. g. in [1] and [25, Chapter
12].
The adaptation was performed at the end of each instationary com-
putation, when the solution was considered to have converged to a
stationary state. The error measure used in the adaptation process
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was the value of the error indicator (6.6) at the last step of the time-
stepping iteration. The residual R, and hence also the error indicator
η2K,n, can be interpreted as having two parts. Rewriting R as





θ∆tun · ∇φn + (1− θ)∆tun−1 · ∇φn−1
)
, (6.7)
separates the instationary contribution (φn − φn−1) from the station-
ary contribution
(
θ∆tun · ∇φn + (1− θ)∆tun−1 · ∇φn−1
)
. At a station-
ary state, φn = φn−1 = φ and un = un−1 = u, in which case the resid-
ual reduces to Rstat(φ, u) = ∆tu · ∇φ. This residual corresponds to the
part of the error which arises from the discretization in space alone.
It is weighted compared to the instationary term Rinstat = (φn− φn−1)
in the full residual with the time-step ∆t. In accordance with this sep-















(un · ∇φn)2 dx, (6.9)
respectively. These quantities can be used to determine whether the
source of the error is mainly the temporal or the spatial discretiza-
tion. In the numerical results which will follow we adapt only the
spatial discretization, and hence the stationary error indicator will be
the most interesting. It is however important to keep in mind also
the instationary contributions, since in the results which will be pre-
sented, the solution was not allowed to converge to a stationary state
everywhere in the domain.
In its entirety, this choice of discretization and adaptive process
cannot be expected to yield the full benefits of hp-adaptive FEM, in
particular the very high rates of convergence that is expected for this
class of methods. Here, the time-discretization is second order for
both parts of the model, and the spatial discretization of the veloc-
ity is also restricted to second order. Since stationary solutions are
sought, the first constraint is not of great concern, whereas the second
is indeed a potential limiting factor for the efficiency of the method.
The use of an hp-FEM for the level set function is motivated in this
case by the fact that this function only has to be approximated well in
one part of the domain, namely close to the interface. By combining
cell refinement and locally varying polynomial degrees, it should be
possible to construct approximation spaces that are well suited to the
requirements of each particular problem with the help of an adaptive
algorithm.
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Extending the current approach to include hp-adaptivity also for
the flow model, and using more sophisticated error control for the
time evolution, is an obvious direction for future work. The use of
hp-adaptive methods with strongly coupled models such as the one
considered in this work is still an area that needs to be explored in
more detail, and the simplified method proposed here should be seen
as a step in this direction.
6.3 verification of the level set computation for a test
problem
The program that was developed for the waveguide simulation is
quite complex, and it is therefore important to try to verify that it
functions correctly. We use the well-established method of solving a
problem with a known, manufactured solution, and verifying that the
analytically predicted rates of convergence of the error are achieved.
In this case, we did not manage to construct an analytic solution
of the full model, and therefore restricted the investigation to the
advection equation which governs the evolution of the level set func-
tion. The test problem consisted of solving a variation of this PDE
with a uniform, constant velocity field u = (1, 0.75) on the domain
Ω = [0, 1]2. An extra right hand side function f was introduced to
force the level set to approach a steady state solution chosen as
φs(x) = sin(4πx) sin(4πy), x ∈ Ω. (6.10)
The test problem was then posed as follows:
∂φ(x, t)
∂t
+ u · ∇φ(x, t) = f (x), x ∈ Ω, (6.11)
φ(x, t) = 0, x ∈ ∂Ωin, (6.12)
φ(x, 0) = 0, x ∈ Ω, (6.13)
where f (x) = u · ∇φs(x).
The inflow boundary ∂Ωin = {x ∈ ∂Ω : u · n(x) < 0}, where n(x)
is the outward normal to the boundary ∂Ω.
The problem was discretized with the method described in Sec-
tion 4.3. The force term f results in this case in an extra contribution∫
Ω
(∆t f (x) (ξi + θ∆tu·∇ξi)) dx, (6.14)
which is added to the load vector bi. If the stationary state is attained
at time ts, then
∂φ(x,t)
∂t = 0, and u · ∇φ(x, t) = u · ∇φs(x) for t ≥ ts.
The program performing the simulation of the waveguide with the
full model was adapted so that the test problem could be solved in-
stead. The code responsible for advancing the level set was not mod-
ified, in order to ensure that the test was effective. Using a time-step
108 hp-adaptive flow simulation of a microfluidic waveguide
(a) Time-step 10 (b) Time-step 30
(c) Time-step 50 (d) Time-step 123
Figure 6.3: Evolution toward steady state of the solution to the test problem.
of ∆t = 0.01, the time-stepping procedure was iterated until the solu-
tion had reached a steady state. This was determined by two stopping
criteria, by which the relative changes in the `2-norm of the vector of
degrees of freedom as well as the computed H1-seminorm of the error
between the current and the previous time-steps were both required
to be smaller than 10−6.
The problem was solved on a set of uniformly refined meshes with
polynomial degrees p = 1, . . . , 4, and the L2-norm and H1-seminorm
of the error φs − φh were computed. The coarsest mesh had 64 cells,
and the finest 2048. Fig. 6.3 shows the evolution of the solution to-
ward steady state at refinement level 4 with p = 2.
Optimal error estimates can be proven for this case, (see [91, Sec-
tion 9.3]), meaning that the error should decrease as O(hp+1) in the
L2-norm, and O(hp) in the H1-seminorm, respectively, since the man-
ufactured solution is smooth.
Fig. 6.4 and 6.5 show the convergence of the error measured in
the L2-norm and H1-seminorm, respectively, as a function of the cell
width h. The corresponding experimental convergence rates that are
listed in Table 6.2 were computed by fitting the logarithm of the com-
puted error against the logarithm of the cell width h. As can be seen,
the theoretically predicted convergence rate is attained in each case,
which is a strong indication that the implementation of the part of
the solver that is responsible for the level set computation is correct.
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Figure 6.4: L2-norm of the error as a function of cell width h for the station-
ary solution of the test problem.
Figure 6.5: H1-seminorm of the error as a function of cell width h for the
stationary solution of the test problem.
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Table 6.2: Experimentally determined convergence rates for the test problem
with smooth solution.
6.4 numerical results for waveguide model
We now turn to the numerical simulation of the waveguide, present-
ing results from computations first with uniform refinement, and
then with the hp-adaptive method. The scenario considered has in-
flow rates Rcore = 5 µL ·min−1 and Rclad = 20 µL ·min−1 for the
core and cladding, respectively. The corresponding inflow speeds are
Ucore = 0.785 eLe−1T and Uclad = 3.75 eLe
−1
T . No interfacial tension
force is applied in this case.
Fig. 6.6 gives an impression of the evolution of the solution from
shortly after the initial state, until the final steady state.
6.4.1 Uniform Refinement
As a first experiment, we solved the waveguide problem on a set of
uniformly refined meshes, with different uniform polynomial degree
distributions for the level set function. The coarsest mesh (refinement
level 1) had 220 cells, and each further refinement multiplied this
number by 4. The instationary problem was solved in each case until
the fixed final time T = 12, with time-step size ∆t = 0.1.
At the final time, the solution had not yet completely converged to
steady state in the vicinity of the upper and lower no-slip boundaries
in the main part of the channel. This is reflected in Fig. 6.7, which
shows the distribution of the error indicator ηK,n at the final time for
refinement level 3 and p = 1. Toward the corners of the outflow
boundary, the indicated error is large, since the solution has not com-
pletely converged there. The rest of the error is concentrated at the
part of the channel where the three inflow streams meet. Here the
most complex flow interaction takes place, so it is to be expected that
the error is large.
Fig. 6.8 shows the distribution of the instationary error indicator
ηinstatK,n . As was pointed out earlier, this part of the error is concentrated
to the boundary of the domain.
We investigated the convergence of the simulation on uniformly
refined meshes, with different polynomial degrees. The problem was
solved for refinement levels 1 – 5 with p = 1, . . . , 5, and the global
error indicator η =
√
∑K∈M η2K,n was computed at the final time-





Figure 6.6: Solution of computed waveguide scenario at four different time-
steps, showing the evolution toward steady state. The color scale
corresponds to φ, the arrows to u and the solid line to the inter-
face Γ.
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Figure 6.7: Distribution of error indicator ηK,n after the final time-step for
refinement level 3 with p = 1.
Figure 6.8: Distribution of instationary error indicator ηinstatK,n after the final
time-step for refinement level 3 with p = 1.





Table 6.3: Experimentally determined convergence rates of the error indica-
tors with uniform refinement.
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Figure 6.9: Convergence of the error indicators for uniform refinement with
different polynomial degrees.
step. Fig. 6.9 shows η as a function of the maximum cell width h.
The corresponding experimentally determined convergence rates r
were computed as the slope of a linear fit of log η against log h, to
determine r in the expression η = C · hr. The results are listed in
Table 6.3.
The convergence rates are very low in this case, even when increas-
ing the polynomial degree. As can be seen in Fig. 6.7, the error con-
tributions are localized, mainly to the interface between the fluids, as
well as close to the outflow boundary. This motivates the use of an
hp-adaptive method, with which one can hope to detect those parts
of the domain where the solution is so irregular that refinement is
required, while achieving fast convergence through use of high-order
elements away from these parts.
6.4.2 hp-Adaptive Refinement
In the first hp-adaptive computations, we used the Melenk-Wohlmuth
adaptation strategy described in Chapter 5 (see Figure 5.1) together
with the error indicator (6.6). The simulation time was chosen to be
T = 7.5 and the time-step size was ∆t = 0.1.
The result of the adaptation process is illustrated in Fig. 6.10, which
shows the mesh and the distribution of polynomial degrees at differ-
ent steps adaptation steps. As is to be expected, strong refinement
occurs near to the interface, as well as in the region where the flows
from the inflow channels meet. There is also much refinement to-
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(a) Adaptive step 4
(b) Adaptive step 8
(c) Adaptive step 16
(d) Adaptive step 20
Figure 6.10: Evolution of the mesh and distribution of the polynomial de-
grees of φ for selected steps in the adaptive process, using the
original Melenk-Wohlmuth strategy. Note that the degree scale
has been adjusted: the actual maximum degree is 4.
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Figure 6.11: Evolution of error indicator with the number of degrees of free-
dom for the original Melenk-Wohlmuth adaptive strategy.
ward the boundaries. The polynomial degrees are not increased very
much: starting from an initial degree of 2, the maximum attained in
the computation is 4.
The evolution of the error indicator at the last time-step as a func-
tion of the number of degrees of freedom used for the hp-adapted
finite element space for the level set function is shown in Fig. 6.11.
It is clear from the graph that the adaptation process is not work-
ing optimally. The error decrease is not completely monotonous, and
flattens out when the number of degrees of freedom grows large. Fur-
thermore, between adaptive steps 3 and 12, very little progress is
made in reducing the error.
Looking at the distribution of the local error indicators, shown for
selected adaptive steps in Fig. 6.12, reveals the source of the prob-
lem. At step 4, the error is concentrated around a transition from
a region of more refinement to one of less refinement, with several
irregular edges present. Four steps later, this configuration has only
been transported further along the channel, without any decrease of
the maximum error. Only after 16 adaptive steps, when the peak in
the error is almost at the end of the channel, is there a substantial de-
crease in the error. As can be seen in the last image, the same problem
returns at finer levels.
Hence, it seems that the cause of the peaks in the error distribu-
tion can be traced to the enforcement of continuity constraints over
the vertical irregular edges. We interpret this phenomenon as follows.
The effect of enforcing such a constraint is that the values of the de-





Figure 6.12: Distribution of cell error indicators at steady-state for selected
adaptive steps.
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Figure 6.13: The gradient of the level set is prevented from becoming or-
thogonal to the horizontal velocity field due to the continuity
constraints. The scale shows the horizontal component of ∇φ.
grees of freedom on the smaller side are fixed to weighted averages
of those on the larger side. This causes a transfer of information in
the direction parallel to the irregular edge. For hyperbolic equations,
the flow of information when the exact solution evolves follows the
characteristics of the equation, but due to the continuity constraints,
this property is not conserved for the approximate solution. This
manifests itself in components of ∇φ which are not orthogonal to
the velocity. Fig. 6.13 shows x-component of ∇φ that appears on the
smaller side of the irregular edge. This yields a large contribution to
the error indicator through the term u · ∇φ, especially in the middle
of the channel, where ‖u‖ is large.
From another perspective, this interpretation can be understood by
considering the error as arising from the use of an approximation
space that is H1-conforming, and not allowing approximations in S \
H1. An ideal approximation space would only impose continuity in
the direction of u(x, t), and not in all directions. At the technical level,
however, working with such an approximation space would be very
challenging.
Although the error indicator correctly captures the occurrence of
these artifacts, the enrichment algorithm is unable to avoid them in
an effective way. As is clear from Fig. 6.12, the mesh regularization
necessary to resolve the irregularities only takes place indirectly: as
the mesh is further refined, and the one-irregularity rule is imposed,
large error concentrations can be pushed toward the end of the chan-
nel. When the refinement along the entire middle of the channel has
reached a certain level, the artifacts reappear with smaller magnitude
at a finer level.
In an attempt to improve the speed of convergence, the adaptive
strategy was modified slightly. In order to avoid excessive refinement
during the phases where little error decrease takes place, the thresh-
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Figure 6.14: Comparison of the original and the modified adaptive strategy,
and their performance with respect to convergence of the error
indicator.
old for enrichment was changed to be based on a fixed total error
fraction instead of the mean cell error in the original strategy. This
approach is essentially the same as the Fixed Energy Fraction method
for h-adaptivity which was described in Section 5.3.1. In this case, the
corresponding minimal set R was computed such that
∑
K∈R
η2K,n ≥ θ2 ∑
K∈Mh
η2K,n. (6.15)
The first condition in Figure 5.1 was then replaced with a threshold
equal to the smallest value of the error indicators for the cells in R.
The Melenk-Wohlmuth mechanism for deciding between h- and p-
refinement was retained. The performance of the two strategies are
compared in Fig. 6.14. The modified strategy seems to be more eco-
nomical at the beginning of the adaptation process, but later the two
methods yield similar results. Furthermore, the modified strategy
uses a very large number of steps, which limits its efficiency in terms
of computation time.
Despite the fact that the adaptive strategies are hindered by the ar-
tifacts, which limit the convergence of the error indicator, they still
outperform the use of uniform refinement, which was investigated
in Section 6.4.1. Fig. 6.15 compares the convergence of the error in-
dicators in terms of the number of degrees of freedom. Except for
the plateau where the error level is around 1.0, the adaptive meth-
ods require much fewer degrees of freedom to obtain a solution with
a given error level. The most accurate solutions attained (η ≈ 0.2)
required c. 6 · 104 and 8 · 104 for the modified and original Melenk-
Wohlmuth strategies, respectively, which can be compared to 9 · 105
for uniform refinement with p = 4. It is thus clear, that the use of
6.4 numerical results for waveguide model 119
Figure 6.15: Convergence of error indicator for uniform and hp-adaptive re-
finements. The uniform refinements correspond to the results
in Section 6.4.1 with polynomial degrees 1 and 4. A logarithmic
scale was chosen for the horizontal axis to make the graph more
readable.
hp-adaptivity is beneficial in this case, albeit the limitations that were
discussed earlier.
6.4.3 Future Directions for the Adaptive Computation
Several different improvements to address the shortcomings of the
hp-adaptive computation are possible, but could not be made in the
context of the present work due to time constraints.
Since the major source of errors is the occurrence of hanging nodes
and the related constraints, working with more regular meshes could
yield a significant improvement. A first possibility would be to use
triangular meshes or meshes with cells of mixed type together with
a regularizing procedure. One would then have to add support for
triangular elements in the hierarchical basis framework described in
Section 5.4. Another method would be to modify the existing re-
finement procedure to allow for elimination of hanging nodes in a
larger domain in each step. Since the problem only occurs at certain
irregular edges, a specialized procedure that incorporates a priori in-
formation about the main flow direction can ensure that refinements
orthogonal to this direction are regularized. In this context, the use
of anisotropic refinements could also be beneficial.
Another possible approach is to apply post-processing to the solu-
tion for the purpose of computing the error indicator. One way to do
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this would be to smoothen the function, with the goal of filtering out
its high-frequency components. This could help reduce the disconti-
nuities of the gradients shown in Fig. 6.13, and thereby decrease the
impact of these artifacts. The smoothing could be accomplished us-
ing e. g. the Gauss-Seidel method. The error indicator would then be
computed from the filtered function, which could then be discarded.
The choice of boundary conditions should also be investigated fur-
ther. As can be seen in Fig. 6.12, the adaptation yields quite strong
refinement close to the boundaries. What happens at the horizontal
boundaries of the main channel should not have a great impact on
the shape of the core fluid, since the flow is essentially parallel to
these boundaries; therefore refinements in these parts of the domain
should be considered unwanted. Effectively, the approximation of the
level set function is only required to be accurate close to the interface
between the fluids, whereas further away it suffices that its sign is
correct.
The outflow boundary requires more careful consideration. Here,
there is also strong refinement, especially toward the corners. This
is possibly related to the chosen natural boundary condition for the
flow, which produces a velocity field with a non-zero vertical com-
ponent. With a different boundary condition it might be possible to
obtain an outflow condition which is more similar to the flow in the
interior of the domain, and thereby reduce the need for fine mesh
resolution at the end of the channel.
Finally, an aspect which is often discussed in the context of the
Level Set method is the use of re-distancing methods, which periodi-
cally modify the level set function to ensure that it is approximately
equal to the distance function with respect to the interface. As dis-
cussed shortly in Section 3.3, the two most prominent methods for
re-distancing are the solution of the reinitialization equation (3.15), and
the fast marching method. The use of a re-distancing method would
have the benefit of providing a more regular level set function, which
could be expected to yield better results.
For one, it would likely be possible to use higher polynomial de-
grees instead of strong refinement in the vicinity of the interface, and
the material parameters could be computed more accurately. Further-
more, re-distancing provides a natural way of updating the boundary
conditions for the level set function as the interface involves in time,
by computing them based on the current position of the interface.
This could alleviate some of the difficulties discussed above.
Re-distancing also has some drawbacks, mainly related to the fact
that the computed solution is modified in a strong way. Apart from
possibly introducing additional approximation errors which are dif-
ficult to estimate and control, it is not clear how the modification
of the function interacts with the error estimation and the adaptive
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process. Furthermore, it incurs an additional cost, and increases the
complexity of the solution process and the corresponding software.
6.5 optical characterization of the waveguide
In this section, we shortly outline a possible procedure for determin-
ing the optical characteristics of the microfluidic waveguide. Given
the material properties of the two liquids, and the shape of the in-
terface between them, the propagation of electromagnetic waves in
the waveguide is governed by Maxwell’s equations [84]. The full set
of equations involves time-dependent PDEs for four complex vector-
valued field variables, which have to be completed with constitutive
relations. Here, we will make a number of simplifying assumptions,
and derive a simple eigenvalue equation that can be used to approx-
imately quantify the optical behavior of the waveguide. This type
of analysis is commonly performed in electrical and optical engineer-
ing. A through treatment of the theory of electromagnetic waves and
waveguides can be found in [81].
The assumptions are listed below, along with the simplifications
that they imply:
• The fluids are assumed to be linear, homogeneous, and isotropic
with respect to their optical properties. The corresponding ma-
terial laws can then be used to reduce the number of indepen-
dent field variables to two: the electric field Ẽ(x, t) ∈ C and the
magnetic field H̃(x, t) ∈ C. Furthermore, the material properties
can be described with two scalar variables: the electric permittiv-
ity ε and the magnetic permeability µ. These are assumed to be
constant in time.
• We restrict the setting to one where the waveguide does not
contain any electric charges or currents.
• The time-dependence is taken to be harmonic with a single, fixed
frequency ω, which corresponds to monochromatic light. The
fields can then be written on the form Ẽ(x, t) = E(x)e−ıωt and
H̃(x, t) = H(x)e−ıωt. Since Maxwell’s equations are linear, the
full fields can be reconstructed from the time-harmonic solu-
tions with a Fourier representation.
• Only solutions which propagate along the main axis of the
waveguide, so-called guided modes, will be considered. The co-
ordinate system is chosen so that this coincides with the x-
direction. Furthermore, it is assumed that the waveguide is
translation-invariant, i. e. its cross-section is the same for all val-
ues of x. This enables a further separation of the fields with
respect to the spatial variables: Ẽ(x, t) = E(y, z)e−ıωt+ıβx and
H̃(x, t) = H(y, z)e−ıωt+ıβx.
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Under these assumptions, Maxwell’s equations for Ẽ and H̃ can be
formulated as follows:
∇× Ẽ = −µ ∂H̃
∂t
, ∇·Ẽ = 0, (6.16)
∇× H̃ = ε ∂Ẽ
∂t
, ∇·H̃ = 0. (6.17)
By taking the curl of the first equation, and substituting the third, we
can derive a wave equation for Ẽ:











where we have used that ∇·Ẽ = 0 when reducing the curl-curl oper-
ator to the Laplace operator. A similar wave equation can be derived
for H̃ analogously.
We now take into account the last assumption above, and consider
only guided mode solutions to this equation. Thanks to the special
dependence on t and x, the partial derivatives with respect to the cor-
responding variables can be substituted with multiplication by −ıω
and ıβ, respectively. The wave equation can hence be reduced to a






E = 0, (6.21)





Again, an analogous equation can be derived for H. It can be shown
(see e. g. [81, Section 3.6]) that it suffices to solve for the longitudinal
components Ex, Hx, whereafter the transverse components of E, H
can be obtained through explicit formulas involving their derivatives.





Ex(y, z) = 0. (6.22)
The domain for this equation is a cross-section through the waveg-
uide orthogonal to x. Depending on the shape of the microchannel in
the third dimension z, the distribution of the two fluids in this plane
will be different, which leads to different solutions of (6.22). At the
interfacial surface between the fluids, the tangential component of Ẽ
and H̃, and hence also E and H, must be continuous, whereas the
normal component can be discontinuous. These conditions, together
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Ex = 0 Ex 6= 0
Hx = 0 TEM: Trans. Electromagnetic TM: Trans. Magnetic
Hx 6= 0 TE: Trans. Electric Hybrid
Table 6.4: Classification of guided modes in a waveguide.
with fact that the field must decay exponentially away from the inter-
face in the cladding fluid in order for guidance to take place, restricts
the solutions of (6.22) that yield guided waves.
The guided mode solutions are commonly classified according to
whether Ex or Hx, or both, are identically zero. When this is the
case, the corresponding amplitude vector E or H is transverse to the
direction of propagation, which yields the nomenclature in Table 6.4.
For particular waveguide geometries, such as rectangular or circu-
lar cylinders, it is possible to find the solutions of (6.22) analytically,
and determine what types of modes can be transmitted. In general,
only a discrete set of modes are admissible, which can be charac-
terized through guidance conditions that relate the dimensions of the
waveguide and the material parameters to the modes that can propa-
gate at a given frequency. In many cases, there is a cutoff frequency,
below which a given mode cannot propagate at all.
Solutions to (6.4) can form the basis for evaluating the optical char-
acteristics of the waveguide. From the simulation of the two-compon-
ent fluid flow in two dimensions, the width of the core fluid can be
extracted and used as the geometrical parameter in a model where
either a rectangular or a circular distribution of the material is as-
sumed. As mentioned above, this type of model can be investigated
analytically. A more realistic characterization would require a three-
dimensional simulation of the flow, to determine the correct material
distribution, after which the guided modes can be determined by
solving (6.4) numerically.
Coupling the flow simulation with optical characterization opens
the door to further applications of this thesis. Of particular interest
is the possibility to optimize the inflow velocity of the channel with
respect to the existence of guided modes, in order to be able to control
the optical device in a precise way.

7
C O N C L U S I O N
In this final chapter of the thesis, we first summarize the main con-
tributions of the work, and discuss its wider significance. This is
followed by an outlook on the perspectives for future developments
building on what has been presented here.
7.1 summary of contributions
As described in the introduction to this work, there are several levels
of abstraction in the methodology of Computational Science. The con-
tributions of this thesis cover all of these levels, as shown in Fig. 7.1.
The motivation of the thesis was the desire to solve problems in the
domain of optofluidics. We considered in particular the use of liquid-
liquid interfaces to create optical devices. To be able to describe such
devices mathematically, a model describing incompressible flow for
immiscible fluids was created, building on the work of [54]. This
model couples the incompressible Navier-Stokes equations with an
interface description based on a level set function, and has the form
of an initial boundary value problem for a pair of PDE:s posed on the
entire domain under consideration. It takes into account the interfa-
cial tension force, but neglects other effects, for instance those related
to the wetting properties of the walls.
The mathematical model was discretized using an adaptive finite
element method, that applies the hp-FEM technique to the level set
variable in an attempt to efficiently obtain a highly accurate represen-
tation of the shape of the interface, which is considered to be the main
quantity of interest. A least-squares variational formulation was used
for the stabilization of the advection equation which describes the evo-
lution of the level set function. The flow equations were discretized
using standard Q2/Q1 finite elements and linearization by the New-
ton method. The flow variables were approximated on the same mesh
as the level set function. For the latter, a successive enlargement of the
approximation space based on the Melenk-Wohlmuth algorithm was
used, with an error indicator derived from the least squares formula-
tion. To the author’s knowledge, the application of hp-adaptive FEM
using the least-squares formalism has not been explored previously
for two-component flow problems. In general, there are not many
examples where hp-adaptive methods have been used for coupled
models, and many challenges remain in this area.
Finally, the design and implementation of support for hp-adaptive




















Figure 7.1: Contributions of thesis at the different levels of abstraction.
a major part of this work. The implementation combines techniques
from several previous works, for instance the use of the hierarchi-
cal Lobatto basis advocated in [37, 38, 123], and the treatment of
constraints presented in [17]. The resulting code provides, in our
opinion, an appropriate balance between complexity of its use and
maintenance on the one hand, and configurability and performance
on the other. Although the extension is at present somewhat lim-
ited in functionality, being restricted to quadrilateral meshes and
sequential programs, it uses an explicitly extensible design that al-
lows it to be adapted to future use cases. An additional advantage
of this implementation is the close integration with the other tools
of the HiFlow3 library, which allows users easy access to e. g. GPU-
accelerated linear solvers.
An important aspect of any scientific work is its wider significance
and applicability to other situations. Although this thesis was mainly
motivated by the problem of simulating microfluidic optical devices
based on liquid-liquid interfaces, a large part of its outcome at the
lower three abstraction levels in Fig. 7.1 can be transferred to other
situations. The model for two-component immiscible fluids is valid
for many situations at macroscopic scale. The hp-adaptive techniques,
and the corresponding software support provided in HiFlow3 , can
also be used for problems arising in completely different domains
of application. This is the main benefit of being able to work at the
different levels of abstraction presented above.
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The work presented in this thesis naturally leads to new challeng-
ing questions, which the author hopes to be able to pursue in the
future. Furthermore, as with any major project, there were some as-
pects which could not be treated due to time constraints.
Starting with the first level in Fig. 7.1, the results achieved for the
waveguide example in this work open the path to applying the same
method to several other microfluidic optical devices, for instance the
optical switch described in [140] or the lens presented in [129].
As for the model, an important step toward a more complete un-
derstanding of the optical devices would of course be to add a de-
scription of the optical phenomena in addition to the fluid flow. As
was briefly outlined in Section 6.5, this could take the form of either
a simplified wave model or the complete set of Maxwell’s equations
being solved using the geometry of the device computed with the
model presented in this work. With this model at hand, the level set
description of the geometry of the optical structures provides a good
basis for solving numerical optimization problems with respect to
the shape and topology of the devices. A further intriguing possibil-
ity would be to include a model for the impact of the electromagnetic
field on the fluid flow, which has several important applications in
Optofluidics.
The numerical methods presented in this work could also be devel-
oped in a variety of directions. Apart from the specific improvements
for the adaptive computation that were discussed in Section 6.4.3, it
is probable that the adaptive strategy and the error indicator for the
level set employed in the current solver can be improved upon. A first
step in this direction would be to include hp-FEM discretizations of
the flow variables as well, and perhaps allow different approximation
spaces for these and the level set function. The use of discontinuous
Galerkin methods with hp-discretizations would also be an interest-
ing alternative in this context.
Finally, the current software implementation could be extended in
various aspects. In the author’s opinion, the most intriguing question
concerns the development of linear solvers and preconditioners that
can made efficient on modern hardware by exploiting the high degree
of parallelism that is achievable as long as the data can be made avail-
able close to the compute elements. Here, methods employing highly
unstructured and dynamic data structures are at a clear disadvan-
tage over those that use more predictable memory accesses. The chal-
lenges associated with the gap between increasing compute power
and data access capabilities of modern hardware have to be met if
finite element methods in general, and hp-adaptive methods in par-
ticular, are to remain competitive against other approaches.
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[124] P. Šolı́n et al. “PDE-independent adaptive hp-FEM based on
hierarchic extension of finite element spaces.” In: Journal of
Computational and Applied Mathematics 233.12 (2010), pp. 3086–
3094.
[125] J. H. Spurk and N. Aksel. Fluid Mechanics. 2nd edition. Springer-
Verlag Berlin Heidelberg, 2008.
[126] R. Stevenson. “Optimality of a Standard Adaptive Finite El-
ement Method.” In: Foundations of Computational Mathematics
7.2 (2007), pp. 245–269.
[127] M. Sussman, P. Smereka, and S. Osher. “A Level Set Approach
for Computing Solutions to Incompressible Two-Phase Flow.”
In: Journal of Computational Physics 114.1 (1994), pp. 146–159.
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