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With the improved ability of computers to handle complex calculations, applications
and digital equipment that come with face−recognition functions have become widespread,
as have entertainment services and content using face−recognition technology.
At present, with the release of face−recognition API (Application Programming
Interfaces) that can be included in smartphones, digital cameras, and tablet devices,
environmental conditions needed for the development of Web applications have also
progressed.
In this paper, we summarize important face−recognition technology that use an
Appearance−based Approach to generate facial feature quantities from an Active
Appearance Model (AAM) applied to a sampling of facial features quantities, and we
outline services that use face−recognition technology and actual cases of various products
and related problem areas in need of further study.
In addition, we discuss next−generation communication support systems with emotion−
recognition functions that will become possible with the extension of face−recognition
technology.
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1．はじめに
コンピュータの計算処理能力の向上によって、顔認識技術を応用したエンタテインメントサー
ビスやコンテンツ、顔認識機能を実装したアプリケーションやディジタル機器の普及が進んでい
る。顔は身体の中でも民族性や地域性などの影響を受けず、万国共通で喜怒哀楽といった感情を
視覚で理解することができる部位である。現在の顔認識技術は、PCやスマートフォンといった
ディジタル端末に内蔵されたWebカメラなど使った高精度な顔検出や認証機能によって、顔の
形状や個人の属性情報をリアルタイムに認識することができる。
顔認識技術は、顔の形状検出技術や属性識別アルゴリズムなどの要素技術が集まったものであ
り、顔認識処理によって得られる情報は、性別や年齢などの個人の属性情報と身体状態や表情な
どから判断する内面的な情報の2種類に大別される。顔から取得出来る表面的な情報と環境変動
や表情パターンを組み合わせることで、文字情報だけでは難しいとされる感情などの情報伝達も
可能になると考えられている。
現在では、スマートフォンやディジタルカメラ、タブレットデバイスに実装可能な各種 API
の公開によって、Webアプリケーション開発のための環境整備も進んでおり、顔認識機能を有
したWebサービスや各種コンテンツの普及拡大が予測される。
本論文では、顔の特徴点抽出に対応した Active Appearance Models（AAM）から特徴量を生
成する Appearance−based Approachによる顔認識技術について概説するとともに、顔認識技術
を利用したサービスや各種製品の事例や課題について論述する。
2．顔認識技術について
2−1．顔認証技術の概要
顔認識技術は、顔画像の特徴点位置を検出して特徴量を生成することで、画像の中から人間の
顔を特定する技術と定義される。主な顔認識の技術には、線上判別分析（Linear Discriminant
Analysis: LDA）、主成分分析（Principal Components Analysis: PCA）、伸縮バンチグラフマ
ッチング法（Elastic Bunch Graph Matching: EBGM）などがある。
顔認識手法において重要な顔器官や特徴点の検出精度の向上のために、特徴点の位置などの個
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人差に考慮した顔のモデルベース手法を利用する。モデルベース手法は、顔の局所特徴量を認識
するモデルや2次元の構造モデルを有するもの、3次元の構造モデルからなるものがある。3次元
の構造モデルをもつ手法では、照明等の環境変動に影響を受けにくくなるが、特定するパラメー
タが多くなるため、深索空間が広くなる欠点がある。
主な挙動の推定手法としては、Feature−based Approachと Appearance−based Approachが
ある。Feature−based Approachは、検出した特徴点間の配置や特徴記述子を作成する手法であ
Figure1：顔画像認識の要素技術
Table1：主要な顔認識技術の概要
外観に基づく顔認識技術の応用と展開
― ―５７
り、Appearance−based Approachは、顔全体の輝度値から得られた顔特徴点の情報をもとに、
サイズや方向などを正規化した顔パターンの抽出を行う手法である。Appearance−based
Approachでは、照明変化や画像変形などの影響に対して頑健性を向上させるために、複数の解
像度と方位を変化させた Gabor−Wavelets Filterや周辺画素との相対的な輝度差パターンを符
号化する Local Binary Pattern（LBP）、それらの組み合わせによる Local Gabor Binary Pattern
などのフィルタリング技術が採用されている。
2−2．AAMによる顔特徴点抽出
顔特徴点抽出の代表的な手法としては、Cootesらによって提案された Active Shape Model
（ASM）1や Active Appearance Models（AAM）2といった方法がある。ASMは、Active Contour
Model3を拡張した手法で、学習データを多数用意して次元圧縮をおこなう。特徴点の形状変化
については、平均パラメータと基底形状ベクトルの線形和で表現される。ASMにテクスチャ情
報を付加した AAMは、特徴点の形状（shape）と特徴点の輝度値である appearance（texture）
を主成分として、基底画像からの変化の差異を線形結合で顔モデルを表現する手法である。shape
と textureは、学習データを用いた各主成分分析 Principal Component Analysis（PCA）によ
って学習され、各主成分のベクトルを重み付けパラメータによって顔形状と見え方の値を変化さ
せる。最適な重み付けパラメータへのマッチング計算処理された結果、顔の特徴点の変化に追随
するトラッキングが可能となる。
顔画像の学習開始時には、顔の特徴点となる下顎のラインや瞼、鼻筋や口唇などを形状に合わ
せて登録する。登録された特徴点をもとに、数式で表される shapeの変形に沿って texture
を変化させる。AAMは、少ないパラメータで顔の方向変化や照明などの環境変動に対して影響
を受けにくいため、基底画像より特徴点を正確に検出することが可能となる。
平均値（base shape）となるベクトル sは、s＝（x1, y1, x2, y2, …, xn, yn）Tのように与えられ、
xi, yi（）は各特徴点の座標を表している。ベクトル sは PCAによる求められた主成分ベク
トル siに重み係数 Piをかけた和を加算して求める。AAMによる形状表現は、平均値からの主
成分空間の差異分の和によって求められ、Piを変化させることで形状変化を表現している。



 
appearanceと呼ばれる texture情報は、数式より取得する。画像内の座標 x＝（x, y）Tの輝
埼玉女子短期大学研究紀要 第26号 2012.09
― ―５８
Figure2：独立した AAMの線形状モデル5
度値 A（x）は、PCAにより求めた textureの各主成分ベクトル Ai（x）に重み係数 λiをかけた
和の総和となる。textureベクトルを gとすると、式 g＝（g1，…gm）Tとなり、gi（）は平
均形状 内部での各画素の輝度値となり、PCAから平均輝度値 を求めることができる。
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shapeの変形に沿って appearanceの重み係数のパラメータ値 p＝（p1，p2…‥pn）Tを変化させ
ることで表情の Instanceを作成し、PCAによって学習された基底画像に対する入力画像の
shapeおよび textureの変化をみることができる。shapeパラメータ、textureパラメータと呼
ばれる基底画像からの変化を表すパラメータを bs，bgとすると、s、gは ，からの偏差を主成
分分析して求められる固有ベクトル ，を用いて ，と表すことができ
る。AAMでは Basis Shapeの AAMよりパラメータ値を pによって、形状を Sに変化させるこ
とをWarpingといい、パラメータ値を pに変更したWarpingをW（x;p）と表す。
AAMは変形パラメータを持つテンプレート Deformation Template4から発展したものであり、
変形パラメータの次元を低次元圧縮によって高速な深索を実現している。
2−3．動画像からの顔特徴点検出
AAMでは、shapeと appearanceは独立して学習されるため、モデルの初期配置と特徴点の
設定がずれた場合、正規位置への収束が困難となり、未学習データに対して精度が低下する欠点
がある。Lanitisら6は、局所濃淡画素値を使ってオクルージョンなどの影響を抑えた AAMの改
良により、顔のトラッキングや3次元形状復元、性別や表情認識をおこなっている。
AAMの課題を克服するため、Edwardら7によって、濃淡画素値パラメータを1つのベクトル
に連結して PCAをかける手法への改良が行われ、固有ベクトルによる shapeと appearanceに
依存しない Kalman Filterを利用した動画像追跡手法の提案がされている8。
外観に基づく顔認識技術の応用と展開
― ―５９
福井ら9は、環境変動に影響を受けず、人物間の相違を反映させるように特徴抽出をおこなう
制約相互部分空間法を提案した。照明変動の影響を直接とらえ照明条件の差を吸収して安定した
識別をおこなう方法が提案されているが、従来の相互部分空間法では照明変動の影響に対するロ
バスト性は改善されない。制約相互部分空間法では、環境変動を含む部分空間から差分部分空間
を計算によって求める。制約部分空間と呼ばれる空間においては、入力部分空間と辞書部分空間
を射影することによって、環境変動の影響を受けにくい成分の特定を実現している。
一方、End−Jonらによる Selected Multi−Resolution Linear Predictors10は、特徴点周辺の
texture情報と現在の位置から移動した特徴点位置を移動ベクトルと線形回帰によって対応させ
る手法である。注目点周辺の texture情報から推移される移動ベクトルの計算結果をもとに、実
時間での顔の移動や向きの変化に対応した特徴点を追跡する。同手法では、同時に学習できる対
象は1人となるため、複数の対象を同時に検出することはできないが、独立した特徴点の検出と
対象の追跡が可能である。
2−4．モデルフィッティング・トラッキング法
パラメータ AAMにおけるフィッティング法には、静止画像からのモデルフィッティングと動
画からのモデルフィッティングがある。AAMによるフィッティングには、Gradient Descent
ベース手法と Finite Differences法の長所を活かし、静止画と動画に対応した Inverse
Compositional法を利用する。Inverse Compositional法は Parametric Optical Flowに対応し
たフィッティングの高速化手法である。
Parametric Optical Flowによる画像のフィッティング法には、Additive、Compositional、
Inverse Additive、Inverse Compositionalのアルゴリズムがある。AAMでは、Inverse
Compositional法を採用することで、Basis Shapeにおける Appearanceを基準とした画像から
入力された変化量の計算によりトラッキングをおこなう。Parametric optical Flowによるフィ
ッティングでは、顔形状の初期化に多少の時間がかかるが、フィッティング完了後には、高速処
理によるトラッキングを実現している。
顔認識技術の精度向上のため、2次元画像からのデータと3次元画像認識技術を併用する手法
も開発されている。動画から顔画像を高速で認識するデバイスとしては、Microsoftの開発した
Kinectがある11。Microsoftの開発した Kinectを利用した顔認識では、RGBカメラからの映像
から各特徴点の奥行き情報を取得することで、2.5次元画像より深度と形状の変化から表情を読
み取る顔認識が可能となった。
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Figure3：Face Tracking SDKの実行画面
2012年5月にアップデートされた Kinect for Windows SDK Version 1.5には、開発ツール
「Kinect Studio」などに加えて、新しく顔認識機能を有する「Face Tracking Visualization」、
「Face Tracking Basics−WPF」、「Face Tracking 3D−WPF」といった Face Tracking SDKが
追加されている。Kinectを使って認識された顔画像のフィッティング後、リアルタイムで3Dメ
ッシュを取得することによって、頭部の向きや眉、口のかたちなどの変化に対応したトラッキン
グ結果をもとに、CGキャラクターの表情をアニメーション表現することができる。
3．顔認識技術の活用事例
次に、国内外で開発が進んでいる顔認識技術を利用したセキュリティシステム、ソーシャルメ
ディアやエンタテインメント分野のソフトウェア、インターネットで提供されるWebサービス
の事例などについて概説する。
3−1．ディジタルカメラ・ビデオ
国内外のディジタル機器メーカー各社は、顔検出による顔オートフォーカスやオートアイリス
機能をもつディジタルカメラを開発している。OKI電気は、2006年4月に顔認識に関するセンシ
ング機能を持つソフトウェアライブラリ「FSE−Face Sensing Engine Ver.4」を公開している。
ソフトウェア開発キットの利用によって、ディジタルカメラなどで利用できるアプリケーション
や、美顔画像補正機能を利用したサービスを短期間で開発、提供することができる。
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2007年9月には、オムロンが人物の笑顔度を測定できる「リアルタイム笑顔測定技術」を開発
している。同社が2005年2月に開発した「OKAO Vision顔認識センサ」は、顔器官の特徴点間
の弾性的な位置関係を持つグラフと特徴点周辺における Gaborフィルターによる濃淡特徴周期
性と方向性を特徴量として認識する技術である。OKAO Visionソフトウェアライブラリによっ
て、顔の特徴点検出後に笑顔の特徴である口角が上がる、口の周りにしわができる、目尻が下が
る、目が細くなるといった変化を捉えることで笑顔度推定を実現している。
OKAO Visionのライブラリでは、笑顔の特徴的な変化を2クラス識別機によって事後確率を
算出するために、Violaと Jonesによって提案された特徴点座標付近において高速演算が可能な
Haar−like特徴量を用いて笑顔度数を数値化している。
3−2．Photoアルバム・Webアプリケーション
Appleが2009年1月に発表した専用アプリケーション iPhoto’09では、顔の自動認識機能によ
り登録された写真の中から特定の条件の写真を検索、整理することができる。2010年に Apple
に買収される Polar Rose社は、2009年4月に自社の顔認識技術による Flickrのアルバムに顔認
識機能を追加したサービスを開発している。同社は SNSの情報取得に顔検出・顔認識技術を利
用したスマートフォン向けアプリ「Recognizr」などの開発実績があり、Appleも iPhoneの iOS
5に対応した顔検出機能を含む APIを公開している。iOS5の顔検出機能を追加した APIには、
CIFaceFeatureクラスと CIDetectorクラスがあり、iPhoneのカメラ機能による顔検出を使っ
たアプリケーションの開発が進むと考えられる。
Googleは、2006年に買収した NevenVison社の生体認証技術をベースに開発された自動顔認
証機能を2009年9月よりオンラインアルバムサービス Picasaに追加している。Webアルバム内
のフォトライブラリから人物を特定して自動的にタグ付けすることで、写真共有を通じた Google
＋ユーザのオンラインコミュニケーションを促進するものである。
また、Googleが提供する Android4.0に対応したアプリケーションの開発環境として、頭部の
向きや姿勢変動に対応した3D顔トラッキング機能を含む APIが公開されている。
こうした Android4.0 SDKの公開によって、顔検出や3D顔トラッキング機能が Android端末
に標準搭載されるようになった。
一方、Facebook向け顔認識技術を有する Face.comは、2010年5月に face.com APIと OpenCV
APIを活用した顔画像認識 APIを公開している。APIを利用した「Photos tagger」と呼ばれる
Facebook上のフォトアルバムから友人の顔を検索することができるアプリケーションを開発し
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ている。2011年12月には、Facebook APIによって開発された AR（拡張現実）を用いた Android
アプリケーション「remenbAR」が公開されている。「remenbAR」は、Facebookに登録された
情報より友人承認や確認を顔画像でおこなうことができるアプリケーションである。
インクリメント株式会社は、2010年5月に顔画像から目や鼻、口などの器官位置座標を検出す
ることができる顔認識 API「detectFace（）；」12を提供している。顔の特徴点50個の二次元座標を
取得することができるもので、APIを利用したWebサービスの開発もおこなわれている。
2012年2月には、detectFace（）；を拡張した iPhoneアプリ向け顔認識ライブラリ「detactFace
（）； for iOS」を公開している。iOS 5は顔認識 APIを搭載しているため、顔認識ライブラリを
活用することによって、顔画像から取得した特徴点の位置情報を用いたアプリケーションの開発
が短期間で可能となる。
3−3．セキュリティ・認証システム
顔認識技術を利用した室内入退出時の監視カメラやセキュリティシステムの技術開発も進んで
いる。高感度な赤外線撮影技術を用いることで、リアルタイムに3D顔画像のキャプチャリング
をおこなう高速な顔認証装置も製品化されている。
NECが開発した顔認証技術「NeoFace」を使ったユニバーサルスタジオジャパン（USJ）の
入場管理システムでは、年間パスポート会員の顔情報を登録することで、入場ゲートを顔パスで
きるというエンタテインメント性をもったユーザ認証を実現している。
一方、顔認証機能を搭載したパソコンやスマートフォンアプリも実用化されている。1999年5
月には、Sonyがパソコン用顔認識ソフトウェア「FaceIt」を搭載した Biometric Screensaver for
VAIOを発表している。1999年6月には、東芝がスクリーンロック解除やアプリケーションの起
動などをおこなう「Smartface」13をバンドルした PC「Libretto ff 1100」を発売している。
顔認証をモバイル端末のセキュリティ機能として利用する事例も増えている。Googleは
Android4.0より、顔認証によるスクリーンロック解除機能「FaceUnlock」に標準対応している。
Android4.0端末に搭載されているカメラで撮影された顔画像より、登録されたユーザの顔を識
別して端末のスクリーンロックを解除することができる。
Appleも独自に顔認証アルゴリズムの開発を進めており、2012年4月には、iPhone向けの顔
認証システムを利用したアプリケーション「FaceVault」が公開されている。スマートフォン内
に保存された写真へのアクセスを顔認証機能により保護するもので、iOS機器のフロントカメラ
で取得された顔画像を Eigenfaceアルゴリズムによって分析する。
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こうした顔認証機能を利用したアプリケーションは、静止画像からのアンロックや顔画像の誤
認識などの課題が残るため、登録画像の撮影環境による影響を軽減する研究が進んでいる。
3−4．ディジタルサイネージ
ディジタルサイネージへの顔認識技術の導入については、大日本印刷の広告効果測定ソリュー
ション「ヒトログ」や NECの電子ディスプレイなど、多数の企業が顔認識機能を付加したサイ
ネージディスプレイや映像コンテンツを開発している。
Intelはディジタルサイネージのシステムベンダやソフトウェア開発者に対して、PCにイン
ストールして利用するディジタルサイネージ向け顔認証視聴者測定システム「Intel AIM Suite」14
を提供している。アプリケーションソフトの機能を利用することで、PCとWebカメラなどの
光学センサによってキャプチャした画像より、視聴者の顔の位置や大きさ、性別や年代（5分割
－子供、ティーンエイジャー、青年、成人、壮年）、視聴者行動を検出することができる。検出
した視聴者の属性情報より、視聴者に最適化された映像コンテンツ配信、視聴者情報の測定がで
きる。
一方、JR東日本ウォータービジネスは、購入者の年齢と性別を顔の特徴点より判別すること
ができる顧客属性判定用センサ内蔵の次世代自動販売機を開発している。14パターンに分類さ
れる属性の識別精度は75％程度であるが、購入履歴や購入者属性情報を活用したマーケティン
グや購入者情報に最適化された商品を推奨するコンシェルジュとしての機能をもつ情報システム
端末として実用化されている。自動販売機は顔認識技術を導入することで、物品を購入するため
の道具からインタラクティブな対話型の次世代コミュニケーションシステムへと進化している。
また、TruMedia Technologiesは、TVやサイネージに組み込む「iCapture」と呼ばれる視聴
者測定システムを開発している。顔認証機能を利用した専用ソフトの導入によって、不特定数の
顔画像から滞留時間や人数、性別、年齢群といった属性情報の収集、解析を自動的の自動化によ
って送信された視聴者情報をもとに、ディジタルサイネージに配信する広告内容を時間帯や利用
者層に応じてリアルタイムに変化させることが可能となっている。
3−5．その他
その他の顔認識技術の応用事例としては、広域での人物捜索、犯罪捜査や災害時の安否確認な
どで利用されるシステムなどへの応用事例がある。
エンタテインメント性の高いコンテンツとしては、アイメイクを補正して目を大きく見せるプ
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Figure4：次世代自動販売機とコミュニケーションロボット「PaPeRo」15
リントシール機や、似顔絵作成や人相占い、類似顔診断エンタテインメントシステム、家庭用ゲ
ーム機や携帯アプリ向けのゲームや、ソーシャルメディアで利用される3Dアバターキャラクタ
ーの表情制御、AR−Augmented Realityによるフィッティングミラー、眼鏡やヘアスタイルの
フィッティング、リアルタイムメイクアップシミュレータなどがある。
また、顔画像認識はユーザに意識させないで認証をおこなうことができるため、他の生体認証
では不自然になる接触動作を伴わない利点がある。顔認識機能を搭載した自律型ロボットは、表
情変化や視線移動といったノンバーバル情報を利用したコミュニケーションが可能となる。
NECが開発したコミュニケーションロボット「PaPeRo」は、前述の NeoFaceを採用した顔
認証システムにより、ロボットに搭載されたカメラを使って検出された顔の特徴情報から、顔に
含まれる条件の変化に対応したユーザ認証を実現している。
4．顔認識技術の実応用課題
証明写真などのように正面の顔画像による認識が可能な「協力型の認証方式」と監視映像など
から個人を特定する場合のような「非協力型の認証方式」では、顔認識に必要な特徴点の検出に
おいて考慮する環境要因が異なる。動画像からの顔認識率を高めるためには、環境変動や姿勢変
動に対応した照合性能の向上が不可欠であり、歩行中の人物から顔の特定をする場合は姿勢が不
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安定になるので、安定した連続画像フレームの取得が課題となっている。顔認証技術を組み込み
機器でも使用できるようにするためには、特徴量の次元数を減らして計算処理に必要なハードウ
ェアのメモリ使用量を抑える必要がある。
一方、顔認証により取得されるデータは個人の特徴や属性を含む情報であるため、利用時には
プライバシーに配慮することが重要となる。インターネットに公開される画像や動画データはイ
ンデックス情報を追加しなければ検索対象にならないが、顔画像や動画データから特徴を抽出す
ることによって個人の特定が可能になれば、写真画像や動画などのコンテンツデータを直接収集
して解析することによるプライバシー侵害が懸念される。Googleの提供する SNS「Google＋」
の自動タグ付与機能については、オプトイン制度を採用しているため、ユーザのプライバシーに
配慮したシステム設計になっているといえるが、Facebookが導入した自動タグ付与機能につい
ては、セキュリティ関連企業がプライバシー保護の観点から注意を呼びかけており、ドイツ・ハ
ンブルグ州政府は、プライバシー侵害であり違法との見解を表明している。顔認識機能の利用を
許可しているソーシャルメディアでは、オンライン上に公開された顔画像はすべてが検索対象と
なるため、ユーザに承認することなく顔写真にタグが自動的に付加されることで、特定個人や組
織に対する権利侵害が発生する可能性がある。
5．むすびにかえて
本論文では、顔認識技術や顔検出の要素技術について概説するとともに、顔認識機能を利用し
た製品やサービスと普及課題について述べてきた。顔認識技術を応用したサービスやコンテンツ、
ハードウェアやアプリケーションの用途範囲は多岐にわたり、本稿で取り上げた事例の他にも、
ディジタル端末や家電、公共空間や交通機関などへの応用事例が増えている。
一方、顔認識技術は高い識別精度を期待されているが、顔画像の撮影条件や照明変化などの環
境的要因、加齢による経年変化や人種性別などの生体要因、生活環境や文化、風習などの社会的
要因といった3つの精度低下要因が相互に影響し合うため、顔画像や動画を取得するハードウェ
ア側の複雑な環境変化への対応などの技術課題が残る。
また、ソーシャルメディア上に掲載される顔画像から、個人属性や行動記録、購買履歴などを
収集するマーケティング手法や広報戦略が注目されているが、前述のプライバシーに対する懸念
が払拭できない状況において、こうした顔認証技術を積極的に活用するマーケティング手法は本
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格的な普及には至っていない。ユーザの個人の行動履歴や顔認識機能の利用に対する抵抗感は強
く、個人情報が拡散することによって、他者へのなりすましなどの問題も複雑化すると考えられ
る。顔認識技術を使った個人認証やWebサービスが普及するためには、高精度な識別率を実現
する信頼性の高いアプリケーションの開発とともに、個人情報の公開や再配布に関する利用規定
の遵守を基本としたネット社会の実情に即したルール策定が望まれる。
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