In this paper, we are concerned with the boundary stabilization of a one-dimensional unstable heat equation with the external disturbance flowing into the control end. The active disturbance rejection control (ADRC) and the sliding mode control (SMC) are adopted in investigation. By the ADRC approach, the disturbance is estimated through an external observer and cancelled online by the approximated one in the closed-loop. It is shown that the external disturbance can be attenuated in the sense that the resulting closed-loop system under the extended state feedback tends to any arbitrary given vicinity of zero as the time goes to infinity. In the second part, we use the SMC to reject the disturbance with the assumption in which the disturbance is supposed to be bounded. The reaching condition, and the existence and uniqueness of the solution for all states in the state space via SMC are established. Simulation examples are presented for both control strategies.
Introduction
In the past two decades, the boundary control of systems described by partial differential equations (PDEs) has become an important research in the area of distributed parameter systems control. Many contributions have been made, such as, Chen et al. (1987) , Guo & Xu (2007) , , Luo et al. (1999) , and the references therein. Traditionally, the system is controlled in the ideal operational environment with exact mathematical model and no internal/external disturbances, for instance, the stabilization for Schrödinger, wave and flexible beam equations by Machtyngier (1994) , Luo et al. (1999) and Chen et al. (1987) , respectively.
Generally speaking, there are two different types of control methods, collocated and non-collocated control designs, which are used to stabilize the PDE systems without any disturbance. The collocated control design is based on the passive principle that makes the closed-loop system dissipative and hence the system is stable at least in the sense of Lyapunov (see Chen et al., 1987) . On the other hand, due to the backstepping method introduced into the PDE systems in the last few years by (see also Guo & Xu, 2007) , the non-collocated method is systematically applied to stabilize some unstable or even anti-stable wave and heat equations (see Smyshlyaev & Krstic, 2004; .
It is known that if there is no uncertainty in the system, the control or the environment, feedback control is largely unnecessary (see Brockett, 2001) . So, when the external disturbances enter the system from the boundary/internal of the spatial domain, the new approach is needed to deal with the uncertainties. There are three powerful methods in dealing with the uncertainties: One is the traditionally adaptive 98 J.-J. LIU AND J.-M. WANG control method in dealing with the systems with the unknown parameters (see or Krstic, 2010 . The second is the active disturbance rejection control (ADRC) method (initially proposed by Han in 1990s) in dealing with the disturbance, which is an unconventional and effective control design for lumped parameter systems in the absence of proper models and in the presence of model uncertainty. The challenge convergence problem for the ADRC method is settled by Guo & Zhao (2011) recently and the ADRC method has been successfully applied to the attenuation of disturbance for a one-dimensional anti-stable wave equation by Guo & Jin (2013) . The third is the sliding mode control (SMC) method to reject the disturbance (see Breger et al., 1980; Drakunov et al., 1996; Cheng et al., 2011 or Orlov & Utkin, 1987 . In Orlov & Utkin (1987) , based on the semigroup theory, the SMC is used to deal with a class of abstract infinite-dimensional systems where the control and disturbance are bounded. The boundary stabilization for a one-dimensional heat equation with boundary disturbance is studied in Drakunov et al. (1996) , where the SMC is designed for the first-order PDEs obtained through an integral transformation on the heat equation (which is second order in spatial variable). The sliding mode boundary stabilizer is also designed for a one-dimensional unstable heat, wave and Schrödinger equation by Cheng et al. (2011 ), Guo & Jin (2013 and Guo & Liu (2013) , respectively. The perturbed heat equation with diffusivity and homogeneous Neumann-type boundary condition was studied by Pisano & Orlov (2012) , where the initial condition of the heat equation is assumed to belong to H 4 and the proposed infinite-dimensional treatment of the system retains robustness features against non-vanishing matched disturbances. In this paper, we are concerned with the following unstable heat equation in L 2 (0, 1):
where u is the state and U(t) is the control input. The system represents an unstable distributed parameter system in the sense that for q > 0 large enough, there are finitely many eigenvalues of the system (with no control and disturbance) located on the right-half complex plane.
The main aim of this paper is to apply both the ADRC and SMC approaches to attenuate and reject the disturbance in the stabilization of (1.1) for the unknown disturbance d supposed to have bounded derivative (|ḋ| M ) and to be uniformly bounded measurable (|d| M ), respectively.
The rest of the paper is organized as follows. In Section 2, we use the ADRC approach to attenuate the disturbance by designing a high gain estimator to estimate the disturbance. After cancelling the disturbance by the approximated one, we design the state feedback controller. The closed-loop system is shown to attend any arbitrary given vicinity of zero as the time goes to infinity and the gain tuning parameter tends to zero. The SMC for disturbance rejection is presented in Section 3. The SMC is designed and the existence and uniqueness of solution of the closed-loop system are proved. Simulation results are given in Section 4 and some concluding remarks are presented in Section 5.
The ADRC approach
In this section, we design the ADRC control for (1.1) and suppose |ḋ| is bounded measurable. Firstly, we introduce a transformation (see Krstic & Smyshlyaev, 2008, pp. 76-77) :
It is known that (2.1) has an invertible transformation:
Then (2.1) transforms (1.1) into the following equivalent system:
It is seen that the unstable factor −qu(0, t) in (1.1) becomes the dissipative term c 0 w(0, t) in (2.3) under the transformation (2.1), both at the end x = 0. In what follows, we consider the stabilization of system (2.3) until the final step to go back system (1.1) under the inverse transformation (2.2). By introducing a new controller U 0 (t) so that
(2.5) Now we write (2.5) into the operator form in L 2 (0, 1). Define the operator A :
It is seen that A is self-adjoint in L 2 (0, 1) and (2.5) can be written as an evolution equation in L 2 (0, 1) as
where B = δ(x − 1). We have the following lemma directly. Definition 2.1 (see Tucsnak & Weiss, 2000, p. 126 
The operator B ∈ L(U; X −1 ) is called an admissible control operator for T if for some τ > 0, Ran Φ τ ⊂ X .
Note that if B is admissible, then in (2.10) (with t = τ ) we integrate in X −1 , but the integral is in X , a dense subspace of X −1 .
The operator B (as in the above definition) is called bounded if B ∈ L(U, X ) (and unbounded otherwise). Obviously, every bounded B is admissible for T. Lemma 2.2 Let A and B be defined in (2.9). Then B is admissible to the semigroup e A t .
Proof. By (2.8), we have
Consider the dual system of (2.9):
(2.11)
A direct computation gives that the eigen-pairs {μ n , g n (x)} of A * are
Since A is self-adjoint, {g n (x)} forms an orthogonal basis for L 2 (0, 1). So, the solution w * (x, t) of (2.11) can be written as
Hence,
b n e μ n t g n (1).
A direct computation shows that, there exists a T > 0 such that
for some constants C iT , i = 0, 1, 2 that depend on T only. This together with boundedness of B * A * −1
shows that B is admissible to the semigroup generated by A (see Weiss, 1989a ,b or Tucsnak & Weiss, 2000 .
Let
Since B is admissible to the C 0 -semigroup e A t , the solution of (2.5) is understood in the sense of
This implies that for any initial value w(·, 0) ∈ L 2 (0, 1), the (weak) solution of (2.5) must satisfy (2.14). Now, we design the high gain estimators for y 1 and d as follows: 15) where ε > 0 is the tuning small parameter andd is regarded as an approximation of d. Let
be the errors. Thenỹ andd satisfy d dt
where
and A is stable because the eigenvalues of A are The state feedback controller to (2.5) is then designed as follows:
It is clearly seen from (2.20) that the controller U 0 (t) is just used to cancel the disturbance d because A generates an exponential stable C 0 -semigroup. This estimation/cancellation strategy (2.20) is obviously an economic strategy. Under the feedback (2.20), the closed-loop system of (2.5) becomes
(2.21)
Proposition 2.1 Suppose thatḋ is uniformly bounded measurable. Then for any initial value
Moreover, the solution of system (2.21) tends to any arbitrary given vicinity of zero as t → ∞, ε → 0.
Proof. Using the error variables (ỹ,d) defined in (2.16), we can write the equivalent system of (2.21) as follows:
It is seen from (2.22) that (ỹ,d) is an external model for the 'w part' of the system (see Medvedev & Hillerström, 1995) . So, we can solve this ODE separately to be
where A and B are defined by (2.18), and
It is seen that in (2.23), the first term above can be arbitrarily small as t → 0 by the exponential stability of e At , and the second term can also be arbitrarily small as ε → 0 due to boundedness ofḋ and the expression of e At B. As a result, the solution (ỹ,d) of (2.23) satisfies
Now, we consider the 'w part' of the system (2.22) which is rewritten as 
, which can be written as
By (2.24), for any given ε 0 > 0, there exist t 0 > 0 and ε 1 > 0 such that |d(t)| < ε 0 for all t > t 0 and 0 < ε < ε 1 . We rewrite solution of (2.27) as
The admissibility of B implies that
for some constant C t that is independent ofd. Since e A t is exponentially stable, it follows from Proposition 2.5 in Weiss (1989a,b) 
where L is a constant that is independent ofd, and 
As t → ∞, the first two terms of (2.32) tend to zero. The result is then proved by the arbitrariness of ε 0 .
Returning back to system (1.1) by the inverse transformation (2.2), feedback control (2.4) and (2.20), and new variable (2.12), we have proved, from Proposition 2.1 the main result of this section.
Theorem 2.1 Suppose thatḋ is also uniformly bounded measurable. Then for any initial value u(·, 0) ∈ L 2 (0, 1), the closed-loop system of (1.1) following:
, and the solution of system (2.33) tends to any arbitrary given vicinity of zero as t → ∞, ε → 0 in L 2 (0, 1), where the feedback control is
(2.36)
SMC approach
In this section, we design the SMC control for system (1.1) and suppose that d is uniformly bounded measurable, that is, |d(t)| M for some M > 0 and all t > 0. As given by Smyshlyaev & Krstic (2004) , 
where the gain kernel k satisfies the following PDE:
Lemma 3.1 The problem (3.2) admits a unique solution which is twice continuously differentiable in 0 y x.
Proof. We introduce new variables
and define the function
It follows from (3.2) that G(ξ , η) satisfies the following PDE:
with the boundary conditions:
(3.6) By integrating (3.5), first with respect to η between 0 and η, and then with respect to ξ between η and ξ , we have an integral equation for G(ξ , η): We now use the method of successive approximations to show that this equation has a unique continuous solution. Set
(3.8)
Then we have the estimate for G 0 (ξ , η):
Suppose that
Then, we have
By mathematical induction, (3.9) is true for all n 0. It then follows from the Weierstrass M-test that the series
converges absolutely and uniformly in 0 η ξ 2. Furthermore, by Theorem 4.17 of Liu (2009, p. 156) , we deduce that
which shows that G(ξ , η) is a continuous solution of (3.7). Hence, G(ξ , η) is twice continuously differentiable in 0 η ξ 2, and |G(ξ , η)| M exp(M 0 (ξ + η)). Now, we claim that this solution is unique. To this purpose, it suffices to show that the equation
has zero solution only. Let
Define the mapping F :
Then F is a compact operator on Ω 0 . By (3.9), the spectral radius of F is zero. So, 0 is the unique spectrum of F . Therefore, (3.11) has zero solution only. The proof is complete.
Remark 3.1 By the proof of Lemma 3.1, it is found that
is given by (3.8). This can be used to approximate the kernel function k numerically.
The transformation (3.1) brings (1.1) into the following system:
(3.13)
Now, we design the sliding mode surface (3.14) which is a closed subspace of L 2 (0, 1). The corresponding sliding mode function for (3.13) is
On the sliding mode surface S W (t) ≡ 0, (3.13) becomes
The Proposition 3.1 shows that system (3.16) decays exponentially in L 2 (0, 1) as t → ∞ with the decay rate −c.
Proposition 3.1 System (3.16) associates with a C 0 -semigroup of contractions on S W , and is exponentially stable in S W with the decay rate −c.
Proof. Define the operator A : D(A)(⊂ S W ) → S W as follows:
It is easy to show that for any f ∈ D(A), f ∈ S W if and only if f (1) = 0. So, we can write A as
For any f ∈ D(A), we have
Hence A + cI is dissipative and so is for A. For any g ∈ S W solve Af = g, this is,
to obtain the unique solution f as
So, A −1 exists and is bounded on S W . By the Lumer-Phillips theorem (see Theorem 4.3 by Pazy, 1983, p. 14) , A generates a C 0 -semigroup of contractions on S W , and so does for A + cI. Therefore, the semigroup generated by A is exponentially stable with the decay rate −c.
To motivate the control design, we differentiate S W (t) formally with respect to t to obtaiṅ
and henceṠ
This suggests us to design the feedback controller: 19) where U 0 is a new control. ThenṠ
where η > 0. Then we havė 21) which is just the well-known finite time 'reaching condition'. The sliding mode controller is
Under the control (3.22), the closed-loop of the target system (3.13) becomes 
The next result confirms the existence and uniqueness of the solution to (3.23) and the finite time 'reaching condition' to the sliding mode surface S W .
Proposition 3.2 Suppose that d is measurable and |d(t)| M for all t 0, and let S W be defined by (3.15). Then for any w(·, 0) ∈ L 2 (0, 1), S W (0) | = 0, there exists a t max > 0 such that (3.23) admits a unique solution w ∈ C((0, t max ); L 2 (0, 1)) and S W (t) = 0 for all t t max .
Proof. We rewrite system (3.23) as
where A 0 is given by
It is easy to see that A * 0 = A 0 is self-adjoint and dissipative. Hence, A 0 generates a C 0 -semigroup on L 2 (0, 1). On the other hand, the dual system of (3.25) is
and the eigen-pairs (λ n , ϕ n ) of A * 0 are
where {ϕ n } ∞ n=0 forms an orthogonal basis for L 2 (0, 1). Therefore, for any w
and
a n e λ n t ϕ n (x).
So,
e λ n t a n ϕ n (1).
A direct computation shows that, for any T > 0, there are positive constants C T , D T > 0 dependent on T only, such that (3.29) This shows that B * 0 is admissible for e A * 0 t and so is B 0 for e A 0 t (see Weiss, 1989a,b) . Therefore, for any T > 0 and
Remark 3.2 We need to remark that the discontinuous term S(t)/|S(t)| is actually the unit controller and more details for the unit controllers of infinite-dimensional systems can be found in the monograph by Orlov (2009).
Now we go back the original system (1.1). Under the feedback control (3.22), we get the closed-loop system for (1.1):
It is noted that system (3.30) is equivalent to (3.23) under the equivalent transformation (3.1). So, by (3.1), we can define a bounded invertible operator F : 32) and the solution u(x, t) of (3.30) can be given by
with w(x, 0) = (F u)(x, 0).
Theorem 3.1 Suppose that d is bounded measurable and |d(t)| M . Let S(t) be given by (3.31). Then for any u(·, 0) ∈ L 2 (0, 1), S(0) | = 0, there exists a t 0 > 0 such that (3.30) admits a unique solution u ∈ C((0, t 0 ); Lthe sliding surface S(t) = 0, the system (1.1) becomes So, by (3.32) and (3.33), the solution to the system (3.30) can be written as
Moreover, for any T > 0, there exists a constant C T > 0 such that (see Weiss, 1989a,b) 
Let u n (·, t) be the solution of (3.25) corresponding tod n and the initial value
It follows from (3.37) that
Since u n (·, t) and w n (·, t) are the classical solutions of (3.30) and (3.23), respectively, by Proposition 4.2.1 in Weiss (1989a,b, p. 120) , it follows from (3.20) that
(3.38)
Passing to the limit as n → ∞ in the above equality yields
Since T is arbitrary, we see that S(t) defined by (3.31) withd defined by (3.24) is continuous in the whole half line [0, ∞) for any initial value in L 2 (0, 1). Furthermore, by (3.39) and S(0) > 0, we have
Hence, S(t) is decreasing in t. Since S(0) > 0, there exists a t 0 > 0 such that S(t) > 0 for t ∈ [0, t 0 ) and S(t) = 0 for all t t 0 . The proof is complete. 
Numerical simulations
In this section, the finite difference method is applied to compute the displacements numerically for both SMC and ADRC to illustrate the effect of the controllers. (3.12) with N = 20. Figure 2 shows the controller by SMC. Owing to discontinuity, the control vibrates rapidly after some time. Figure 3 shows the spatiotemporal profile of the solution of the system (2.33) with the same space and time sizes used in SMC. Other parameters are q = c 0 = 1, ε = 0.01, u(x, 0) = x, d(t) = cos t. It is seen that in both cases, the displacements are obviously convergent. Moreover, Fig. 4 shows that convergence ofd to the disturbance d. Figure 5 shows the controller by ADRC. It is much better than that by SMC. 
Concluding remarks
In this paper, we apply two different approaches of the ADRC and the sliding mode control (SMC) to stabilize a one-dimensional unstable heat equation subject to boundary control matched disturbance.
We first apply the ADRC to cancel the disturbance which is supposed to have a bounded derivative. The ADRC is an online estimation/cancellation control strategy, and a high gain estimator is designed to estimate the disturbance. The well-posedness of the closed-loop system is presented, and it is shown that the closed-loop system can reach any arbitrary given vicinity of zero as time goes to infinity and high gain tuning parameter goes to zero.
Secondly, we apply the SMC approach to reject the disturbance which is supposed to be bounded. The sliding mode surface is found to be a closed subspace of L 2 (0, 1). On the sliding mode surface, the system is shown to be exponentially stable with arbitrary prescribed decay rate.
