Measuring a weak gravitational lensing signal to the level required by the next generation of space-based surveys demands exquisite reconstruction of the point-spread function (PSF). However, unresolved binary stars can significantly distort the PSF shape. In an effort to mitigate this bias, we aim at detecting unresolved binaries in realistic Euclid stellar populations. We tested methods in numerical experiments where (i) the PSF shape is known to Euclid requirements across the field of view, and (ii) the PSF shape is unknown. We drew simulated catalogues of PSF shapes for this proof-of-concept paper. Following the Euclid survey plan, the objects were observed four times. We propose three methods to detect unresolved binary stars. The detection is based on the systematic and correlated biases between exposures of the same object. One method is a simple correlation analysis, while the two others use supervised machinelearning algorithms (random forest and artificial neural network). In both experiments, we demonstrate the ability of our methods to detect unresolved binary stars in simulated catalogues. The performance depends on the level of prior knowledge of the PSF shape and the shape measurement errors. Good detection performances are observed in both experiments. Full complexity, in terms of the images and the survey design, is not included, but key aspects of a more mature pipeline are discussed. Finding unresolved binaries in objects used for PSF reconstruction increases the quality of the PSF determination at arbitrary positions. We show, using different approaches, that we are able to detect at least binary stars that are most damaging for the PSF reconstruction process.
Introduction
Future space-based observatories such as Euclid 1 (Laureijs et al. 2011) and WFIRST (Spergel et al. 2015) require exquisite pointspread function (PSF) stability and measurement to achieve their scientific goals, in particular in view of the weak-lensing cosmological probe (Cropper et al. 2013; Massey et al. 2013; Schneider 2006) . Several instrumental effects have been identified as nuisances in the PSF determination process, such as the colour of the object and colour gradients across the objects (Voigt et al. 2012; Semboloni et al. 2013) , the brighter-fatter effect (Antilogus et al. 2014) , or detector distortions that are due to temperature gradients.
Other astrophysical or atmospheric nuisances also contribute to the degradation of the signal, such as satellite trails, cosmic rays, stray light (e.g. Desai et al. 2016) , or PSF distortions by unresolved binary stars (Kuntzer et al. 2016a, KC16 hereafter) . We showed in KC16 that unresolved binaries can significantly alter the shape of the Euclid PSF, even if many (thousands of) stellar images are used together to reduce this effect.
In this paper, we propose a technique to identify unresolved binary stars that may hamper a proper PSF measurement. We base our method on the systematic nature of the deformation induced by binary stars. While the deformation of individual stellar images is of the order of the instrumental noise, correlations between different exposures of the same object can lead to the detection of a binary star, or at least to flagging an object as nonreliable for subsequent PSF determination.
1 http://www.euclid-ec.org/ A similar approach was used by Hoekstra et al. (2005) to detect eclipsing binaries in the Optical Gravitational Lensing Experiment (OGLE). Detecting unresolved binaries from the ground using this approach has already proven successful (Terziev et al. 2013; Deacon et al. 2017) . We build on the technique pioneered by Hoekstra et al. (2005) but apply more sophisticated algorithms, including artificial neural networks (ANN). We also study the applicability of our techniques to the specific case of Euclid, with the goal of identifying unknown and unresolved binaries that affect the quality of the PSF reconstruction, as described in KC16.
The observing strategy of Euclid is to take four dithered exposures (Cropper et al. 2016) of each field for the weak-lensing surveys. The deep fields, located near the galactic poles, will be repeatedly observed over the course of the mission, at different orientations. These mutiple images of the same stars can be used, when combined, to reconstruct an estimation of the PSF to account for its effect. They can also be individually used to check for systematic biases in the shape estimates of the light profiles. Flagged objects can be removed from the stellar catalogues used in view of the PSF reconstruction.
In this proof-of-concept paper, we choose to work at the catalogue level, and not to measure Euclid-simulated images of single or multiple images. Our choice to work at the catalogue level is deliberate. Our goal is to show that our approach can be an efficient method to flag unresolved binaries when a catalogue of stars with shape measurements is available. We do not aim at building a complete PSF shape measurement and reconstruction pipeline.
We show on simulated catalogues of non-dithered observations that we can robustly detect unresolved binary stars in a Article number, page 1 of 10 arXiv:1708.08468v1 [astro-ph.IM] 28 Aug 2017 A&A proofs: manuscript no. binary_finder sample of point sources. This article is organised as follows: we detail the algorithms and associated performance metrics in Sect. 2. Section 4 presents a summary of the statistical knowledge of the binary systems, and Sect. 5 discusses the mock observations of stars with the VIS instrument. We then illustrate the performance of the algorithm with image simulations in Sect. 6. Finally, Sect. 7 summarises our findings.
Definitions, scheme, and training data
We propose different algorithms that learn the difference between systematic and stochastic distortions to predict whether an object is a single or a binary star. The examples used for training (in the machine-learning sense) could be drawn from real data of sources whose binary nature is known or from simulated data.
Effect of binaries on the PSF shape parameters
A more in-depth discussion of the effect of binaries on the shape of the PSF is provided in KC16. In this paragraph, we summarise the main results of KC16 very briefly. Throughout, we use the term contrast for the difference in magnitude ∆m between the host (or main) and companion star ∆m = m companion − m host . The presence of a companion can change the measured PSF ellipticity by an order of 1% when the angular separation between host and companion is r = 0. 01 (i.e. a tenth of the Euclid pixel). Similarly large effects are seen on the size measurement. The distortion of the PSF induced by a companion star depends on the angular separation and on the contrast in magnitude KC16. The expected distortions of the PSF caused by binary objects are systematic in nature. On average, the deformations due to binary stars tend to make the PSF rounder and larger. On a case-bycase basis, however, the deformation of the PSF may not make it rounder, but could increase the ellipticity.
The deformation of the PSF measured on the image of a binary system depends on the relative positions of the host and the companion, and on the magnitude contrast. For the wide-field survey of the Euclid mission, the exposures are taken in a sequence, thus the physical properties describing a binary system will not change. In the deep exposures, taken in a much longer time interval, the properties of the binary system may change.
Definitions
For simplicity, we assume that a given star is imaged in several exposures at similar spatial positions on the detector. The observables used to classify an object are the shape parameters of the PSF. These observables, which are impervious to the measurement method, are the complex ellipticities (e 1 and e 2 ) and the PSF "size" R 2 . These can be defined using quadratic moments as follows.
Let I(θ θ θ) be the brightness distribution of an an image.θ θ θ would be the position of the centroid. The tensor of second-order moments q jk computed along the first and second axis of an image is given by
In a noise-free image, the complex ellipticity components of a light profile are obtained from Kaiser et al. (1995) :
[e 1 , e 2 ] = q 11 − q 22 q 11 + q 22 , 2q 12 q 11 + q 22 .
The size of the PSF is defined as
The standard deviations of the variations in the PSF for the Euclid survey must be smaller than σ(e i ) ≤ 2 × 10 −4 for the ellipticity components and σ(R 2 )/ R 2 ≤ 1 × 10 −3 for the size according to science requirement 4.2.1.4 (Duvet et al. 2010; PaulinHenriksson et al. 2008; Laureijs et al. 2011 ). Each Euclid image will contain from 2 000 to 3 000 stars (Cropper et al. 2013; Laureijs et al. 2011) , depending on Galactic latitude. If the PSF reconstruction scheme is optimal, the knowledge on each individual star is √ 2 000 ≈ 50 worse than the requirements, that is, 1% for the ellipticities and 5% for the size on each individual star.
Simulated data
We stress that we work at the catalogue level and not at the pixel level. We assume that the PSF can be measured to within the Euclid expected performances (as stated in the previous paragraph) for each individual star. From a catalogue, we can flag suspicious observations of what has been considered as a single star. The precision and accuracy we take on the shape parameters are given by the Euclid requirements. The preparation of a PSF pipeline that meets the Euclid requirement is beyond the scope of this paper. For this reason, we chose to work with a catalogue that fulfils the claimed requirements. In this way, our results do not depend on any given shape measurement method either.
For the observations of single stars, we assume that the observed PSF parameters are noisy around their fiducial value (we discuss this assumption in Sect. 6.4). In the case of a binary system, however, the observables e 1 , e 2 , and R 2 are systematically modified by a value that depends on the angular separation and the contrast of the system. We assume throughout that the PSF parameters e 1 , e 2 , and R 2 are measured to the above precision, that is, 1% (elipticity) and 5% (size) per star observation.
Catalogues of simulated single and binary system observations are produced by the following procedure and described in more details in Sect. 5:
1. Draw a stellar population from the Besançon Galaxy Model (BGM, Robin et al. 2003 ) for a Euclid-like sky. 2. Using empirical knowledge on the distribution of binary stars (Duchêne & Kraus 2013) , compute the confidence that any given star is a binary system and compute its characteristics (semi-major axis of the orbit and mass ratio). 3. Draw a realisation of the binary population with selections in angular separation and contrast. 4. Estimate the observed PSF parameters for each object in the catalogue and for each exposure.
Principle of the binary detection algorithms
Our detection algorithms of unresolved binaries follows this procedure and is illustrated in Fig. 1 
Article number, page 2 of 10 Fig. 1 . Sketch of the measurement principles. The four observations are compared to the fiducial value of the shape parameter. A binary star will affect the shape of the PSF systematically across the four exposures (bottom), whereas the measurement errors are uncorrelated (top).
For each star i, four such relative errors are measured for each parameter because there are four observations. We denote access to the relative error in exposure t as δ (i) (t). The fiducial parameter fields are either known a priori or are directly inferred from the measurement PSF parameters using an iterative field estimation and outlier removal algorithm. When the PSF field is unknown, the PSF at a given point is reconstructed using the parameters of neighbouring single stars. The interpolated value can be interpreted as the fiducial value at that point. When the measured relative errors are too different from the fiducial value, the object is considered as an outlier and is removed from the list of single stars. This process of interpolating a fiducial value based on neighbouring single stars and marking it single or outlier is repeated several times. This algorithm is detailed in Sect. 6.2. 2. Use the resulting relative errors δ (i) as the features for the algorithms to infer the presence of binaries.
Algorithms to identify unresolved binary stars
We propose three different classifiers that yield a binary output (binary star or single star) or, similarly, a number between 0 and 1 that translates the confidence of detection. The three classifiers tested here are (i) a simple auto-correlation of the input features, and two supervised-learning methods, namely (ii) random forests (RF) and (iii) ANNs. All three methods are evaluated on two binary system selection criteria: their (i) angular separation, and (ii) contrast.
Algorithm 1: Auto-correlation function
For each object i in the field, we consider a list of four relative errors δ (i) for each of the shape parameters. These lists can be understood as time series of the relative errors. As described in Sect. 2.4 and illustrated in Fig. 1 , when the object is a single star, the errors made on the measured parameters are stochastic. However, when the object is a binary system, the errors are correlated because the relative position of the main and companion star do not change between the first and last exposure. A measure of the correlation of the signal with itself can distinguish between no correlations (low auto-correlation score) or correlations (high auto-correlation score), which acts as a proxy to the binary or single star nature of the object.
An estimate of the auto-correlation function (ACF) coefficient for a lag of τ for a vector of relative errors δ δ δ observed at lag τ ACF (arbitrary scale)
Single star, Σ = 0 Binary star, Σ = 10 Fig. 2 . Illustration of the result of the ACF for a relative error δ δ δ of a given shape parameter. We show the ACF for a single star (green) and a binary system (red). For simplicity, the noise level in the shape measurement is set to unrealistically low values. The shape parameters of the single stars are uncorrelated between exposures, thus the ACF coefficients are all zero, yielding the scalar quantity Σ = Σ t = {1, 2, 3, 4} is given by
where σ 2 is the sample variance, andδ is its mean value as computed from n observations of δ. n = 4 exposures in our work. For simplicity, we dropped the star index i in the above equation. This method is data driven: it is based on the assumption that the relative errors are more strongly correlated for binary systems than for single systems. No physics is included in the model. We sketch the result of the ACF method for a binary system and a single star in Fig. 2 .
We sum the four estimated ACF coefficients for the four observations to create a scalar quantity Σ = 3 τ=0 ACF(τ). We choose a value for a separating threshold that classifies highly auto-correlated observables as binary stars and, conversely, links low auto-correlation of the observables to single stars. Each PSF parameter yields an estimate of the auto-correlation. We refer to each of these classifications as e 1 , e 2 , and R 2 channels. The outputs of the three detection channels can be combined to improve the classifiers' performance. A three-channel classifier is obtained by taking a weighted average of the output of each individual channel. The weights are empirically determined by evaluating the individual channel's performance. The prediction of the three-channel classifier is again compared to a separating threshold. The ACF classifier is run against a training dataset to determine the separating threshold, which is set such that the false-positive rate is 10%.
Algorithm 2: Random forest
When the expected distortions of the shape parameters are known, we can train an algorithm to recognise patterns in the data. The random forest (RF) algorithm is a large ensemble of simple but weak decision trees. Decision trees are a class of nonparametric supervised-learning classifier or regression methods Article number, page 3 of 10 A&A proofs: manuscript no. binary_finder that hierarchically approach the data. The training of a decision tree consists of learning a set of decision rules based on the features and the ground truth (Breiman 2001) . Decision trees taken individually tend to overfit the data. Averaging over a large number of trees -a forest -reduces the classification error.
In the same way as for the ACF classifier, the features adopted for the RF are the relative errors made on the PSF parameters as given by Eq. (4). The ground truth is the nature of the object (binary or single star). The depth of the individual trees is not limited, and a forest of 50 trees is constructed.
We used the RF implementation of the Python package scikit-learn with the Gini impurity criterion (Pedregosa et al. 2011 ).
Algorithm 3: Artificial neural networks
Feed-forward artificial neural networks (ANNs) belong to a class of supervised algorithms that can be used for regression or classification tasks. We applied ANNs to classify binary and single stars. For an introduction to ANNs, we refer to Bishop (1995) . The ANNs are made of an input layer, an arbitrary number of hidden layers, and an output layer. The hidden and output layers consist of a number of neurons that take as input a vector x x x and return a scalar h(x x x, w w w, b) through
where w w w and b are the weights and the bias, respectively. The monotonic and continuous function h is the so-called activation function. In the following, we use the hyperbolic tangent as activation function. The ability of an ANN to find patterns shared by the the input data (the features) and the labels of each image (the ground truth and its prediction) depends on the architecture of the network, in that case, the number of neurons and layers. The architecture must be optimised for specific applications. We found that for our application, three layers of 15 neurons each performs well. We trained the network on a standard mean-square-error cost function. The size of the training and test datasets is given in Sect. 6.3. The choice of the ANN implementation, like the choice of the RF implementation, is arbitrary from the outset. A comparison of the details of each implementation is beyond the scope of this paper. We used the Python bindings for the Fast Artificial Neural Network Library (FANN) implementation and its optimiser described in Nissen (2003) .
The ACF and the RF methods were applied to the simulated data described in Sect. 6 The performance of the ANNs is analysed in Section 6.3 on worst-case experiments only, namely on an unknown field in both stellar population and PSF field parameters.
Metrics for the detection performance
We used three metrics to quantify the effectiveness of detecting binary stars:
-The receiver operating characteristic (ROC) is a graphical representation of the performance when the decision threshold is varied. The abscissa represents the false-positive rate (FPR, or fall-out), FPR = false positives false positives + true negatives ,
while the ordinate encodes the true-positive rate (TPR, also called sensitivity and recall), TPR = true positives true positives + false negatives . Fig. 4 . 95-percentile relative errors of the PSF shape parameters e 1 and the size. The relative errors in e 2 are about twice smaller. The values of the relative errors are given in the colour bar for the ellipticity (top number) and for the size (bottom number). The magnitude selection is 18 ≤ I(AB) ≤ 24.5. The distributions of relative errors contain all binaries that have at most an angular separation on the x-axis and at minimum a contrast on the y-axis.
-The area under the curve (AUC) is the integral of the ROC over the FPR. It summarises the ROC as a single scalar. A random algorithm would score AUC = 0.5, while an ideal method would reach AUC = 1. For this metric to be high, the true positive rate and the precision (the ratio of the true positives to the sum of true and false positives) must both be high. -The F 1 score is a scalar metric widely used for binary classification, defined as
where TP, FN, and FP are the numbers of true-positive, falsenegative, and false-positive classifications, respectively (e.g. Herlocker et al. 2004 ). This metric is not only sensitive to the number of correctly detected binaries (TP), but also to the number of binaries classified as single stars (FN) and inversely (FP). A perfect classification would yield F 1 = 1, while a completely random decision-making algorithm would have an F 1 score that tends to zero.
Binary star population in Euclid
In order to test our binary star finders, we designed Euclid-like simulated images, building on a stellar population with realistic binary fractions. The latter as well as the orbital parameter distributions and luminosity contrasts have been studied in volumelimited searches. Early searches were restricted to low numbers of stars, hence leading to incomplete samples (e.g. Abt & Levy 1976; Marcy & Benitz 1989; Duquennoy et al. 1991) . More recent searches harvested more data, but the total sample of stars with a detailed characterisation is still limited to a few hundred (Raghavan et al. 2010; Milone et al. 2012; Cummings et al. 2014; Nardiello, D. et al. 2015; Riddle et al. 2015; Rodriguez et al. 2015) . Duchêne & Kraus (2013) compiled the available data and proposed distributions of multiple systems in terms of multiple star fraction, mass ratio to the main star, and angular separation. We used these parameters to a create stellar population based on BGM realisations and with realistic binary fractions. Figure 3 shows the contrast and the angular separation of binary stars as a function of distance to Earth for stars located in the direction of the anti-Galactic centre, with Galactic latitude in the range +15
• < b < +75
• . We selected stars when their apparent magnitude was in the range of the expected magnitude for the Euclid wide-field survey (i.e. 18 I(AB) 24.5). The bimodal nature of the distributions in Fig. 3 is explained by the mass of the main star. Massive stars in the selected magnitude range are rare in the neighbourhood of the Sun, and inversely, low-mass stars are not selected by our cut in magnitude at large distances. Figure 3 also presents histograms of the stars as a function of contrast and angular separation. They demonstrate that most binary systems that will be seen by Euclid have a low contrast, meaning that both stars are similar in terms of magnitude and have a very small angular separation, with about 75% of the binaries separated by less than 3.5 milliarcseconds (mas) and 50% below 1.7 mas. Most companions have a magnitude similar to the main star of the system, but a wide diversity of contrast is expected. Systems that contain brown dwarf companions are also predicted. Figure 4 illustrates the magnitude of the relative errors due to binaries at small separations and low contrast. We show the 95-percentile value of the expected relative errors in the shape of PSFs over a given binary population. The intuition that larger relative errors occur at larger angular separation and low contrast is confirmed. Quantitatively, the relative errors follow the same trends, but the effect is strongest on the e 1 component, followed by e 2 , whose relative errors are about half as important. The relative errors induced on the size are an order of magnitude weaker than on e 2 . Since the size is also predicted to be measured five times less accurately than the ellipticities (see Sect. 2.3), the latter are more sensitive indicators of the presence of binaries than the former.
The change in PSF shape due to the presence of binary stars is not yet budgeted in Euclid, and there is no requirement available so far on the performance of any binary rejection method. However, Fig. 4 indicates a detection limit of ∼ 3 mas in separation almost independently of contrast. This ensures that the distortions due to binaries are of the same order of magnitude as the measurement error per star for the ellipticity, that is, ∼ 1%.
Mock catalogues of PSF shape parameters
In this section, we explain how we create the catalogues of PSF parameters for any given single and binary system at any spatial position in the four central CCDs of the Euclid VIS detector.
For the shape parameters contained in the catalogues to be in a realistic range, we measured super-sampled noise-free Euclidsimulated PSFs. We simulated 600 Euclid PSFs at randomly selected positions on the detector using the ray-tracing tool Zemax (Ngolè Mboula et al. 2015) . The images of these PSFs are supersampled by a factor of 12 (i.e. the pixel is one-twelfth of 0. 1). The shapes of the simulated single and binary stars were measured using the adaptive-moment scheme proposed by Bernstein & Jarvis (2002) and based on re-Gaussianisation (Hirata & Seljak 2003) as implemented in Galsim (Rowe et al. 2015) . To obtain a realistic stellar population, we used the BGM, with the Euclid cuts on magnitude (18 I(AB) 24.5) combined with the information on the estimates of the fraction of multiple stars and orbital parameter distributions derived from Duchêne & Kraus (2013) . We restricted the stellar population to astrophysical binaries. Coincidental binaries of field stars are negligible given the star density and field of view (of the order of 0.001%). We derived the rate of coincidental binaries from our catalogues of stars, estimating a high density of 5 000 stars in the Euclid field of view assuming a uniform distribution of the stellar positions. As a simplification, images of binary and single stars were produced using a flat spectral energy distribution (SED). In real data, the stellar SEDs will be provided by the Gaia catalogue (de Bruijne 2012; Gaia Collaboration et al. 2016), ground-based multi-band data, or methods such as the VIS single-image spectral classifier as proposed in Kuntzer et al. (2016b) . The measurements provide a set of fiducial shape parameters and sample the distortions due to binary stars. Mock catalogues can be drawn from these fiducial values and distortions. These catalogues contain the shape parameters (e 1 , e 2 and the size) for each object in the observed field.
To reflect the Euclid observing strategy, four realisations of mock catalogues were prepared of the same field. The noisy shape parameters were assumed to be known, as we described in Sect. 2, to 1% for the ellipticities and 5% for the size. The shape parameters were computed by interpolating their fiducial values from a set of the 600 Euclid PSFs. The distortions due to a given binary system were also interpolated. The distortions were interpolated at their spatial position on the image, but also in terms of position of the binary with respect to its host and contrast. The mock catalogues of the stars contained four noisy values for each shape parameter, corresponding to the four dithered observations.
After computing the interpolation, the PSF shape parameters for any system (single or binary in all its variety) can be derived and at any position. Selection cuts were imposed on the contrast and the angular separation of the binary system during the preparation of the catalogues. Regardless of the value of the criteria, the fraction of binaries was artificially maintained to 30% to avoid a very low fraction of positive samples in the data, which would bias the metrics.
In the following numerical experiments, we only work on the catalogues.
Numerical experiments
The binary classifier algorithms were applied to two different experiments: (i) the PSF field is known to the Euclid requirements, a best-case experiment, and (ii) the PSF field is not known beforehand, the worst-case experiment. For each experiment, a training and test dataset were prepared according to Sect. 5. The training set was necessary in the case of the ACF method to determine the separating threshold. For RF it was used to build decision trees.
In the worst-case experiment, the training set was used to optimise the weights and biases of the ANNs and the threshold was determined on an additional validation set. The results reported in the following were measured on the test set that was similar to the training set, but was not shown to the algorithm during the training. The selection criteria (contrast and angular separation of the binaries) in both experiments evolved on a grid. The angular separations ranged between 1 and 15 mas. The angular separation is a lower bound criterion, while the contrast is an upper bound criterion. . ROC curve for a 5 mas minimum separation and a contrast of up to one magnitude. The curves for the single channel (e 1 , e 2 , and R 2 , denoted N(e 1 ), N(e 2 ), and N(R 2 )) are shown along with the combined three-channel classifier (denoted ACF) and the RF method. All curves are colour-coded with the F 1 score computed at each threshold. The dashed line shows the performance of a random-guess algorithm. The numerical value in the legend is the AUC of the method.
Known PSF field experiment
In this experiment, we assumed that the PSF shape parameters are known to the Euclid requirements at any spatial position, namely σ(e i ) ≤ 2 × 10 −4 for the ellipticity components and σ(R 2 )/ R 2 ≤ 1 × 10 −3 for the size (Duvet et al. 2010; PaulinHenriksson et al. 2008; Cropper et al. 2013; Massey et al. 2013 ). The number of objects in the datasets depends slightly on selection criteria, but amounts on average to a few thousand objects.
For every pair of criteria, the threshold selected on the training set produced the targeted 10% FPR in the testing phase. An ROC curve was calculated for each of the individual channels (i.e. classifying on each of the shape parameters individually) and the three-channel classifier (i.e. taking into account all shape parameters to classify). The ROC curves are displayed in Fig. 5 . The resulting AUC, an indicator of the performance of each of the channel, was used as weight for the three-channel ACF. The weights were left fixed for all criteria pairs.
The most useful information to predict the nature of the object is inferred from the e 1 relative error features (Eq. (4)). The second most useful information is the second ellipticity component. While its overall performance is poorer than the e 1 channel, the e 2 channel has a better TPR at low FPR. This better performance at low FPR implies that a combination of the two ellipticity channels leads to a better overall classification. The ACF size channel classifier is a very poor predictor of binary systems. This remains true for most choices of selection criteria, short of very large angular separations.
As expected, better performances in terms of both AUC and F 1 were obtained when the angular separation was increased. This is illustrated in Fig. 6 . At small angular separations, the ACF classifier is barely better than a random classifier, with F 1 ∼ 0.2 − 0.3. At large angular separations however, the performance of the classifier is greatly improved. In general, the performance of the classifier mostly depends on the angular separation and very little on the maximum luminosity contrast. The separating threshold chosen was chosen on the training dataset such that the FPR was 10%. The value of this separating threshold was the same for any choice of selection criteria. The separating threshold was thus not influenced by the selection criteria, which simplified the application of the ACF technique.
We then tested the RF method using the same training and test datasets as for the ACF. The RF method consistently obtained better scores than the ACF, as is shown in Fig. 6 . The ROC curves for the RF method (Fig. 5 ) also indicate a better AUC and a higher F 1 score for the same FPR. The separating threshold is determined during the RF training to reach the goal FPR of 10%. The relative importances of the features in the RF algorithm show, according to the ACF method, that the e 1 relative errors (see Fig. 7 ) encompass the most decisive information. The e 2 features come in second, while the size information is third and negligible in the decision-making process. The RF method is only weakly dependent on the contrast, like the ACF. When the PSF field is known (to the the Euclid requirement), the RF method in particular can be used to find binary systems even at small angular separations.
Unknown PSF parameter experiment
We now turn to an experiment where we assumed no prior knowledge of the PSF field. To follow the procedure laid out in Sect. 2, the PSF shape parameters must first be determined at the position of the objects of interest and the field of PSF shape parameters estimated. To this end, we adopted a "leave-one-out" scheme, described in algorithm 1. The PSF shape parameters at the position of the objects are interpolated from the nearest ten and assumed single neighbours and taken as fiducial parameters. The shape parameters of the objects are then compared to the fiducial parameters. The resulting relative errors are then used as the vector of features for the classifiers. The object is then classified into as a single or binary star. At the first iteration of algorithm 1, we assumed that all stars in the field are single. The above procedure was repeated to iteratively construct a good estimate of the PSF field, and to determine where the binaries are in the field of view.
Algorithm 1 "Leave-one-out" reconstruction scheme used in the case of an unknown PSF field for the ACF and RF methods in the training phase. p denotes the PSF parameters for all stars and the four exposures, and δ is the relative errors.
1: procedure UknPSF(star_list, p) w ← InverseDistanceSquare(K, star) 10:
# P (K) is an array of K stars × 3 shape parameters, averaged over exposures 12:
is a vector of the 3 shape parameters 14: The curves for the single channel (e 1 , e 2 , and R 2 , denoted N(e 1 ), N(e 2 ), and N(R 2 )) are shown along with the combined three-channel classifier (denoted ACF), the RF, and the ANN methods. All curves are colourcoded with the F 1 score computed at each threshold. The dashed line shows the performance of a random-guess algorithm. The numerical value in the legend is the AUC of the method.
The VIS instrument will be comprised of 6 x 6 CCDs, each with 4k × 4k pixels, with a field of view of 0.787 × 0.709 deg 2 (Racca et al. 2016) . About 2 000-3 000 objects will be used to reconstruct the PSF field in any pointing (Cropper et al. 2013; Laureijs et al. 2011) . In the present work, we only have PSF estimates for the four central detectors. The number of stars seen in this reduced field is 280, and we still use a binary fraction of 30%.
We determined the threshold for the ACF and inferred the decision rules for the RF on the training set in a similar way as in the known PSF field experiment. To test the performance of the methods, we created 20 different fields, thus different spatial positions and binary populations, each containing 280 stars. The reported metrics were averaged over the 20 fields. The relative error estimator during the testing phase was modified from Eq. 4 to
where is a calibration coefficient accounting for the PSF field reconstruction errors. For RF, RF varies from 0.03 to 0.07 as a function of the selection criteria, while ACF is in the range [0.01, 0.035] . If this modification is not enforced, the FPR increases several times. The ACF method performs well in the case of an unknown PSF field. Even if its overall performance is reduced, it remains close to the known PSF field experiment. Figure 8 shows the ROC curve in the unknown PSF case. The ACF principle is simpler in the sense that it does not need to train on the features themselves. It only has to find a threshold between single and binary stars based on the degree of correlation of the features. The RF method relies on the individual relative error estimates to infer the binary nature. The interpolation of PSF parameters and determination of a binary star loop is not encoded in the training of the RF, which reduces the performance. For both methods, the FPR is significantly reduced between the first iteration (in which no binaries are assumed in the field) and the second iteration to settle to about 10% as required. After this, the FPR stays roughly constant, while the F 1 score tends to increase slightly. The ACF seems to outperform the RF technique, both in terms of AUC (reaching a maximum of about 0.9 - Fig. 9 ) and F 1 score, especially at high angular separations. The performance of the classification again mostly depends on the minimum angular separation and not on maximum contrast. In Figures 6 and 9 , the selection is made based on maximum contrast. If the selection were made on minimum contrast, there would be a stronger effect. However, we are interested in removing the most damaging objects from the PSF samples, and systems with a high contrast will not be the most damaging during the PSF reconstruction (see Fig. 4 ). The inclusion of the hyperparameter does succeed in producing good detection, but it is determined manually, which can hamper the image reduction pipeline. For this reason, we present in the next paragraph the ANN approach, which does not require the inclusion of the hyperparameter .
Applying ANNs to unknown PSF field experiments
The reconstruction scheme, based on the calculation of the relative errors and correlations between exposures, is subject to poor performance if there is a significant dither between exposures. The PSF can indeed spatially vary to such a degree that there is only little correlation in the PSF parameters. A more flexible approach to capture this effect is to teach the method about the deviations from the fiducial value and how it evolves with the position of the object on the chip. This latter scheme by construction handles any dithering and has the additional advantage of not having to tune an additional parameter such as in the relative error as in Eq. 10 to calibrate out the errors that are due to the PSF field reconstruction. The method was trained on parameters observed on 25 unknown fields, each containing 280 stars, with the fiducial parameters computed by the "leave-one-out" reconstruction scheme. We give as features the deviations from the estimated parameters and the estimated parameters. The procedure of identifying the binary star is similar to the ACF or RF procedures: first, a run on all objects, with no prior on which are binaries. Then a second pass is made, with an interpolation ignoring the objects that were blacklisted as binaries in the first run. This algorithm is almost identical to algorithm 1, with the difference that the features used to classify are the interpolated fiducial parameters and the measured parameters. The second pass reduces the FPR by a few percentage points and slightly increases the true-positive rate. Two passes are sufficient to reach the best performance, while ACF and RF typically require three to five passes. In the current implementation, there are 15 input features (three deviations times four exposures plus the three interpolated fiducial values of the parameters) with a hidden three 15-neuron layers and 1 output neuron. The architecture used in this work is thus: 15 inputs, 15 hidden neurons, 15 hidden neurons, 15 hidden neurons, and 1 output. We validated the training on a set of five fields to select the separating threshold value and tested 15 fields of 280 stars. Overall, the ANN method performs better than either ACF and RF, especially at high minimum angular separation, reaching an AUC and F 1 score of almost one, as shown in Fig. 8 . The F 1 score, as shown in Fig. 9 , is higher for most of the selection criteria. The main drawback of this method is the complexity of the training scheme.
Performance dependence on the assumptions
In the following, we discuss different effects or assumptions that can significantly affect the performances of the algorithms.
-The measurements of the shape parameters are assumed to be accurate. The features should reflect a systematic bias between the exposures. If there is a systematic additive bias in the shape measurement, the algorithms could be misled into classifying single stars as binaries. For the ACF classifier, the performance depends on the value of the additive bias. A slow decrease in metrics value is observed until an additive bias levels of the order of 10 −3 . Past this threshold, the ACF classifier is essentially random. For the machinelearning classifiers, if the additive bias is included in the training, no significant degradation of the performance is noted. If the bias is not included, the same threshold in bias level is observed with the same consequences.
-The errors on the shape measurements are assumed to be Gaussian. We tested the shape measurement algorithm based on adaptive moments on noisy PSF images at the Euclid resolution. Although the errors are larger than the Euclid requirements, their distribution is Gaussian. -If the precision on the measurement of the size is improved from 5% to 0.5 − 1%, the size channel carries much more weight. If the precision of measurement on the ellipticities is improved by a factor of two from the baseline of 1%, the performance increases by a few percent. A degradation of the same magnitude is observed if the precision is worsened by a factor of two. -The number of stars per field in the Euclid survey will vary depending on Galactic latitude. The estimates range from 1,800 objects for high Galactic latitude to twice this number at low Galactic latitudes (Cropper et al. 2013; Laureijs et al. 2011) . For the ACF, both performance metrics are stable for a number of stars per field higher than 1 000. For the RF, the AUC metrics increase by 5-10% between fields where 1 000 stars are present and 3 000 stars per field. The AUC for the ANN similarly improves in the same conditions. -We finally discuss the completeness of the detection when the algorithms are trained with a full binary population, that is, with no selection of the binaries for training. As expected from Fig. 9 , the AUC value is 0.5 and the overall F 1 score is poor. The completeness of the detection of binaries at large angular separation is also significantly reduced compared to methods trained on binaries selected for their large angular separation. The value of the completeness is roughly divided by two between a classifier trained to find unresolved binaries in an unknown PSF field at 10 mas minimum and a classifier trained to detect all binaries.
Conclusion
Unresolved binary stars can create significant biases on the PSF determination in space-based weak-lensing surveys like Euclid.
As binary stars are ubiquitous in the sky, their observation cannot be avoided. The catalogues of single and binary stars provided by Gaia will be useful to flag a number of undesired objects, but the binary stars identified by Gaia are not expected to match the depth of Euclid or match its footprint on the sky (Eyer et al. 2015) . We here presented an approach to detect unresolved binaries using catalogues of shape parameters of PSFs observed multiple times. Repeated measurements of the same objects are provided by the dithering plan and the deep field observations. We used relative errors of the complex ellipticity and size to their fiducial value as input features for our classification algorithms. We proposed three methods. The first (ACF) is based on the auto-correlation of the relative errors of the parameters. The two others are supervised machine-learning algorithms: random forest (RF), and artificial neural networks (ANN). The methods were tested using two numerical experiments: a best case, in which the PSF parameters are known to the Euclid requirements, and a worst case, in which the fiducial PSF parameters are unknown. Based on an analysis of the distortions caused by binary stars in a realistic Euclid setting, we suggested a detection limit for binaries separated by at least ∼ 3 mas with a contrast lower than 1.5 magnitude to remove binaries whose distortions on the PSF ellipticity is of the order of the measurement error.
Supervised machine-learning approaches perform well in the best-case scenario, and the detection limit of 3 mas is reached. The tests on the ACF method indicate that about 50% of the binary stars above the detection limit are correctly flagged. The influence of the contrast is weak in the detection performance, which depends mostly on the angular separation. In the worstcase experiment, the performances are degraded because the fiducial PSF shape parameters must first be determined. The RF method is limited in the worst-case scenario. ANNs performs better than the other two methods because of the increased ability of learning the relation between the deviations from the fiducial values and the binary nature of the object. The ANN approach is able to detect about 50% of the binaries at a angular separation of 5 mas minimum. We stress that in this worse-case scenario, no prior knowledge of the PSF was used at all.
The methods proposed here are given as a proof-of-concept. Dithering between exposures is left for future implementation. The treatment of dithering can be taught to a machine-learning approach without any major change in the method, as shown by our tests with the ANN. Priors based on the apparent spectral class of an object can be added to overcome the difficulty of the dependence of the PSF shape on the spectra of the observed point source. The incorporation of PSF parameters knowledge, even if not at the Euclid requirements, can significantly increase the effectiveness of the proposed methods.
The code corresponding to the algorithms used in this work and all scripts to reproduce the results are publicly available from a GitHub repository accessible via http://lastro.epfl.ch/ software.
