Introduction
Radionuclides associated with the accident of Fukushima Daiichi nuclear power plant (FNPP) that occurred in March 2011 seriously contaminated the ocean around FNPP as reported by the Nuclear Emergency Response Headquarters (NERH, 2011). There exist two major sources of the ocean contamination (NERH, 2011) : direct release from FNPP into the ocean (Kawamura et al., 2011; Tsumune et al., 2012; Bailly du Bois et al., 2011; Masumoto et al., 2012; Miyazawa et al., 2012) and atmospheric deposition (Takemura et al., 2011; Kawamura et al. 2011; Morino et al., 2011; Honda et al., 2012; Stohl et al., 2012; Aoyama et al., 2012b Aoyama et al., , 2013 . Other sources, including indirect release from groundwater, river discharge water, or coastal sediment, introduce the nuclides into the ocean over a long time period (Buesseler et al., 2011; Oura and Ebihara, 2012) . The two major sources, however, dominantly drove the oceanic dispersion during the initial period from March to May 2011 and basically determined the total amount of the radionuclides' emission into the ocean (Kawamura et al., 2011; Tsumune et al., 2012; Aoyama et al., 2012a) . Kawamura et al. (2011) evaluated 4 × 10 15 Bq (4 PBq) of the total amount of caesium-137 ( 137 Cs) directly released into the ocean for the period from 21 March to 30 April 2011 using their numerical ocean model and the observations in front of FNPP. Tsumune et al. (2012) also evaluated 3.5 ± 0.7 PBq of the 137 Cs amount for the period from 26 March to 30 May 2011 based on a similar method. Several numerical simulations of the 137 Cs dispersion show some similarity and difference among them . It is useful and necessary to evaluate the total amount of direct release using different models based on different methods for better understanding of uncertainty involved in this kind of estimations.
The total amount of the atmospheric deposition over the ocean was also evaluated using numerical model simulations with combined use of the field observation data by several groups, e.g., 5 PBq for the period from 12 March to 30 April 2011 (Kawamura et al., 2011) . The atmospheric deposition effectively transported the radionuclides over the North Pacific during the initial period (Honda et al., 2012; Aoyama et al., 2013) . Using an output of the atmospheric dispersion model, our previous study (Honda et al., 2012) suggested that the anomalous 137 Cs concentration measured at a point far from FNPP (47 • N, 160 • E) on 21 April 2011, just after one month of the Fukushima accident, was actually caused by the atmospheric deposition. We also suggested that the total deposition amount of our previous model (0.18 PBq within March 2011) was much lower than the other estimate of 5 PBq (Kawamura et al., 2011) even though both the models used the same source information (Chino et al., 2011) . The difference could come from the large uncertainty of the fallout to the parameterizations of the wet and dry deposition processes (Stohl et al., 2012) .
In this study we estimate the total 137 Cs amounts of the direct release and atmospheric deposition on the sea originating from FNPP during the initial period from 12 March to 6 May 2011 by using the outputs from numerical oceanatmosphere models and all available field observation data. For this we adopt the Green's function approach, which is a simple but quite effective method for the estimation of unknown model parameters (Menemenlis et al., 2005) . The previous estimates of the total amount of the direct release were estimated based on the comparison of the simulated and observed concentrations in front of FNPP (Kawamura et al., 2011; Tsumune et al., 2012) , but our actual estimation is obtained by utilizing all available observation data acquired during the target period over the western North Pacific.
This paper is organized as follows. Section 2 provides a description on the simulation models and observation data used in this study. Section 3 describes first-guess simulation results as basis of the parameters estimation. The Green's function approach for the parameters estimation is described in Sect. 4. The estimation result and its implications on the oceanic dispersion of the radionuclides associated with the Fukushima accident are discussed in Sect. 5, and then briefly summarized in Sect. 6.
Simulations and data

Simulation models
We use a transport model of 137 Cs for dispersion simulations :
where C is three-dimensional concentration of 137 Cs. The first and second terms of the right-hand side denote advection by three-dimensional ocean current U and harmonic diffusion, respectively. Horizontal diffusion coefficients due to sub-grid scale phenomena are evaluated by the formula of Smagorinsky (1963) using the ocean current. Vertical diffusion coefficients are calculated by a parameterization based on a turbulence closure model (Mellor and Blumberg, 2004) . A constant value λ = ln(2)/T half (T half = 30.1 yr) represents the half-life time decay effect of the radionuclide for 137 Cs. A first-guess surface flux of 137 Cs is provided from atmospheric deposition D f a (x, y, t)simulated by an atmospheric dispersion model (Honda et al., 2012) ,
where K v is the vertical diffusion coefficient, and z = η is sea surface level. The information of 137 Cs direct release from FNPP is included by a flux term indicated by the fourth term of the right-hand side. δ(x 0 , y 0 , z 0 ) is 1 only at a surface source grid in front of FNPP and is 0 at all other grids. D o (t) denotes a function of 137 Cs direct release flux from FNPP. We use grid coordinates and ocean currents provided from two different ocean general circulation models -JCOPE2 (Miyazawa et al., 2009 ) and JCOPE-T (Guo et al., 2010; Miyazawa et al., 2012) -to examine sensitivity of simulation results on possible model biases. Note that Eq. (1) does not involve the sediment and biological processes , although their roles are non-negligible, especially for the whole 137 Cs dispersion process on a long time scale.
A basin-scale model JCOPE2 (Miyazawa et al., 2009 ) developed based on Princeton Ocean Model with generalized coordinate of sigma (Mellor et al., 2002) provides daily mean ocean current data covering the western North Pacific (10.5-62 • N, 108-180 • E) with a horizontal resolution of 1/12 • . The main objective of JCOPE2 is a description of the observed oceanic variability associated with the Kuroshio, Kuroshio-Extension, Oyashio, and mesoscale eddies around Japan. The JCOPE2 model thus assimilates the remote-sensing data of altimetry and surface temperature and in situ data of temperature and salinity profiles. Surface momentum and heat fluxes are calculated by using the bulk formulae (Kagimoto et al., 2008) with atmospheric variables obtained from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al., 1996) . Sea surface salinity flux is represented by a relaxation term to monthly climatological data of sea surface salinity (Conkright et al., 2002) .
The JCOPE-T-1 model (Guo et al., 2010; ) is a downscaled version of JCOPE2 and provides hourly data of ocean current covering the Japan coastal ocean (28-44 • N, 125-148 • E) with horizontal resolution of 1/36 • . The lateral boundary condition is given by the JCOPE2 model. The observed features of mesoscale phenomena are represented by nudging of temperature and salinity toward the JCOPE2 data. The most significant difference between JCOPE2 and JCOPE-T-1 is that only the latter model includes explicit tidal forcing. Tidal forcing composed of 16 constituents is included in JCOPE-T-1 by additions of equivalent surface pressure gradient. The tidal velocity and sea level anomaly provided from a tide model (Matsumoto et al., 2000) are also specified at lateral boundaries. Another feature of JCOPE-T-1 that is different from JCOPE2 is the inclusion of lateral fresh water inputs from 35 major river mouths, including the Kitakami and Abukuma rivers near Y. Miyazawa et al.: Oceanic radioactivity dispersion models 2351 FNPP (Fig. 1b) . Surface fluxes of momentum, heat, and fresh water are calculated using sophisticated algorithms (Li et al., 2010) with hourly data of atmospheric variables obtained from the Japan Meteorological Agency nonhydrostatic Meso Scale Model (JMA MSM; Saito et al., 2007) , which has much higher horizontal resolution of 5 km as compared to a few hundred km resolution of the NCEP/NCAR reanalysis data used for the JCOPE2 model. The JCOPE-T-1 current was also used for a dispersion simulation described in our previous studies Miyazawa et al., 2012) . The updated version of JCOPE-T-1: JCOPE-T-2, is slightly modified by changing the time scale of the nudging toward the JCOPE2 temperature and salinity from 20 days over the whole region to 5 days in the open ocean with water depth larger than 200 m. In addition, the nudging of the present model is removed in the shallow region with water depth smaller than 200 m. The modification of the nudging time scale actually improved the biases of intensification of Oyashio and relevant southward deviation of the latitudinal position of Kuroshio Extension (e.g., see Fig. 3 in Masumoto et al., 2012) found in the previous version, JCOPE-T-1.
Distributions of surface currents averaged for the simulation period ( Fig. 1) indicate that the southward current associated with the Oyashio intrusion is represented in open ocean with bottom depth larger than 200 m by both JCOPE2 (Fig. 1a) and JCOPE-T-2 (Fig. 1b ). An anticyclonic eddy near the coast south of 37 • N is also represented by both models. The northeastward flow of the Kuroshio Extension is reproduced around 36.8 • N in JCOPE2 as reported in the Quick Bulletin of oceanographic conditions provided from Japan Coast Guard, but it is not shown around this latitude in JCOPE-T-2, indicating a remaining southward bias of the Kuroshio Extension front position in this version of JCOPE-T-2. River discharges flows from two major rivers near FNPP (the Kitakami and Abukuma rivers) are represented in JCOPE-T-2.
Atmospheric deposition of 137 Cs is estimated by a oneway nested regional air quality forecasting (AQF) system described by Honda et al. (2012) . The model domain covers the western Pacific with a horizontal resolution of 10 km. Source information of 137 Cs is given by a scenario of 137 Cs emission from the FNPP created by combined use of the SPEEDI reverse method (Chino et al., 2011) and data in Tokyo Electric Power Corporation (TEPCO) reports (Honda et al., 2012) . The system is driven by meteorological data from the NCEP operational global analysis data set. Wet and dry deposition schemes used in AQF are based on Maryon et al. (1996) . Three significant peaks of atmospheric deposition integrated over the western North Pacific (10.5-62 • N, 108-180 • E) are depicted in the time sequence (Fig. 2) . The total amount of the atmospheric deposition in the western North Pacific for the period from 11 March to 6 May 2011 is 0.3 PBq. Horizontal distribution of the accumulated deposition is depicted in the Fig. 3 from Honda et al. (2012) . 
Observation data
To adjust model parameters associated with the emission amounts, we utilize two kinds of observation data: (1) data of urgent monitoring by TEPCO and the Ministry of Education, Culture, Sports, Science and Technology (MEXT) with relatively large values of measurement uncertainty and detection limit, and (2) more precise data obtained by research cruises of RVs Tansei, Mirai, and volunteer ships managed by NYK LINE (Table 1 for detail). Spatial sampling density is higher in the former types of data measured near FNPP than in the latter types of data measured far from it ( Fig. 3) . Table 1 summarizes the information of the observation data used in this study. Note that data showing no detection of 137 Cs are excluded from our analysis.
First-guess simulations
A first guess of the direct release flux term D f o (t) is evaluated using the daily observation data of 137 Cs near the FNPP as the following:
where C obs and C(x 0 , y 0 , z 0 , t) denote an average of two observed concentrations in front of FNPP (the 5th-6th and south discharge canal waters; Tsumune et al., 2012) and simulated concentration at the source grid, respectively. Magnitude of the flux is determined by a relaxation time scale T s , which is assumed to be 36 h in this study. C grid denotes a constant for adjustment of a grid size effect, which equals 1/9 in the simulation using the JCOPE2 grid (1/12 • ), but equals 1 in the JCOPE-T-1 and -2 simulations with the 1/36 • grid to allow similar levels of total emission amount between the JCOPE2 and JCOPE-T-1 and -2 simulations. To estimate the first-guess flux of direct release, we perform two base simulations using the JCOPE-T-1 and JCOPE2 current data without the atmospheric deposition. Note that the JCOPE-T-2 current data were calculated after the derivation of the JCOPE-T-1 flux, which may not be much different from the flux based on the JCOPE-T-2 current data. We thus decide to use the JCOPE-T-1 flux for both the JCOPE-T-1 and JCOPE-T-2 cases. Time sequences of calculated direct release fluxes (Fig. 4 ) show two peaks of significant emission during the period from the end of March to the beginning of April. Total amounts of estimated direct release for the period from 21 March to 6 May are 1.9 PBq for JCOPE-T-1 and 1.6 PBq for JCOPE2. A slightly larger amount evaluated in the JCOPE-T-1 flux as compared to the JCOPE2 flux suggests effective 137 Cs transport from the source grid to the surrounding region in the JCOPE-T-1 simulation due to its more energetic ocean current variation around FNPP (not shown).
We use another type of the flux, D f o (t), proposed by a research group of Japanese Central Research Institute of Electric Power Industry (CRIEPI), whose time sequence is also shown in Fig. 4 . We call this type of flux the CRIEPI flux with total release amount of 3.5 PBq . Note that the CRIEPI (JCOPE-T-1 and JCOPE2) flux assumes the direct release starting from 26 (21) March 2011 (see Fig. 4 ). However, the release amount for the period from 21 to 25 March 2011 estimated in the JCOPE-T-1 and JCOPE2 fluxes is not so large as compared to that for the later period. Five cases of the first-guess simulations used for the inverse estimation are summarized in Table 2 . Ocean current data include JCOPE-T-1 with horizontal resolution of 1/36 • , JCOPE-T-2 with 1/36 • , and JCOPE2 with 1/12 • . Three types of the direct release flux -JCOPE-T-1, JCOPE2, and CRIEPI -are adopted. All first-guess simulations specify zero atmospheric deposition flux. To compare level of agreement between the simulations and observation, we calculate values of a cost function
where (Aoyama et al., 2013) ; R denotes an N × N observation error covariance matrix whose diagonal components are specified from the measurement errors described in Table 1 . Non-diagonal components of R are all zeros.
The JCOPE2 simulation shows the largest cost value that is significantly larger than all other simulations of the finer grid, suggesting that a coarse resolution of the model (1/12 • ) is insufficient to represent observed 137 Cs variations. A larger total amount of the direct release flux represent by the CRIEPI flux results in smaller values of the cost function than those evaluated using the JCOPE-T-1 fluxes with the smaller total amount, indicating that the total direct release amount may be larger than 1.9 PBq of the JCOPE-T-1 flux total amount. Figure 5 shows a sequence of weekly mean concentration calculated by the first-guess JCOPE-T-2-C simulation that has a best fitting to the observation as a result of the parameters estimation (Table 3) described in Sect. 4. The horizontal dispersion process inside of the shelf is basically governed by the wind-forced current Miyazawa et al., 2012) . The dispersion is limited near the coast within March 2011 ( Fig. 5a and b) . Then the dispersion elongates toward the northeastward direction in April (Fig. 5c-f) . A change of dominant wind direction from northerly and/or easterly to southerly and/or westerly accounts for that of the dominant dispersion direction . Figure 5 also indicates that the concentration measured along 141.4 • E is basically underestimated by the first-guess simulation. The atmospheric deposition and/or underestimation of the direct release may be responsible for the disagreement between the first-guess simulation and observation.
Inverse estimation of source parameters
The first-guess simulations suggest that the absolute levels of the simulated 137 Cs concentration could be adjusted based on comparison of the simulated and observed concentration values. We estimate two simple scaling factors (S a , hereafter the atmospheric parameter, and S o , hereafter the ocean parameter) for the adjustment of the atmospheric deposition
and direct release fluxes
where O a = 0 and O o = 1 are original values of the atmospheric and ocean parameters, respectively. The Green's function approach (Menemenlis et al., 2005 ) is effective for the parameters estimation since it enables us to take account of error covariance among different parameters. N numbers of observation values − → y are approximated using the Green's function:
and − → ε denote the errors of the estima-
is calculated from results of parameters sensitivity experiments as follows:
where x a n andx o n are 137 Cs concentrations corresponding to the n-th observation calculated by the sensitivity experiments for the atmospheric deposition with perturbed parameter of S 1 a and direct release with S 1 o , respectively. Optimized parameters to minimize a cost function − → ε t R −1− → ε are obtained as JCOPE-T-1 JCOPE-T-1 JCOPE-T-1 1.9 619400 JCOPE-T-1-C JCOPE-T-1 CRIEPI 3.5 350 606 JCOPE-T-2 JCOPE-T-2 JCOPE-T-1 1.9 630 695 JCOPE-T-2-C JCOPE-T-2 CRIEPI 3.5 379 398 JCOPE2 JCOPE2 JCOPE2 1.6 1 015 443 (1 020 916) * * * Cost function values Eq. (4) are calculated using the observation data included in the JCOPE-T model region. * * A number in a parenthesis denotes a cost function values calculated using all observation data included in the JCOPE2 model region.
where R and P represent an error covariance matrix of the observations and parameters, respectively. We assume that the observation error covariance matrix R is diagonal with the variance calculated from measurement errors mentioned in Sect. 2.2. Since the model linearly responds to the perturbations of the flux parameters shown in Eqs. (5) and (6), we expect that the Green's function approach works well for the parameters optimization (Menemenlis et al., 2005) . We conduct two sensitivity experiments perturbing the atmospheric (S a = 2) and ocean (S o = 1) parameters for each first-guess simulation. Note that we exclude observations obtained from two points in front of FNPP (the 5th-6th and south discharge canal waters) from Eqs. (4) and (9) because the horizontal grids of our models -1/36 • and 1/12 • -may be too coarse to represent the 137 Cs variation in front of FNPP. The optimization results based on the five cases of the firstguess simulations are summarized in Table 3 . The cost function value expected in the case with the optimized parameters (the expected cost) is calculated as
The Green's function approach allows evaluation of optimal values for each single parameter separately, while it also allows evaluation of optimal multiple parameters simultaneously (Menemenlis et al., 2005) . Optimizations of multiple parameters for the direct release and atmospheric deposition (see second and third columns of Table 3 ) generally exhibit more reduction of the expected cost values than optimizations for either single parameter (see fourth and fifth columns of Table 3 ). The errors of the parameters estimation are represented in the diagonal components of the error covariance matrix P (Menemenlis et al., 2005 ; also see Eq. 9). The orders of the errors are O (10 −3 ) and O (10 −2 ) PBqs for the direct release and atmospheric deposition, respectively, and are much smaller than the differences of O (10 −1 )-O (1) PBq among the estimates for different ocean currents and firstguess direct release fluxes, as shown in Table 3 .
Discussion
The optimization for the multiple parameters using the coarse grid model JCOPE2 fails in the estimation of the realistic amount of the atmospheric deposition, which is evaluated as a negative value (Table 3) . To examine the failed estimation process in detail, we calculate contribution rates C r nm (in %; m = 1, 2) of the each measurement for the parameters estimation, 
Figure 6 compares the contribution rates of JCOPE-T-2-C (upper panels), which has the smallest cost function value, and JCOPE2 (lower panels), which has the largest cost function value (Table 3 ). The unrealistic negative perturbation of the atmospheric parameter in the JCOPE2 case is caused by the adjustment to the observations near the coast and one observation around 36 • N, 146 • E (Fig. 6A-2) , while almost all observations force positive perturbation of the atmospheric parameter in the JCOPE-T-2-C case ( Fig. 6A-1) . The negative perturbation of the atmospheric parameter shown near the coast (Fig. 6A-2 ) seems to be compensated for by the positive perturbation of the ocean parameter there ( Fig. 6O-2) . The worst representation skill of JCOPE2 indicated by the largest cost function value (Table 2) negative perturbation of the atmospheric parameter in the JCOPE2 case could come partly from the worse simulation skill near the coast. Another part of observation associated with the negative perturbation of the atmospheric parameter around 36 • N, 146 • E contributes to decreases in the ocean parameter ( Fig. 6O-2) . Comparison between the concentration maps of JCOPE-T-2-C and JCOPE2 with only the direct release flux in the last week of April 2011 (Fig. 8) indicates that the coarser grid of JCOPE2 results in more diffusive horizontal dispersion as compared to JCOPE-T-2-C with the finer grid. The diffusive dispersion of JCOPE2 facilitates the transport of more amounts of 137CS along the northern edge of the Kuroshio Extension than expected from the observation, resulting in the negative perturbations in both of the atmospheric and ocean parameters around 36 • N, 146 • E (Fig. 6O-2 and A-2) . The concentration map of JCOPE-T-2-C (Fig. 8a) suggests that the concentration caused by the direct release is almost limited in the shelf region, and the observed concentration in open ocean might be caused by the atmospheric deposition at the time of the last week of April 2011. This is also supported by the contribution rates of JCOPE-T-2-C (Fig. 6O-1 and A-1) showing the positive (negative) perturbations of the atmospheric (ocean) parameter in open ocean. The optimized positive perturbation of the ocean parameter in JCOPE-T-2-C is basically determined by the response to the observations near the coast (Fig. 6O-1) , which also (10), except for JCOPE-T-2-C-E. Percent numbers present reduced ratios of the expected cost function values as compared to the first-guess cost function values (see Table 2 ). "Multiple" ("Single") means the parameters in the optimization with both the ocean and atmospheric parameters (either single parameter). Table 2. contribute to the positive perturbation of the atmospheric parameter ( Fig. 6A-1 ).
Ocean
All four cases of JCOPE-T indicate similar estimates of the total amount of the direct release, 5.5-5.9 PBq, but comparatively broad range of the estimate of the atmospheric deposition, 1.2-9.7 PBq ( Table 3 ). The reason is that the former (latter) parameter is basically determined by the observations near the coast (the observations in both of coastal and open seas) as shown in Fig. 6O-1 and A-1. The smaller estimates of the atmospheric parameter in JCOPE-T-1 could be related to the unrealistic representation of the open-sea currents and then could be rejected. The variation of 137 Cs near the coast mainly driven by the wind forced current is not much sensitive to the change of the nudging parameter, which generally affects the open-sea condition (Sect. 2.1), and the detailed shape of the time sequences of the direct release flux. The estimated total amounts of the direct release thus exhibit a convergent result among JCOPE-T-1 and JCOPE-T-2 models (Table 3) .
Figures 7 and 9 depict sequences of the weekly mean concentration of the simulation of JCOPE-T-2-C using the optimized parameters with the smallest expected cost function value (207 099) shown in Table 3 . The cost function value of this simulation (JCOPE-T-2-C-E), 207 967, is quite similar to the expected value (207 099), suggesting the effectiveness of the Green's function approach in the optimization of these parameters. The observed concentration along 141.4 • E in March 2011 ( Fig. 7a and b) is actually reproduced by the inclusion of the atmospheric deposition flux even though the model still underestimates it. The horizontal distribution near FNPP in the last half of April is basically governed by the direct release flux because Fig. 7b , c, and d are qualitatively similar to Fig. 5b, c, and (Fig. 10) , although the peak magnitude of the observation in front of FNPP (Fig. 10a) is not completely reproduced due to the coarse grid (1/36 • ) of the model. The simulation assuming a flat shape of the CRIEPI type flux sequence during the period from 26 March to 6 April 2011 (Fig. 4) reproduces two peaks of the observation in April 2011 as shown in Fig. 10a and results in the smallest cost function value among the all simulations after the parameters optimization (Table 3 ), suggesting that the 137 Cs variation in front of FNPP is basically caused not by the direct release flux, but the ocean current variation, as mentioned by Tsumune et al. (2012) . Comparison between the measurements and simulation at the TEPCO monitoring points 15 km off the coast (Fig. 10d, e, and f) indicates that the simulation comparatively reproduces the dispersion northeast of FNPP (Fig. 10d and e) , while it underestimates the concentration southeast of FNPP (Fig. 10f) . The difference of the skill between northeast and southeast of FNPP does not much affect the estimation of the source parameters because the observations along the coast near FNPP (Fig. 10b and c) dominantly contribute to the estimation (Fig. 6O-1 and  A-1) .
Normalized error distribution between a first-guess simulation (JCOPE-T-2-C; see Table 2 ) and the observations generally indicates underestimation of the surface concentration (Fig. 11, BIAS-1) . The adjustment of the parameters (JCOPE-T-2-C-E; see Table 3 ) slightly improves the underestimation (Fig. 11, BIAS-2) . Overestimation of the surface concentration near FNPP in a case assuming a larger amount of 14.8 PBq of the direct release (see Table 1 of Masumoto et al., 2012 and Fig. 8a of Miyazawa et al., 2012) partly supports the present estimates of 5.6-5.9 PBq, and underestimation in the region far from FNPP for the case with the larger amount of the direct release (again compare Fig. 11 , BIAS-2 and Fig. 8a of Miyazawa et al., 2012) suggests the roles of the atmospheric deposition in the wide-range dispersion. Distribution of root mean square error in the adjusted parameters case (Fig. 11 , RMES-2) shows better skill than those of smaller (3.5 PBq; Fig. 11 , RMSE-1) and larger (14.8 PBq; Fig. 8b of Miyazawa et al., 2012) amounts of the direct release.
The observations obtained at the MEXT monitoring points northeast of FNPP (see open circles in Fig. 12c for locations) indicate three peaks of the surface concentration in the end of March, middle of April, and end of April 2011 (Fig. 12a) . The JCOPE-T-2-C-E case generally represents these three peaks. The first peak at the end of March is caused by the atmospheric deposition because the only simulations with the deposition represent the increase of the concentration in this period (see asterisks and open circles in Fig. 12a ). The direct release is responsible for the two peaks in April (see open triangles in Fig. 12a) . The observation southeast of FNPP also shows the similar three peaks (Fig. 12b) . The simulations basically underestimate the concentration in this region. Figure 12c indicates that the ocean current facilitates the northeastward elongation of the dispersion and prevents the southward transport of 137 Cs in April and May 2011. This feature is generally consistent with the observation around the southern part of the Japan coast (Aoyama et al., 2012b) . The simulated current slightly different from the real state could considerably affect the dispersion around the monitoring points.
The dominant contributions from atmospheric and oceanic sources could be found in the different periods. The atmospheric deposition started from 12 March 2011 and the peaks of the emission were found only within March 2011 (Fig. 2) . The dispersion within March was mainly forced by the atmospheric source. Comparison of the surface concentration on the MEXT monitoring points between the simulations with and without the atmospheric source (compare open circles and squares in Fig. 12a and b) suggests that the concentration in March was caused by the atmospheric deposition around the monitoring points. In contrast, the direct release began on 26 March and its dominant effect there appeared in April (again see Fig. 12a and b) . The horizontal scales of the two processes were also different from each other at least during our target period from 12 March to 6 May 2011. The dispersion triggered by the direct release was basically limited within the shelf region throughout the period (Fig. 8a) , but the atmospheric deposition affected the wide region over the western North Pacific (see Fig. 3 in Honda et al., 2012) . We thus suggest that comparable contributions from both the atmospheric and oceanic sources did not occur, except for in a narrow region along the coast very near FNPP in the end of March 2011.
The previous studies of the ocean dispersion simulations associated with the Fukushima accident (Kawamura et al., 2011; Tsumune et al., 2012) report 4 PBq for the period from 21 March to 30 April (Kawamura et al., 2011 ) and 3.5 ± 0.7 PBq for the period from 26 March to 31 May of the 137 Cs total direct release amount. Their estimates are based on only the observations in front of FNPP (the 5th-6th and south discharge canal waters), while our estimates utilize all available observations, except for the observations in front of FNPP, which may be not well represented by the comparatively coarse grid (1/36 • and 1/12 • ) used for our simulation models. However, our larger estimate of the direct release flux, 5.5-5.9 PBq for the period from 21 March to 6 May 2011, succeeds in reproducing the 137 Cs variations observed along the coast , (Fig. 10b and c ) although the other model underestimates them (Fig. 11 of Tsumune et al., 2012) . The simulation presented by Kawamura et al. (2011) seems to well reproduce them (their Fig. 2 ), but their simulation represents more enhanced southward dispersion along the coast than our simulations . The difference of estimated total amounts of the direct release among different studies could be attributed to possible differences in the model configurations and acceptable for better understanding of uncertainty of the source information. To reduce the uncertainty, additional studies based on the observation data obtained during the extended period (e.g., Aoyama et al., 2012b; Buesseler et al., 2012; Caffrey et al., 2012; Inoue et al., 2012) could be required as well as additional model simulations (e.g., Dietze and Kriest, 2012) . The JCOPE2 simulation is too diffusive and poor in the representation of 137 Cs variation near FNPP. However, it could be still utilized for the estimation of the atmospheric deposition in the region over the western North Pacific far from FNPP because it covers the region all over the western North Pacific wider than the JCOPE-T model region. We estimate the total amount of only the atmospheric deposition, 5.5 PBq (the JCOPE2-A case; Table 4 ), using the outputs from the JCOPE2 simulations and the observation data obtained in the western North Pacific region excluding the region near FNPP, 29-45 • N and 130-150 • E (see Fig. 3 ). This value also provides a possible estimate of the total amount of the atmospheric deposition over the western North Pacific. In this case it is impossible to estimate the total amount of the direct release because of no sensitivity for the 137 Cs concentration in the region far from FNPP. Table 1 ). Grid resolution is 1/4. The position of FNPP is denoted by a closed square. Left (right) panels denote the JCOPE-T-2-C (JCOPE-T-2-C-E) case.
Biogeosciences
Our estimates of the total amount of the atmospheric deposition over the western North Pacific (12-62 • N, 108-180 • E) have an uncertainty range, 5.5-9.7 PBq (Tables 3 and 4) , which is comparable to the reported estimates: 5 PBq for the period from 12 March to 30 April 2011 in the similar region, 30.5-48 • N, 127-154.5 • E (Kawamura et al., 2011) , and 12-15 PBq for the period from March to May 2011 in the North Pacific (Aoyama et al., 2013) . The total amount of the atmospheric deposition should be examined more in detail in the future.
Summary
By using the ocean-atmosphere simulation models and field observation data, we evaluate the parameters associated with the total caesium-137 ( 137 Cs) amounts of the direct release and atmospheric deposition caused by the accident of Fukushima Daiichi nuclear power plant (FNPP) that occurred in March 2011. The Green's function approach (Menemenlis et al., 2005) is utilized for the estimation of two simple parameters determining the absolute values of the total Table 1 ). Asterisks: JCOPE-T-2-C-E. Open squares: JCOPE-T-2-C. Open circles: the sensitivity experiment for the atmospheric deposition. Open triangles: the sensitivity experiment for the direct release. Vertical bars: measurements reporting 137 Cs activities below the detection limit, 10 Bq L −1 . 
