We propose a new method to design adaptation algorithms that guarantee a certain prescribed level of performance and are applicable to systems with nonconvex parameterization. The main idea behind the method is, given the desired performance characteristics and a class of nonlinearly parameterized systems, first to augment the tuning error function and design the adaptation scheme in the form of ordinary differential equations. The resulting augmentation is allowed to depend on state derivatives. To deal with these, we suggest the realization of the adaptation scheme in an algebraic-integral form. Because of the explicit dependance on the state of the original system such adaptation schemes are referred to as adaptive algorithms in finite form instead of differential ones. Sufficient conditions for the existence of finite form realizations are proposed. These conditions lead to the necessity to find a solution of a system of partial differential equations, which in general is not an easy task. In order to resolve this problem we suggest to embed the original system dynamics into one of a higher order, thus replacing it by a simple integration of a function with respect to a single scalar argument. Several full-state feedback finite form realizations are presented and illustrated with examples.
Introduction
Significant progress in adaptive control theory has been made in the areas of linear and nonlinear systems [3, 6, 5, 11] , plants with relative degree greater than one [18, 16, 17] , and systems with nonconvex parameterization [7, 12] . However, there is still room for further developments. There are important unresolved problems regarding the issue of performance, especially in the presence of nonconvex parameterization.
Suitable performance as expressed by asymptotic stability of adaptive systems [11] , robustness and good transient behavior [21] can be proven under the requirement of persistent excitation. As it is generally observed in practice, insufficient excitation results in absence of asymptotic stability and, in consequence, in poor parameter convergence, sensitivity to small disturbances [20] and poor transient performance. In that case, in order to assure the efficiency and quality of the system a suitable performance criterion is needed.
As substitutes for performance criteria most of the available results in direct adaptive control under normal conditions (without restrictive persistent excitation requirements) exclusively use L 2 and L ∞ 1 norm bounds with respect to the tracking errors. For more sophisticated performance measures like the LQ criterion, some results are available [14, 15] . These results, however, deal either with too narrow a class of uncertain systems [14] or suggest only a qualitative comparison between adaptive and robust backstepping [15] . Few attempts have been made to show by rigorous analysis how to enable an adaptation scheme to meet a certain pre-specified performance criterion. On the other hand, when improvement heuristics are suggested like in [13] , no exact performance criterion is provided that can explicitly be computed a-priori, except probably the bounds on L 2 and L ∞ norms for the tracking errors.
Another unresolved issue in conventional adaptive control theory is nonconvex parameterization of the plant model. The available approaches encourage the designer to compensate for the nonlinearity (at least, in part) by using an additional damping term, or high-gain feedback [7, 12, 8] . These techniques guarantee existence of a solution to the control problem, but are limited in terms of their practical value because of their high-gain nature. Very recent results on nonparametric adaptation [19] can also be applied to nonlinearly parameterized systems. Nevertheless, none of these approaches provides a performance measure beyond L ∞ and L 2 norm bounds with respect to the state or tracking error.
An important impediment to further progress, we believe, is the lack of sufficient information in the conventional adaptive schemes. One way to provide the algorithms with extra information is to augment the tuning errors. Many adaptive control schemes use error augmentation to make the estimation error dependent on controller parameters or computable derivatives of the known signals. This idea is inherent to both Morse's adaptive controllers [16] and those based on Kreisselmeier's observers [18] when dealing with plants with relative degree greater than one. These augmented errors then are used in conventional gradient 1 Function ν : R + → R is said to belong to L 2 iff L 2 (ν) = ∞ 0 ν 2 (τ )dτ < ∞. The value L 2 (ν) stands for the L 2 norm of ν(t). Function ν : R + → R belongs to and L∞ iff L∞(ν) = sup t≥0 ν(t) < ∞, where · is the Euclidean norm. The value of L∞(ν) stands for the L∞ norm of ν(t). schemesθ = −Γψ(x, t)A(x,θ, t),
where x ∈ R n is a state (or output) vector,θ ∈ R d is a vector of controller parameters, A(x,θ) is an operator that depends on the particular problem at hand, ψ(x, t) is the error function and gain Γ > 0.
Improved performance of these augmented controllers for Morse's high-order tuners is reported in [23, 24] .
In these papers the plants are assumed to be linear and again no additional criteria except L 2 and L ∞ norm bounds with respect to the tracking errors are provided. It is shown in [23] , however, that these bounds can be attenuated by the controller parameters and adaptation gain if we neglect the influence of non-zero initial conditions. Similar results apply to adaptive backstepping controllers [22] . The price for such an improvement is that the adaptation gains should be sufficiently large.
The above-mentioned limits of performance and applicability motivate us to search for a new augmentation that uses additional information about the system dynamics like, for example, state derivatives and as a result can create new properties in the system (in addition to readily achievable finiteness of L 2 and L ∞ norm bounds for the tracking errors). On the other hand, we wish to find physically realizable algorithms with such an augmentation, i.e. computational procedures that do not require measurements of any unknown signals, derivatives, or parameters. In order to meet these seemingly contradictory requirements we propose to drop the usual restrictions of realizability of adaptation algorithms in differential form, when extending algorithms (1) as follows:θ (x(t), t) =θ P (x, t) +θ I (t);θ I = A 2 (x,θ, t),
It is obvious that algorithms (2) contain algorithms (1) as a special case. If functionsθ(x, t) are written in differential form (1) , they may depend on unknown parameters and unmeasured signals, e.g, state derivatives. Thus, the equivalent description of adaptive algorithm (2) in differential form (1) may produce an augmentation that is in fact derivative-dependent, thereby providing the adaptation algorithm with more information about the plant uncertainties.
These observations lead to quite unexpected consequences. Instead of restricting the design procedure to those algorithms that can be realized in the form of equation (1), it becomes possible to design adaptation algorithms in two steps. First, search for the desired augmentation to obtain the required adaptive control properties. At this stage it does not matter whether the augmentaion is uncertainty-dependent or not. Once a suitable tuning error is chosen, second: find a realization of the algorithm in the form of integral-algebraic equations of type (2) , which is termed algorithm in finite form.
To our knowledge, algorithms (2) have been introduced for direct adaptive control in 1986 in [25] and later in [9] . Their distinctive performance properties and extended applicability, however, were not reported.
Moreover the efficiency of the proposed algorithms was limited by restrictive pseudo-gradient assumptions onθ P (x, t) (for the details see [25] ), although the control goal reaching was shown to be guaranteed for those plants that satisfy the convexity restriction [3] . Nevertheless, it has been reported recently that algorithms (2) may be able to deal with nonconvex parameterization (see for example [1] , Lemma 1, p. 558; [19, 26] ) and guarantee improved transient performance [26] (it has been shown that for the class of algorithms (2)ψ ∈ L 2 is also guaranteed). The problem with the current study of algorithms (2) is that there is no systematic design method that allows us to obtain adaptation algorithms with guaranteed improvements in performance as well as, at the same time, applicability to systems with nonlinear parameterization for a sufficiently broad class of nonlinear dynamical systems.
We suggest a new method to design adaptive algorithms in finite form (2) that guarantee improved performance and in addition are applicable to a class of nonlinearly parameterized plants. The method is systematic, and is based on two fundamental ideas in adaptive control theory: augmentation of the error and embedding 2 the original system dynamics into that of a higher order. These ideas result in two independent stages of the design. The first stage is augmentation of the tuning error for algorithms in the conventional differential form (1) in order to improve their performance and extend the applicability of these algorithms.
The resulting augmentation should not necessarily be independent on the uncertainties or time-derivatives of the state vector. The resulting augmentation, however, should guarantee the desired properties of the adaptive system.
Given the desired augmentation (possibly, derivative-dependent), the second stage is to find functions A 1 (x, t), A 2 (x,θ, t) which guarantee that algorithms (2) realize the desired adaptation scheme. We show that this problem may require us to find a solution of a system of partial differential equations. It is wellknown that such a solution may not exist in general. To avoid this problem we consider several special cases of plant mathematical models, of which the structure satisfies sufficient conditions for the existence of a solution. As soon as these basic structures are found, we embed the original system into a system of higher order. The embedding is to be made in such a way that the extended system belongs to one of already established basic classes that guarantee existence of the solution to the realization problem. With this result we shall be able to obtain adaptation schemes that guarantee not only square integrability of the error but also integrability of its first derivatives as well as square integrability of control efforts injected into the system due to the parametric uncertainties. In addition we provide the conditions for which the decrease of the parametric uncertainties and exponential convergence into a neighborhood of the target manifold are guaranteed without the restrictive assumption of persistent excitation. Last but not the least, is that the 2 During revision and preparation of the manuscript the authors became aware of publication [27] by A.Astolfi and R.Ortega, where algorithms (2) were introduced on the basis of immersion principle. Though the authors pointed out advantages of the algorithms in finite forms (2) over those given by (1) , no formal proofs of the transient behavior improvements were given. This fact additionally support relevance of our current study. In addition, our method is motivated primarily by performance and applicability limitations of the existing adaptation schemes, whereas method presented in [27] aims general stabilization problem.
resulting schemes can also be applied to systems with nonlinear parameterization.
The layout of the paper is as follows. In Section 2 we specify the class of nonlinear dynamical systems under consideration and select the desired augmentation. Some results of this section are extensions of known facts and are presented here for consistency. Section 3 contains the main results of the paper. We show that, for a given augmentation, the realization problem is solvable for a broad class of nonlinear systems.
We provide sufficient conditions which guarantee the existence of solutions. In Section 4 we discuss the applicability and possible extensions of the obtained results. Section 5 contains examples of the design and results of the computer simulations. Section 6 concludes the paper.
Problem Formulation and Preliminary Results
Let the plant mathematical model be given as follows:
where x ∈ R n is a state vector,
is a vector of unknown parameters,
, ϑ(·, ·) are as follows:
For the sake of compactness when dealing with the partial derivatives of a function we will use the following notation:
to denote the Lie derivative of function ψ(x) along the vector field
T is a vector-function then symbol L f ψ(x) denotes the following vector:
It will be useful sometimes to think of state vector x ∈ L ⊆ R n as follows
where symbol ⊕ denotes concatenation of two vectors
are linear spaces. The time-derivative of x 1 is independent on θ, whereas the time-derivative of vector x 2 depends on unknown parameters θ explicitly. Therefore we refer to the spaces L 1 and L 2 as uncertaintyindependent and uncertainty-dependent partitions of system (4), respectively. To denote the right-hand sides of the partitioned system, we use the following notations:
Hence, the partitioned system can be written as follows:
where ν(x, θ) :
In analogy with the definition of independence of a function with respect to the components x i of its argument x, we would like to define a notion of independence of the function with respect to the partition.
is said to be independent on partition L 2 iff
We would also like to extend the standard definition of the Lie derivatives to the partitioned system. Given the following partition x = x 1 ⊕ x 2 ⊕ · · · ⊕ x r , we denote by symbol L fi ψ(x) the following derivatives
where f i (x) stands for the corresponding vector-function in f (
As in [1, 2] , we define the control goal as reaching asymptotically a target manifold. We assume that the target manifold can be given by the following equality ψ(x, t) = 0, where ψ :
Additional restrictions on the function ψ(x, t) are formulated in Assumptions 1, 2.
Assumption 1 (Boundedness of the Solutions) Function ψ(x, t) is such that for any δ > 0 there exists a function ε :
along system (3) solutions.
Assumption 1 simply states that any trajectory of system (3) belonging to a neighborhood of the target manifold ψ(x, t) is bounded. Clearly, most of the common goal criteria used in adaptive control satisfy this property (for example, positive-definite functions with respect to vector x and t for nonlinear systems and quadratic forms for linear ones). This property of the goal function is used in the classical schemes to
show that boundedness of the state follows from the boundedness of ψ(x, t). Once the boundedness of x is established it is possible to show that ψ(x, t) ∈ L 2 ⇒ ψ(x, t) → 0 as t → ∞ under assumptions that the system's right-hand side is locally bounded 3 and ∂ψ(x, t)/∂t is uniformly bounded in t.
In general in order to show the boundedness of x it is not necessary for the function ψ(x, t) to be (semi-)
positive definite with respect to the state. As an illustration, consider a non-linear system which belongs to the following class:
Let
state be bounded for any υ ∈ L ∞ (i.e. system (7) has the bounded input -bounded state property; it is known that input-to-state stable systems [31] automatically satisfy this property, though the converse is not always true). Then boundedness of the state follows immediately if υ(t) = ψ(x(t)) is bounded (notice that neither stability of an equilibrium nor attractivity of a closed orbit is explicitly required in this case). Hence, for the system of equations (7), it is sufficient that system (8) is input-to-state stable with respect to input υ to satisfy Assumption 1 4 with ψ(x) = x n − p(x 1 , . . . , x n−1 ) + f n−1 (x 1 , . . . , x n−1 ).
Assumption 2 (Regularity) Functions ψ(x, t) and g(x) satisfy the following inequality
Assumption 2 ensures the existence of feedback that transforms the original system into that of the error model with respect to the variable ψ(x, t). Let the Assumption 2 hold, consideṙ
Because of Assumption 2 there exist the control input
3 Function f (x) : R n → R n is said to be locally bounded if for any x < δ there exists such D(δ) that the following holds:
whereθ ∈ Ωθ ⊂ R d -is a vector of controller parameters that transforms (9) into the followinġ
where
Let the closed loop system satisfy some additional requirements:
x ∈ R n , t ∈ R + the following equivalence holds
It is clear that if Assumption 2 holds then Assumption 3 is automatically satisfied. Notice also that according to Assumptions 2 and 3 it follows that
for any x ∈ R n and time t > 0.
Assumption 4 (Stability of the Target Dynamics
Assumption 5 (Monotonicity and Linear Growth Rate in Parameters) There exists function α(x, t) : ϕ(ς)dς is continuous and strictly monotonic in |ψ| and therefore has the monotonic inverse Λ :
This fact will be used later to estimate the performance of the adaptive system. 
Throughout the paper we will assume that functions α(x, t) and u(x,θ, t) both are bounded in t. For the sake of convenience and if not stated overwise we will also assume that functions α(x, t), ψ(x, t) are differentiable as many times as necessary if the differentiation is required to design the algorithm. Furthermore, along with already defined L 2 and L ∞ norms we will use the following notation: θ * −θ(t)
As a general strategy to improve the properties of adaptive control, we propose to design the adaptive algorithms in two steps: 1) search for the suitable augmentation ensuring the desired properties of the control system, and 2) find the appropriate realization of this algorithm in the finite form. Therefore we start with the choice of tuning errorsψ(x, t) and operators A(x, t) for the class of algorithms given by formula (1):
As a candidate for the augmented errorψ(x, t) we select the followingψ(x, t) =ψ + ψ(x, t). It has been proven in [2, 1] that the algorithmθ
with positive-definite matrix Γ > 0 guarantees that the closed loop systeṁ
with control (10) ensures ψ(x(t), t) → 0 as t → ∞ under Assumptions 1, 3 -5. In addition, it is possible to show that system (16) has better performance than that of the known schemes. This follows from the next theorem (see also Proposition 1 below): 
Furthermore,
If Assumption 1 is satisfied and function z(x,θ, t) is locally bounded with respect to x,θ and uniformly bounded with respect to t then P4) trajectories of the system are bounded and ψ(x(t)) → 0 as t → ∞;
If in addition functions ϕ, z(x, θ, t) ∈ C 1 ; derivative ∂z(x, θ, t)/∂t is uniformly bounded in t; function α(x, t) is locally bounded with respect to x and uniformly bounded with respect to t, then
The formal proof of the theorem is given in Appendix 2 5 .
Remark 1 In addition to the fact that the L 2 and L ∞ norm bounds forψ,ψ reflect the transient behavior of system (16) and that the algorithms are capable of dealing with nonconvexly parameterized plants, there are several additional advantages of the considered scheme. In particular, properties P2) and P5). Property P2) states that the parametric uncertainty is not increasing with time. This provides us with an obvious improvement over the existing algorithms. Furthermore, it follows from P5) that z((x, θ * , t)−z(x,θ(t), t)) → 0 as t → ∞ given the assumptions on function z(·). Taking into account equation (10) the following identity results:
This means not only that the control goal ψ(x, t) = 0 is asymptotically reached but also that the control input as a function of time asymptotically approaches its "ideal" values. Furthermore, if the control input u(x,θ * , t) ∈ L 2 along the system solutions, then by property P5) the same applies to u(x,θ, t)
as the sum of two functions from L 2 ).
Notice that the function ϕ(ψ) is nonlinear and that its shape influences the L 2 and L ∞ norm bounds for ψ andψ. Because of this, according to (17) it is possible to improve the performance of the system with respect to L 2 and L ∞ bounds by varying the function ϕ(ψ). The bounds obtained for the L ∞ norms may be improved further for the case when the function ϕ(ψ) is linear in ψ. This is not too severe a restriction as the choice of function ϕ(ψ) is always up to the designer. Performance characteristics of the system for this case are formulated in Proposition 1. 
Furthermore, let Assumption 1 hold, function α(x, t) be locally bounded with respect to x and uniformly bounded in t; for any bounded x there exist such
and function α(x, t) is persistently exciting:
where I ∈ R d×d -identity matrix. Then P7) both ψ(x(t), t) and θ −θ * converge exponentially fast to the origin.
It follows from Proposition 1 that if ϕ(ψ) = Kψ then the estimate of the upper bound sup t≥t ′ |ψ(x(t), t| as a function of t ′ for ψ(x(t), t) in system (16) exponentially converges into the domain determined by the parametric uncertainty, the values of controller parameters K, and adaptation gain Γ. Notice that this domain can be made arbitrary small, subject to the appropriate choice of the values of K and Γ. The rates of convergence are given by P6). In the case of persistent excitation an even stronger property is established.
The system is shown to be exponentially stable with respect to the target manifold ψ(x, t) = 0 and point θ(t) =θ * if additional assumption (18) holds for the functions z(x, θ, t) and α(x, t). Inequality (18) along with Assumption 5 state that the difference z(x,θ, t) − z(x, θ, t) should be bounded (both from above and below) by two functions that are linear inθ − θ: Dα(x, t)
Despite such properties of the algorithms (15) as improved transient performance of the closed loop system and their ability to deal with nonconvexly parameterized models, the algorithms (15) are not realizable in the form of differential equations, as they depend on unknown parameters explicitly. It was proposed in [1] to use special filters to estimateψ. While the approach of [1] is acceptable for systems with nonconvex parameterization, control system performance may be suboptimal due to estimation errors.
The question is how to realize algorithm (15) in a form that depends on neither time-derivativeψ nor its filtered estimate explicitly, nor on anything implying knowledge of unknown parameters θ. Our solution, as mentioned in Section 1, is to use finite form (2) of the adaptive algorithms instead of differential form (15):
In the next section we study under what conditions one can represent algorithms (15) can be represented in finite form (2).
Adaptive Algorithms in Finite Forms
The outline of the section is as follows. We start from rather general case and formulate the conditions ensuring the realization of algorithm (15) in finite form explicitly, i.e., without any filters and further transformations of the closed-loop system. The conditions we impose involve the existence of the solutions of a system of partial differential equations. These assumptions are nontrivial to check for nonlinear model (4).
Their satisfaction, however, can be demonstrated for some special combinations of plant models and goal functions ψ(x, t). We provide examples of those nonlinear systems that satisfy these criteria. Further, we consider cascades of systems such that each subsystem in the cascade has a stabilizing adaptive control algorithm in finite form. For these systems we provide an iterative procedure resulting in a finite-form adaptive control algorithm for the whole cascade.
Next, we consider the case when an extension of the plant dynamics makes it possible to achieve a finiteform realization of the adaptive control algorithms for the extended system. We suggest to embed the plant dynamics into the extended system for which the conditions sufficient for finite-form realization are always met. By doing so we eliminate the necessity to find a solution of partial differential equations to realize the algorithm.
Explicit realization
Let us assume that in addition to the Assumptions 1-5, that are sufficient for system (16) to have the properties P1)-P7), the following hold Assumption 7 (Exact realizability) For the given functions α(x, t) and ψ(x, t) there exists function Ψ(x) such that the following hold:
Then realizations of the adaptive scheme described by equations (15) follow from the next theorem.
Remark 2 It is easy to see from (21) and the theorem proof that realization of the algorithmṡ
where β(x, t) is to guarantee at least existence of the solutions for the closed loop system, is also possible.
Indeed, in order to realize these algorithms it is sufficient to replace equations forθ I in (21) by the following:
One particular case of function β(x, t) = (1 + δ(t))ψ(x, t), δ : R + → R + , δ ∈ C 0 will be used later in What is important is that the number of integrators for both algorithms (15) and (21) is the same. The disadvantage, however, is that the functions Ψ(x, t) in Assumption 7 are not easy to find, if they exist.
Existence of such functions itself is another nontrivial issue. For instance, if dim x 2 = n and functions ψ(x, t), α(x, t) do not depend explicitly on time t, then the necessary conditions for the function Ψ(x) to exist is the symmetry of all matrices
Nevertheless, despite the obvious difficulties in finding those functions Ψ(x, t) that satisfy Assumption 7
there are several classes of dynamical systems with certain structural properties that automatically reduce Assumption 7 to more simple and easily verifiable requirements.
Corollary 1 (Single-dimension uncertainty-dependent partition) Let dim(x 2 ) = 1 and function ψ(x, t)∂α(x, t)/∂x n be Riemann-integrable with respect to x n , i.e., the following integral exists
Then there is a finite-form realization of algorithms (15) . ∂x has the finite-form realization. A more interesting example is the class of systems described by the following differential equations:
where function ϑ(x, θ) satisfies Assumption 5, which in turn is automatically satisfied if ϑ(x, θ) linearly parameterized or ϑ(x, θ) = ϑ(x T θ) and ϑ(·) is monotonic and belongs to a sector. In practice, the indefinite integral in (24) can also be replaced by
Equations of type (25) Another class of dynamical systems that automatically satisfy Assumption 7 is given by the following corollary.
Corollary 2 (Independence on partition L 2 ) Let function α(x, t) be independent on L 2 , i. e., for any x 2 ∈ L 2 the following holds:
then there is a finite-form realization of algorithms (15) .
Equality (26) is equivalent to the fact that the plant dynamics can be described by the following equationṡ
and
where λ : R m × R → R n−m is a differentiable function with known derivative ∂λ(x 1 , t)/∂t. Therefore it is possible to derive from Corollary 2 that every error model of the typė
where ω(t) : R → R n , ω ∈ C 1 is a function with known time-derivativesω(t), satisfies the sufficient conditions for the realization of algorithm (15) in finite form. Indeed, this follows directly from Assumption 5, as functions α(x, t) in this case are independent on x. Therefore if the derivativesα(t) are known, the finite form realization follows immediately from
This fact along with decomposition (27), will be used later when dealing with the approximate realizations of algorithms (15) .
Assumption 7 can be relaxed for linearly parameterized systems. In order to ensure that properties P1)-P7) of Theorem 1 hold for the adaptive system it is not necessary that the realizations exactly obey equation (15) . Indeed, every algorithm in the following forṁ
where γ(x, t) ∈ R d×d is a nonnegative definite matrix, locally bounded in x and continuous and uniformly bounded in t 6 , has at least the same properties as algorithms (15) (see the proofs of Theorem 1 and Propositions 1). Despite that the parametersθ * are unknown we will show that realization of (29) is possible for a class of nonlinear dynamical systems. Moreover, in order to realize these algorithms it is sufficient to require slightly weaker assumption than equality (20) .
where function η : R n → R n×d in (30) is locally bounded with respect to x and can be represented as follows
The earlier introduced notation x = x 1 ⊕ x 2 applies, where
and L 1 , L 2 are uncertaintyindependent and uncertainty-dependent partitions of system (3) respectively.
with the following properties
Then there is the following finite form realization of algorithm (29) :
To illustrate the application of Theorem 2 consider the following system:
Let the control goal be to steer the system state to the manifold x 3 = 0. Therefore one can choose ψ(x) = x 1 + x 2 = 0 as the auxiliary control goal that ensures asymptotic reaching of the original control goal. Notice
is described as followsψ
Functions α(x) and ν(x) are defined as
Partial derivative ∂Ψ(x 1 ⊕ x 2 )/∂x 2 can be written as follows
Notice that
Furthermore, matrix χ(x)ν(x) ≤ 0 and therefore the finite-form realization of the adaptive algorithms (29) is possible for the plant model (33) even if Assumption 7 is not satisfied. The adaptation algorithm for this case is given as follows:
Before we conclude this section we would like to consider another important class of systems for which Assumption 7 can be relaxed. Let us consider the following cascadė
and derivativesω i (t) are known. The goal is to reach the following manifold ψ 1 (x 1 , t) = 0, where function ψ 1 (x 1 , t) ∈ C 2 is uniformly bounded in t. Notice that because the functions f i (x i , θ i ) are nonlinear in θ i , we cannot apply here the conventional backstepping design procedures [6] without involving extra nonlinear damping terms, which is considered undesirable. It is possible, however to design an adaptive controller for system (34) using the adaptive algorithms in finite form. This follows from the next theorem:
Theorem 3 (Finite Forms for a Cascade) Let the following system be given:
where Assumptions 5, 6 for the functions
uniformly bounded with respect to t and let the following hold:
2) properties P1)-P7) hold for system (35) with respect to the function ψ 2 (x 2 , t);
The adaptive control algorithm for cascade (35) is given by equations (95), (96) in Appendix 2.
Remark 4 It is easy to see from the theorem proof that the requirements
can be replaced by ones stipulating continuous differentiability of these functions only as many times as it is necessary to show smoothness of both α ν (x 1 , t) and ψ ν (x 1 , x 2 , t) with respect to x 1 (this is sufficient for existence of Ψ ν (·)). In our case it is enough to require that all functions belong to C 2 . On the other hand, continuity of the derivatives ∂αi(xi,t) ∂xi required in Theorem 3 can be replaced by the assumption of existence of the following indefinite integrals:
Remark 5 Assumptions of Theorem 3 guarantee existence of the integrals
for every smooth ψ i (x i , t) and finite x i (t). Therefore, according to Theorem 2, this is equivalent to the following claim: given a smooth function ψ(x i , t), for each systeṁ
there exists an adaptive control algorithm in finite form:
and functions ϕ i : R → R satisfy Assumption 4. This observation simplifies the design of adaptive algorithms in finite form. Instead of checking Assumption 7 imposed by Theorem 2 for the whole system (35), one can verify the equivalent assumption for every subsystem (37). This turns out to be simply the conditions of existence of integrals (36).
So far the simplified conditions for existence of the adaptive algorithms in finite form were derived from Theorem 2 for those classes of nonlinear systems that admit certain structural properties, like single dimension uncertainty-dependent partition (Corollary 1 and equation (25)), independence of z(x, θ, t) on uncertainty-dependent partition x 2 (Corollary 2, equation (27) and error model (28)), or cascades of systems like (34). These structural properties allowed us to reduce Assumption 7 to at most integrability of a function with respect to a single scalar argument. This rather simple test, however, is only sufficient (but not necessary) to clarify existence of adaptive control algorithms with improved transient behavior and ability to deal with nonconvex parameterization. On the other hand, it is natural to expect that there are classes of systems that can be reduced to the considered cases, for which algorithms in finite form already exist. In the next section we present a technique that allows us to transform a nonlinear dynamical system into a form that obeys these sufficient conditions.
Asymptotic Design via Embedding
The main idea behind the extension of the results of the previous paragraph to a broader class of nonlinear systems is as follows. Instead of trying to find a general solution of the equations (20) in the Assumption 7 (which is nontrivial task even if a solution exists), we would like to transform the original equations into a form that satisfies much weaker requirements considered in Corollaries 1, 2 and Theorem 3. This transformation should not necessarily be a one-to-one diffeomorphism, but the control goal reaching in the new state space should guarantee reaching of the control goal for the original system. One way to assure this is to embed the original system dynamics into one of a higher order, for which a finite form realization of adaptive control algorithms is possible.
Let us represent the partitioned system (6) in the following way:
Using the notations above, we introduce the following assumption Assumption 8 There exist 1) partition of the state vector x
2) system of differential equationsξ
such that the following holds
for any θ ∈ Ω θ and t ∈ R + along the solutions of the original system (4) .
In addition to Assumption 8, we would like to formulate two alternative assumptions which, if satisfied, will result in two different adaptation schemes with different performance and robustness properties.
Assumption 9
Let system (39) be given and
along the solutions (4), (39).
Assumption 10 Let system (39) be given and
for any θ ∈ Ω θ , t > 0 along the solutions of (4), (39).
The sufficient conditions for the desired embedding follow from the next theorem.
Theorem 4 (Embedding Theorem) Let function ψ(x, t) be given and Assumptions 1-6, 8 hold for system (4). Then for the extended systemẋ
there exists control function u(x, h ξ ,θ, t)
and adaptation algorithms 7 of the typeθ(x, t) = Γ(θ P (x, t)+θ I (t)), Γ > 0 such that the following statements hold:
P8) if |ϕ(ψ)| ≥ K|ψ|, K > 0 and Assumption 9 holds then
then ψ(x, t) converges with upper bound
where ∆ 0 is an arbitrary small positive constant and λ > 0 is the algorithm parameter which can be made arbitrary small.
P9) if Assumption 10 holds then
if in addition derivatives ∂ψ(x, t)/∂x, ∂ψ(x, t)/∂t are uniformly bounded in t and z(x, θ, by h ξ (ξ). Therefore, in principle, embedding of the original system dynamics into that of a relatively high order is desired if improved performance and extended applicability are required.
Theorem 4 offers a possible way to facilitate the search for the function Ψ(x, t) satisfying partial differential equation (20) as defined in Assumption 7. We replace the problem by one of searching for the embedding (43) which satisfies Assumption 8 and 9 or 10. The main obstacle, finding a solution to equation (20) , is replaced with problem (40), the complexity 8 of which should be reduced as dim x ′ 2 < dim x 2 if the embedding into higher-order dynamics is used.
8 Under reduced complexity we meant here that the number of equations in the system is reduced
where vector x 1 ⊕ h ξ stands for the uncertainty-independent partition in the extended state space, and
Notice also that by the appropriate choice of the dimensions of vectors ξ and h ξ (dim h ξ = dim x After obtaining computable function Ψ(x, t), the remaining problem is that one should find such extension Finding extension (39) that ensures boundedness (and square integrability) of the differences
is not an easy problem (taking into account that partition x ′′ 2 is also uncertainty-dependent). It is possible to solve it using specially designed adaptive or high-gain auxiliary subsystems that track the ref-
erence signals x ′′ 2 with the desired performance:
then the suitable extension is defined by the following system:
where ξ = ξ 1 ⊕ ξ 2 andλ(x, ξ, t) = sup θ∈Ω θ λ 1 (x, ξ, θ, t) + sup θ∈Ω θ λ 2 (x, ξ, θ, t). To show this, it is sufficient to consider the following Lyapunov's candidate:
Combining the results of Theorem 4 and those formulated in Theorem 3 our approach can be extended to the following class of cascade systems:
i. e. to systems in lower-triangular form.
Theorem 5 (Finite Forms for Lower-Triangular Systems)
Let the following system be given:
and functions ω 1 (t), ω 2 (t) be bounded. In addition, let there exist
that satisfy Assumptions 5, 6 for the functions f 1 (x 1 , ω 1 (t), θ 1 ) and f 2 (x 1 , x 2 , ω 2 (t), θ 2 ), respectively. Fur-
, uniformly bounded with respect to t and ψ 1 (
θ(x 1 , x 2 , t) and u(x 1 , x 2 ,θ, t) such that
Moreover, if
The theorem shares some of the statements of Theorem 3 formulated for the class of systems given by (35). It also extends the applicability of algorithms in finite form to those systems described by (49).
Relying entirely on both Theorems 3 and 4, Theorem 5 allows us to design adaptive control for the cascades with nonlinear parameterization without the need for damping the nonlinearities. However, performance is weaker. For instance, decrease (non-increase) of the term θ −θ(t) 2 Γ −1 is not guaranteed in this case.
Nevertheless, adaptive control algorithms in finite forms, in addition to their ability to cope with nonlinear parameterization, still guarantee certain improvements in performance. For instance, square integrability of the control efforts due to adaptation
What is important is that the upper bounds of L 2 norms for ϕ(ψ)
andψ which can be derived from Theorem 2 have the same value for both ϕ(ψ) andψ.
In the next section we discuss possible outcomes of our method and its place among published results in the field.
Discussion
The method proposed in this paper suggests a new methodology to design adaptive control algorithms.
This method is different from conventional approaches, as it is not restricted from the very beginning by realizability issues. While in conventional parametric adaptive control the realizability of adaptation schemes in differential form determines the properties of the resulting systems (including poor performance and restricted applicability), in our method we first determine the desired properties of the controller (Theorem 1, Proposition 1 and Lemmas 1 -3) and only then deal with the realizability problem (Theorems 2-5, Proposition 2 and Corollaries 1, 2). To realize the adaptation algorithms that do not satisfy the explicit realizability conditions formulated in Assumption 7, we embed the original system into a system of higher order. This system should satisfy a priori certain structural conditions that are formulated in Corollaries 1 and 2. These two ideas (design of the algorithms aiming the properties disregarding realizability, and embedding to realize them) result in a new method, which was shown to be applicable for a sufficiently large class of nonlinear systems with nonlinear parameterization like those, for instance, given by systems (48).
The adaptation algorithms themselves are realized in algebraic-integral form (or finite form). Though we introduced these algorithms in a way that is different from the original paper [25] , they still belong to the same class. Our proposal to design the adaptation schemes is consistent with the recent trends in adaptive control, for instance, [28] , where nonlinear controllers are proposed to adaptively stabilize the linear plants.
It is easy to see that our algorithms when derived for linear systems will also result in nonlinearities in the controller. These nonlinearities are to be introduced, in particular, to improve the performance of the adaptive system. In contrast to [28] , we show not only that the L 2 and L ∞ norm bounds are computable for the state vector, but also that properties P1)-P7) are ensured, which for instance guarantees thatψ ∈ L 2 . It is worthwhile to mention that at least for the classes of dynamical systems considered in this paper the present results regarding performance and nonconvex parameterization confirm the hypothesis of [19] that nonlinear proportional-integral controllers show better performance than conventional adaptive gradient schemes.
Thus far we considered applicability conditions of our approach to systems that satisfy either conditions for explicit realizability formulated in Assumption 7, Corollaries 1, 2 and Theorem 3 for the cascades (35), or those formulated in Assumptions 8-10 for adaptive control design via embedding. For the last case, besides the general result formulated in Theorem 4, we considered its application to systems which have either linear parameterized partition x ′′ 2 or belong to the class of models in lower-triangular form.
To extend the results of Theorem 4 to a broader class of systems a procedure for generating extensions like (39) is necessary, ensuring that either Assumption 9 or 10 holds. Taking into account the nonlinear parameterization of the original system it is not easy to design an extension for general nonlinear systems within the parametric adaptive control paradigm. On the other hand, it may be possible to use sliding-mode or high-gain control tracking subsystems that are capable of generating the suitable outputs satisfying the requirements of Assumptions 8, 9 or 10. No damping or discontinuities will be injected directly into the control function, as the damping terms will be smoothed through integration of the integral termsθ I of the controller parametersθ(x, ξ, t). This makes it possible to achieve a certain balance between both results for robust and parametric adaptive control within a single controller. The former can be used when generating suitable extensions, thus providing the "informative" part of the control, whereas the latter is used for generating control inputs which are smooth and without unnecessary damping terms. 
has finite L 2 → L ∞ gain with respect to input υ and state x. Then u(x,θ) = p(x) − f n (x,θ) and algorithms (23) with β(x, t) = p(x) and ψ(x, t) = x n guarantee at least boundedness of x without explicitly requiring any knowledge of the particular Lyapunov function that is necessary for the standard approach (these Lyapunov's functions usually are taken into account in the attainability conditions [3] or standard certainty-equivalence assumptions).
Examples
In this section we illustrate the proposed method to design adaptive control algorithms with two examples.
Example 1
To illustrate the application of Theorems 2 and 3 we consider the following problem. Let the nonlinear
be given and parameter θ is unknown a-priori. The goal is to derive a control function u which ensures that lim t→∞ x 1 (t) = 1 and x 2 is bounded. Hence the target manifold is defined as ψ 1 (x) = x 1 − 1 = 0.
It is clear that the conditions of Theorem 3 are satisfied. Let us follow the steps of Theorem 3 proof to derive the adaptation algorithm. These steps are in fact the steps of the recursive procedure that derives new error function ψ(x, t) with the following properties:
First, we design function
Consider the following target manifold:
It follows from (51) that
The derivativeψ:
Because of this, control function
turns system (50) into the following error model
where α(x 1 , t) = (1 + 5x
Function α(x 1 , t) is differentiable with known derivatives ∂α(x 1 , t)/∂t. Therefore, according to Theorem 2, one can design the adaptation algorithm for system (53) as follows:
where In order to compare the performance of the system with adaptive control algorithm (52), (54) we consider also adaptive backstepping control schemes presented in [29] and those with tuning functions reported in [30] .
Furthermore, we would like to compare the results of our adaptive control with the backstepping controller designed for system (50) under assumption that parameter θ is known:
Adaptive backstepping design for system (50) according to [29] leads to the following control algorithṁ
Adaptive backstepping with tuning functions [30] results in
We simulated the system dynamics with the following values of initial conditions and unknown parameter θ:
The values of initial conditionsθ 0,I (0) andθ I (0) were chosen to satisfyθ 0,P +θ 0,I = 3,θ P +θ I = 3 for the sake of consistency. As shown in Figure 1 , adaptive algorithms in finite form (52), (54) outperform conventional adaptive algorithms. Furthermore, one can see that the improvement in performance is achieved with much smaller control efforts in comparison to the adaptive backstepping design.
Example 2
Let us now illustrate the application of Theorems 4 and 5. For this purpose we extend system (50) equations as follows:ẋ
The control goal is the same as in the previous example. To design adaptive algorithms in finite form for system (58) we follow the steps of Theorem 5 proof. We begin by determining the target function
where u(x 1 , x 2 ,θ, t) is defined in (52), (54). Let us consider the following control function
and the corresponding error model
where α 1 (x 1 ) = x 1 , α 2 (x 2 ) = x 2 . Notice that there is no such function Ψ(x 1 , x 2 , t) that satisfies Assumption 7 for the given α(x 1 , x 2 ) = (α 1 (x 1 ), α 2 (x 2 )) T and target function ψ 2 (x 2 , t). Indeed, According to Assumption 7 function Ψ should satisfy equations:
On the other hand, function Ψ(x, t) should have symmetric Hessian, which does not hold for this case. We will use the results of Theorems 4, 5 to avoid this difficulty in designing adaptive algorithms in finite form.
According to Theorem 5 there exists an adaptation algorithm and control function such that
This possibility is due to Theorem 4. Let us embed system (58) intȯ
where function f (x 1 , x 2 , ξ 2 , t) is to be defined later. System (58) does not have an uncertainty-independent partition of x. Therefore we would like to design vectorx (see formulation of Assumption 8) as follows:
. Notice also that there exists a function
such that
Furthermore, boundedness of x 1 implies boundedness of ξ 2 therefore, Assumption 8 is satisfied.
Consider
Control function (62) transforms system (58) error dynamics intȯ
Hence if we choose function f (x 1 , x 2 , ξ 2 , t) such that α 1 (
will be satisfied as well. Therefore, we choose function f (x 1 , x 2 , ξ 2 , t) in the following form:
where parameterθ 3 can be adjusted by use of any conventional gradient rules which guarantee that
On the other hand, having in mind the possibility of nonconvex parameterization in the first equation,
we would like to use adaptive algorithms in finite form to tune the parameterθ 3
To complete the adaptive controller design we should derive the adjustment rules forθ 1 andθ 2 for the given ψ 2 (x 2 , t) and α(x) = (α 1 (ξ 2 ), α 2 (x 2 )):
As in the previous example we would like to compare performance of the proposed adaptation scheme with adaptive backstepping control algorithms. Adaptive backstepping design for system (58) according to [29] results in the following control algorithṁ
We simulated the adaptive system dynamics for the following set of parameters and initial conditions To illustrate the ability of our algorithms to deal with nonlinear parameterization, we change (58) tȯ
Nonlinearity tanh(x 1 θ 1 + x 2 θ 2 ) satisfies Assumption 5 with respect to function α(x) = (x 1 , x 2 ) T and, in addition, Assumption 6 is also satisfied for any bounded x 1 and x 2 . Then according to Theorem 5, control function
along with (63), (64) guarantees that We proposed a new method to design adaptive control algorithms with improved performance for nonlinear systems with linear and nonlinear parameterization. For plants with nonlinear parameterization, the nonlinearity should satisfy Assumptions 5. Sometimes we require a stronger assumption, such as the combination of both Assumption 5 and 6. These assumptions restrict the class of admissible nonlinearities to those that have a linear growth property and are monotonic with respect to their parameters.
In contrast to existing adaptive control schemes that start designing the adaptive control algorithms in differential form and prohibit any use of the derivatives in the parameter tuning procedures, we first search for the desired augmentation of the error, which may result in non-realizable schemes if used in the adjustment algorithms in the differential form. Having obtained the desired augmentations which satisfy the given performance measure, we then search for realizations of these algorithms in the integral-algebraic, or finite form. The conditions obtained for explicit realization of the algorithms are given. These conditions are formulated in Assumption 7. They are not easy to satisfy if we try to solve equation (20) for the functions ψ(x, t) and α(x, t) in general form. However, they can be replaced by simple and easily verifiable tests as Reimann integrability of a function with respect to the single scalar argument. This is possible, however, only for those ψ(x, t) and α(x, t) that inherit additional structural requirements like these formulated in Corollaries 1 and 2. Besides this, it was shown that explicit realization is possible also for cascades (34) if for each single equation there exist stabilizing adaptive control algorithm in finite form.
To make the method applicable for a broader class of nonlinear systems, we propose to embed the system dynamics into one of a higher order. The extended system combines plant equations with equations of a special auxiliary adaptive tracking subsystem. It is possible to show that the extension allows us to decrease the dimension of (20) in Assumption 7, thus significantly reducing the complexity of the problem (for the illustration we would like to refer to Example 2 considered in the paper). Furthermore, it is necessary to point out that if for any partitions of vector x it is possible to design the extension satisfying (42), then one can sequentially transform the original equations (20) for the extended system to ones satisfying the assumptions of Corollaries 1 and 2. These equations have been shown to satisfy the sufficient conditions for the finite-form realization of adaptive algorithms. To illustrate the results of Theorem 4, we present its application to the cases with linearly parameterized partition x ′′ 2 and for cascades (49) (equations (47) and Theorem 5). For these cases under the mild integrability assumptions of a function of the single scalar argument, it is shown that the desired embedding (or extension) of the system dynamics into that of a higher order always exists and the control function designed for the extended system guarantees reaching of the original control goal. Though we considered only those auxiliary tracking subsystems that are based on parametric adaptive control schemes, any other available design (i. e., sliding-mode or robust control based tracking) of the extension is admissible as long as no discontinuities or damping terms are used explicitly in the control function. The non-parametric adaptive/robust design of the auxiliary subsystem seems to be even more preferable, as in principle it does not depend on the way the unknown parameters enter the plant model.
In the present article we hope to have extended the scope of applicability and performance of adaptive control algorithms. One important restriction applies to our results, however. They are valid only for full-state feedback cases. Extension of the results to the output-feedback case remains a topic for a future study.
Lemma 1 proof. Consider the following function
It's derivative satisfies the following (z(x, θ, t) − z(x,θ, t) + ε(t) = ϕ(ψ) +ψ due to equation (69)):
From Assumptions 5, 6 it follows that
where ∆ 1 , ∆ 2 > 1. In the lemma conditions δ, ε ∈ L ∞ . Therefore, taking into account estimate (74), derivativeV is negative-definite for any ψ,θ that belong to the following set:
Henceθ is bounded. Moreover ψ(x, t) is also bounded due to the assumption that |ϕ(ψ)| > K|ψ|.
To prove the rest of the lemma notice that if ε, δ → 0 as t → ∞, then there exist t 1 > 0 and arbitrary small ∆ > 0 such that for any t > t 1 set Ω t>t1 can be written as follows
The lemma is proven.
Let ε ∈ L 2 and d(t) ≡ 0. In this case it is possible to show that the control goal is reached in the closed loop system with algorithm (15) . This is summarized in the next Lemma 2 Let the error model be given by equation (69), ε ∈ L 2 and Assumptions 1, 3-6 hold for ε(t) ≡ 0.
Then ψ(x, t) is bounded and furthermore
is bounded and function z(x,θ, t) is locally bounded with respect to x,θ, uniformly bounded with respect to
Consider the following function
Its time-derivative can be written as follows:
Then taking into account inequality (73) we can write the following estimate forVθ:
It follows from (75) that z(x,θ, t) − z(x,θ * , t) ∈ L 2 . Let us introduce the following function
where ∆ ∈ R, ∆ > 0. Notice that
where (ψ,θ,θ * ) is defined as in (72). Furthermore, notice that adaptation algorithm (15) follows from equation (70) for λ = 0 and δ(t) ≡ 0. Then taking into account estimate (74) and letting ∆ 1 = ∆ 2 = ∆ we can derive from (74) that
In addition it follows from (75) thatθ is bounded. According to Assumption 1 state x is bounded as ψ(x, t) is bounded. Thenψ is bounded if ε(t) is bounded and function z(x, θ, t) is locally bounded. Hence applying Barbalatt's lemma we conclude that ψ(x, t) → 0 as t → ∞.
Before concluding the section we formulate the next lemma Lemma 3 Let the following error model be giveṅ
where δ : R + → R + , δ ∈ C 0 , Assumptions 3-5 hold for δ(t) ≡ 0 and adaptation algorithm satisfy equation
Lemma 3 proof. The lemma proof is very simple. Consider Lyapunov's candidate (72) for D 1 = 0. Its time-derivative satisfies:
The rest of the proof is based on using the Barbalatt's lemma (similar to the proof of Lemma 2). The Lemma is proven.
Appendix 2
Theorem 1 proof. Let us consider the following positive-definite function
Its time-derivative according to equations (16) can be derived as follows:
According to Assumption 5 and equality (11) it is easy to see that
Therefore Vθ is non-increasing (property P2) is proven). Furthermore, integration ofVθ with respect to time results in
Function Vθ is non-increasing and bounded from below as Vθ ≥ 0, therefore
Hence (ϕ(ψ) +ψ) = (z(x, θ, t) − z(x,θ, t)) = (z(x,θ * , t) − z(x,θ, t)) ∈ L 2 (property P3)).
To prove property P1) let us consider the following function:
Function V (ψ,θ) is positive-definite with respect to ψ(x, t) andθ −θ * because of Assumption 4. Its timederivative obeys inequality:
Therefore, function V (ψ,θ,θ * ) is bounded and non-increasing. Furthermore
or, equivalently,ψ(t) ∈ L 2 , ϕ(ψ(t)) ∈ L 2 . Hence, property P1) is proven as well. The L 2 norm bounds (17) for ϕ(ψ) andψ follow immediately from inequality (80):
The L ∞ norm bound for ψ(x(t), t) results from the inequality:
In addition notice that function Λ defined in (14) is monotonic and nondecreasing. Then
To prove property P4) notice that function V (ψ(x(t), t),θ(t),θ * ) is bounded. Hence by Assumption Assumption 4 function ϕ(ψ) ∈ C 0 and therefore it is bounded as well given that ψ is bounded. Henceψ is bounded and by applying Barbalat's lemma one can show that ψ(x(t), t) → 0 at t → ∞. Property P4) is proven.
To compete the proof consider the difference z(x, θ, t)− z(x,θ, t).
is differentiable in x, θ; derivative ∂z(x, θ, t)/∂t is bounded uniformly in t; function α(x, t) is locally bounded with respect to x and uniformly bounded with respect to t, then d/dt(z(x, θ, t) − z(x,θ, t)) is bounded. On the over hand there exists the following limit
is non-decreasing and bounded from above. Hence by Barbalat's lemma it follows that z(x, θ, τ ) − z(x,θ, τ ) → 0 as t → ∞. Notice also that ψ(x(t), t) → 0 as t → ∞. Thenψ → 0 as
The theorem is proven.
Proof of Proposition 1. Consider the following integral
It was shown in Theorem 1 proof that
along system (16) solutions. Let us define µ(t) =ψ(t) + ϕ(ψ(t)). In the other wordṡ
According to the proposition conditions, ϕ(ψ) = Kψ, one can derive the solution of equation (81) as follows
Hence
Property P6) is thus proven. In order to prove property P7) consideṙ θ = Γ(ψ + ϕ(ψ))α(x, t) = Γ(z(x, θ, t) − z(x,θ, t))α(x, t). 9 We substitute the arguments of the functionsψ(·) and ψ(·) by t meaning that we consider them as the functions of time.
Therefore, there exists
Consider the integral Γ
where α(x(t), t) is persistently exciting. For any t > L there exists integer n ≥ 0 such that t = nL + r, r ∈ R, 0 ≤ r < L. Therefore
Then taking into account (83) one can write
i. e.θ(t) converges toθ * exponentially fast. It means that there exist positive constants λ > 0, λ = K and
It follows from Theorem 1 that ψ(x(t), t) is bounded. In addition due to Assumption 1 we can conclude that
x is bounded as well. By the proposition assumptions function α(x, t) is locally bounded with respect to x and uniformly bounded in t. Therefore, there exists
can derive from (81) the following estimate
The proposition is proven.
Proof of Theorem 2. The theorem proof is quite straightforward and follows from explicit differentiation of functionθ(x, t) with respect to time:
According to Assumption 7 ∂Ψ(x, t) ∂x 2 = ψ(x, t) ∂α(x, t) ∂x 2 .
Then taking into account (86), we can obtain
Notice that according to the proposed notations we can rewrite the term
in the following form:
Hance it follows from (21) and (87) that
Proof of Proposition 2. Let conditions (31) hold instead of Assumption 7 and plant mathematical model be given by system (30) . It follows from equations (86) and (31) that
According to (30) term χ(x)ẋ 2 in (88) can be written as
Then taking into account equations (32) and (88) we can obtain that
Proof of Theorem 3. Let a smooth function ψ(x i , t) be given, then according to the assumptions of the theorem (α i (x i , ω i (t), t) ∈ C 1 ) we can conclude that the following integral exists
Therefore, according to Theorem 2 control functions u i (x i ,θ i , t)
with ϕ i : R → R satisfying Assumption 4, guarantee that ψ i (x i , t),ψ i ∈ L 2 for each systeṁ
Consider the following systemẋ
and let us first derive such function ν(x 1 , x 2 , t) which ensures that ψ 1 (x 1 , t),ψ 1 ∈ L 2 . It follows from Lemma
Let us design the function ν(x 1 , x 2 , t) such thaṫ
Let function ν(x 1 , x 2 , t) be
where functionθ ν (x 1 , x 2 , t) is to be defined later. Define
It is clear that function α ν (x 1 , t) satisfies Assumption 5 with respect to function
Notice that system (90) belongs to the class that satisfy assumptions of Corollary 2. Therefore, the algorithm
along with control function (92) guarantees that ψ ν (x 1 , x 2 , t),ψ ν ∈ L 2 . This in turn implies that ψ 1 (x 1 , t),ψ 1 ∈ L 2 . In order to design the control input for the whole system (35) let us choose the following goal function
Control function u(x 1 , x 2 , t) = −ϕ(ψ 2 (x 2 , t)) − ν(x 1 , x 2 , t) − f 2 (x 2 , ω 2 (t),θ 2 )
ensures the following error dynamicṡ ψ = −ϕ(ψ 2 (x 2 , t)) + f 2 (x 2 , ω 2 (t), θ 2 ) − f 2 (x 2 , ω 2 (t),θ 2 ).
Furthermore, it can be seen that algorithm θ 2 (x 2 , t) = γ 2 (θ 2,P (x 2 , t) +θ 2,I (t)) θ 2,P (x 2 , t) = ψ 2 (x 2 , t)α 2 (x 2 , t) − Ψ 2 (x 2 , t) θ 2,I = ϕ(ψ 2 (x 2 , t))α 2 (x 2 , t) + ∂Ψ 2 (x 2 , t) ∂t − ψ 2 (x 2 , t) ∂α 2 (x 2 , t) ∂t
is the finite form realization ofθ 2 = γ 2 (ψ 2 +ϕ(ψ 2 (x 2 , t)))α 2 (x 2 , t). Hence if γ 2 > 0 and function ϕ(·) satisfies Assumption 4 then ψ 2 (x 2 , t),ψ ∈ L 2 and ψ 2 (x 2 , t) is bounded.
The fact thatψ ∈ L 2 means thatẋ 2 = ν(x 1 , x 2 , t) + µ 2 (t), where µ 2 (t) ∈ L 2 . According to equations (91) and (92) the following holds:
ψ ν = −ϕ ν (ψ ν ) − ∂u 1 (x 1 , t) ∂x 1 (f 1 (x 1 , ω 1 (t), θ 1 ) − f 1 (x 1 , ω 1 (t),θ ν (x 1 , x 2 , t))) + µ 2 (t)
Taking into account that µ 2 ∈ L 2 and equations (93), we can apply Lemma 2 to the error model (97) and conclude that signalsθ ν is bounded and ψ ν (x 1 , x 2 , t) is bounded as well. In addition, ψ ν ,ψ ν ∈ L 2 . It means that x 2 = u 1 (x 1 , t) + µ 1 (t), where µ 1 (t) ∈ L 2 . Given that u 1 (x 1 , t) satisfies (89) and invoking Lemma 2 again we obtain that both ψ 1 (x 1 , t) andθ 1 (x 1 , t) are bounded. Furthermore, ψ 1 (x 1 , t) → 0 as t → ∞ (by Barbalatt's lemma) and ψ 1 (x 1 , t),ψ 1 ∈ L 2 .
Notice that because of boundedness of function ψ 1 (x 1 , t) the variable x 1 is bounded and taking into account thatθ 1 is bounded we can conclude that u 1 (x 1 , t) is bounded. Moreover it was shown that ψ ν = x 2 − u(x 1 , t) is bounded. Hence x 2 is bounded as well. Therefore, statement 1) of the theorem is proven.
Taking into account boundedness of x 1 and x 2 , statement 2) follows explicitly from Theorem 1. Furthermore, notice thatẋ 2 is bounded and ν(x 1 , x 2 , t) is bounded as well. Therefore, µ 2 is bounded and by Lemma 2 the following holds: ψ ν (x 1 , x 2 , t) → 0 as t → ∞. The last implies that x 2 → u 1 (x 1 , t) as t → ∞. In addition, notice that if ψ(x 1 , t) → 0 as t → ∞ implies that x 1 → 0, then (due to the continuity of f 1 (x 1 , ω 1 (t), θ 1 ) in x 1 and boundedness of ω 1 (t) andθ 1 ) u(x 1 , t) → 0 as t → ∞. This proves statement 3). The theorem is proven.
Proof of Theorem 4. To prove the theorem, first notice that control function (44) provides the following error model dynamicsψ = −ϕ(ψ) + z(x, θ, t) − z(x,θ, t),
where z(x,θ, t) = L ϑ(x,θ) ψ(x, t).
By adding and subtracting the function z(x, θ, t) from the right-hand side of (98) we get the following: ψ = −ϕ(ψ) + z(x, θ, t) − z(x, θ, t) + z(x, θ, t) − z(x,θ, t),
where the difference z(x, θ, t)−z(x, θ, t) is bounded due to Assumption 9. Denote ε(t) = z(x, θ, t)−z(x, θ, t), thenψ = −ϕ(ψ) + ε(t) + z(x, θ, t) − z(x,θ, t),
where ε ∈ L ∞ . Denotef
Let us consider the following adaptation algorithm:
θ(x,x, t) = Γ(θ P (x,x, t) +θ I (t)), Γ > 0 θ P (x,x, t) = ψ(x, t)α(x, t) − Ψ(x, t) θ I = ϕ(ψ(x, t))α(x, t) + ∂Ψ(x, t) ∂t − ψ(x, t) ∂α(x, t) ∂t − ψ(x, t)Lf α(x, t) − Lf Ψ(x, t) − (ψ(x, t)Lgα(x, t) − LgΨ(x, t)) u(x, h ξ ,θ, t) − λθ(x, t),
where λ > 0. Differentiation of functionθ P with respect to time leads to: θ P (x,x, t) =ψ(x, t)α(x, t) + ψ(x, t)α(x, t) −Ψ(x, t) =ψ(x, t)α(x, t) + ψ(x, t) ∂α(x, t) ∂t − ∂Ψ(x, t) ∂t 
Taking into account (100) and (38) we can rewrite (101) as follows:
θ P (x,x, t) =ψ(x, t)α(x, t) − ∂Ψ(x, t) ∂t + ψ(x, t) ∂α(x, t) ∂t + ψ(x, t)Lf α(x, t) − Lf Ψ(x, t) +
(ψ(x, t)Lgα(x, t) − LgΨ(x, t)) u(x, h ξ ,θ, t) + ψ(x, t) ∂α(x, t)
Notice also that according to Assumption 8:
∂Ψ(x, t) ∂x ′ 2 = ψ(x, t) ∂α(x, t) ∂x 2
and (ψ(x, t)−ψ(x, t))L ν ′ (x,θ) α(x, t) ∈ L ∞ due to Assumption 9. Denoting (ψ(x, t)−ψ(x, t))L ν ′ (x,θ) α(x, t) = δ(t) and using equalities (102) and (100) we can derive thaṫ θ = Γ(θ P +θ I ) = Γ((ψ + ϕ(ψ(x, t)))α(x, t) + δ(t) − λθ),
where function δ(t) is bounded. Let us define the extended state space vector q = x ⊕ ξ. Furthermore, we define z q (q, θ, t) = z(x, θ, t), α q (q, t) = α(x, t), ψ q (q, t) = ψ(x, t). Given the chosen notations, Algorithm (103) can be written as follows:θ = Γ((ψ q + ϕ(ψ q ))α q (q, t) + δ(t) − λθ).
moreover instead of equation (99) we can writė ψ = −ϕ(ψ) + z q (q, θ, t) − z q (q,θ, t) + ε(t).
It is easy to see that Assumptions 5 and 6 hold for the extended system. Assumption 1 is also satisfied with respect to the goal function ψ q (q, t) due to hypothesis (41) in Assumption 8. Indeed,
Therefore, according to Assumption 9 and Lemma 1, we can conclude that ψ(x, t) is bounded and furthermore trajectories x, ξ are bounded as well. If, in addition ε(t), δ(t) → 0 as t → ∞ then ψ(x, t) converges into 
Let (106) holds, then P9) follows explicitly from Assumption 10 and Lemma 2 applied to (99) with algorithmθ (x,x, t) = Γ(θ P (x,x, t) +θ I (t)), Γ > 0 θ P (x,x, t) = ψ(x, t)α(x, t) θ I = ϕ(ψ(x, t))α(x, t) − ψ(x, t) ∂α(x, t) ∂t − ψ(x, t)Lf α(x, t) − (ψ(x, t)Lgα(x, t)) u(x, h ξ ,θ, t). (108) which is in fact algorithm (109) for λ = 0 and Ψ(x, t) ≡ 0. If (107) is true then according to Lemma 2,  algorithm (100) with λ = 0:
θ(x,x, t) = Γ(θ P (x,x, t) +θ I (t)), Γ > 0 θ P (x,x, t) = ψ(x, t)α(x, t) − Ψ(x, t) θ I = ϕ(ψ(x, t))α(x, t) + ∂Ψ(x, t) ∂t − ψ(x, t) ∂α(x, t) ∂t − ψ(x, t)Lf α(x, t) − Lf Ψ(x, t) − (ψ(x, t)Lgα(x, t) − LgΨ(x, t)) u(x, h ξ ,θ, t).
ensures P9) as well. The theorem is proven.
Proof of Theorem 5. Notice that the only difference between (49) and (35) is in the second equation.
Furthermore, if we could show existence of the control function u which guarantees that ψ 2 (x 2 , t) ∈ L 2 ∩ L ∞ andψ 2 ∈ L 2 ∩ L ∞ , where ψ 2 (x 2 , t) is defined by (94), then following the line of Theorem 3 we would be able to prove the theorem. Existence of the function ψ(x 2 , t) is guaranteed by the conditions imposed by theorem for α 1 (x 1 , ω(t), t) and f 1 (x 1 , ω(t)).
Let us therefore consider system (49):
where function u is to be chosen to guarantee that ψ(x, t) = ψ 2 (x 2 , t) : ψ(x, t),ψ ∈ L 2 ∩ L ∞ . It is desirable to notice that function f 2 ∈ C 1 and therefore the difference f 2 (ξ, x 2 , ω 2 (t), θ 2 ) − f 2 (x 1 , x 2 , ω 2 (t), θ 2 )
can be written as (ξ − x 1 )F 2 (ξ, x 1 , x 2 , θ 2 , t), where F 2 (ξ, x 1 , x 2 , θ 2 , t) = 1 0 ∂f 2 (S(ξ, x 1 , λ), x 2 , ω 2 (t), θ 2 ) ∂S dλ, u(x 1 , x 2 , ξ,θ 2 , t) = −ϕ(ψ(x, t)) + ν(x 1 , x 2 , t) − f 2 (ξ, x 2 , ω 2 (t),θ 2 ) and adaptation algorithm θ 2 (ξ, x 2 , t) = γ 2 (θ 2,P (ξ, x 2 , t) +θ 2,I (t)), γ 2 > 0, θ 2,P (ξ, x 2 , t) = ψ 2 (x 2 , t)α 2 (ξ, x 2 , t) − Ψ(ξ, x 2 , t) θ 2,I = ϕ(ψ 2 (x 2 , t))α 2 (ξ, x 2 , t) + ∂Ψ(ξ, x 2 , t) ∂t − ψ 2 (x 2 , t) ∂α 2 (ξ, x 2 , t) ∂t − ∂Ψ(ξ, x 2 , t) ∂ξ − ψ 2 (x 2 , t) ∂α(ξ, x 2 , t) ∂ξ ξ
That guaranteeψ ∈ L 2 . The rest of the proof is similar to that of Theorem 3. The theorem is proven.
