We study an initial value problem for a fractional differential equation using the Riemann-Liouville fractional derivative. We obtain some topological properties of the solution set: It is the intersection of a decreasing sequence of compact nonempty contractible spaces. We extend the classical Kneser's theorem on the structure solution set for ordinary differential equations.
Introduction
Differential equations of fractional order have recently proved to be valuable tools in the modeling of many physical phenomena [8, 12, 18, 19, 22, 23, 25] . There has also been a significant theoretical development in fractional differential equations in recent years; see the monographs of Kilbas et al. [14] , Miller and Ross [20] , Podlubny [21] , Samko et al. [24] , and for example, the paper of Kilbas and Trujillo [16] . c 2013 Diogenes Co., Sofia pp. 682-694 , DOI: 10.2478/s13540-013-0043-6
Very recently, some basic theory for initial value problems for fractional differential equations and inclusions involving the Riemann-Liouville differential operator was discussed, see for examples, Benchohra et al. [4] , B. Ahmad and J.J. Nieto [1] , D. Bȃleanu et al. [5, 6] and the references therein.
In this paper, we are concerned with the solutions sets of the following initial-type problem. Let b > 0 and α ∈ (0, 1] : D α y(t) = f (y(t)), t ∈ J := (0, b], lim t→0 + t 1−α y(t) = c.
(1.1)
Here D α is the usual Riemann-Liouville fractional derivative, f : R → R is a continuous function and c ∈ R gives the initial condition. Topological structure of the solution set for ordinary differential equations and inclusions is developed the recent monographs [9, 10] and in [11, 17] .
Our goal is to investigate the topological structure of the solution set of problem (1.1). The paper organized as follows. In Section 2 we give some general results and preliminaries and in Section 3 we present our main results.
Preliminary results
First, we recall some elementary notions and notations from geometric topology. For details, we recommend [9, 13, 17] . In what follows (X, d) and (Y, d ) stand for two metric spaces. Denote by P(
Definition 2.1. Let A ∈ P(X). The set A is called a contractible space provided there exists a continuous homotopy H :
if the identity map is homotopic to a constant map (A is homotopically equivalent to a point).
Note that if A ∈ P cv,cl (X), then A is contractible, but the class of contractible sets is much larger than the class of closed convex sets. Definition 2.2. A ∈ P(X) is a retract of X if there exists a continuous map r : X → A such that r(a) = a for every a ∈ A. Definition 2.3. A compact nonempty space X is called an R δ −set provided there exists a decreasing sequence of compact nonempty con-
Definition 2.4. A space X is called an absolute retract (in short X ∈ AR) provided that for every space Y, every closed subset B ⊆ Y and any continuous map ϕ : B → X, there exists a continuous extension g : Y → X of ϕ over Y, i.e. g(x) = ϕ(x) for every x ∈ B. In other words, for every space Y and for any embedding ϕ : X −→ Y, the set ϕ(X) is a retract of Y.
From Proposition 2.15 in [2] we have that, if X ∈ AR, then X is a contractible space.
Let us recall the well-known Lasota-Yorke approximation lemma (for more information, see [10, 13] ). Lemma 2.1. Let E be a normed space, X a metric space and F : X → E be a continuous map. Then, for each ε > 0, there is a locally Lipschitz map F ε : X → E such that
for every x ∈ X.
Next, we present a result about the topological structure of the solution set of some nonlinear functional equations due to N. Aronszajn and developed by F. Browder and Ch.P. Gupta in [3] (see also [2, Th. 1.2]).
Theorem 2.1. Let (X, d) be a metric space, (E, · ) a Banach space and F : X → E a proper map, i.e., F is continuous and for every compact K ⊂ E, the set F −1 (K) is compact. Assume further that for each ε > 0, a proper map F ε : X → E is given, and the following two conditions are satisfied:
Lemma 2.2. Let E be a Banach space, C ⊂ E be a nonempty closed bounded subset of E and F : C → E is an completely continuous map,
Since F is completely continuous map and K is compact, then there exists subsequence of {x n } n∈N , {y n } n∈N converging to (x, y) ∈ C × K respectively. Hence
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We recall Gronwall's lemma for singular kernels, whose proof can be found in Lemma 7.1.1 of [15] .
We now give some concepts of fractional calculus. Let 0 < α < 1. A function y : [0, ∞) → R has a fractional integral if the following integral
Main results
Denote by S(f, c) the set of all solutions of problem (1.1). We prove an Aronsajn-type result for this problem. We consider the following Banach space of continuous function
A norm in this space is given by
The following theorem is a simple variant of the classical Arzelà-Ascoli theorem. For A a subset of the space
. From Arzelà-Ascoli theorem, the set 
1)
has a unique solution x. Assume x is a solution of Problem (1.1). Then the solution set S(f, c) of (1.1) is contractible, hence an acyclic space.
is the unique solution of problem (3.1). In particular,
x, for λ = 0.
We prove that H is a continuous homotopy. Let (y n , λ n ) ∈ S(a, b) × [0, 1] be such that (y n , λ n ) → (y, λ), as n → ∞. We shall prove that H(y n , λ n ) → H(y, λ). We have
We consider several cases: (a) If lim n→∞ λ n = 0, then
Hence H(y n , λ n ) − h(y, λ) * ≤ y n − y * + y n −x [0,λnb] which tends to 0 as n → ∞. The case when lim n→∞ λ n = 1 is treated similarly.
(b) If λ n = 0 and 0 < lim n→∞ λ n = λ < 1], then we may distinguish between two sub-cases:
(i) y n ∈ S(f, c). This implies that for t ∈ [0, λ n b]
Using the continuity of f we find that for t ∈ [0, b],
Thus H(y n , λ n ) − H(y, λ) * → 0, as n → ∞. Therefore H is a continuous function, proving that S(f, c) is contractible to the point x.
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Our main result is the following Theorem 3.2. Assume the following condition
holds. Then the solution set
Thus F ix F = S(f, c). Now, show that S(f, c) = ∅. We shall show that N satisfies the assumptions of the alternative of nonlinear Leray-Schauder type. The proof will be given in several steps.
Step 1 : F is continuous.
Let {y m } be a sequence such that y m → y in C * ([0, b] , R). Then
Hence
Step 2 : F maps bounded sets into bounded sets in C * ([0, b] , R).
Indeed, it is enough to show that there exists a positive constant such that for each y ∈ B q = {y ∈ C * ([0, b], R) : y * ≤ q} one has F (y) * ≤ .
Let y ∈ B q . Then for each t ∈ (0, b], we have
Step 3 : N maps bounded set into equicontinuous sets of C * ([0, b], R).
Then
As τ 2 −→ τ 1 the right-hand side of the above inequality tends to zero. Then F (B q ) is equicontinuous. As a consequence of Steps 1 to 3, together with the Arzelà-Ascoli Theorem 3.1 we can conclude that
Step 4 : A priori bounds on solutions.
Let y = γF (y) for some 0 < γ < 1. This implies by (A 2 ),
From Lemma 2.3 there exists K(α) > 0 such that
and consider the operator F : U → C * ([0, b] , R). From the choice of U , there is no y ∈ ∂U such that y = γF (y) for some γ ∈ (0, 1). As a consequence of the nonlinear alternative of Leray-Schauder type [7, 10] , we deduce that F has a fixed point y in U which is a solution of the problem (1.1)). ([0, b], R) , hence by the Arzelà-Ascoli Theorem 3.1 we can conclude that there exists subsequence of {y m : m ≥ 1} converging to y in C * ([0, 1], R). Using the fact that f is Carathedory, we can prove that
Thus S(f, c) is compact. Define
Since f is continuous function, the function f is continuous and is bounded by (A 2 ). So there exists M * > 0 such that
Consider the modified problem: By the inequality (3.2), we deduce that
Then F is uniformly bounded. As in Steps 2, 3, we can prove that F : C * ([0, b], R) → C * ([0, b], R) is compact which allows us to define the compact perturbation of the identity G(y) = y − F (y) which is a proper map. From the compactness of F , we can easily prove that all conditions of Theorem 2.1 are met. Therefore the solution set S( f , c) = G −1 (0) is an R δ set, hence an acyclic space. where 0 < α, β < 1. The right-hand side of the above problem is continuous but not Lipschitz.
Note that y 1 (t) = 0 is solution of (3.3) and y 2 (t) = β−1 Γ(μ + 1)
is also a solution of (3.3) for μ = α 1 − β .
Therefore, the problem (3.3) has at least two solutions, and it is interesting to study for topological properties of the solution set in this case.
It clear that f (x) = x β is a continuous function and satisfies the growth condition (A 1 ). Hence from Theorem 3.2 the solution set of (3.3) is an R δ set.
