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The practical utility of a syntactic pattern recognizer 
depends on an automatic learning of pattern class grammars 
from a sample of patterns. The basic idea is to devise a 
learning process based on induction of repeated substrings. 
Several techniques based on formal derivatives, k-tails, 
lattice structures, structural information sequence, 
inductive inference and heuristic approach are widely found 
in the literature. The purpose of this research is to first 
devise a minimal finite state automaton which recognizes all 
patterns. The automaton is then manipulated so that the 
induction of repetition is captured by cycles or loops. The 
final phase cons ists of converting the reduced automaton into 
a context-free grammar. Now. an automatic parser for this 
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The subject matter of patter n recognition is briefly 
described as the problem of re cognizing or classifying a set 
of objects or processes. The set of objects to be classified 
called patterns could be con crete items or abstract items. 
Objects which could be visualized or sensed like characters, 
physical objects, pictures, wave forms, etc. are grouped 
under concrete items. Abstract items are conceptual and they 
involve a set of mental states like the recognition of the 
solution to a problem. 
The problem of classifying the set of objects into a 
number of pattern classes for recognition purposes depends on 
the particular application intended. For example, if the 
patterns to be recognized are a set of triangles and the 
intended application is to discriminate equilateral 
triangles, then the classification becomes a two-class 
problem. In some problems, the number of pattern classes may 
not be easily identified, but it is learned after observation 
of many representative patterns. 
There are many different mathematical techniques 
developed by researchers to solve pattern recognition 
problems. These techniques are grouped under different 
approaches. One of the most s ignificant approaches for the 
recognition of patterns which has been receiving recent 
1 
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attention is the structural or syn tactic pattern recognition 
approach. Like other approaches, the patterns to be 
recognized or classified are transformed into forms that 
facilitate analysis by mathematical models. 
The forms used to represent patterns in syntactic 
pattern recognition are based on formal language theory. 
Generally, a pattern is represented by subpatterns or pattern 
primitives and the structural relations between the 
primitives. The primitves are decomposed from the pattern and 
the structural relations are employed to generate the 
pattern. The pattern primitives are designated as alphabet or 
elements of a language and the structural relations between 
the primitives as operations on the elements in the language. 
A pattern is generated by a sentence in the language formed 
by the elements of the language and the operations on them. A 
sentence could be in the form of a string, a tree or a gra ph 
of pattern primitives and relations depending on the rules 
for their gener ation. 
The rules of syntax established for the generation of 
all the sentences in the language constitute the grammar of 
the language. The grammar as described, could be used to 
identify or recognize a set of patterns as belonging to a 
particular class. The pattern class of an object could also 
be described by the language generated by its grammar. The 
grammar, therefore, is used as a very important descriptive 
and recognition tool in sy ntactic pattern recognition. 
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The question then is, how are the recognition grammars 
selected or developed? Researchers in this field and 
designers of syntactic pattern recognizers have developed 
several mathematical techniques which are used for the 
inference of the grammar. Most of these techniques are based 
on selecting a number of patterns (in the form of sentences) 
from a population of patterns. The sample chosen is fed into 
a mathematical model usually called the grammatical 
inference machine, and as an output from this model, a 
grammar is developed. The implication here is, that the 
grammar learned from this process could be used to represent 
the grammar of the population of patterns from which the 
sample was chosen. It is important that the sample set 
selected is representative enough, since it has been found to 
be critical in the construction of the grammar. 
This paper deals with algorithms in the grammatical 
inference machine and how they are able to manipulate the 
set of selected patterns and learn the grammar of that class 
of patterns. An algorithm is proposed which will 
automatically learn the grammar of a set of sample patterns. 
Specifically, the paper wi ll not cover the selection of the 
sample patterns, but assumes a representative sample. 
String patterns are inducted into the proposed 
grammatical inference machine which will return the grammar 
of the inductees and others in their class. The grammars 
inferred are in the lower types of grammar, the context free 
and regular grammars. These grammars are easy to apply and 
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less difficult to implement. In the mach ine, an automaton is 
proposed which will accept all the Input sample. The 
automaton is manipulated to reduce th e states and stabilized 
in such a way that repetitions are captured in loops. The 
final automaton is converted to a context free grammar. 
The importance of the proposed algorithm is seen in the 
systematic way in which the patterns a re processed and the 
simplicity of its implementation. The procedure is able to 
capture automatically the grammar of the sample set with 
minimal substrings consideration or partitions as found in 
other algorithms in the literature. 
The first part of the paper is devoted to reviews of 
the materials related to the topic. The second chapter 
reviews some of the background m aterials on recognition of 
patterns and pattern grammars. A general description of 
pattern recognition and the two major approaches to pattern 
recognition; the decision-theoretic and syntactic approaches, 
are given. Some of the important definitions and notations 
used in the paper are established in this chapter. The 
selection of primitives and pattern grammar are discussed 
with some examples. 
A look into finite state machines and their use for 
recognition of syntactic structures is also provided in 
Chapter Two. In the final part o f the chapter, consideration 
is given to syntactic pattern recognition systems and a 
discussion on the constituent parts of the recognizer. 
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The third chapter reviews some of the grammatical 
inference algorithms that are found in the literature. In 
particular, the grammatical inference via lattice structure; 
grammar development through inductive inference; and the 
inference grammar by heuristic approach are briefly 
discussed. Discussions are restricted to the algorithm 
statement with some explanations, their assumptions and 
practical limitat ions. 
In Chapter Four, the proposed algorithm is developed 
and illustration of its use is also gi ven. The stages in the 
development of the algorithm ar e schematically represented by 
state diagrams and the final outcome towards the grammar 
development is explained. The final chapter summarizes the 
project and discusses some of the areas of research being 
pursued in this field. 
CHAPTER II 
RECOGNITION OF PATTERNS AND PATTERN GRAMMAR 
Recognition is one of the basic attributes of human 
beings and other living organisms. The word recognition in 
artificial intelligence usually refers to identification of 
an object as a member of a family of already known class of 
objects or assigning an object to yet unknown class of 
objects. A pattern is defined as a quantitative or structural 
description of an object or an entity of interest. 
Recognition of a pattern is not considered in isolation but 
as a member of a category representing a pattern class. 
Pattern class here refers to a set of patterns that share 
some common properties. 
2.1 Pattern Recognition 
The subject matter of pattern recognition from the 
foregoing definitions may be regarded as one of descrimina-
ting an input data between a set o f statistical populations 
by categorizing the data into identifiable classes. This 
categorization is achieved by searching or extracting the 
significant features or attributes of the data among members 
of the population. 
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There are in general two major approach es to pattern 
recognition: 
i. The statistical or decision-theoretic approach 
which is based on the use of decision functions 
for the classification of the pattern space. This 
approach is suitably applied where the patterns can 
be quantified or realistically be represented in a 
vector form. 
ii. The syntactic or linguistic or structural approach 
which is based on the use of concepts from formal 
language theory. This approach is suitable for 
applications where the structure of the pattern 
plays a major role in the classification process. 
The basic difference between the two approaches of 
recognition is that the statistical approach treats the 
patterns strictly on a quantitative basis using a set of 
selected measurements or pattern vectors and decision 
functions for classifying the input patterns. The syntactic 
approach however. explicitly utilizes the structure of the 
patterns and the interrelationships between the components of 
the patterns. From the above explanations, it is obvious that 
syntactic pattern recognition presupposes that the pattern or 
object to be recogn ized should have a recognizable shape for 
the approach to be successful. Researches in this area 
therefore. have been largely concentrated on pictorial 
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recognition and scene analysis. 
Patterns in syntactic pattern recognition problems are 
complex, and the features to be extracted are often very 
large. The problem is confronted by describing the complex 
patterns as a composition of simpler subpatterns and each 
subpattern again described in terms of even simpler 
subpatterns called pattern primitives. The pattern primitives 
are represented as elements of a language and the recognition 
of each pattern is usually made by parsing the pattern 
structure according to a given set of syntax rules. In this 
approach, there is a correspondence between the structu re of 
the patterns and the syntax of the language. The set of rules 
of syntax which governs the composition of the pattern 
primitives into the actual patterns is usually called the 
source grammar or grammar of the pattern description 
1anguage. 
2.1.1 Definitions and Notations 
Unless stated otherwise, the following definitions and 
notations established below will be implied throughout the 
paper. 
Definition 1.1 
An alphabet V, is any finite set of symbols. 
Definition 1.2 
A sentence over an alphabet is any string of finite length 
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composed of symbols from the alphabet. 
Definition 1.3 
An empty sentence, So, is a sentence with no symbols. 
Definition 1.4 
The set of all sentences composed of symbols from the 
alphabet V including the empty sentence, So, will be denoted 
by V* and V+ will be the set of all sentences composed of 
symbols from the alphabe t V excludin g So. i.e V+ = V* - So. 
For example, if V = { x, y } then 
V* = { So, x, y, xx, xy yy, ... } 
V+ = { x. y, xx, xy, yy, ... }. 
Definition 1.5 
A language, L, is any set of sentences over an alphabet. 
Definition 1.6 
A grammar, G, is defined as a quadruple G = ( Vn, Vt, S, P ) 
where Vn is the set of nonterminals or variables, 
Vt is the set of terminals or constants, 
S is the start or root symbol and 
P is the set of productions or rewriting rules. 
It is assumed that S is in Vn and that Vn II Vt = V and Vn and 
Vt are disjoint. 
Definition 1.7 
The language generated by the grammar G, L(G), is the set of 
strings satisfying the condition that each string is composed 
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of only terminals and that each string can be derived from 
the root symbol S using suitable application of productions 
from the set P. 
Definition 1.8 
Regular grammar has productions of the form A — > aB or 
A --> a where A and B are variables in Vn and a is in Vt. 
Definition 1.9 
Context-free grammar has production of the form A --> @ 
where A is in Vn and e> is in V+. 
Definition 1.10 
Context sensitive grammar has production of the form 
@1 A § 2 --> @1 § @2 
where @1, @2 are in V* and § is in V+, and A is in Vn. 
Definition 1.11 
Unrestricted grammar has production of the form @ --> @1 
where @ is in V+ and @1 is a string in V*. 
Definition 1.12 
A sample of a language denoted by St is defined to be the set 
{ XI, X2 Xt } U {-XI. - X 2 -Xt } 
where S+ = { XI, X2 Xt } is defined as the positive 
sample and S- = { -XI, -X2 -Xt } the negative 
sample. A positive sample S+ of a language L(G) is 
structurally complete if each production defined in G is used 
in the generation of at least one string in S+. 
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Definition 1.13 
The symbols " >=" and "<=" mean "greater than or equal to" 
and "less than or equal to" respectively. 
2.1.2 Primitive Selection and Pattern Grammar 
The syntactic approach to pattern recognition has the 
capability for describing a large set of complex patterns by 
using small sets of simple pattern primitives and some 
composition rules. As a first step in creating the syntactic 
model for the de scription of the patterns under study, a set 
of primitives is determined. This determination will be 
influenced by some factors such as the nature of the 
patterns, the intended application of the information and the 
technology involved in the impleme ntation of the system as 
summarized by Fu [1]. There is no general strategy for the 
selection of primitives but there are some guidelines which 
require some consideration in the selection process. They 
include, 
i) the primitives selected should provide adequate 
description of the pattern in terras of the 
specified composition rules, 
ii) the primitives should possess the property of 
being easily extracted and r ecognized by existing 
methods. 
iii) the primitives should contain the information that 
is relevant for the intended application. 
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A simple example to show how different intended application 
or problem specification could affect the selection of 
primitives is illustrated below. 
Consider the problem of discriminating equilateral 
triangles from other non-equilateral triangles. The obvious 
set of primitives to be selected would be the angles 
involved. Describe 
x as 0 degree horizontal line segment, 
y as 120 degree line segment (to the horizontal), 
z as 240 degree line segment (to the horizontal), 
and all three line segments are of equal length 
and all angles are measured counterclockwise from 
the horizontal. 
If concatenation is the rule of composition of the 
primitives, the set of all equilateral triangles can be 
represented by the string xyz. 
If the problem was one of discriminating equilateral 
triangles of various sizes, the selection of the primitives 
based on the angles would not be adequate, rather a unit 
length line segments would be considered as primitives. 
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Assuming the lengths of X, Y, and Z are equal. 
X : Y: Z : 
unit length 
the set of equilateral triangles of different sizes can be 
described by 
here X = XX ... n times implies the concatenation of X 
n times. For patterns that are characterized by boundaries 
or line patterns, the recommended primitives are often 
directed line segments where the beginning or head and end or 
tail of a segment is indicated as well as its length or slope 
or both. The patterns are reconstructed using the 
descriptiona1 power of string representations by defining the 
compositional operations which allow connection of these 
primitives between their heads and/or tails. In a similar 
manner, a curve segment could be described by its head and 
tail and its curvature. For pattern description in t erms of 
regions, half-planes have been suggested by Fu [2]. 
After the selection of the pattern primitives, the next 
step is the development of a grammar from the primitives for 
the generation of the language which will be used to describe 
the given class of patterns. The selection of a particular 
n n n 
E  t  =  {  X Y Z  |  n =  l ,  2 ,  3 ,  . . .  } ,  
n 
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grammar for pattern description is influenced by the 
primitives selected. For applications in which the connection 
of the primitives to generate the pattern can be expressed in 
a head-to-tail or stringlike manner, string grammars are most 
suitable for the pattern description. Other approaches to the 
syntactic pattern recognition problem allow more complex 
primitive description and composition capabilities. String 
grammars have been found inadequate t o handle these added 
complexities and as such. higher dimensional grammars like 
the tree grammar, web grammar, plex grammar, shape grammar, 
etc. are used for the description of these complex 
primitives. 
There are four major categories of grammars: 
unrestricted grammar; context-sensitive grammar; context-free 
grammar and the regular or finite state grammar. These types 
of grammar fall into order as restrictions on productions are 
imposed (Chomsky hierarchy). It will be worthwhile to note 
that regular grammars are a subset of context-free grammars 
and all context-free grammars are context-sensitive. For 
syntactic pattern analysis, the grammars often used are the 
context-free and the finite state grammars because their 
properties are most suited for practical applications [3]. 
The following simple grammars illustrate the mechanics 
of some of the points noted above. The context sensitive 
grammar G, which generates sentences described by the set of 
equilateral triangles of different sizes 
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n n n 
Et = { x y z | n >- 1 ) 
is G = ( Vn, Vt, P, S ) with Vn - { S. A. B } and 
Vt = { x, y, z ) and the production 
P: S --> xyz 
S --> xAyz 
Ay --> yA 
Az --> Byzz 
yB --> By 
xB --> xxA 
xB --> xx 
The language L(G) which is generated by G with suitable 
application of the production P describes the set of 
equilateral triangles of different sizes. The grammar 
produces terminals in a strictly 1eft-to-right order and at 
most one terminal may be produced by a singl e application of 
any production. The nonterminals are not restricted and may 
appear on both sizes of the production. 
A context-free grammar G, that generates strings of the 
form 
n n 
Sn = x y where n = 1, 2, ... is 
G = ( Vn, Vt, P, S ) with Vn = { S ) 
Vt = { x, y } and the production 
P: S --> xy 
S - - > x S y . 
The regular grammar G = ( Vn, Vt, P, S ) with Vn = { S } 
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and Vt = { 0, 1 } and P: S --> 0 
S —> 1 
S --> OS / IS. 
will generate sentences of 0's and l's. The generation of 
context-sensitive and unrestricted grammars presents more 
serious difficulties in theory and practice than the regu lar 
and context-free grammars. However, their descriptive power 
is more profound than the others' . 
2.2 Automata and Recognition of Syntactic Structures 
The grammars illustrated in the previous section 
defined a pattern class by giving the rules for the creation 
of the members of that class. There are mathematical models 
called automata or finite state machines which have the 
ability to recognize a giving input pattern as belonging to a 
particular pattern class or otherwise. These models have 
proved very useful for the solution of syntactic pattern 
recognition problems. 
An automaton consists of the following objects; 
a) a finite set Q, consisting of the states of the 
machine, 
b) a particular state S in Q, which is called the 
initial state of the machine, 
c) a subset F of Q, consisting of the final states 
of the machine. 
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d) a finite set V consisting of the inputs of the 
machine or the alphabet of the machine, 
e) a function f: Q X V --> Q that ma ps ordered pairs 
in Q X V to elements of Q known as the transition 
function of the machine. 
An automaton is represented by giving its state diagram, a 
directed graph with nodes for states connected by arcs 
labeled with input symbols to cause transitions, 
convention, final states are denoted by nodes with double 
circles and the starting state by an arrow entering the node. 
Consider the following state diagram shown in Figure 
FIGURE 2.1 
State Diagram of a Finit e State Machine 
From the directed graph, there are four states S, Ql, Q2, Q3 
and two inputs il, i2. The initial state is S and the final 
state Q3. If the mac hine is in the s tate S, for example, and 
it receives the input il, then to determine the next state of 
the machine, proceed along the directed arc that starts at S 
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and has label 11. It Is worth noting that if the machine is 
in state Q1 and it receives i2 as input, the directed arc 
leads the machine back to state S. Instead of 12, if the 
machine rather receives il again, the machin e proceeds to 
state Q3 which is a final state. The automaton in Figure 2.1 
will be able to recognize input statements of the form 
{ ili1 *, i1i1i2*, 1212*. ili2i2i2», ... } where * at the end 
of the statements signify many repetitions of the last 
input symbol . 
Generally, the automaton is thought of as a machine 
that reads a sequence of inputs and ac ts on the inputs in the 
order received by ente ring into new state each time an input 
symbol is processed. Suppose the inputs are a finite 
sequence of symbols or alphabet, say V = { a, b, c z, 
0, i, 2 9 }, the set of all sentences over V is denoted 
by V* and any subset of V* is called a language over V. An 
automaton reads a sentence and comes to rest or halt in a 
certain state. This state depends on the sentence being read 
and the state of the automaton before the sentence was given 
to the machine. A senten ce X is said to be recognized by the 
automaton if it is possible for the a utomaton , starting in 
state S, to read all the symbols of X in sequence, by moving 
from state to state and halting in one of its final states. 
It is customary to define the transition function so that 
it is defined for the ordered pairs of the form (Qj, i) where 
Qj is the state and i i s the input symbol. That is, the 
transition function f(Qj. i) = { Qk } where j may be equal. 
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less or greater than k. Normally, the automaton stops after 
the entire sentence is scanned. Also, if the transition 
function is such that f(Qj. i) = {• then there is no state 
on the machine connected by a directed arc from which the 
input i received enters from its current state Qj. In such a 
case, the automaton is unable to complete reading the 
sentence and it comes to rest, rejecting the sentence as 
unrecognizable. 
It is known that a language processing automata called 
finite automata are capable of handling languages generated 
by regular grammars [4]. The finite automaton [A] defined 
as a quintuple 
[A] = ( Q. V, f, S, F ) where 
Q is a finite set of states, 
V is a finite input alphabet, 
f  i s  a  m a p p i n g  f r o m  ( Q  X V )  t o  a  
collection of subsets of Q, 
S is the starting state and 
F is a set of final states in Q. 
The language L([A]) recognized by the finite automaton [A] is 
the set of all sentences X such that X belongs to the input 
alphabet V, and starts in state S and stops in a state of F 
when all of the symbols of X is read, 
Let a finite automaton [FA] = ( Q, V, f, S, F ) where 
Q = { Q1, Q2, Q3 }, V = { 0, 1 } and S = Q1 and F = { Q3 } 
20 




The transition mapping can be mapped into states as 
f(Q1, a) = { Q3 } f(Ql. b) = { Q2 } 
f(Q2, a) = { Q3 } f(Q2. b) = { Q1 } 
f(Q3, a) = { Q3 } f(Q3. b) = { Q2 } 
Obtaining the regular grammar from [FA], set the states set 
Q such that Q is equivalent to the nonterminal set Vn, say Vn 
= { XI, X2, X3 } and set the inputs V = Vt = { a, b }. The 
transition function f defin es rules for the produ ctions P of 
the grammar G by the foll owing: 
if f(Qi, a) maps into Qj in [FA] where Qj is not in F, 
then Xi --> aXj is in P of G ; 
if f(Qi, a) maps into Qj in [FA] where Qj is in F then 
there is Xi --> a in P of G. 
Using these rules, the regular grammar obtained from [FA] in 
Figure 2.2 can be stated as G = ( Vn, Vt, P. S ) where 
Vn = { XI. X2 , X3 } , Vt = { a, b } and S = XI wi th the 
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production P: 
XI --> bX2 XI --> aX3 XI --> a 
X2 --> bXl X2 --> aX3 X2 --> a 
X3 --> bX2 X3 --> aX3 X3 --> a 
The automaton [FA] will be able to recognize all sentences 
generated by the language 
n n 
L(G) = { x I x=ba , n>0 } 
or strings of other languages like 
n 2 n n 
L(G) = { x| x=a , n >0 }; L(G) ={x|x=b a,n>0} 
etc. 
For context free grammars, since there is at least a 
self-embedding nonterminal in the grammar, the finite 
automaton will have to be modified to capture the self 
embedding. The final outcome of the modification is the 
creation of a class of automata usually referred to as the 
pushdown automata. The pushdown automata have the mechanism 
for handling strings with se1f-embedding in the form of an 
auxiliary memory with unlimited storage capacity where the 
pushdown lists or strings are stored as a stack. Formally, 
the pushdown automata is defined as a seven-tuple 
[PA] = ( Q, V, L. f. S, Z. F ) 
where Q, V, S, F are as defined for finite automata [FA] and 
L is a pushdown list alphabet, f is a mapping from 
Q X (VU{So}) X L into finite subsets of Q X L and Z is the 
initial pushdown list symbol. The operation of the machine 
begins with Z on the stack and starting in state S. the input 
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sentence is read symbol by symbol. The mapping f specifies 
the next state and the symbol to go on top of the stack by 
using the current state and input symbol including the empty 
string So and the symbol current ly on top of the stack. For 
example, 
f(Q1, a, B) = {(Q1 . AB) , < Q1 , CB) ) 
is interpreted as , if the pushdown a utomaton is in state Q1 
with input symbol a and symbol B on top of its stack, the 
automaton will either enter state Q1 and replace B by AB on 
the stack or enter state Q1 and replace B by CB on the stack. 
Recognition of a sentence can be achieved in two ways: 
either by the final state or by empty stack. A language is 
recognized by a pushdown automata by final stat e if the set 
of sentences in V+ starting in state S with Z on its stack 
comes to a halt in a state in F when the sentence is entirely 
read. Alternatively, a language can also be recognized if the 
set of all sentences in V+ starting in state S with Z on the 
stack comes to a halt with the stack empty when the sentence 
is completely scanned. Consider the pattern class represented 
by the context f ree language 
n n 
{ x | x = ca db , n >= 0 ) 
The form of the grammar to describe this language can be 
written as G = ( Vn, Vt. S, P ) where Vn = { S, A, B }, 
Vt = { a, b. c. d } with production 
P: S --> cA, A --> aAB, A --> d. B --> b 
The pushdown automaton [PA] that recognizes the set of 
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sentences generated by the grammar can be constructed as 
[PA] = ( Q, V, L. f. S, Z. F ) 
where Q = { Qo }, V = { a, b, c, d }. 
L = { S, A, B } , S = Qo 
F = { }, Z = S 
and the transition function f is such that 
f(Qo, c, S) = {(Qo, A) } , 
f(Qo, a, A) = {(Qo, AB) } . 
f(Qo. d, A) = {(Qo. So) } . 
f(Qo, b. B) = ((Qo. So) } . 
where So is an empty alphabet in the pushdown list alphabet. 
[PA] will accept sentences generated by the grammar G 
described above. 
In concluding this section, it should be remarked that 
mathematical models of m achines or automata that recognize 
sentences in a string language have contributed to the 
understanding and the development of formal language theory 
and subsequently in syntactic pattern recognition. In the 
development of the proposed algorithm in this paper, much of 
the wealth of information will be drawn from the material 
presented on automata and the recognition of string 
languages. The next section introduces the syntactic pattern 
recognition system and what part each component plays in the 
recognition process. 
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2.3 Syntactic Pattern Recognition Systems. 
Syntactic pattern recognizers can be considered as 
consisting of the recognition part and the analysis or 
learning part. A block diagram of the system is shown in 
Figure 2.3. The recognition part consists of preprocessing, 
pattern representation or description and syntax analysis. At 
the preprocessing stage, input patterns are encoded and 
approximated in order to recognize the good image bo undaries 
of the input patterns. The approximations and encoding of the 
image boundaries are achieved by the utilization of dynamic 
programming or other optimization techniques. 
FIGURE 2.3 
Block diagram of a syntactic pattern recognition system 
Images encoded are usually distorted because of the presence 
of noise, artificial effects and approximation errors. 
Optimal smoothing techniques are used to filter off the 
effects of the noisy background to restore the damage due to 
the degradation by the noise an d improve the quality of the 
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approximated patterns. These measures are taken to ensure 
that patterns coming out of this stag e are of good enough 
quality for its primitives to be extracted and represented 
in the next sta ge. 
The pattern description stage breaks down the patterns 
in terms of subpatterns and ide ntifies their interrelation­
ships based on some specified syntactic rules or operations. 
The syntax analyzer performs the job of deciding whether or 
not the string of primitives representing the input pattern 
belongs to the class of patterns described by a specified 
syntax rule or grammar. 
To design a syntactic pattern recognition system, it is 
required that a grammar capable of generating a given class 
of patterns is developed. In order to develop the grammar 
describing the class of patterns of interest, the analysis 
or the learning part called the grammatical inference is 
required. This part is used to infer or learn a grammar from 
a given set of sample patterns often referred to as the 
training patterns. The methods used to develop this grammar 
are based on mathematical systems in which the patterns are 
represented as elements of a language. For example, at the 
output of the preprocessor, reasonably good patterns are 
obtained. These preprocessed patterns are then symbolized by 
a language-like structure. First, the patterns are decomposed 
into subpatterns or image primitives. Afterwards, a source 
grammar is established to describe the structural relations 
of the pattern primitives. Sentences are generated from the 
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source grammar and a set of the sentences, the sample 
patterns. are passed through a grammat ical inference machine 
which infers a grammar from that set of patterns. Tins 
grammar provides the structural description of the class of 
patterns under study from which the sampl e patterns were 
taken. The learned grammar is passed on to or used by the 
syntax analyzer for pattern description or syntax analysis. 
The research area of this projec t is concerned with the 
development of the internal structu res of the grammatical 
inference machine for it to correctly infer the grammar from 
the set of training patterns. In the third chapter, some of 
the techniques that have been devised for the grammatical 
inference machine to maintain this objective are reviewed. 
CHAPTER III 
REVIEW OF SOME GRAMMATICAL INFERENCE ALGORITHMS 
The major task faced in the de sign of syntactic pattern 
recognition systems is the problem of design ing an algorithm 
or an automaton which will automatically learn a pattern-
class grammar from a sample of patterns. Except for some 
special cases, not many simple grammatical inference 
algorithms are presently available for this purpose. Recent 
literature have supplied some simple grammatical inference 
algorithms which have already been applied to the syntactic 
pattern recognition problem. A certain amount of uncertain­
ties and severe practical li mitations, however, exist in the 
applications of these algorithms. Some of the algorithms are 
the inference of the finite-state grammars based upon formal 
derivatives or upon k-tails, grammatical inference through a 
lattice structure, grammatical Inference using structural 
information sequence. grammar acquisition through inductive 
inference, inference of pivot grammars, and the heuristic 
approach. A brief rev iew of some the algorithms stated above 
is presented below. 
3.1 Grammatical Inference via a Lattice Structure 
This inference algorithm was developed by Pao [5] to 
infer a finite state grammar for a positive sample S+. The 
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objective behind the algorithm was to develo p a finite state 
grammar that will generate exactly those strings in the 
positive sample S+. This was achieved by examining all 
possible combinations of nonterminals with the assistan ce of 
an interactive procedure called a teacher. The teacher checks 
the validity and certain simple properties of strings. 
Suppose the set of nonterminals which appear in the finite 
state grammar (source grammar) generates exactly those 
strings in the positive sample S+ = { XI, X2 Xn }, 
then all possible partitions of the nonterminals are 
considered and grouped under equivalent classes. All 
nonterminals in each equivalent class are merged into a 
single nonterminal producing a corresponding grammar of the 
partition. The set of all partitions and corresponding 
grammars are then ordered in a lattice structure. The grammar 
associated with any node on the lattice will cover the 
grammars of the lower nodes of the lattice connected to it. 
The algorithm to derive the correct grammar is described 
briefly as follows: 
Step 1 . 
Construct grammars G1 and G2 corresponding to the two lowest 
partitions in the lattice. 
Step 2. 
Determine if G1 is equivalent to G2. If so, then eliminate 
the partition corresponding to G1 and go back to step 1. If 
the partition corresponding to G2 is the only partition left 
in the latt ice, then G2 is the solution. 
29 
Step 3. 
If G1 and G2 are not equivalent, construct G12 = G1 - G2 
which generates strings in L(G1) but not in L(G2). Pick a 
sentence X in L(G12) and ask the teacher whether X is a 
valid sentence ( i.e. whether the sentence can be generated 
by the source grammar ). If X is valid, the partition 
corresponding to G2 is eliminated from the lattice. If there 
is no partition left in the latti ce, G1 is the solution. 
Otherwise, go back to step 1. 
Step 4 . 
If X is not a valid sentence, the part ition coresponding to 
G1 is eliminated from the lattice. If there is no partition 
left in the lattice, G2 is the solution. otherwise, go to 
step 1 . 
The shortcoming of this inference procedure is that Pao 
limited the class of finite state grammars by requ iring that 
the sample S+ be structurally complete. A positive s ample is 
structurally complete if each pro duction rule of the grammar 
is used in the generation of at least one element of the 
sample S+. It will be noted that, if the number of sentences 
in S+ is large, the number of partitions will be 
exponentially large, delimiting its practical utility. The 
choice of the sample is also of paramount importance because 
if the sample is not structurally complete, it will be 
difficult to identify the syntactic source or the source 
grammar. 
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3.2 Grammar Development through Inductive Inference 
This procedure was developed by Solomonoff [6] to 
capture the recursive structure of a language from positive 
samples S+ of the language. The strategy consists oi 
processing each string separately with the help of a teacher. 
Each string X from the sample S+ is processed by deleting 
substrings one at a time from X. For each deletion. the 
teacher is queried if the remaining string is still a valid 
sentence. If it is. then the subs tring is re-inserted in X 
and repeated for a specified number of times, each time 
questioning the teacher if the new string is a valid 
sentence. If the answer is true for large enough re-
insertions of the subs trings, then the substring is said to 
be a cycle. 
The strategy described consists of the following steps: 
Step 1 . 
Delete substrings of a valid string and ask the teacher if 
the remaining string is valid. 
Step 2. 
If the remaining string is acceptable. re-insert the deleted 
substring with several repetitions and ask if the resulting 
string is acceptable. If so, a recursive construction is 
formed. 
In this algorithm, the selection of the initial sample 
is extremely vital in capturing the recursiveness in the 
language. The problem the n is, if a small set of samples is 
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picked, not all the recursive co nstruction of the language 
will be formed. On the other hand. if the set of the sample 
is too large, the number of substrings to be considered 
becomes extremely large. It can also be seen from this 
algorithm that the structure of the inferred grammar may 
change completely if more strings are added to the sample. 
3.3 Inference Grammar by Heuristic Appr oach , 
A set of heuristic rules developed by Evans [7] to 
automatically infer grammars has been used for recognition 
of syntactic patterns. The procedure for the generation of 
the grammar involves the defi nition or identification of some 
» 
basic items. 
a. The components of the pattern or the set of 
primitives. 
b. The set of operators that describe the relationships 
among the primitives. 
c. The set of rules or conditions that must be 
fulfilled by the primitives for th e pattern to be 
defined. 
A set of heuristic rules is applied to the primitives and 
the operators to derive a pattern grammar that best suits the 
given set of patterns. The rules consist of the following: 
Step 1 
Let { XI, X2, Xn } be the set of patterns under study. 
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For each Xi in the sample, determine all the structures 
imposed by the operat ors of the primitives. A new production 
is formed any time an operator turns out true. The procedure 
is repeated for the subpattern and the primitives until no 
new subpattern can be determined. 
Step 2 
Find the set of all subpatterns that contain 
primitives and are constituent members of this 
discard all others not in the set. 
Step 3 
For all X i, construct Gi such that the pattern grammar 
n 
G = U Gi 
i = 1 
and modify the pattern grammar by ap plying the reduction 
rules in step 4. 
Step 4 
The reduction rules to stabilize the pattern grammar 
constructed in step 3 consist of: 
i. eliminate all multiple occurrences of any of the 
production in G and ret ain only one; 
ii. determine a pair of variables that will cause 
multiple occurrences in some productions when one 
is substituted for the other throughout G. Subtitute 




iii. choose the pair (A,a) which will reduce the number 
of productions if A is substitut ed for a in G for 
some selected productions and the multiple 
occurrences of productions are discarded. The 
production A — > a is added to the production list. 
iv. determine a boundary B1 such that if there aie n 
productions which will collapse into one production 
and n >= B1, reconstruct the pattern grammar and 
apply rule i ; 
v. determine a boundary B2 such that if there are 
n productions that could be represented by one 
production except for their differences in the 
primitive types and n >= B2, reconstruct the n 
productions as one production and apply rule i. 
The rules are applied on all Gi and the best grammar is 
chosen from the new set of grammar that will result after the 
stabilization. As an example to illustrate this procedure, 
consider the sample S with three primitives a, b, c and 
operator concat(a.b) = ab such that 
S = { caaab, bbaab, caab, bbab, cab, bbb, cb } 
For XI = caaab, 
Gl: S --> cA. A --> aB, B --> aC, C --> ab. 
For X2 = bb aab, 
G2 : S --> bbl), D --> aE, E --> ab. 
For X3 = caa b, 
G3: S — > c F, F --> aG, G --> ab . 
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For X4 = bbab, 
G4: S --> bbH, H —> ab. 
For X5 = cab, 
G5: S — > cI, I --> ab. 
For X6 = bbb . 
G6: S --> bbb 
For X7 = cb, 
G7: S --> cb 
The pattern grammar, 
7 
G = U Gi. 
1 = 1 
The multiple occurrence of ab is evident in C, E, G. H and I. 
Eliminating all but C —> ab, the resulting grammar is 
S —> cA, A — > aB, B — > aC, C > ab 
S —> bbD, D --> aC 
S --> cF, F --> aC 
S —> bbC, S --> cC 
S --> bbb, S --> cb. 
Applying rule ii to A, C, and F r esults in multiple occur­
rence of some of the productions and are discarded. That is. 
S --> cA, A --> aB. B --> a A, A --> ab, 
S --> bbD, D --> aA. A --> a A, 
S --> bbA. S --> bbb. S --> cb. 
Substituting A for B and D further reduces the productions to 
S --> cA, A --> aA, A --> ab, 
S --> bbA, S --> bbb, S --> cb. 
With the introduction of the production A --> b and the 
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substitution of A for b in some selected productions. the 
final grammar is obtained as 
S --> cA, A --> aA. S --> bbA, A --> b. 
3.3 Summary 
It is learned from th e above brief descriptions that the 
problem of grammatical inference is that of developing 
procedures that can be utilized to learn the syntactic rules 
of an unknown grammar G from a finite set of sentences from 
the language generated by G. In developing the algorithms, 
some assumptions are made which limit the scope of the 
grammar generated and ar e at b est useful in obtaining a quick 
approximation of a grammar from a set of samp le strings. The 
choice of the sample is always critical for the successful 
construction of the grammar for the language. A poorly 
selected set of samples could lead to inadequate grammatical 
description of the language or a poor description of the 
class of patterns. It has been the desire of researchers in 
the syntactic approach to patter n recognition to describe a 
class of patte rns more realistically by infering the grammar 
to be used for the description directly from the set of known 
sample patterns. In this research, an attempt is made to 
introduce an algorithm to infer directly context-free 
grammars from sample strings of patterns based on induction 
of substrings using finite state automata. 
CHAPTER VI 
PROPOSED GRAMMATICAL INFERENCE SYSTEM 
The basic model of a grammatic al inference machine is 
shown in Figure 4.1. 
FIGURE 4.1 
Inference of String Grammar 
The picture shows a grammatical source which generates 
sentences or strings and a set, Sn, of the strings 
generated, the sample strings, is fed into an adaptive 
inference algorithm depicted by a box. This inference 
algorithm turns out as an output a grammar G, which is used 
to describe the set of strings Sn, and others in that class. 
4.1 Proposed Grammatical Inference Algorithm. 
Suppose some patterns have been decomposed to their 
image primitives and a source grammar has generated a set of 
pattern samples Sn = { XI. X2, .... Xn } as training 
patterns. For the purpose of learning a grammar which can 
recognize the patterns of this class, we will rely on the 
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idea of inducting substrings by running them through an 
automaton. First, the training patterns are arranged in order 
of decreasing magnitude of their leng ths. An automaton is 
then constructed for the first sample on the list (i.e the 
sample with the longest arrang ement of symbols or alphabet). 
The rest of the sample strings are run through the automaton 
in such a way that the initial and final states are the same 
for all the strings. The new automaton is stabilized by 
searching for equivalent states and replacing the equivalent 
states with a substitute state. thereby reducing the number 
of states. Finally, a grammar is derived from the resulting 
automaton which will be able t o recognize all the training 
samples and some other patterns in their class. The 
inferential algorithm to achieve this objective is presented 
in the following steps. 
Step 1. 
Let Sn = { XI, X2 Xn } be the sample patterns. 
Arrange the samples in order of their len gths in decreasing 
fashion. Assume for this analysis that 
|XI| >= |X2| >= ... >= |Xn|. 
Step 2. 
Build an automaton [A] for the sample XI. 
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Step 3. 
For i = 2 to n, 
- run Xi through [A] so that the initial and final 
states, S and F, are the same for all Xi. 
- If Xi YZ such that Y is recognized by a 
subautomaton of [A] and Y ends in state Q, then 
construct an automaton for Z with Q as the initial 
state and F as the final state. 
Step 4. 
Stabilize the new automaton as follows: 
i) Find equivalent states. For example, if 
©_^@ and 
then Q1 is equivalent to Q2. 
ii) Replace the equivalent states with one state, say, 
Q1 and Q2 by Q2 and reduce the states. 
Step 5. 
Write the grammar. 
i ) For each 
write Q1 > aQ2, if Q2 is not a final state F, 
write Q1 > a, if Q2 is final state F. 
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i i ) For 
a 
write Q1 > aQl . 
For example, suppose the following image primitives weie 
decomposed from some patterns 
C! C »' — ^ 
Patterns like cb: o cab : C D could be generated 
from the primitives. Let us assume that the set of patterns S 
which will be used as the training sample is 
S = { caaab, bbaab. caab, cab, cb ), 
all arranged in order of decreasing length. 
An automaton to recognize XI = caaab can be constructed as 
[A] : 
The automaton is initiated at state S and the substring c 
moves it to state Q1 and a moves it to state Q2 and 
subsequent a's advance the machine to Q4 until b finally 
moves it to state Q5. We run through [A], the other training 
samples such that S and Q5 are the same for all the samples. 
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FIGURE 4.2 
Automaton recognizing XI and X2 
X2 = bbaab has been constructed starting from S and moving 
from Q6 through Q9 and finally terminating at Q5. The 
automaton [A] can now recognize XI and X2 in the set of 
training samples. Notice that the same results will be 
achieved by moving from state Q6 or Q7 or Q8 along the 
diagonal with the appropriate substring as indicated on the 
diagram in Figure 4.2. This implies that states Q7, Q8, and 
Q9 are equivalent to states Q2. Q3 , and Q4 respectively. 
Adding the rest of the samples, the final automaton [A] 
before stabilization will look like the Figure 4.3 below. 
FIGURE 4.3 
Final automaton before stabilization 
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Replacing equivalent states with one state and reducing the 





To include pattern cb we can further reduce [A] to the final 




Final Autom aton after Stabilization 
The final automaton [A] above will be able to recognize all 
the patterns in the training sample as well as others like 
bbb, caaaab, bbab, bbaaab, etc. 
Using the format stated in step 5, the inferred grammar 
can be derived. The parts of the automaton to be considered 
for the grammar derivation and the corresponding productions 







S --> cQ4 
S —> bQ6 
iii ) 
Q4 --> aQ 4 
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iv) 
Derive the grammar as follows: 
Let Q4 = A and Q6 = B. The grammar G can be writte n as 
G = ( { S , A, B } , { a, b, c }, S, P ) 
where P: S —> cA / bB 
B --> bA 
A --> aA / b. 
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4.2 An Illustration of the Algorithm. 
As an illustration for this algorithm. consider the 
structures i, ii. and iii often f ound on civil engineering 
drawings for highway designs such as in Figure 4.5. Ihe three 
patterns can be decomposed into pri mitives represented by 




Patterns commonly found on a Highway 
Engineering Drawings 
Patterns are generated by concatenation of the primitives and 
subpatterns formed by two or more primitives. Thus, pattern i 
is formed by concatenating a and c as ac and pattern ii by 
concatenating abb and cdd obtained from concatenations of a 
and b and c and d to form abbcdd. The pattern class in which 
patterns i, ii and iii belong can be represented by the 
language generated by the grammar G such that 
n m n m 
L(G) = { x| x = ab e cd f , n = 0, 1,2 m = [0, I] }. 









3  c  
—a— d 
FIGURE 4.6 
Pattern Primitives and their Terminal Symbols 
To generate the context free grammar G, let a sample 
set of the sentences generated by the language be selected as 
training samples, say 
St = { ac, abbcdd, abbecddf, abed } 
Applying the first step of the algorithm, the training 
samples are arranged in order of decreasing lengths, that is, 
St = { abbecddf, abbcdd, abed, ac } 
which is equivalent to { XI, X2, X3, X4 }. The automaton [Al] 
to recognize XI = abbecd df will be constructed as [Al]: 
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The other training samples X 2 , X3 and X4 are run through [A1] 
such that the starting state, S and the final state Q8 are 
the same for all Xi, J = 2. 3, 4. This measure will produce 
an automaton [A4] which will look like Figure 4.7 below. 
[A4] : 
F IGURE 4 .7 
Automaton to recognize all Training Samples 
Stabilization of the new automa ton [A4] can proceed by noting 
the equivalent states on the machines in its present state 
and reducin g them accordingly. For example, 
implies that Q1 is equivalent to Q2 and Q5 is also equivalent 
to Q6. The reduced automaton will come out as 
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From [A5] it could be deduced that 
S --> aQl, Q1 --> bQl, Q1 "_> bQ4> 
Qi --> cQ8, Q1 "-> eQ4, Q4 --> cQ5, 
Q5 --> dQ5, Q5 --> dQ8. Q5 —> fQ8. 
Let Q1 = A, Q4 = B, Q5 = C, and Q8 = D. Using the writing 
convention established in step 5 of the algorithm, 
context free grammar G can be expressed from the deductions 
of T A5] as 
G = ( {S, A, B, C, D}, {a, b. c. d. e, f}. S, P ) 
where 
p .  g — > aA, . A — > bA, A > bB, 
A --> eB, B --> cC. C --> dC. 
A --> c, C --> d, C --> f. 
The resulting grammar will generate all sentences or strings, 
Sn in the pattern class typified by patterns such a s 1, ii. 
and iii in Figure 4.5 such that 
n m n m 
Sn = { x | x = ab e cd f , n = 0, 1, 2 m = [0, 1] } 
CHAPTER V 
CONCLUSION 
The practical application or use of a syntactic pattern 
recognizer largely depends on whether the grammatical 
inference problems have been addressed and resolved. Ihe 
problems may include 
the judicious selection of sample patterns which could 
be considered representative enough to derive the 
required grammar for the patterns: 
the selection of the primitives to provide adequate 
description of the patterns in terms of the composition 
rules ; 
the practicality of the inference algorithms and the 
simplicity of their implementation. 
The algorithm developed in this paper has considered some of 
these problems and has addressed some the problems of 
obtaining a pattern grammar from a given set of sample 
patterns. The algorithm is simple to understand and practical 
to implement. 
In particular. the simplicity of the algorithm is 
afforded by the use of the correspondence between the regular 
and context free grammars and the automata theory. In this 
case, the grammar is inferred directly from the algorithm 
and the automaton generated by the algorithm is obtained 
directly from the sample set. The conciseness of the 
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procedure makes it attractive f or computerization and digital 
simulation. The decisions taken such as the minimization ol 
the states are not so tedious to make the algorithm 
impractical. The construction of the a utomaton is straight 
forward and the derivation of the grammar is direct. The 
results in regular grammars can always be minimized but the 
same cannot be said about context free grammars and other 
higher grammars. The advantage of the algorithm is that the 
minimization of the intermediate results through stabiliza­
tion can be determined and henc e predictable. 
More complex algorithms are being developed to handle 
higher dimensional grammars. Most of the algorithms introduce 
stochasticity by attaching probabilities to the selected 
samples. The inference approach of these algorithms is made 
more complex by the fact that probabilistic state transitions 
must be developed in a way to maintain the probabilities 
attached to the strings in the sample set. Algorithms such 
as the one proposed in this paper can be used fir st to infer 
the grammar of the sample and then probabilities can be 
learned for the productions by usi ng the available sample 
sentences. 
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