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1．まえがき
２次割当問題（QuadraticAssignmentProblem，ＱAP）’)は，ｎ個の場所にｎ個の施設を設置した場合，
施設同士の移動コストを最小化する問題である．それぞれの場所同士を結ぶ距離行列｡,施設間を移動する
ためのフロー行列ノが予め与えられる．ＱＡＰの解表現を汀とすると，７Tは要素数、の順列で表すことがで
きる．また，２地点間の距離はdjj，２施設間のフローはA(j)両(j)で表すことができる．以上より，ＱＡＰの
目的関数は式（１）のように表すことができる．
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(1) djjA(｡)汀(j）
QAPは，この目的関数を最小化する問題である.
ＱＡＰは，施設配置問題やLSI配置問題，スケジューリング問題などの実用上重要な組合せ最適化問題と
して知られており，Ⅳ２困難2)である．jVp-困難な問題は，多項式時間で厳密解を算出するアルゴリズムは
存在しないであろうと考えられている．従って，最適性の保証はなくとも，ある程度の精度の高い解（近似
解）が求まれば，十分に満足のいく場合が多い．そこで，欲張り法や局所探索法などの近似解法，遺伝的ア
ルゴリズムや反復局所探索法などのメタ戦略アルゴリズム3)が多く用いられている．ＱＡｐに対して，現在
までに様々なメタ戦略アルゴリズムの適用報告がされており，それらは良好な結果を示している')７)．メタ
戦略アルゴリズムは基本構成として局所探索法を使用している．つまり局所探索法の改善が，そのままメタ
戦略アルゴリズムの改善につながると考えられる．
最近我々はＱＡｐに対して，可変深度探索法（VariableDepthSearch，ＶＤＳ）４)のアイデアに基づくh-opt
局所探索法（lD-optLocalSearch，KLS）５)６)を提案し，その有効性を示した．さらに，ＱＡＰに対する地
形解析の結果5)，ＱＡｐの多くの問題例の探索空間は大域最適解に対して，構造化されていることを確認して
いる．
そこで我々は，ＫＬＳをメタ戦略アルゴリズムの一つである反復局所探索法（IteratedLocalSearch,ILS）
の枠組みに導入した，反復舟opt局所探索法（Iteratedk-optLocalSearch,IKLS）５）６)を提案している．
ILSは単純な枠組みながら，過去の探索で得られた局所解に対してランダムな変形を加えたものを次回探索
の初期解として，局所探索を反復する手法である．ＩＬＳの主要オペレータとして，局所探索法とKickがある．
Ｋｉｃｋは局所解を脱出する操作であり，局所探索によって得られた局所解を効率的に脱出させることができれ
ば，ＩＬＳの性能を向上させることが可能であると考えられる．そこで，本論文ではＱＡＰの地形解析の結果
を考慮したＫｉｃｋを示し，Ｋｉｃｋに用いるパラメータの検証を行う．
2．ＱＡＰに対する反復卜opt局所探索法
本章では，ＱＡＰに対する反復A-opt局所探索法（IKLS）について述べる．まず，ＩＫＬＳの概要を示した
後，ＩＫＬＳの主要な構成要素について具体的に説明する．
２．１１KLSの基本アルゴリズム
ＩＫＬＳは，過去の探索で得られた局所解に対してランダムな変形を加えたものを次回探索の初期解とし
て，局所探索を反復する手法である．ＩＫＬＳの流れを図１に示す．ＩＫＬＳは探索の準備を行う初期プロセス
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procedurelteratedk-optLocalSearch 
begin 
setaminimumα； 
generatearandomsolution7T； 
７T:＝lc-optLocalSearch(汀);7Tbest:＝汀；
７Ttemp：＝７T’７T6est：＝７Ti 
repeat 
ifrestart＝true 
then7T:＝restart(汀best),settheminimumα；
else汀:＝Kick(汀temp,α);endif
オーノ(c-optLocalSearch(汀)ｉ
ｉｆＣ(汀)＜Ｃ(7Ttemp）
ｔｈｅｎ７Ｔｔｅｍｐ:＝7T，ｓｅｔｔｈｅｍｉｎｉｍｕｍα； 
ｅｌｓｅｉｎｃｒｅａｓｅａｉｅｎｄｉｆ 
ｉｆＯ(7rtemp)＜Ｏ(汀best）
tllen7T6esz：＝７Ttempendif 
untilterminate＝true； 
retUrn7T6esti 
end； 
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(Linel-Line4）と反復して解を探索するメインループ（Line5-Linel5）の２つの部分から構成されている．初
期プロセスでは，まず初期解としてランダム解を生成し7Tとする（Line2）．そして，汀に対してＫＬＳを適
用し，現在の最良解7Tbest，探索で発見された最良解7Ttempとする（Line３，Line4)．次にメインループでは，
7Ttempに対してＫｉｃｋを適用し（Line8）７Tとし，ＫＬＳによって7Tを改善する（Line9)．最後に，７Ttempおよび汀bestを更新する（LinelO-14)．これらを終了条件を満たすまで繰り返す（Linel5)．探索終了後は，７T6est
を返して処理を終了する．以下に，本IKLSの主要な構成要素であるLocalSearch，Kick法について詳しく
述べる．
２２LocalSearch 
IKLSで使用するLocalSearchとして，我々が既に提案しているＱＡＰに対するA-opt局所探索法（KLS）
を使用する．以下でＫＬＳの概要について示す．
2.2.1ＱＡＰに対する舟opt局所探索法
本章では，ＱＡＰに対して我々が提案するA-opt局所探索法（KLS）について述べる．
ＫＬＳは，可変深度探索（VDS）に基づいている．ＶＤＳは，与えられた解に対して比較的小さな近傍操作
を連鎖的に適用することによって到達可能な解の集合を，新たに大きな近傍と捉える近傍探索のアイデアで
ある．ＫＬＳは，各反復において現在の解に対して，２－opt近傍操作を連鎖的に適用することで得られる解集
合を，改めて大きな近傍と捉えることで，局所探索を行うアルゴリズムである．また，２－opt近傍操作は図２
に示すように，現在の解の２つの要素を交換して近傍解を生成する方法である．
ＫＬＳの擬似コードを図３に示す．ＫＬＳは外ループ（Line2-l2）と内ループ（Line4-10）の２つのループか
ら構成されている．まず，擬似コードで用いられている変数を説明する．汀は現在保持している解である．ま
た，７T6estはＫＬＳで見つかった最良解，７Ｔｍは内ループの探索で見つかった暫定的な最良解である．同様に，９
は探索によって得られた解と探索を開始する前の解の評価値の改善幅（ゲイン値）を表す．ＫＬＳの内ループ
では，現在の解に対して任意の要素j,ｊを交換し，そのゲイン値を求める（Line5-7)．そして，ゲイン値が
改善ならば現在の解7Tを7rimに，ゲイン値９を9.宛に保存する（Line8)．一度交換した要素は，内ループの
処理が終わるまで交換禁止とする（Line9)．交換できる要素がなくなれば，内ループは終了する（LinelO)．
次に外ループでは，内ループで発見された最良解汀ｉｎのゲイン値と現在保持している最良解7T6estのゲイン
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近傍解
図２２－opt近傍操作
procedureA-optLocalSearch(汀）
ｂｅｇｉｎ 
ｌ汀best：＝７T196est：＝○○；
２ｒｅｐｅａｔ ３汀:＝汀best,リーＯ,い":＝ＣＯ,Ｐ:＝｛1,…,n}；
４ｒｅｐｅａｔ ５findapairofelemenMandj withmin`,jEB八,j:＝SwapGain(Ｍ汀)；
６汀＝SwapMove(Z,j,汀)；
７ ９＝９＋Ｊｊｊｉ ８ｉｆ９＜い，Ｄｔｈｅｎｇｄｎ：＝９，７｢｡〃：＝７T；ｅｎｄiｆ
９Ｐ＝ＰＷ,此
1０untilＰ＝Oｉ １１ｉｆ９ｍ＜伽ｓｔｔｈｅｎ恥ｓｔ：＝,Zn，７Tbest：＝７Tin；ｅｎｄｉｆ
ｌ２Ｕｎｔｉｌ９ｍ＞伽ｓｔ；
1３return7Tbest； 
ｅｎｄ； 
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値を比較して，汀｡、のほうが良好であれば，汀bestを更新する．この処理を解の改善がなくなるまで繰り返す．
2.3Kick法
本IKLSで使用するKick法について述べる．Kick法は，ＬＳによって得られた局所解を脱出させる操作で
ある．本研究で使用するKick法は,可変近傍探索（VariableNeighborhoodSearch，ＶＮＳ）の考え方を取り
入れた，２－opt近傍に基づくKick法である．ＶＮＳは，最良解が更新されている場合はＫｉｃｋによって小さな
変化を，最良解が更新されない場合には，Ｋｉｃｋによって徐々に大きな変化を加えていくという方法である．
図４に本IKLSで使用するＫｉｃｋの擬似コードを示す．
ｋｉｃｋは変数の初期化プロセス（Linel-3）と，解に変化を加えるメインループ（Line4-9）から構成されて
いる．初期化プロセスでは，まず変化を加える解を7Tとする（Linel）．次に，メインループで使用する順列
Ｐを初期化し（Line2），Ｋｉｃｋによって加える変化の大きさ（Kick-size）を決定する（Line3）．Line3で使
用しているαはＶＮＳのアイデアを取り入れたもので，ＩＫＬＳによって解が改善されている間は小さい値，改
善されなければ徐々に大きな値となる．Kick-sizeは，
〃×Kick-Tnin×α＜Kick-size二ｎ×Kick-max×α
の範囲からランダムに決定される．また，Kick-nlinとKick-maxの関係は
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procedureKick（7Ttemp，α） begin 
７Ｔ：＝７Ttemp； 
Ｐ＝｛1,…,､}； 
Kick-size：＝ 
GetRandom(、×Kick-min×α＜Kick-size＜、×Kick-max×α）repeat 
findapairofelementZandjｗｉｔｈｉ≠ｊＥＰｉ Ｔ:＝SwapMoveW,7T)； 
Ｐ＝ＰＷ,小
Kick-size-Kick-size-1； 
untilKick-size＝Ｏｉ 
ｒｅｔＵｒｎ７Ｔ； 
ｅｎｄ； 
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図４Ｋｉｃｋ法の擬似コード
０．１＜Kick1nin＜Kick-max＜０．９ 
である．メインループでは，順列Ｐの中から，２つの要素を選択し，解7Tを入れ替える（Line5-6)．入れ替
える要素の重複を避けるため，入れ替えた要素はＰから削除する（Line7)．Line8でKicksizeを１減らす．
これらの処理をKicksizeがＯになるまで繰り返す．
2.4restart処理
本IKLSでは，探索の多様』性を維持するためにrestart処理を行っている．ある程度探索が進むと，現在発
見している最良解の近くにそれ以上良好な解が発見できない場合がある．restart処理は，そのような場合に
Kickよりも大きな変化を解に加え，新たな領域から探索を始めるための処理である．本IKLSでは，問題サ
イズ×８０％解構造を変化させるように設定している．
ａｌＫＬＳのＫｉｃｋ法の性能評価実験
本章では２．３節で示したKick-sizeのランダム選択のパラメータ，Kick-minおよびKick1naxについて検
討を行う．また，処理時間の経過に対する最良解の変化の様子を調べ，探索の進行速度について考察する．
3.1実験詳細
実験はKick-minおよびKick-maxを01,0.2,0.3,0.4,05，0.6,0.7,0.8,0.9の９段階，計45パター
ンのパラメータ値の設定を用いて，有効なパラメータ設定を検討する．また，ＩＫＬＳで使用するαは初期値
を0.1とし，０．１ずつ１０段階で変化するように設定した対象とする問題例はＱＡＰのベンチマーク問題例集
であるQAPLIB8)より文献1)で使用されているelsl9，chr25a，bur26a，nug30，kra30a，ste36amai60a，
tai80a，tailOOa，skolOOa，tai60b，tai80b，tailOOb，tail50b，thol5qtai256cの１６例題を用いる．また
QAPLIBでは，tai256cが最大の問題サイズとなっている．実験は，各問題サイズごとに計算打ち切り時間
を設定し１０回試行する．また，最適解（既知の最良解）が出力された場合もその試行は打ち切りとする．表
１に各問題例の最適解と打ち切り処理時間（s）を示す．打ち切り処理時間は文献')に基づいて定めている．
性能評価は，得られた解の評価値の平均精度を用いる．解の評価値の精度は，式(2)によって求めている．
解の評価値の精度(％)＝改善解の評価値一最適解(既知の最良解)の評価値×,００ （２） 最適解(既知の最良解)の評価値
IKLSはＣ言語によってコード化し，使用コンパイラは，ｇccで最適化オプション－０３を付加した．全ての実
験は，Hewlett-Packard社の計算機HPxw4300WOrkstationCPU：Pentium４３．４ＧHz，４ＧＢＲＡＭ，ＯＳ：
FedoraCore5上で行う．
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間・・腿市田間諜表１
3.2実験結果結果を表2～表１０に示す．それぞれの表のinstance欄のnameには問題例名を示し，問題例名に含まれる数字は問題サイズを表している．なお，ｓｕｍは各結果の合計値で小さくなるほど良い結果である．KiCk-maxの下にはKick-nlaxで使用した値を示した．結果は全て％で表記している．＜0.01は０ではないが，0.01よりも小さい値であるということである．また太字で示した値は，結果が良好な10パターンである．全パターンにおいて，各問題例に対する解の評価値の平均精度は同様の傾向が得られた．小さいサイズの問題例では，ほぼ全てのパターンで最適解が出力されている．ｓｕｍに大きな影響を与える問題例としてtai60a，tai80a，tailOOaが挙げられる．これらの問題例は精度が1.18～1.94とパラメータの組み合わせで大きな差が出ている．また，ste36a，tai60b，tai80b，tailOObの精度は最適解到達回数に応じて大きく異なる結果が得られた．以上より，ｓｕｍで良好な結果を示したパラメータ設定は，全ての問題例に対して比較的良好な精度を示した
ものであるということがいえる．また，ｓｕｍの結果に探索の進行状況が関係するかを調べるために，ｓｕｍが最良となるパラメータ値設定（Kick1nin＝0.4,KiCkmax＝0.7）とsumが最悪となるパラメータ値設定（Kickmin＝0.9,Kick-max＝0.9）のtai60aの処理時間に対する最良解の変化を調べ，以下に考察する．図５，図６にtai60aの処理時間に対する最良解の変化を示す．どちらの図も横軸は処理時間（time)，縦軸は解の評価値（cost）である．また，実線は各試行に対する最良解の変化，破線は最適解を表している．どちらも探索の序盤で急速に最良解が更新されている．しかし，図５では探索終盤にも多く最良解が更新されているのに対し，図６では中盤をすぎたあたりから最良解の更新が少なくなっている傾向が観測できた．
0.1の舵
4．むすび本論文ではＱＡＰに対する反復除opt局所探索法（IKLS）を提案し，ＩＫＬＳの主要な処理であるKiCk法のパラメータ値について検討を行った．その結果，KiCk-minは0.3～０．５，Kick-maxは0.5～07程度に設定した場合に比較的良好な結果を示した．また，処理時間に対する最良解の更新状況については，良好な結果を示すパラメータ値は探索終盤でも最良解が更新されている傾向が観測できた．
Ｕ▼可凸且Ｌ宛■■しこ
ｎａｎｌｅ ｏｐＬ time(s） 
ｅｌｓ１９ l７ＺｌＺｂ４５ 、
cｈｒＺＤａ ひ./Ｕｂ 15 
ｂｕｒＺ６ａ ５４Ｚｂｂ７Ｕ ＺＵ 
ｎｕｇ３ｕ ｂｌＺ４ ＺＵ 
ｋｒａ３Ｕａ BＢＵＵＵ ＺＵ 
sｔｅ３６ａ ＵＤＺＵ ｕＵ 
tａｉ６Ｕａ ７ＺＵＤＵｂ乙 ９Ｕ 
tａｉ８０ａ １３５１１「ろｕ l８Ｕ 
tａｉｌｕｕａ ｚ１ＵＤＺ４ｂＤ ３０Ｕ 
sｋｏｌＵＵａ ｌＤＺＵＵ四 ａＵＵ 
tａｉ６０ｂ ６０８Ｚ１ＤＵＯ４ gＵ 
tａｉ８０ｂ ８１８４１ＤＵ４己 l８Ｕ 
tａｉｌＯＵｂ ｌ１８５９９ｂＬひ『 aＵＵ 
ｔａｉｌ５Ｕｂ ４９８８９ｂｂ４ｄ bＵＵ 
ｔｈｏｌｂｕ ８１ａｄ４Ｂ４ ６ＵＵ 
tａｉ２Ｄｂｃ ４４７５９ＺＵ４ l２０Ｕ 
仲用問題例と打ち切り処理時
iｎｓｔａｎｃｅ 
Ｋｉｃｋ－ｍａｘ 
ｎａｌｎｅ 0.1 Ｕ・Ｚ
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７ ８ ９ 
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6９ ２次割当問題に対する反復ﾙｰopt局所探索法のＫｉｃｋ法の検討
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図６tai60aの最良解の変化（Kick-min＝0.9,
Kick-max=09） 
図５tai60aの最良解の変化（Kicmnin＝04,
Kick-max＝0.7） 
以下では，今後の課題・検討事項について記述する．
（１）今回検討を行わなかったαの増減について検討する必要がある．
（２）各問題例によって，Kick-minおよびKick-maxの最適な値が異なるので，適応的にそれらを調整で
きるようにする必要がある．
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