We show lower bounds in the multi-party quantum communication complexity model. In this model, there Our result is obtained by adapting to the quantum setting the elegant information-theoretic arguments of BarYossef, Jayram, Kumar and Sivakumar [BJKS02b]. Using this method we can show similar lower bounds for the L ∞
. , X t ) = f F (X 1 ∩ · · · ∩ X t ). We show that the t-party k-round communication complexity of F is Ω(s m (f F
. For k = 1, our lower bound matches the Ω(n) lower bound observed by Buhrman and de Wolf [BdW01] (based on a result of Nayak [Nay99] ), and for 2 ≤ k n 1/4 , improves the lower bound of Ω( √ n) shown by Razborov [Raz02] . For protocols with no restrictions on the number of rounds, we can conclude that the two parties must exchange Ω(n 1/3 ) qubits. This, however, falls short of the optimal Ω( √ n) lower bound shown by Razborov [Raz02] .
Our result is obtained by adapting to the quantum setting the elegant information-theoretic arguments of BarYossef, Jayram, Kumar and Sivakumar [BJKS02b] . Using this method we can show similar lower bounds for the L ∞ The set disjointness function: For the set disjointness function, however, quantum protocols were found to be strictly more powerful than their classical randomised counterparts. Since the communication complexity of the set disjointness function is central to the work presented in this paper, we describe its history in greater detail. In the bounded error classical setting Babai, Frankl and Simon [BFS86] showed a lower bound of Ω( √ n). This was improved to an Ω(n) lower bound by Kalyanasundaram and Schnitger [KS92] ; their proof was simplified by Razborov [Raz92] . There is a straightforward protocol with n + 1 bits of communication where Alice sends her entire input to Bob, who computes the answer and returns it to 2 ) in a restricted model; their lower bound was strengthened by Bar-Yossef, Jayram, Kumar and Sivakumar [BJKS02b] , who obtained the same lower bound without any restrictions.
The quantum communication complexity of set disjointness was first studied by Buhrman show a lower bound of Ω(n/(t log t)), improving an earlier Ω(n/t 2 ) lower bound of Bar-Yossef, Jayram, Kumar and Sivakumar [BJKS02b] and an Ω(n/t 4 ) lower bound of Alon, Matias and Szegedy [AMS99] . A slight variant of this problem, called the approximate set disjointness problem, was considered by Nisan [Nis02] ; the lower bounds mentioned above apply to Nisan's version as well. The multiparty quantum communication complexity of these problems has not been considered before this work.
Our results
The upper and lower bounds on the two-party quantum communication complexity of the set disjointness function are tight up to constant factors, if there are no restrictions imposed on the number of rounds (i.e. the number of messages) in the protocol. The best upper bound uses O( √ n) rounds of communication, and from it one can derive a k-round protocol where the parties exchange a total of at most O(n/k) qubits. For k = 1, Buhrman and de Wolf [BdW01] observed that a lower bound of Ω(n) follows from the results of Nayak [Nay99] for the indexfunction problem. For k ≥ 2, Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01] showed a lower bound of Ω(n 1/k ), but this is subsumed by Razborov's [Raz02] lower bound of Ω( √ n) which holds even if there is no restriction on the number of rounds. However, for small k, Razborov's lower bound is far from the best upper bound known, namely O(n/k). Our first result implies lower bounds for the twoparty bounded error k-round quantum communication complexity of set disjointness that comes closer to the upper bound of O(n/k). In fact, the result holds for a multi-party quantum communication model which we define in detail in Section 2.2. In this model, there are t parties where the ith party has input X i ⊆ [n]. These parties communicate with each other by transmitting qubits from one party to another to determine with high probability the value of some function F of their combined input (X 1 , . . . , X t ). We consider the class of boolean valued functions whose value depends only on X 1 ∩ · · · ∩ X t ; that is, for each F in this class there is an f F : 2
[n] → {0, 1}, such that
Result 1 The t-party k-round bounded error quantum communication complexity of a set disjointness-like function
In fact, Result 1 follows from the following result via easy reductions.
Result 1'
The t-party k-round bounded error quantum communication complexity of the promise set disjointness problem is Ω(n/k 2 ). This lower bound also holds for Nisan's approximate set disjointness problem [Nis02] .
Remarks:
1. Observe that the lower bound in Result 1' is independent of t! This appears to contradict the O((n log n)/t) upper bound for the promise set disjointness problem in [BJKS02a] . However, that upper bound is in the multi-party simultaneous message model, whereas in our definition of multi-party quantum protocols it is required to pass messages from one party to another. Thus, the simultaneous message protocol of [BJKS02a] is actually a t-round protocol in our model. 2. For two-party quantum protocols with an unbounded number of rounds, we get a lower bound of Ω(n 1/3 ) for the set disjointness problem.
For the L ∞ promise problem we get the following lower bound.
Result 2 The two-party
All our lower bounds hold even if the parties start with arbitrary prior entanglement that is independent of the inputs.
Finally, we remark that our quantum communication complexity lower bounds imply space lower bounds for a natural model of 'quantum data stream computation', in exactly the same way as in the classical setting.
Techniques used
The original lower bounds for set disjointness in the classical two-party communication model are based on deep analyses of the communication matrix and can be said to be based on the discrepancy method (see e.g. [KN97] ). Razborov's recent Ω( √ n) lower bound [Raz02] for the bounded error two-party quantum communication complexity of set disjointness also uses the discrepancy method. The discrepancy method for quantum protocols was formulated explicitly by Kremer [Kre95] (see also Klauck [Kla01] and Yao [Yao93] ), but Razborov's proof extends it substantially by developing interesting and powerful tools based on the spectral theory of matrices.
Recently however, Bar-Yossef et al. [BJKS02b] proposed an information-theoretic approach for studying set disjointness-like problems in the classical setting. Using a refinement of the notion of information cost of a communication protocol originally defined by Chakrabarti, Shi, Wirth and Yao [CSWY01] , they showed that a linear lower bound for the bounded error two-party randomised communication complexity of set disjointness follows from an Ω(1) lower bound on a certain information cost of a twoparty communication protocol computing the AND a ∧ b of just two bits a, b! The information-theoretic machinery essentially allowed them to treat the set disjointness function like a direct sum of n two-bit AND 's. Their work provided a compelling and beautiful illustration of information-theoretic tools in the analysis of communication protocols. Interestingly, the idea of proving lower bounds for set disjointness by treating it like a direct sum of n two-bit AND 's was earlier employed in [KKN95] in the setting of two-party nondeterministic classical communication complexity; however, their approach was not information-theoretic and does not seem to be suitable for bounded error classical randomised or quantum communication protocols.
We adapt their approach to the quantum setting. In order to bring out the contribution of this paper more clearly, we will now informally describe the information-theoretic argument underlying the proof of [BJKS02b] and discuss how we adapt it to the quantum setting. The argument has two parts: in the first part, using a direct-sum property for information cost of a communication protocol one reduces the communication problem DISJ to the communication problem AND of two bits (one with Alice and one with Bob); in the second part, one shows that any communication protocol for AND of two bits needs to have high information cost.
The information cost approach:
The first part of the argument is based on the notion of information cost of private coin randomised communication protocols, defined to be the Shannon mutual information between the inputs (which are assumed to come from some distribution) and the entire message transcript of the protocol. Bar-Yossef et al. [BJKS02b] examine the information cost of the protocol for several distributions. Let the number of bits transmitted by the protocol be c. Then, the information cost is also bounded by c for each distribution.
At this point it will be convenient to view the inputs X A and X B of Alice and Bob as elements of {0, 1} n and the set disjointness function DISJ as
. A typical distribution considered by Bar-Yossef et al. is defined as follows. For each coordinate i, independently, one party is given the input 0 and the other party is given a uniformly random bit. Using the sub-additivity property of mutual information, one concludes that the sum over i of the mutual information between the transcript and X A [i] is bounded by c; a similar statement holds for Bob's inputs. It is then not hard to argue using a standard averaging argument that there is an i and a probability distribution
: j = i) such that the following conditions hold:
= 0 (with probability 1); In order to implement this programme in the quantum setting, one has to define a notion of information cost for quantum protocols. It is not immediately clear how this can be done, because quantum operations are notorious for destroying the states on which they act; in particular, it is not reasonable to expect that the complete transcript of all messages is part of the final global state of the algorithm. Even if the complete transcript is available in the final global state of the algorithm, it may not contain any information about the inputs of either party. If the parties are allowed prior entanglement, then using quantum teleportation, one can implement any protocol such that the messages are classical and uniformly random. So, the transcript will just be a uniformly random string of length c independent of the actual inputs! The definition of information loss for quantum protocols: We address these difficulties as follows. Assume that the players' inputs come from some classical probability distribution. Without loss of generality, the players make a 'safe' copy of their (classical) inputs before proceeding with the quantum protocol. Instead of considering the information carried by a particular message, we examine the the context in which the message is received i.e. we consider the von Neumann mutual information between the sender's input and all the qubits in the possession of the receiver at that time, including the qubits of the message just received. The information loss (we use the term loss instead of cost) of the protocol for the given input distribution is defined to be a certain weighted sum of these mutual informations taken over all rounds. With this definition of information loss, the arguments of [BJKS02b] are easily carried over to the quantum setting. We can then conclude that if the information loss of computing the AND of two bits is then the communication complexity of DISJ is Ω(n /k).
We have arrived at the second part of our programme, that is, to show non-trivial lower bounds on the information loss of a quantum protocol computing the AND of two bits. In their original argument, [BJKS02b] showed a lower bound on the information cost of a classical private coin protocol computing the AND of two bits via a direct argument using Hellinger distances between certain probability distributions. Since we are working with our different notion of information loss, this argument does not appear to be immediately applicable to us; so instead of reviewing it, we will now directly describe our new argument for showing a lower bound on the information loss of a quantum protocol computing the AND of two bits. We consider two input distributions: in the first distribution, Alice has 0 and Bob has a uniformly random bit; in the second distribution, Bob has 0 and Alice has a uniformly random bit. Suppose we are given that for these distributions at no stage do the qubits of the receiver of a message contain more than bits of information about the input of the sender. We wish to show that if is very small, then this leads to a contradiction. Our argument can be understood at an intuitive level in the framework of round elimination in communication protocols [MNSW98, KNTZ01, Sen03] . Suppose Alice sends the first message of the protocol. We know that when Bob's input is 0 the state of his qubits after receiving the first message is essentially the same whether Alice's input is 0 or 1.
So no matter what her actual input is, Alice might as well send her first message assuming that her input is 0. Using standard arguments (see below), we can eliminate the first message of Alice and obtain a protocol with one fewer round of communication, increasing the error probability of the protocol by a small amount. Now it is Bob's turn. Our hypothesis says that when Alice's input is 0 the state of her qubits after receiving the first message from Bob is essentially the same whether Bob's input is 0 or 1. But the modified protocol so far has proceeded as if Alice's input is 0 (even though her actual input might be something else). We can thus eliminate Bob's first message as well. If is small, then the increase in error probability on account of this manoeuvre is also small. Proceeding in this manner we eliminate all rounds. But it is obvious that if the parties exchange no messages they cannot compute any non-trivial function unless one allows error probability greater than 1/2. Since there are at most k rounds of communication, this gives us a lower bound of the form ≥ (k). Using these ideas one can show an Ω(n/k 2 ) lower bound on the two-party quantum communication complexity of the set disjointness function.
There are two aspects of our proof that require further comment. [KNTZ01] on her work qubits, in order to restore them to the correct state should she discover later that her actual input is 1 (recall that in the modified protocol, Alice prepares her first message assuming that her input is always 0). We use a stronger local transition lemma (Lemma 1) than the one in [KNTZ01] . The stronger lemma is crucial for getting an Ω(n/k 2 ) lower bound in Result 1; the local transition lemma of [KNTZ01] gives an Ω(n/k 4 ) lower bound.
Local transition:
A paradox?: In our notion of information loss of quantum protocols it is important that the parties start in a pure global state. In fact, this notion is unsuited for classical private coin randomised communication complexity. Consider the following classical private coin protocol for computing the AND of two bits (a, b). Alice sends Bob a random bit r, retaining a copy of r if and only if a = 1. Bob sends Alice r ⊕ b; if a = 1, Alice can recover b using the copy of r she has and determine a ∧ b. Now clearly, when Bob's input is 0 he has no information about Alice's input at the end of the first round; also when Alice's input is 0 she has no information about Bob's input at the end of the second round because she does not retain a copy of r in this case. So, according to our definition this protocol has zero information loss for both the distributions considered above. Yet, the protocol computes the AND of two bits correctly! Interestingly, no such quantum protocol starting with a pure global state is possible.
The rest of the paper
In the next section, we give some definitions used in the rest of the paper. In Section 3, we prove Result 1'. The proof of Result 2 is omitted from this extended abstract.
Preliminaries

Information theoretic background
We now state some basic facts from information theory that we need. For a good account of quantum information theory, see e.g. [NC00] .
In this paper, all quantum systems are finite dimensional and all classical random variables have finite range. Suppose A, B, C are three disjoint quantum systems having some joint density matrix ρ. Let ρ A be the reduced density matrix of A. Then S(A) 
S(A) + S(B) − S(AB). The conditional von Neumann mutual information of A and B given C is defined as I((A : B) | C)
∆ = S(AC) + S(BC) − S(C) − S(ABC).
If C is a classical random variable taking the classical value |c with probability p c , it is easy to see that I((A 
For classical probability distributions P, Q on the same sample space Ω, their total variation distance is defined as
For density matrices ρ, σ over the same Hilbert space, their trace distance is defined as follows:
The importance of trace distance as a metric on density matrices stems from the following fact.
Fact 2 (see [AKN98]) Let ρ, σ be density matrices in the same finite dimensional Hilbert space H. Let F be a measurement (POVM) on H. Then, Fρ − Fσ
Suppose A, B are disjoint quantum systems. Let ρ AB , σ AB be two density matrices of the joint quantum system AB. The trace distance satisfies the following property of monotonicity: ρ AB − σ AB t ≥ ρ A − σ A t . In fact, Fact 2 can be derived from the monotonicity of trace distance.
We now state our strong local transition lemma. The proof uses an inequality implicitly contained in [Lin91] (see also [FvdG99, DHR78] 
Quantum communication complexity
We define t-party quantum communication protocols as a natural extension of two-party quantum communication protocols defined by Yao [Yao93] . Let f : X 1 ×X 2 · · · X t → Z be a function. There are t parties P 1 , . . . , P t who hold qubits. When the quantum communication protocol Π starts, P i holds |x i where x i ∈ X i together with some ancilla qubits ('work qubits') in the state |0 . P 1 , . . . , P t may also share an input independent prior entanglement pure state (say |ψ ). Different parties possess different qubits of |ψ . The parties take turns to communicate to compute f (x 1 , x 2 , · · · , x t ). Suppose it is P 1 's turn to communicate. P 1 can make an arbitrary unitary transformation on the qubits in her possession at this time and then send some of her qubits to P 2 , . . . , P t . Whose turn it is to communicate, the unitary transformation applied by the active player and the qubits that the active player sends to the other players are predetermined by Π and independent of the input (x 1 , . . . , x t ). A round of communication denotes the qubits that the active player sends to the other players. Sending qubits does not change the overall superposition, but rather changes the ownership of the qubits. At the end of the protocol Π, one of the parties performs a von Neumann measurement in the computational basis of some qubits in her possession (the 'answer qubits') to output an answer Π(x 1 , x 2 , · · · , x t ). The party performing the measurement as well as the qubits that she measures are predetermined by Π and independent of the input (x 1 , . . . , x t ). We say that protocol Π computes f with error
The communication cost of Π is the number of qubits exchanged in Π between all the parties. The t-party k-round δ-error quantum communication complexity of f , denoted by Q t,k δ (f ), is the minimum communication cost of a t-party k-round δ-error quantum protocol with prior entanglement for f . When δ is omitted, we mean that δ = 1/3.
We require that the parties make a 'safe' copy of their inputs (using for example CNOT gates) before beginning the protocol Π. This is possible without loss of generality because the inputs are in computational basis states. Thus, the input qubits of the parties are never sent as messages, their state remains unchanged throughout the execution of Π, and they are never measured i.e. some work qubits are measured to determine the result Π(x 1 , . . . , x t ). We call such protocols safe, and henceforth, we will assume that all our protocols are safe. We now define the conditional information loss of a tparty quantum communication protocol with prior entanglement. For technical reasons, we need to work with a conditional version of information loss instead of the unconditional version described in the introduction. A similar conditional version of information cost is used in [BJKS02b] to prove their lower bounds. But first, we need a couple of preliminary definitions.
Definition 1 (Embedding)
, and
Definition 2 (Collapsing) Suppose F : X n → Z. We say that x ∈ X n collapses F to the function h :
We say that a random variable X taking values in X n collapses F to h if it collapses F to h with probability 1.
Let D, X 1 , . . . , X t be classical random variables taking values in some finite sets D, X 1 , . . . , X t respectively. Let X
n is obtained by taking n independent copies of (X, D). Thus, X n takes values in (X 1 ×· · ·×X t ) n which we identify with X n ; then it is easy to verify that D partitions X. Let Π be a t-party k-round δ-error quantum protocol for computing F : X 1 × · · · × X t → Z. Suppose X 1 , . . . , X t are the random variables corresponding to the inputs of P 1 , . . . , P t . Let P j denote the active player in round j. Let X j denote the input random variable of P j . P j denote the qubits all players except P j just after round j is complete. Let k(j) denote the number of rounds of Π in which the player P j is active. 
Definition 3 (Conditional information loss) In the notation above, the conditional information loss of Π under
Proof: Suppose Π is a t-party k-round δ-error quantum protocol with prior entanglement for F with communication cost c
Our goal is to show that there is a t-party k-round δ-error quantum protocol with prior entanglement for h having information loss at most 2kc n under (X, D). While analysing Π, we will need to maintain that the global state of P 1 , . . . , P t is pure at all times. However, we will run Π on random inputs drawn from certain product probability distributions. In such a situation, we will adopt the following convention. We will assume that in addition to the usual input registers IN i , P i has another set of registers IN i . When we require that P i 's inputs be some random variable X i , we in fact, start with the following state in the regis-
Then, we run the protocol Π as before with input registers IN i . During this execution no quantum gates are applied to registers IN i , they are not sent as messages and they are never measured. From now on the classical random variable X i denotes the state of the registers IN i , which stays unchanged throughout the protocol Π because Π is safe. In this revised protocol Π , IN i is included amongst the qubits of P i . Π has the same communication cost as Π. Π is a δ-error protocol for F with communication cost c. Consider the execution of Π on input X ∆ = (X 1 , . . . , X t ) conditioned on D = d; note that under this condition X 1 , . . . , X t are independent random variables. Let c(i) denote the total number of qubits sent by the party P i in protocol Π (which is the same as the total number of qubits sent by P i in protocol Π). Then we have, for all 1 ≤ i ≤ k,
The first inequality above follows from Fact 1 because by our definition of (X, D), (X A [j] : 1 ≤ j ≤ n) are independent random variables when conditioned on D = d; the second inequality follows from Fact 3.
Averaging over the possible values of D, we obtain:
. Summing these inequalities with weight k/k(i) over all rounds i, we obtain
which implies:
Fix a value of j so that the last inequality holds. For d ∈ D n , let
Then from (1),
n . We will now obtain a protocol for h by 'embedding' its input as the jth input of Π . Using a straightforward averaging argument we first fix a valued ∈ D n so that
Consider the following quantum protocol with prior entanglement Π h for computing h(u 1 , . . . , u t ). On input u i ∈ X i , P i prepares her input registers as follows. In the registers
is set to |u i . Then, P 1 , . . . , P t run the protocol Π . Note that the registers
We need to verify that protocol Π h has two properties. First, that it is a δ-error protocol for h. For this we note that in Π h , at all times, the state of the registers that were present in the original protocol Π (that is all registers except IN i ) is identical to their state when Π is run with input embed (X, j, (u 1 , . . . , u t ) ) conditioned on the event D =d. Since X collapses F to h, we conclude that Π h computes h(u 1 , . . . , u t ) with probability at least 1 − δ.
Second, we need to verify that
n . We expand the left hand side of (3) using definition (2) of I(d) and show that each term in it is at least the corresponding term in IL(Π | (X, D) ). For example, consider the term
, ranging over all parties except P i traced out, when Π is run on input X conditioned on D = embed (d, j, d ). It follows from the monotonicity of mutual information that I((X i :
Let X i be a random variable taking values in X i and X
n collapses DISJ to AND (here DISJ denotes the promise t-party set disjointness problem and AND denotes the AND function on t bits). We now show a lower bound for the conditional information loss of AND under (X, D).
.
Proof: Let θ > 0. Let Π be a t-party k-round -error quantum protocol with prior entanglement for AND with η
Consider the situation in Π just after the ith round of communication.
For any x ∈ {0, 1} t , let |φ i x be the global state vector of the qubits of P 1 , . . . , P t at this point in time, when protocol Π is started with input X = x. Define s(i)
. Let e i ∈ {0, 1} t denote the vector which has an 1 in the ith coordinate and 0 everywhere else. Let 0, 1 ∈ {0, 1} t denote the all-zeroes and allones vectors respectively. To keep our notation concise, for state vectors |φ and |ψ we write |φ − |ψ t instead of |φ φ| − |ψ ψ| t . By Lemma 1, there is a 'correction' unitary transformation V i acting on the qubits in the possession of P i just after round i such that
For any 1 ≤ j ≤ t, let W i j denote the 'correction' unitary transformation of party P j in the last round at or before round i when P j was active. Then, W . Let U i denote the unitary transformation of protocol Π that P 1 applies to the qubits in her possession just after round i − 1 in order to prepare the messages of round i. Let i denote the last round before i when P 2 was active. Let U i ,i denote the product of the unitary transformations applied by the parties in protocol Π after round i is complete and till the end of round i. Then, |φ It is easy to check that δ 0 = 0. Hence, δ k ≤ k i=1 2 8s(i). Using concavity of the square root function, we get that δ k ≤ √ 32ηk. Using Fact 2, the fact that a local unitary transformation does not affect the density matrix of the remote system and monotonicity of trace distance, we get that a correct k-round -error protocol for AND must have δ k ≥ 2−4 . Hence, η ≥ − θ for any θ > 0. This completes the proof of the lemma.
Remark:
In fact, there are bounded error two-party kround quantum protocols for the AND of two bits with conditional information loss O(log k/k). Such protocols can be obtained from the protocols of [BCW98, HdW02, AA03] for set disjointness on a universe of size O(k 2 ) by setting the first coordinate of Alice and Bob to the two input bits and setting the rest of the coordinates to 0. Another such protocol with one qubit messages can be obtained by adapting the 'reflections in a plane' visualisation (see e.g. [NC00] ) of Grover's algorithm on a universe of size O(k 2 ). The following is now immediate from Lemma 2 and Lemma 3.
Theorem 1 Any t-party k-round bounded error quantum protocol for the set disjointness problem needs to have communication cost at least Ω(n/k 2 ).
Our original proof gave a lower bound of Ω(n/k 4 ) for set disjointness. We later improved it to Ω(n/k 2 ) using an
