A motion compensation technique is used to compensate the temporal redundancy of video sequence.
The main idea of the this method is to predict the displacement of group of pixels (usually block of pixels) from their position in the previous frame. in the previous frame.
Information about this displacement is represented by motion vectors which are transmitted together with the DCT coded difference between the predicted and the original images.
Each 16x16 pixel macroblock in the current frame is compared with a set of macroblocks in the previous frame to determine the one that best predicts the current macroblock.
The set of macroblocks in the previous frame is constructed as a set of shifts of the co-sited macroblock in the previous frame.
This set of macroblocks includes those within a limited region This set of macroblocks includes those within a limited region of the co-sited macroblock. To find the best matching macroblock we search for where denote pixels of the current macroblock and the co-sited macroblock of the previous frame. 
Motion compensation
Macroblock size is equal to (usually 16x16) and usually we search for the best prediction for shifts and When the best matching macroblock is found we construct a motion vector. For the th macroblock of the current frame we transmit a pair of coordinates that shows how we
we transmit a pair of coordinates that shows how we should translate the corresponding macroblock of the previous frame.
The motion vector contains coordinates for all macroblocks and the motion vector contains coordinates for all macroblocks.
Motion vectors are entropy coded and transmitted or stored as a part of the compressed data.
The difference between the current and the motion compensated frame is transformed using DCT, quantized, entropy coded and transmitted or stored together with coded motion vectors. motion vectors.
The main problem related with the motion compensation method is its high computational complexity. To minimize (13.1) we have to perform an exhaustive search over all admissible pairs . If and we search over shifts.
If we search over shifts.
, Then we use components of the found vectors as centers for the next search over pairs:
We obtain:
We use components of as centers for search over:
At this step we obtain the motion compensation vectors The described procedure searches over 27 shifts instead of 81.
The payment for the reducing of computational complexity of the search procedure is loss of its optimality. ,
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However, this non-optimal search procedure usually does not lead to the significant loss in compression ratio for the given quality. Common features of video standards
Overview of video standards VIDEO STANDARDS
•All coders first determine the type of the frame using some criterion INTRA or I-frame is coded and transmitted as an independent frame (as still images). An initial frame is always an I-frame. Other I-frames correspond to the frames where scenes change. Other I-frames correspond to the frames where scenes change.
To encode the I-frames coders use a DCT on blocks 8x8 pixels and the corresponding part of the coder is the same as used for the JPEG coder.
•Subsequent frames which are modeled as changing slowly due to small motion of objects in the scene, are coded efficiently in the INTER mode using the motion compensation technique.
H.261 and its derivatives H.261 is intended for ISDN teleconferencing .
H.262 is essentially the high-bit rate MPEG-2 standard H.263 low bit rate video codec is intended for POTs teleconferencing at modem rates of 14.4-56 kb/s, where this rate includes video coding, speech coding, control information, and other logical channel data.
H.261 supports both CIF and the QCIF formats. It is intended for applications with small controlled amount of motion in a scene.
H.263 has the following improvements compared to H.261:
•Half-pixel motion compensation
•Improved VLC (arithmetic coding is used instead of the Huffman coding)
•Advanced motion prediction mode, including overlapped block motion compensation
•A mode that combines a bidirectionally predicted picture with a normal forward predicted picture
The bidirectional prediction means that there are two types of predicted or INTER frames: P-frames and B-frames. predicted or INTER frames: P-frames and B-frames. P-frames are predicted from the most recently reconstructed I or P frame.
B-frames or bidirectional frames they are predicted from the closest two I or P frames, one in the past and one in the future. The MPEG-1 standard is a true multimedia standard. It is optimized for storage of multimedia content on standard CD-ROM or applications at about 1.5 Mb/s.
It was designed to allow 74 minutes of digital video to be stored on CD. The supported picture formats are 352x288 at 25 fps and 352x240 pixels at 30 fps.
The video coding in MPEG-1 is very similar to the video coding of the H.26X series.
MPEG-2 is an extension of the MPEG-1 standard for digital compression of audio and video. It supports a wide range of bit rates. It efficiently codes interlaced video and provides tools for the scalable video coding.
Interlaced video coding
A movie is a sequence of frames displayed at a given rate. PAL TV is video displayed at 25 fps and NTSC is TV at 30 fps. Video at 25 or 30 fps is enough with human eye properties but on TV screen, image is perceived flickering.
It was found that displaying the same frame in two parts (one field of odd lines and another field of even lines) and field of odd lines and another field of even lines) and doubling the rate (60 ½ fps and 50 ½ fps) avoid flicker thanks to screen remanence.
TV is interlaced video. One frame contains fields from two instants in time.
In non-interlaced video all lines of the frame are sampled at the same instant in time. Non-interlaced video is also called progressively scanned or sequentially scanned video. 
FRAME PREDICTION

MPEG-2
A profile is a subset of algorithmic tools.
A level identifies a set of constraints on parameters values (such as picture size, bit rate or number of layers supported by scalable profiles).
MPEG-2 supports two non-scalable profiles:
The simple profile uses no B-frames. It is suitable for low-delay The simple profile uses no B-frames. It is suitable for low-delay applications such as videoconferencing.
The main profile adds support for B-pictures and adds 120ms delay to allow picture reordering.
Scalable profiles: The SNR profile adds support for enhancement layers of DCT coefficient refinement. The total bitstream is structured in layers, starting with a base layer (it can be decoded itself) and adding refinements layers to reduce quantization error. 
MPEG-2
DCT
MPEG-4
The binary matrix representing the shape of a VOP is binary mask. In this mask pixels belonging to VOP are set to 1 and other pixels are set to 0. Binary mask is then split into binary alpha blocks (BAB) of size 16x16.
If all pixels of BAB are equal to 0 (a transparent block) or all belong to VOP (an opaque block) the block is flagged and coded in a special way. The basic tools for encoding and coded in a special way. The basic tools for encoding BABs are context arithmetic coding and motion compensation. The gray-scale information is coded using MC+DCT MPEG-4 provides 3 modes for encoding VOP: 
Motion compensation is performed only for P-or B-VOPs.
For internal macroblocks 16x16 or 8x8 (in advanced mode) MC is done in the usual way.
For macroblocks that only partially belong to the VOP motion vectors are estimated using the modified block (polygon) vectors are estimated using the modified block (polygon) matching technique.
The discrepancy of matching is given by the sum of absolute differences (SAD) computed for pixels belonging to the VOP. If the reference block is on the VOP boundary a repetitive padding technique assigns values to pixels outside the VOP. The SAD is computed using these padded pixels as well.
MPEG-4 supports overlapped motion compensation. The motion vector for each pixel is constructed as the weighted sum of the current block motion vector and motion vectors for its 4 neighboring blocks.
For encoding texture information the standard 8x8 block-based For encoding texture information the standard 8x8 block-based DCT is used. To encode an arbitrary shaped VOP an 8x8 grid is superimposed on the VOP. Internal blocks are coded without modifications. Boundary blocks are extended into rectangular blocks using repetitive padding technique.
When the texture is the residual error after motion compensation the blocks are padded with zero-values.
MPEG-4 provides a separate mode for encoding static texture information. It is based on wavelet coding, zero-tree algorithm and arithmetic coding.
A sprite coding is a very efficient method for compression of background video object. However, how automatically generate sprite image from raw video sequence is still an open issue.
Sprite-based coding is suitable for synthetic objects. Sprite-based coding is suitable for synthetic objects.
A sprite (mosaic) is an image composed from pixels belonging to a VOP visible throughout a video sequence. Background sprite is a still image consisting of all pixels belonging to the background. It can be transmitted only once at the beginning of transmission. At any time moment the background VOP can be extracted by warping/cropping this sprite. 
