We price moneyness-based portfolio returns on the LIBOR futures options in an Intertemporal CAPM framework as an extension of the pricing kernel approach. In contrast to existing studies for pricing index options, our results show that only the real interest rate is significant in the pricing kernel for LIBOR options. The polynomial pricing kernel with linear interpretation outperforms the iso-elastic form as a more appropriate functional form. In particular, the 4-term polynomial approximation dominates the 3-term extension in the HJ distance comparison.
Introduction
The London Interbank Offer Rate (LIBOR) is the most commonly cited reference rate in the global financial market. The overnight LIBOR serves as the basis for short-term interbank loans while the 6-month LIBOR is used widely in interest rate and currency swaps. This paper investigates empirically the pricing of options written on 6-month LIBOR futures. There are two main pricing approaches in the interest rate option pricing literature.
The first applies the Black (1976) formula builing upon the Black and Scholes (1973) model under the assumption of a constant interest rate. The second seeks to capture the dynamics of interest rates or movements of the term structure (Rabinvitch (1989) , Hull and White (1990) , Heath, Jarrow, and Morton (1992) , Wei (1997) , and Singleton and Umantsev (2002) ). The former arguably uses an oversimplifying assumption and fails to capture the stochastic feature of interest rates while the latter may raise the possibility of misspecification. This paper makes three main contributions to pricing interest rate options. Firstly, in contrast to the existing approaches, we use the Merton (1973) intertemporal Capital Asset Pricing (ICAPM) framework and adopt a parametric pricing kernel approach with state variables using the General Method of Moments (GMM) estimation of Hansen (1982) . As a result, neither the constant interest rate nor the specification of the dynamics of interest rates or the term structure need to be assumed or derived. More importantly, following the state variable generating process proposed by Brennan, Wang, and Xia (2004) (hereafter BWX) and Brennan and Xia (2006) (hereafter BX) , the innovations of the state variables are empirically inferred and can be utilized to capture the dynamics of the instantaneous investment opportunity set. In particular, BWX emphasize that the dynamic state variables in the ICAPM are capable of predicting future returns. This is the main distinguishing characteristic between the ICAPM and the arbitrage pricing theory of Ross (1976) . Furthermore, BWX demonstrate that their simple ICAPM model with two state variables, the real interest rate and the maximum Sharp ratio, outperforms the Fama-French three factor model and the CAPM. This paper is the first, to our knowledge, that determines the pricing kernel with dynamic state variables for interest rate options under the ICAPM framework. Its innovative methodology brings together three strands of the finance literature. In the recent option pricing literature, researchers usually focus on explicitly specifying a parametric dynamic process for the underlying asset that incorporates one or more risk factors. They try to derive a closed-from model (Naik and Lee (1990) , Heston (1993) , Pan (2002) , Rosenberg and Engle (2002), and Santa-Clara and Yan (2004) ). In the existing option pricing kernel literature, the kernel is a function of aggregate wealth only, proxied by market returns (Jackwerth (2000) , Rosenberg and Engle (2002), and Liu, Shackleton, Taylor, and Xu (2007) ). In the ICAPM literature, the empirical applications focus on the pricing of individual stocks or stock portfolios although Bakshi, Cao, and Chen (2000) and Buraschi and Jackwerth (2001) indicate that equity index options are a non-redundant asset. Similarly, Vaden (2004) provides evidence that index options are non-redundant assets in financial markets and that option returns should enter the equity asset pricing models.
Secondly, contrary to modern asset pricing theory which suggests the existence of a unique pricing kernel able to price all financial assets (Cochrane (2005) ), our results show that the set of state variables included in the pricing kernel for interest rate options is distinct from that for index options.
Previous work by BWX and Nielsen and Vassalou (2006) show that the investment opportunity set can be captured by the intercept and slope of the instantaneous capital market line and there is ample empirical evidence that market volatility is priced with a negative risk premium (Coval and Shumway (2001) and Bakshi and Kapadia (2003) ). Based on these findings, we consider for our pricing kernel an exponential affine function of the timevarying innovations of three state variables, namely volatility, real interest rate and maximum Sharpe ratio, in addition to the returns on aggregate wealth. Using 10 moneyness-based return portfolios on the LIBOR options from January 2000 to December 2006, our results indicate that only the coefficient on the real interest rate is statistically significant regardless of the functional form. Different from our finding, Brennan, Liu, and Xia (2007) (hereafter BLX) use the same functional form for index options in the US and UK markets but find evidence that all three state variables are priced in the US market while only the real interest rate and volatility are priced in the UK market. Jones (2006) also investigates the factors priced in the US S&P 500 index option returns and concludes the market, volatility and jumps are priced in a nonlinear pricing kernel. This implies that interest rate options can be priced by a more parsimonious stochastic discount factor as the interest rate is less volatile than stocks under UK's inflation targeting economy in recent years.
Thirdly, we evaluate two functional forms, a power function and a polyno-mial approximation, as candidate pricing kernels. The former has a nonlinear structure and can be theoretically derived from the Black-Scholes option pricing model in both discrete and continuous time settings (Rubinstein (1976) , Brennan (1979) , Dybvig (1981) , and Bick (1987) ). The latter has a linear interpretation, more flexibility in its shape, and better pricing performance than the former (Chapman (1997) , Rosenberg and Engle (2002) , and BLX). For the power pricing kernel, our results show that the risk aversion parameter is statistically significant only when none of the state variables is imposed. However, the Hansen (1982) J T test of over-identifying restrictions is rejected for this basic form. The Hansen and Jagannathan (1997) distance measure is also estimated and shows the same result. On the other hand, the J T statistic indicates that the pricing kernels with orthogonal polynomials are statistically robust and the model with 4-term generalized Chesbyshev polynomials outperforms the 3-term approximation in terms of both the J T statistic and HJ distance. This is in line with the previous studies for pricing index options.
The rest of the paper proceeds as follows. Section 2 discusses the state variables, the functional forms of the pricing kernel, and the estimation method. Section 3 describes the data and the empirical results. Finally Section 4 concludes. Buraschi and Jackwerth (2001) show that away-from-the-money options are potentially driven by different factors from those that affect at-the-money options. The necessity of including state variables in the pricing kernel for options is also identified in Garcia, Luger, and Renault (2003) . Through a simulation approach, they show that the estimated preference parameters are reasonable when imposing both Epstein and Zin (1989) recursive utility and state variables in the pricing kernel. In our paper, real interest rate r, maximal Sharpe ratio η and volatility σ are considered as the potential state variables in the pricing kernel for LIBOR options, and they are incorporated into the pricing kernel in an exponential affine function.
Methodology

State Variables
The inclusion of these state variables enhances the ability of the pricing kernel in capturing the time variation of investment opportunities and pricing asset returns. This has been demonstrated by Nielsen and Vassalou (2006) that the intercept and slope of the instantaneous capital market line are sufficient to describe the innovations in the investment opportunity set in the context of portfolio hedging. Supportive empirical evidence is given by Brennan, Wang, and Xia (2004) that the simple ICAPM with aggregate wealth and two state variables, real interest rate and maximal Sharp ratio, dominates the Fama-French three-factor model and the CAPM. Both state variables yield significant risk premia for pricing the size and book-to-market sorted portfolios.
In addition to the real interest rate and maximal Sharp ratio, the market volatility is also considered in the pricing kernel. The negative volatility premium has been widely documented by researchers such as Buraschi and Jackwerth (1999) , Coval and Shumway (2001) , Pan (2002) , Bakshi and Kapadia (2003) , Driessen and Maenhout (2003) , and Eraker and Polson (2003) . Jackwerth and Rubinstein (1996) point out that historical volatilities are statistically lower than the option-implied volatilities from the Black-Scholes model for at-the-money options, for which the negative volatility risk premium provides a plausible explanation. Bakshi, Cao, and Chen (1997) further indicate this negative premium for volatility can play an essential role in reconciling realized and option implied volatilities. Moreover, including the state variable set X ≡ (r, η, σ) in this study provides comparison with the results in Brennan, Liu, and Xia (2007) , which adopt the same state variable set for pricing index options in the US and UK markets. It sheds light on whether the state variable set is distinct for pricing options on different financial assets 1 .
Following Brennan, Wang, and Xia (2004) and Brennan and Xia (2006) , we assume the real interest rate and maximum Sharpe ratio follow correlated Ornstein-Uhlenbeck processes and together they define the stochastic discount factor,
where κ r and κ η are the speed of mean reversion for the real interest rate and the Sharpe ratio,r andη are the long-term mean, σ r and σ η are the volatility of the two processes, and the correlation between them is ρ rη .
With further specifications, the parameters and the time series of the two state variables can be estimated from the panel data of the UK nominal zero-coupon government bond yields via Kalman filter 2 .
The Pricing Kernel
The pricing kernel approach has been widely employed in the asset pricing literature. Most of the existing studies focus on specifying utility function for a representative agent in the economy. These include Breeden (1979) continuous-time consumption-based CAPM (CCAPM), the Epstein and Zin (1989) CCAPM with recursive utility, Cochrane (1996) investment-based CAPM, and Abel (1990) habit persistence model. Here, under the ICAPM framework, the pricing kernels consist of a set of state variables X and the market return.
It is well known that for any investor, the portfolio choice problem can be solved by the Euler equation
where m t+1 is a pricing kernel, a function of state variables X;R i,t+1 is the gross return on the asset or portfolio i at time t; and Ω t is the information available at time t. The pricing kernel is also known as the stochastic discount factor since it varies over time and across states and can be applied to compute the expected discounted return that should always be equal to unity.
Motivated by Rosenberg and Engle (2002) and Brennan, Liu, and Xia (2007) , two basic forms of the pricing kernel are adopted. They are a power function and a Chebyshev polynomial expansion in aggregate wealth returns, and they are augmented by an exponential affine function of the innovations in the state variables. Although a large strand of literature uses consumption instead of aggregate wealth in asset pricing models, the poor empirical performance of the consumption-based models is often criticized with imprecise measurement of the consumption data mainly to blame 3 . Furthermore, it is empirically convenient and common to project the pricing kernel onto the return space on the traded assets. Cochrane (2005) indicates that the projected pricing kernels onto the asset return space have the same pricing implications as the true pricing kernels. Pricing kernels with similar power functional form but with only the index returns as state variable can be found in Jackwerth (2000) and Liu, Shackleton, Taylor, and Xu (2007) for index options. In addition, the use of a power function and a Chebyshev polynomial expansion in the pricing kernels provides a comparison between linear and nonlinear forms of pricing kernels. In the equity pricing literature, a rich body of empirical studies has documented that most of the linear form of the pricing kernels outperform the non-linear ones (Wang and Zhang (2005) ). In this paper we provide empirical evidence on this issue using contingent claims.
Our proposed functional forms are built directly upon existing theoretical development. Under the assumptions of CRRA agent and bivariate normal distribution of the underlying asset returns and aggregate wealth growth, Rubinstein (1976) and Brennan (1979) demonstrate that the Black-Scholes option pricing model implies, in a discrete time setting, a power function:
where R f is the riskfree interest rate, k is a constant, and γ is the risk aversion factor. In a continuous time setting, Bick (1987) 
where β is a constant and γ is the coefficient for the relative risk aversion.
This iso-elastic function can help us capture the decreasing marginal utility of wealth.
The second functional form of the pricing kernel is a Chebyshev polynomial in aggregate wealth return. The benefit of the polynomial approximation in the pricing kernel has been noted by Chapman (1997) . It combines two distinct structures of linearity in the polynomials and nonlinearity in the state variables, making it capable of pricing nonlinear payoffs while still offering linear interpretations. Brennan et al (2007) and Rosenberg and Engle (2002) show that the pricing kernel with Chebyshev polynomials has lower pricing errors than that with a power function in pricing index options.
In addition, Judd (1998) demonstrate that among the family of orthogonal polynomials, the Chebyshev polynomials is the optimal approximation under the L ∞ norm. Therefore, the second candidate pricing kernel is expressed as a sum of Chebyshev polynomials augmented by an exponential affine function of the innovations in the state variable as follows:
where ℘ n (R w,t+1 ) is an n-term Chebyshev polynomials. We follow Brennan et al (2007) and Chapman (1997) and use both the 3-and 4-term polynomial approximations, as Brennan et al (2007) find that the 4-term Chebyshev pricing kernel outperforms the 3-term polynomials while Chapman (1997) comes to the opposite conclusion for the Legendre polynomials in aggregate consumption.
The Estimation Procedure
The coefficients in the pricing kernels are estimated via GMM. Consider a set of instrumental variables Z t in the current information set Ω t available to all investors. The Euler equation (4) implies the unconditional moment condition:
where ⊗ is the Kronecker product operator. The estimated parameters can be obtained by minimizing the quadratic objective function:
where T denotes the number of time series observations, W T is the GMM weighting matrix, and g T (θ) is the sample pricing error implied by (7). We follow the usual two-stage procedure discussed in Cochrane (2005) and use the identity weighting matrix for first stage and the inverse of the second moment of the pricing errors as the weighting matrix for the second-stage estimation. The statistic T J T (θ) follows a χ 2 distribution with the degree of freedom determined by the number of the moment conditions N minus the number of estimated parameters q. It is a common practice to test the over-identifying restrictions for a specific pricing kernel. The inverse of the covariance matrix of the pricing error is employed for the weighting matrix in the estimation as this matrix is shown by Hansen (1982) to be efficient and optimal.
However, this optimal weighting matrix suffers from three weaknesses. Firstly, as argued by Chapman (1997) , the acceptance of a specific pricing kernel may only result from the high variability of the pricing errors. Secondly, Ferson and Foerster (1994) documents the poor properties of the weighting matrix for finite samples. Apart from these, the weighting matrix varies for different specifications of pricing kernels. To improve upon the weaknesses, Hansen and Jagannathan (1997) propose to use the covariance matrix of the priced portfolio returns as the weighting matrix in equation (8), leading to another test statistic called the HJ-distance, Dist HJ (θ), for measuring the accuracy of a specific pricing kernel. This distance measure can be interpreted as the least squared distance between the candidate pricing kernel and the families of true pricing kernels,
where
. As a result, this alternative weighting matrix is invariant for different pricing kernels and free from the impact of variability of the pricing errors. Statistically, it is more robust and directly comparable across different pricing kernels (Cochrane (2005) ). To test the null hypothesis that the HJ-distance is zero, Jagannathan and Wang (1996) develop an asymptotic distribution of TDist 2 HJ (θ) rather than χ 2 (N − q) as the weighting matrix in HJ-distance is generally not optimal 4 .
Data and Empirical Results
The data used in this paper are settlement prices for 6-month LIBOR futures options traded on the London International Financial Futures and Options Exchange (LIFFE) from January 2000 to December 2006. We exclude option prices below 0.05 or with less than 14 day to maturity to avoid potential stale prices and discretization issues. We calculate monthly logarithmic returns for all the options as long as they are traded for two consecutive months.
We group the option returns into portfolios according to their moneyness.
The moneyness classes are chosen so that options are evenly distributed. Table 1 reports summary statistics for the option return portfolios. Call options tend to have positive 1-month returns while put option returns are consistently negative, although the returns are less negative for more in-themoney (ITM) option portfolios. According to the Jarque-Bera test, the null hypothesis of a normal distribution cannot be rejected for the call option portfolios but for put option portfolios, only the portfolio whose moneyness is greater than 2% follows a normal distribution. The normality hypothesis is rejected for the other four put option portfolios. This is consistent with the pattern found in index options market as put options, especially out-ofthe-money (OTM) put options, are often overpriced to hedge against market crashes.
In order to have comparable results with previous studies, we follow BLX and employ a set of instrumental variables in the GMM estimation. They include a constant, estimated maximum Sharpe ratio, estimated real interest rate, the nominal interest rate and volatility. We notice that the average return from the nominal interest rate, taken as the midpoint between LIBOR and LIBID, is the same as the return for holding the market. This is due to a sharp correction in the market at the turn of the century.
Our main results are summarized in Table 3 . In Panel A, parameter values for the iso-elastic power pricing kernel are presented. When there is no state variable in the pricing kernel, the risk aversion parameter γ is 2.52 and significant. This is very close to the estimates reported in BWX for index options for the UK, and BLX for 4-week UK index options with a power utility function. We then include the real interest rate state variable r in the pricing kernel. The risk aversion factor γ loses its significance as a result of the additional state variable but the coefficient for the real interest rate is statistically significant. The positive and significant coefficient for r is consistent with previous evidence reported in BWX (2004) and BLX (2007) of a negative risk premium associated with interest rate risk. We then add the maximum Sharpe ratio and volatility risk to the pricing kernel. However, the maximum Sharpe ratio risk is not priced as its coefficient is consistently insignificant. By contrast, the coefficient on the implied volatility is significantly positive. This implies a negative volatility risk premium which is consistent with the evidence in the existing literature. With the iso-elastic functional form, the over-identifying restrictions are all rejected, showing that this functional form exhibit a lack of robustness.
Panel B reports the coefficients for the pricing kernel with the 3-term Chebyshev approximation. In the first specification, we include the real interest rate in the pricing kernel; while in the second and third specification, we augment the pricing kernel with the maximum Sharpe ratio and volatility in addition to r. Similar to the results in Panel A, only the estimate for r is statistically significant. In particular, the magnitude of the real interest rate coefficient increases when the other two state variables are in turn added to the polynomial pricing kernel. The value of the test statistic for the J T test is greatly reduced with this polynomial expansion and now the over-identifying restrictions are accepted implying much improved overall robustness of the pricing kernels.
In Panel C, the coefficients for the 4-term polynomial pricing kernel are reported. With 4 polynomial terms, the pricing kernel is more flexible in capturing the time and state variation of asset returns. Similar to Panel B, all the estimates are of the desired sign but only the coefficients for the real interest rate are significant. It is worth noting that the statistic for J T test continues to decline with increasing statistical significance and the HJ distance is also considerably reduced simultaneously. This implies that the 4-term polynomial approximation dominates the 3-term polynomials although the hypothesis of zero HJ distance is rejected for both the 3-and 4-term expansions. Moreover, the polynomial pricing kernel with only real interest rate exhibits the smallest HJ distance for both 3 and 4-term expansions 5 .
Overall, in terms of the state variables that enter the pricing kernel, the real interest rate is always positive and significant. This is consistent with the signs of the correlations estimated by BWX (2004) and BLX (2007), and also with the negative risk premium for interest rate risk in Brennan, Liu, and Xia (2007) . The sign implies that there is a negative risk premium associated with being long interest rate risk or a positive risk premium for securities such as bonds whose returns load negatively on the interest rate. The coefficients for the Sharpe ratio and volatility are statistically insignificant therefore neither is priced in the pricing kernel. The differences in the results between this study and that on index option pricing kernels may be due to the fact that LIBOR has been more stable than a market-wide index such as the FTSE 100 index over the chosen sample period. It also highlights the fact that a more parsimonious pricing kernel is appropriate for interest rate options. This is despite asset pricing theory predicting that a unique pricing kernel is sufficient for pricing all traded financial assets.
The functional forms for the pricing kernel they are plotted in Figures 1 and 2. It has been argued that multi-factor and time-varying linear models are not arbitrage free because their pricing kernels may yield large negative values although they have substantially smaller pricing errors than the strictly positive non-linear models (Wang and Zhang (2005) ). Our results are consistent with this. We find large pricing errors and we reject of the over-identifying restrictions for the iso-elastic pricing kernels even though 
Concluding remarks
This study extends the application of the pricing kernel approach to interest rate options in an ICAPM framework. The performance of different pricing kernel functional forms and the importance of including state variables are evaluated. Here, we consider two candidate pricing kernels, a power function and a Chebyshev polynomial expansion in the growth of aggregate wealth, and both of them are augmented by an affine function of the innovations in three state variables, real interest rate, maximum Sharpe ratio, and volatility. This is because the existing literature has found both theoretical and empirical evidence that the real interest rate and maximum Sharpe ratio are essential in capturing the instantaneous investment opportunity set and significant negative volatility premium is commanded for bearing volatility risk.
Employing moneyness-based portfolio returns on the LIBOR options, the parameters in the pricing kernels are estimated using the 2-step GMM. Our results show that the coefficient for the real interest rate is consistently and statistically significant across pricing kernels while the coefficients for the other two state variables are insignificant. In line with other studies, the real interest rate implies a negative risk premium. Volatility is priced in the power functional pricing kernel but not in the polynomial approximations.
These results are distinct from the findings in studies for pricing index options in which all three state variables are priced. It is worth noting that the risk aversion factor loses its significance when additional state variables are incorporated into the power functional pricing kernel indicating the importance of these state variables in pricing interest rate options.
According to the J T statistic, the test of over-identifying restrictions is always rejected for the pricing kernel with a power function but it is accepted for the polynomial approximations. More precisely, the 4-term polynomial pricing kernel outperforms the 3-term expansion when the HJ distance is compared and the 4-term polynomial pricing kernel with real interest rate has the lowest HJ distance. In addition, consistent with Wang and Zhang (2005) , the iso-elastic pricing kernels are always positive, but the polynomial pricing kernels with linear interpretation have a large proportion of negative values, violating of no-arbitrage restriction. 
