We study the convergence of the predictive surface of regression trees and forests. To support our analysis we introduce a notion of adaptive concentration. This approach breaks tree training into a model selection phase in which we pick the tree splits, followed by a model fitting phase where we find the best regression model consistent with these splits; a similar formalism holds for forests. We show that the fitted tree or forest predictor concentrates around the optimal predictor with the same splits: as d and n obs get large, the discrepancy is with high probability bounded on the order of log(d) log(n obs )/k uniformly over the whole regression surface, where d is the dimension of the feature space, n obs is the number of training examples, and k is the minimum leaf size for each tree. We also provide rate-matching lower bounds for this adaptive concentration statement. From a practical perspective, our result implies that random forests should have stable predictive surfaces whenever the minimum leaf size k is reasonable. Thus, forests can be used for principled estimation and data visualization, and need not only be considered as black box predictors.
1. Introduction. Trees [10] and random forests [8] are among the most widely used machine learning predictors today, with applications in a broad variety of fields such as ecology [14, 33] , genetics [17, 39] , and remote sensing [20, 32] . While allowing for flexible predictive surfaces and complicated interactions, trees and especially random forests have proven to be surprisingly resilient to over-fitting. Unlike competing non-parametric techniques such as kernel methods or neural networks, random forests require very little tuning; experience has shown that we can often obtain good predictive models out-of-the-box with standard software like randomForest for R [27] .
The empirical stability of random forests suggests that, beyond just using the forest for prediction at randomly drawn test examples, we should also be able to interpret the shape of the random forest predictive surface. However, from the perspective of available theoretical results, we have no reason to believe so. The best existing convergence results for random forests either only provide asymptotic consistency guarantees without rates of convergence [36] , or assume a substantially simplified training procedure where tree splits are chosen without looking at the training data [4] . The goal of this paper is to introduce a new theoretical framework, adaptive concentration, for describing the statistical properties of forests. While our framework is weaker than the classical notion of pointwise consistency, it lets us provide tight bounds on the behavior of the forest predictive surface.
The idea of adaptive concentration is to view training trees (and similarly forests) as occurring in two stages: a model selection stage where we decide on which splits to make, and a model fitting stage where we find the best regression tree conditional on having made these splits. We then treat the splits made by the tree as fixed, and show that the fitted regression tree is not much worse than the optimal regression tree with the same splits; in other words, the fitted trees concentrate relative to the adaptively selected splitting scheme. Figure 1 illustrates this goal for a one-dimensional tree. The guarantee that the fitted tree is close to the optimal tree with the same splits means that any big jumps in the fitted tree correspond to some big changes in the underlying data-generating process, although the location and magnitude of the measured jump may have been affected by the position of the tree splits.
The motivation for our two-stage approach is closely related to the valid post-selection inference framework of Berk et al. [3] , who provide convergence guarantees for estimated linear regression parameters that hold even if the regression model is selected after looking at the data. The main difficulty is in bounding the amount by which a tree can overfit to the training data during the splitting (or model selection) phase. The guarantees provided by our method have a similar practical flavor to those given by Berk et al. [3] , in that both approaches protect against statistical instability without promising to recover the actual optimal conditional mean response function.
We study an asymptotic regime where the dimension d of the feature space, the number n obs of training examples and the minimum leaf size k go to infinity together. Under mild regularity conditions, we show that regression trees and forest satisfy an adaptive convergence bound that scales as log (n obs ) log (d)/k; more specifically, there is a universal constant C such that the distance between the fitted forest and the optimal forest with the same splits is bounded by C log (n obs ) log (d)/k with high probability over the whole sample space. We also show that this rate of convergence is tight to within a constant factor. This bound does not require any special modifications to the random forest training routine, and in particular holds for the CART algorithm [10] and the original proposal of Breiman [8] . The reason there is a dependence on n obs in the numerator of our bound is that, as the sample size grows, the trees comprising the random forest can become Adaptive concentration compares the prediction surface of the fitted decision tree with that of the optimal decision tree with the same splits. Here, the splits produced by recursive partitioning are denoted by dashed vertical lines. The regression tree was fit using the R-package tree [42] .
deeper and so the model family becomes larger.
Our result lets us theoretically vindicate empirically-observed properties of random forests. First, it can help explain the observation that random forests adapt well to high-dimensional data: most generalization bounds for linear classifiers worsen linearly in d, whereas our result implies that the instability of random forests scales only logarithmically in d. Second, in a seeming disconnect between theory and practice, random forests have been long known to perform well with a small leaf-size k (e.g., randomForest uses a default value k = 5 regardless of d and n obs ), but standard theoretical analyses of random forests [28, 30] require k to grow with n obs to achieve consistency. Our result lets us mediate between these two points of view by showing that, although k must in fact grow with n obs to achieve good generalization, a logarithmically slow growth rate is enough.
1.1. Related Work. Ever since their introduction by Breiman [8] , many authors have studied the theoretical properties of random forests in order to explain their performance [1, 4, 5, 9, 16, 28, 30, 35, 36, 37, 43] . In particular, Scornet et al. [36] prove that Breiman's original forests are L 2 consistent assuming that the conditional mean surface E [Y |X = x] is an additive function, while Biau [4] and Denil et al. [16] discuss the properties of some random forests where trees are grown using only a development set, without looking at the training data used for predictions. To our knowledge, however, our adaptive concentration result is the first performance guarantee for random forests that provides strong local convergence rates for random forests as they are used in practice and holds in an asymptotic regime where n and d go to infinity jointly.
As discussed above, our analysis of random forests is motivated by work on post-selection inference following the worst-case approach of Berk et al. [3] , who seek to provide a simultaneous convergence guarantee for every possible selected model. Another approach to post-selection inference is to fix the model-selection method and then explicitly condition on the selection event [18, 26, 29, 40] . However, most decision tree splitting rules are highly non-convex and difficult to describe analytically, so analyzing random forests from the perspective of conditional inference would require new technical tools.
Our proofs are built on top of results by Walther [45] on the asymptotics of the multidimensional scan statistic [24] , which give us a handle on the concentration of the empirical process over decision tree leaves. Earlier results with a somewhat similar flavor use arguments in the style of Vapnik and Chervonenkis [41] and study the complexity of the class of fixed-depth decision trees to provide global generalization bounds [2, 10] . These methods, however, cannot say anything about the local properties of the predictive surface and do not extend to random forests; thus, they are not directly comparable to our analysis.
Notable extensions of the original random forest algorithm include online random forests [15, 34] , random survival forests [23] and Bayesian alternatives to random forests [13] . It would be an interesting avenue for further work to see if our results can be extended to these methods. Finally, we emphasize that the main goal of this paper is to understand why random forests work, and not necessarily to provide generalization bounds that should be used to evaluate random forest classifiers in practice. Out-of-bag error [7] , an adaptation of cross-validation, is a popular way estimating the practical accuracy of a random forest. Methods for doing statistical inference on random forest predictions are also available [31, 38, 43, 44 ].
Main Results.
To give adaptive concentration bounds, we first need to disambiguate the hierarchy of concepts used to build forest predictors: a forest is an ensemble of trees, each of which relies on a partition of the data generated by a splitting rule. We begin by providing formal definitions of these quantities below; we state our main results in Section 2.2. Throughout our analysis, we assume that we have a set of training examples (x (i) , y (i) ) of size n obs ∼ Poisson (n) with features
2.1. A Review of Recursive Partitioning. The first concept underlying a regression tree is the splitting rule itself, which induces a partition V of [0, 1] d into rectangles. We use the short-hand V (x) to denote the unique element of V containing x. For our purposes, we are interested in those partitions that can be obtained by recursive partitioning of the feature space [10] . Starting from a parent node L = [0, 1] d , recursive partitioning operates by repeatedly selecting a leaf L ⊆ R d of the current working tree, a splitting variable j ∈ {1, ..., d} and a threshold τ ∈ R, and then splitting L into two children L − = P ∩ {x : x j ≤ τ } and L + = P ∩ {x : x j > τ }. Given our training set {(x (i) , y (i) )}, we require the partition to be valid in the sense of Definition 1.
Definition 1 (Valid partition). A partition V is {α, k}-valid if it can by generated by generated by recursive partitioning such each child-node contains at least a fraction α of the data points in its parent-node for some 0 < α < 0.5, and each terminal node of V contains at least k training examples for some k ∈ N. Given a dataset X , we denote the set of {α, k}-valid partitions by V α, k (X ).
The constraint that each terminal node must have at least k observations is implemented by default in, e.g., randomForest; meanwhile, the requirement that each child node must incorporate at least a fraction α of the data in its parent is standard in theoretical analyses [30] , and is usually satisfied in practice even if it is not explicitly enforced.
A partition V can then be used to induce a tree predictor by averaging the responses y i over the leaves of V . In our adaptive concentration analysis, we consider two kinds of trees: valid trees that can be fitted to the training data, and partition-optimal trees that would arise if we had infinitely much data to train a tree supported on the partition V .
Definition 2 (Valid and partition-optimal trees). A valid partition in-duces a valid tree
We denote the set of all {α, k}-valid trees T V with V ∈ V α, k (X ) by T α, k (X ). Given a partition V , we also define the partition-optimal tree as
Forests are, as their name suggests, ensembles of regression trees. Generating a regression forest involves growing multiple trees; then, the forest prediction is the average of all the tree predictions. In general, the choice of splitting splitting variables j is randomized to ensure that the different trees comprising the forest are not too correlated with each others. As shown by Breiman [8] , the variance reduction of a forest in comparison with its constituent trees improves as the correlation between individual trees decreases.
Definition 3 (Valid and partition-optimal forests). For any
is a valid forest; we denote the set of {α, k}-valid forests by H α, k (X ). The corresponding partition-optimal forest is defined as
When there is no risk of ambiguity, we write H := H {V } .
There are many proposals for how to choose the splitting variables j and the thresholds τ for trees. Our theoretical results, however, do not depend on the specific splitting rules used, and only rely on the generic structure of recursive partitioning; thus, we will not discuss specific splitting rules in this paper. For a review of how trees and forests are implemented in practice, we recommend Hastie et al. [21] (see Chapters 9.2 and 15).
Remark: Bootstrapping. There is one way in which our forests from Definition 3 differ from the original proposal of Breiman [8] : we do not allow the individual trees to be evaluated on bootstrap samples. 1 It seems plausible, however, that all our results should still hold even if we allow for bootstrapping, since the bootstrap is thought to have a regularizing effect on the forest and should thus reduce its ability to overfit the training data [6, 11] . Studying the effect of the bootstrap on our adaptive concentration bounds and perhaps showing how it can improve adaptive concentration guarantees presents a promising avenue for further work.
2.2. Adaptive Concentration Bounds. We are now ready to state our main results on the adaptive concentration of regression trees and forests. Unlike existing analyses that seek to establish the consistency of random forests [e.g., 5, 30, 36, 43], our results require no assumptions on the conditional mean function E Y X = x . However, we do still need for the features x i to be uniformly distributed on the unit cube. This assumption could be relaxed to a requirement that the distribution of X has a density f such that f low ≤ f (x) ≤ f high for all x ∈ [0, 1] d , for some fixed strictly positive constants f low and f high . In the interest of simplicity, however, we prove our results with Assumption 1.
Assumption 1 (Uniformly distributed features). The features X are uniformly distributed:
Moreover, we need the minimum leaf-size k to grow at least logarithmically fast in n; this bound ensures that we can control the magnitude of discreteness effects.
Assumption 2 (Minimum leaf size). The minimum leaf-size k grows with n at a rate bounded from below by (5) lim
The principal difficulty in establishing adaptive concentration bounds is that the splits defining the constituent regression tree are chosen after seeing the training data. Thus, we cannot directly apply standard methods such as the Hoeffding bound to tree leaves, and must instead bound the amount by which the recursive partitioning process can overfit the training data.
The result following theorem is our main result on the adaptive concentration of decision trees. As explained in Section 6, the convergence rate given in (7) is tight up to constant factors.
satisfying Assumption 1, and that we have a sequence of problems with parameters (n, d, k) satisfying Assumption 2 and 2 (6) log (d) = Θ (log (n)) .
Then, sample averages over all possible valid partitions concentrate around their expectations with high probability:
This result implies that, in practical data analysis, we can treat the fitted prediction function T V as a good approximation to the optimal tree T * V supported on the partition V . As shown below, we can also use Theorem 1 to induce a generalization bound for valid regression trees.
Corollary 2. Under the conditions of Theorem 1,
We also prove a related bound for random forests. be a set of valid partitions. Then, using notation from Definition 3, (7) holds with T V and T * V replaced with H and H * . Moreover, the generalization error of H is bounded by
Despite their deceptive similarity, (9) is a much stronger result than (8) . The generalization bound from Corollary 2 does not require our full adaptive concentration machinery developed in Theorem 1: in fact, it is possible to prove an analogue to Corollary 2 directly by computing the VapnikChervonenkis dimension of fixed-depth decision trees [2, 10] . On the other hand, the bound in (9) uses Theorem 1 to show that the correlation between different decision trees concentrates; we are not aware of any other methods for proving an analogue to (9).
2.3. Discussion. Our generalization bounds have several implications that may help guide future work on random forests. First, the role of the CART splitting rule in the success of regression trees has been a focus of much discussion: Is CART good just because it provides a good approximation to the mathematically intractable problem of maximum likelihood estimation over all possible trees, or does the CART splitting rule do something special in itself. Our result helps bring some clarity to this issue. Defining the empirical risk minimizing valid partition V and the optimal valid partition V * as
Corollary 2 immediately implies that, asymptotically and with high probability, Actual number of training examples n obs ∼ Poisson(n) M Bound on the response size |y| ≤ M/2 α Bounds the allowable imbalance in recursive partitioning
Set of all leaves generated by {α, k}-valid partitions
Set of {α, k}-valid trees; see Definition 2
Set of {α, k}-valid forests; see Definition 3 µ(R)
Lebesgue measure of a rectangle R #R Number of training examples inside a rectangle R S(R)
Support of a rectangle R; see (16) In other words, our result implies that if we could compute the empirical risk minimizer over valid trees, then we would be guaranteed to do well in comparison with the best possible tree; by Theorem 3, a similar result also applies to forests. Thus, it appears that the details of greedy splitting rules are not so important in themselves, and developing better heuristics for approximating the empirical risk minimizing trees and forests may yield good results. Another repeatedly studied question about random forests is why they handle high-dimensional data so well. Several authors such as Biau [4] and Scornet et al. [36] have discussed the performance of random forests under the assumption that the true signal is low-dimensional and that the tree splits are concentrated on the useful features; they also discuss regimes in which CART will in fact find the right dimensions to split on. These results, however, make strong assumptions about the shape of the conditional mean function E Y X = x , and only hold in a regime where d is possibly large but fixed. In comparison, our result implies that the random forest predictive surface will be stable in the standard (d → ∞) high-dimensional regime, regardless of the shape of the true conditional mean function. To our knowledge, our result provides the first practical theoretical evidence that trees and forests should yield stable statistical estimators when d is large.
3. Outline and Notation. Our analysis is built around bounding large deviations of the empirical process
where L ranges over the set L α, k of all possible leaves of a valid partition V ∈ V α, k . To this end, we begin in Section 4 by generalizing ideas from Walther [45] to construct an economical set of rectangles R that can uniformly approximate all possible leaves L. Then, in Section 5, we use Chernoff-Hoeffding style concentration arguments to control the tailbehavior of (13) . These results together yield our first main result, Theorem 1.
In Section 6, we complement our concentration analysis with matching lower bounds. Thus, the result in Theorem 1 is the best rate of convergence guarantee we could hope for with generic classification trees. Finally, in Section 7 we extend our analysis to ensembles of trees and prove Theorem 3 for random forests. All proofs are given in the appendix.
Throughout our analysis, we assume that we have n obs ∼ Poisson (n) labeled training examples (
writing the Lebesgue measure of R as µ (R) and and the number of training examples x i inside R as #R:
Notice that, marginally, #R ∼ Poisson (nµ (R)). For any rectangle R, we define its support as
these are the features used in defining R. Finally, we write L α, k for the set of all possible leaves associated with a valid partition V ∈ V α, k . This notation is summarized in Table 1 .
Theorem 4. Let S ∈ {1, ..., d} be a set of size |S| = s, and let w, ε ∈ (0, 1). Then, there exists a set of rectangles R S, w, ε such that the following properties hold.
• Any rectangle R with support S(R) ⊆ S and of volume µ (R) ≥ w can be well approximated by elements in R S, w, ε from both above and below. Specifically, there exist rectangles R − , R + ∈ R S, w, ε such that
• The set R S, w, ε has cardinality bounded by
In order to approximate all possible s-sparse rectangles, we can use the set
As shown in the result below, by setting
we can use R s, w, ε to approximate all possible tree leaves to within error ε.
Corollary 5. Suppose that α is fixed, that n/k → ∞, and that we set s as in (22) . Then, with probability tending to 1, every leaf L ∈ L α, k with Lebesgue-measure µ(L) ≥ w can be ε-approximated from above and below by rectangles R − , R + ∈ R s, w, ε in the sense of (17) and (18).
We end this section with a useful bound on the size of the approximating set R s, w, ε . Assuming that k, n, and d scale jointly in a way that makes the O(·) term small, we recover the log(n) log(d) scaling of Theorem 1.
Lemma 6. Suppose that we set
where 0 < η < 1 and 0 < α < 0.5 are fixed constants. Then,
4.1. Constructing Approximating Rectangles. Without loss of generality, we can take S = {1, ..., s}; thus, our job is to ε-approximate all rectangles R ∈ [0, 1] s of volume at least w. When s = 1, it is easy to verify that we can construct an approximating set containing on the order of w −2 elements that ε-approximate all possible intervals of length greater than w: we can build such a set by, e.g., considering all rectangles of the form [a · wε/2, b · wε/2] where a and b are integers.
A naive extrapolation of this idea may suggest that, as s grows, the number of required rectangles scales as w −2s : this is what we would get by varying all the parameters r 
such that
τ j ∈ 0, 1, ..., log 2 w −1 , and
In this construction, the j-th interval [r − j , r + j ] is on the scale w 2 τ j . The observation that only a few coordinates j can be active on a small scale is encoded in the lower bound (27) on s j=1 τ j . The lemma below confirms that this this approximating set is valid.
Lemma 7. Given any rectangle R with support S(R) ⊆ S and volume µ (R) ≥ w, we can select rectangles R − and R + satisfying (17) and (18) from the approximating set R defined above.
To complete our characterization of the approximating set, it suffices to bound the cardinality of R. This computation is carried out in Appendix A, in the proof of Theorem 4.
Rectangles and Poisson Processes.
In the previous section, we showed how to ε-approximate all possible tree leaves under the Lebesgue measure on [0, 1] d . However, to understand the behavior of decision trees, we do not want to approximate tree leaves in terms of Lebesgue measure, but rather in terms of the empirical measure induced by the training features {x i } n i=1 , which, given our assumptions, are drawn from a uniform Poisson process over [0, 1] 
The following result lets us get around this issue by showing that our Poisson process is concentrated enough that, with high probability, the set R s, w, ε is also a good approximating set in terms of the empirical measure induced by the training data. The proof of the result below is built around a Chernoff-Hoeffding style concentration bound for Poisson random variables.
Theorem 8. Suppose that Assumption 1 holds, and that we have a sequence of inputs n, d n and k n . Let R sn, wn, εn be as defined in (20) with s as in (22) , and choose ε n and w n such that lim n→∞ ε n = 0, n ε n = O (1) , and w n = (1 − η) k n n (28) for some fixed η > 0. Finally, suppose that
Then, for any δ > 0, there exists a sequence δ n with lim n→∞ δ n = δ, such that the following statement holds with probability at least 1 − δ n . For every possible leaf L ∈ L α, kn , we can select a rectangle R ∈ R sn, wn, εn such that
, and, #R ≤ #L + 3 ε n #L + 3 2 log 2 |R sn, wn, εn | δ #L (30) + o log (|R sn, wn, εn |) #L .
We can then turn this result into a concentration bound on our empirical process of interest (13).
Corollary 9. Suppose that the conditions of Theorem 8 hold, that the parameters ε n and w n are chosen as in (28) with a small enough value η > 0, and that |y i | ≤ M/2. Then,
We have now gathered all the ingredients required to prove Theorem 1, which follows from combining Corollary 5 and Lemma 6 with Corollary 9.
5.1. Uniform Concentration over Rectangles. In this section, we present a series of technical results that lead up to our key concentration result for Poisson processes, Theorem 8. We begin with an adaptation of the classical Chernoff-Hoeffding bound to Poisson random variables.
Lemma 10. Let Z be a Poisson random variable with mean-m, and let 0.6 m ≤ ∆. Then,
In the context of our proof, the most useful consequence of this lemma is the corollary below. : R ∈ R s, w, ε , µ (R) ≥ e −ε w (32)
Then, letting n, s n , w n , ε n be sequences such that Now, the relation (32) is only valid for rectangles R contained in our finite approximating set R s, w, ε . In general, of course, the leaves L ∈ L α, k we want to study will not be in R s, w, ε . The following result gets us around this issue by providing a bound that is valid for all rectangles R, not just those in R s, w, ε .
Lemma 12. Suppose that the event A δ n, s, w, ε defined in Corollary 11 has occurred. Then, for all rectangles R with µ (R) ≥ w,
In order for this result to be useful for understanding the leaves of decision trees, we need to show that all possible leaves L will satisfy the condition µ (L) ≥ w; the result below gives us such a guarantee.
Corollary 13. Under the conditions of Theorem 8,
With these results in hand, proving Theorem 8 reduces to algebra. The details are worked out in Appendix A.
6. Lower Bounds. In this section, we show that the convergence rate given in (7) cannot be improved. Lin and Jeon [28] have also studied lower bounds for forest convergence; however, they only consider non-adaptive forests and so their lower bounds are substantially weaker. Our main result is given below. Theorem 14. Suppose that the assumptions of Theorem 1 hold and that α ≤ 0.2. Then, there exists a conditional distribution of Y given X such that
To establish this result, we take the Y i to be i.i.d. and independent of X and n obs with
. . , L N ∈ V α, k (X ) and then consider for j = 1, . . . , N :
as well as the approximations (37)
where the Y i are given by (38) Y
notice in particular that the Y i are jointly distributed as independent Gaussian random variables with variance M 2 /4. The idea of the proof is to construct N ∼ log(n) log(d) nodes L j whose pairwise intersections are small enough that the multivariate normal distribution of the standardized T j has correlations that are bounded away from unity; the construction of the L j is detailed in the proof of Lemma 15. A normal approximation lemma [25] then allows us to stochastically lowerbound the distribution of max j T j in terms of the distribution of a correlated multivariate normal that can be constructed in a simple way from an i.i.d. normal sequence. Specifically, we show establish the following lower bound of the tail of the T j .
Lemma 15. Suppose that α ≤ 0.2 and that that the dimension d satisfies d = d n := n r for some r > 0. Then, there exists a set of α-valid nodes L j of size N = log (n) log (d) / log(5) chosen independently of the Y i and Y i for which
whenever ε n log n log log n → ∞.
In the second step, we establish a coupling between T i and the T i that is tight enough to guarantee that the approximation error max j { T j − T j } is smaller than max j T j . To get this coupling, we use the following bound on the moment-generating function of Y i − Y i .
for t in a neighborhood of zero.
This lemma implies the bound on max j { T j − T j } given below. The lower bound in Theorem 14 then follows immediately from Lemma 15 and Corollary 17, together with the observation that 2/(5 log 5)−0.5/ √ log 5 ≥ 1/10.
Corollary 17. Suppose that the statistics T j and T j are constructed as in (36 -38) , with leaf nodes L j chosen independently of the Y i and Y i . Then,
7. From Trees to Forests. We finish our theoretical work by extending the generalization result from Corollary 2 to forests. Recall that a forest H is defined as
where the T (b) are valid trees. We can then verify that, for any x and y,
Thus, to understand the error rate of a forest, it suffices to understand the error rates of individual trees and their correlations. Corollary 2 already bounds the former; we bound the latter below.
Lemma 18. Under the conditions of Theorem 1,
We note that our proof strategy here is dependent on the bias-variance decomposition (42), which lets us concisely describe the error rate of an ensemble of trees. Controlling the error rate of ensembles with other loss functions can be much more difficult. For example, Freund et al. [19] need to allow for abstentions in order to analyze the 0-1 error of ensembles. Finding conditions under which we can use Theorem 1 to bound the classification error rate of random forests could yield further insights about their behavior.
Conclusion.
We introduced adaptive concentration, a theoretical framework that lets us prove rate-optimal uniform convergence bounds for tree and forest predictive surfaces. Motivated by the post-selection inference results of Berk et al. [3] , our approach treats split selection as a model selection phase, and then shows that the fitted tree converges uniformly to the best possible tree supported on the same splits.
The fact that our method does not seek convergence guarantees to the true conditional mean function m(x) = E Y X = x can be seen as both its main weakness and strength. On the one hand, some statisticians may feel uncomfortable using estimators without consistency guarantees of the form lim n→∞ŷ (x) = m(x). On the other hand, such consistency results invariably require strong regularity conditions on the unknown function m(·) that are unverifiable in practice, e.g., that m(·) is Lipschitz. Such assumptions are especially problematic with machine learning methods like random forests, which are popular exactly when we do not know anything about the true shape of m(·); if we had prior insight about the conditional mean function, then we would in general not use random forests and instead prefer an estimator that takes into account our knowledge of its shape. By taking the optimal forest with the same splits instead of m(·) as the reference point, adaptive concentration allows us to give strong stability guarantees for tree and forest predictive surfaces without needing any unverifiable assumptions on the true conditional mean function. 
APPENDIX A: PROOFS
Proof of Theorem 1. In order to apply Corollary 9, set ε = 1/ √ k, and w = (1 − η)k/n for a small enough choice of η > 0. Thanks to (6), we can use Lemma 6 to bound log (R s, n, ε ) = log (n) log (d) log (1 − α) −1 + O (log (n) log (log (n))) .
Given this bound, Assumption 2 also implies that the condition (29) holds. Thus, given our choices of w and ε we can apply Corollary 9 directly, and (31) is equivalent to the desired conclusion.
Proof of Corollary 2. Let L(S) denote the set of leaves of the partition underlying T , and write E and P for plug-in estimates for E and P on the training sample. With this notation
First, as a direct consequence of Theorem 1, we see that the bias term
meaning that it decays faster than the main component of our error bound. Now, setting ε = 1/ √ k in the bound from Lemma 12, we find that, uniformly over all leaves L,
And, by Theorem 1 and the proof of Corollary 9, for any η > 0,
Finally, using the relation
and the fact that
we can put everything together and find that
Making the constant η > 0 small enough, we recover the stated result because 1.25
Proof of Theorem 3. Because (7) holds simultaneously for every valid tree T V , we immediately also see that
Thus, it only remains to establish (9) . Recall that by the bias-variance decomposition (42), for any x and y,
Now, Corollary 2 implies that, with probability tending to 1, for any η > 0,
Meanwhile, Lemma 18 implies that, again with probability tending to 1, for any η > 0,
Combining these bounds and noting that (1.25 + 12/2) √ 2 < 11 leads to the desired conclusion.
Proof of Theorem 4. Given Lemma 7, in order to complete the proof of Theorem 4 it suffices to bound the cardinality of the approximating set defined in Section 4.1. To do so, we first observe that for fixed values of {τ j }, the number of possible choices for the {a j } and {b j } is bounded by
≥ w. Now, we can loosely bound the number of possible choices for {τ j } by 1 + log 2 w −1 s , yielding the desired bound.
Proof of Corollary 5. To show the desired result, it suffices to show that
the conclusion then follows directly from Theorem 4. Let n denote the number of observed data points; recall that n ∼ Poisson (N ). Since each child node must be smaller than its parent by at least a factor 1 − α, we must have
.
and so we recover the desired conclusion.
Proof of Lemma 6. Given the parameter choices (23), we can verify that log |R s, w, ε | ≤ log d s 1 w
, and
Combining these results, we find that
thus completing the proof.
Proof of Lemma 7. We focus on showing how to construct R + ; the construction of R − is analogous. Recall that, given a rectangle
from R such that R ⊆ R + and µ (R + ) ≤ e ε µ (R) . In order to guarantee this, it is sufficient to check that, for all j, analogously. These choices define a rectangle R + in R such that R ⊆ R + . By construction, we immediately see that
Moreover, by definition of τ j
thus, we can verify that
This implies that q
and so |R + | ≤ e ε |R|.
Proof of Theorem 8. With probability converging to 1, we know from Corollary 13 that, for all L ∈ L, µ (L) ≥ w. Thus, by Theorem 4, for each possible leaf L ∈ L α, k we can select a rectangle R ∈ R sn, wn, εn such that L ⊆ R and µ (R) ≤ e εn µ (L) .
Moreover, on the event A δ n, sn, wn, εn defined in Corollary 11, we know from Lemma 12 that Since ε n is converging to 0, this expression simplifies to
which is what we set out to show.
Proof of Corollary 9. For any leaf L generated by a valid tree, let R(L) ∈ R sn, wn, εn be the upper approximation for L constructed in Theorem 8. By the triangle inequality,
We can now proceed to bound each term individually. Starting with the last one, we note that because L ⊆ R and
and by Theorem 8, we know that with probability tending to 1
We can bound the first term similarly:
and by Theorem 8,
with probability tending to 1. Finally, conditionally on #R, then mean of the y i over R is sub-Gaussian with parameter σ 2 = M/#R, and so by
Hoeffding's inequality, with probability at least 1 − δ,
Combining all these bounds together and setting η = 6/ 4 √ 2 − 1 yields (31).
Proof of Lemma 10. This bound is an adaptation of a result due to Chernoff [12] and Hoeffding [22] , stated below for convenience.
Proposition (Chernoff-Hoeffding) . Let Q be a binomial (n, p) random variable. Then
Let Q n be a binomial (n, m/n) random variable; it is well known that Q n converges in distribution to Z as n → ∞. The desired result follows by applying the Chernoff-Hoeffding bound to the limit of Q n :
Now, we can verify by calculus that
for all x ≥ 0; thus
Meanwhile, we can then verify that
and so
As to the second inequality, we know that
, and can check that, for all −0.4 ≤ x ≤ 0,
By the same argument as above, we conclude that
which is in fact stronger than the desired result.
Proof of Corollary 11. Since #R ∼ Poisson (nµ (R)), we can apply Lemma 10 to both the left and right tails of the distribution and applying a union bound over all R with R ∈ R s, w, ε and µ (R) ≥ e −ε w to show that
Thanks to the condition (33), the multiplicative error term is asymptotically negligible, and so we recover the desired conclusion.
Proof of Lemma 12. Because µ (R) ≥ w, we know by Theorem 4 that there are rectangles R − , R + ∈ R s, w, ε such that R − ⊆ R ⊆ R + , and
Because R ⊆ R + we find that
where the second inequality followed by Corollary 11. We also get an analogous lower bound
Notice that, by construction, µ (R − ) ≥ e −ε s, and so the hypotheses required to apply Corollary 11 are met.
Proof of Corollary 13. Combining Lemma 12 with our assumptions (28) and (29), we find that,
or, in other words, all rectangles of size w n must have at least (1 − η/2)k n points in them. Thus, we conclude that, with probability converging to 1, any rectangle with k n points must have size at least w n .
Proof of Lemma 15. We begin by showing how to construct leaf sets {L j } for which the desired conclusion holds. At a high level, to get such leaves L j it suffices to recursively select a random feature j, do a 20%-80% split along that feature, and then recurse on the smaller leaf.
More specifically, for any 0 < α < 0.5, we study α-random partitions generated as follows. Given d n = n r as assumed in Lemma 15, we set s = s n := log log 3 (n) n (log α)
) − 1, so Assumption 2 is met. Given an index set S ⊂ {1, . . . , d} with |S| = s, define the partition V S as follows: recursively partition [0, 1] d with splits on those axes having indices in S, using some splitting rule such that each child-node contains at least a fraction α of the data points in its parent-node, with one child-node containing exactly a fraction α up to rounding.
Given this construction, each terminal node L has at least
Moreover, on the event
V S is an {α, k}-valid partition since B n implies |L| ≥ k. The above construction provides for one terminal node L that further satisfies
hence E [|L|] ≤ k + 4 and L ≤ k + 4 on B n , for n large enough. For each s-combination S of {1, . . . , d} construct V S as described above. Then for each of the N := d s s-combinations the resulting partition has one terminal node with the above properties. Denote these N terminal nodes by L 1 , . . . , L N . So for i = 1, . . . , N :
Moreover, if i = j then the splits in L i and L j occur on axes that differ in at least one index. Since X has independent marginals we get
Since the overlap between the L j is not very large, we might hope that the maximum of the T j would be of comparable size to the maximum of N independent Gaussian random variables with variance
The following sub-result shows that this intuition is valid, at least to within a factor √ 1 − α.
Proposition. Assume that d n = n r for some r > 0. Then, given the nodes L j and statistics T j as constructed above,
The claim from Lemma 15 follows directly from (47) by noting that, following our construction, anα-random partition is always an {α, k}-valid partition for anyα ≥ α. Thus, if we know that α ≤ 0.2, we can apply (47) for 0.2-random partitions, thus yielding the desired bound.
We now proceed to proving the sub-result. For simplicity, we take M = 2. Independence of X and Y implies that the |L j | T j are standard normal. For j = m: 
The Z j are standard normal with Cov[ Z j , Z m ] = α n if j = m. Using |L j |/k ≤ 1 + 2/k on B n by (45) and employing Corollary 4.2.3 to the normal approximation lemma of Leadbetter et al. [25] , we get for every u > 0:
with ε n → 0, ε n log n log log n → ∞, observing P C n := 2u n k n − √ α n Z N +1 ≤ 2(1 − α) ε n log(n) log(d) log(α −1 ) → 1, and using the normal tail bound shows that the above expression is not larger than Proof of Corollary 17. For simplicity, we take M = 2, and so Y i ∈ ±1 and Var[ Y i ] = 1. At a high level, Lemma 16 implies that the maximum of the N standardized differences T j − T j will be of smaller magnitude than that of N i.i.d. normal random variables with variance 2 1 − 2/π , and since the latter expression is smaller than 4/5 it follows that the approximation error is smaller than the lower bound given in (39). In more detail, a standard argument using Markov's inequality gives for any t, v > 0: Together with the fact that B n and X are independent we get P max j=1,...,N k n T j − T j > ε log N ≤ N max j E P |L j | T j − T j > v n X 1(B n ) + P [B Proof of Lemma 18. Recall for a tree T with corresponding partition S, we write L(S) for the set of leaves determining T . To establish (43), we need to define an approximation T + to T , defined as follows. For every leaf L ∈ L(S), let L + ∈ R s, w, ε be a super-set approximation to L as constructed in Theorem 4; for convenience, write L + (S) for the set of all these L + . The tree approximation is then The reason we need the extra denominator is that the fattened leaves L + no longer form a partition, so some test points may fall into multiple leaves. Now, let Γ(T ) = {i = 1, ..., n obs : |{L + ∈ L + : x ∈ L + (S)}| ≥ 2} be the set of training examples that end up in many leaves because of the fattening of the leaves. By Theorem 8, we can verify that, with probability tending to 1, simultaneously for all valid trees T , Meanwhile, by the proof of Corollary 11, we find that, again with probability tending to 1 and simultaneously for all valid trees T , sup |T + (x i ) − T (x i )| : i = 1, ..., n obs , i ∈ Γ(T ) ≤ 3M 2 log(n) log(d)
where η is an arbitrary positive constant. Combining these arguments and applying them simultaneously to the two trees T (1) and T (2) defined in the hypothesis, we find that with probability tending to 1 for all possible choices of T (1) and T (2) , 1 n obs Meanwhile, by a similar argument, we can establish that, under the same high-probability conditions,
+ (x) − T 
+ . Thus, by Hoeffding's inequality, we find that with probability tending to 1, 
