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A mixed problem for the Laplace operator in a domain with
moderately close holes
Matteo Dalla Riva ∗ and Paolo Musolino†
Abstract: We investigate the behavior of the solution of a mixed problem in a domain with two moderately
close holes. We introduce a positive parameter ǫ and we define a perforated domain Ωǫ obtained by making
two small perforations in an open set. Both the size and the distance of the cavities tend to 0 as ǫ→ 0. For
ǫ small, we denote by uǫ the solution of a mixed problem for the Laplace equation in Ωǫ. We describe what
happens to uǫ as ǫ→ 0 in terms of real analytic maps and we compute an asymptotic expansion.
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1 Introduction
The analysis of singular domain perturbation problems for linear equations and system of partial differential
equations has caught the attention of several authors. In particular, a wide literature has been dedicated to
the study of boundary value problems defined in domains with small holes or inclusions shrinking to points.
This type of problems is of interest not only for the mathematical aspects but also in view of concrete appli-
cations to the investigation of physical models in fluid dynamics, in elasticity, and in thermodynamics. For
example, problems on domains with small holes or inclusions can arise in the modeling of dilute composites
or of perforated elastic bodies. In this paper, we will focus on a mixed problem for the Laplace operator in
a bounded domain with two moderately close small holes. In other words, we will consider a domain with
two cavities such that both their size and the distance between them tend to zero. However, we will assume
that the perforations are ‘moderately close’, i.e., the distance tends to zero ‘not faster’ than the size.
In order to introduce the problem, we first define the geometric setting. We fix once for all a natural
number
n ∈ N \ {0, 1} .
Then we consider α ∈]0, 1[ and three subsets Ωi1, Ω
i
2, Ω
o of Rn satisfying the following assumption:
Ωi1, Ω
i
2, Ω
o are bounded open connected subsets of Rn
of class C1,α such that Rn \ clΩi1, R
n \ clΩi2 and R
n \ clΩo are
connected and that 0 ∈ Ωi1 ∩Ω
i
2 ∩ Ω
o.
(1)
The letter ‘i’ stands for ‘inner’ and the letter ‘o’ stands for ‘outer’. The symbol ‘cl’ denotes the closure. The
set Ωo will play the role of the ‘unperturbed’ domain, where we make two perforations of the shape of Ωi1
and of Ωi2, respectively. We also fix two points
p1, p2 ∈ Ωo , p1 6= p2 . (2)
∗Department of Mathematics, The University of Tulsa, USA & Department of Mathematics, Aberystwyth University, Ceredi-
gion SY23 3BZ, Wales, UK.
†Dipartimento di Matematica, Universita` degli Studi di Padova, Italy.
1
Then we take ǫ0 > 0 and a function η from ]0, ǫ0[ to ]0,+∞[ such that
lim
ǫ→0+
η(ǫ) = 0 and lim
ǫ→0+
ǫ
η(ǫ)
= r∗ ∈ [0,+∞[ . (3)
The function η will control the distance between the holes, while the parameter ǫ will determine their size.
We assume that (
p1 + r∗clΩ
i
1
)
∩
(
p2 + r∗clΩ
i
2
)
= ∅ . (4)
Possibly shrinking ǫ0, we may also assume that(
p1 +
ǫ
η(ǫ)
clΩi1
)
∩
(
p2 +
ǫ
η(ǫ)
clΩi2
)
= ∅ ∀ǫ ∈]0, ǫ0[ ,(
η(ǫ)p1 + ǫclΩi1
)
∪
(
η(ǫ)p2 + ǫclΩi2
)
⊆ Ωo ∀ǫ ∈]0, ǫ0[ .
(5)
Then we introduce the perforated domain
Ωǫ ≡ Ω
o \
2⋃
j=1
(
η(ǫ)pj + ǫclΩij
)
∀ǫ ∈]0, ǫ0[ .
In other words, the set Ωǫ is obtained by removing from Ω
o the two sets η(ǫ)p1 + ǫclΩi1 and η(ǫ)p
2 + ǫclΩi2.
As ǫ → 0+, both the size of the perforations and their distance tend to 0. Next, for each ǫ positive and
small enough, we want to introduce a mixed problem for the Laplace operator in Ωǫ. Namely, we consider a
Dirichlet condition on ∂Ωo and Neumann conditions on the boundary of the holes. Thus, we take a function
f1 ∈ C0,α(∂Ωi1), a function f2 ∈ C
0,α(∂Ωi2), a function g in C
1,α(∂Ωo), and for each ǫ ∈]0, ǫ0[ we consider
the following mixed problem:

∆u(x) = 0 ∀x ∈ Ωǫ ,
∂
∂ν
η(ǫ)pj+ǫΩi
j
u(x) = fj
((
x− η(ǫ)pj
)
/ǫ
)
∀x ∈ η(ǫ)pj + ǫ∂Ωij , ∀j ∈ {1, 2} ,
u(x) = g(x) ∀x ∈ ∂Ωo ,
(6)
where νη(ǫ)pj+ǫΩi
j
denotes the outward unit normal to η(ǫ)pj + ǫ∂Ωij for j ∈ {1, 2}.
Then, if ǫ ∈]0, ǫ0[, problem (6) has a unique solution in C1,α(clΩǫ) and we denote such a solution by uǫ.
We are interested in studying the behavior of uǫ as ǫ→ 0 and thus we pose the following questions.
(i) Let x be a fixed point in Ωo \ {0}. What can be said of the map ǫ 7→ uǫ(x) when ǫ is close to 0 and
positive?
(ii) Let t be a fixed point in Rn \ ∪2j=1(p
j + r∗Ω
i
j). What can be said of the map ǫ 7→ uǫ(η(ǫ)t) when ǫ is
close to 0 and positive?
(iii) Let j ∈ {1, 2}. Let t be a fixed point of Rn \ Ωij such that p
j + r∗t 6∈ (pl + r∗clΩl) if l 6= j. What can
be said of the map ǫ 7→ uǫ(η(ǫ)pj + ǫt) when ǫ is close to 0 and positive?
In a sense, question (i) concerns the ‘macroscopic’ behavior of uǫ far from the holes η(ǫ)p
1 + ǫΩi1 and
η(ǫ)p2 + ǫΩi2, whereas question (ii) concerns the ‘microscopic’ behavior of uǫ in proximity of centers of the
perforations, and question (iii) concerns the ‘microscopic’ behavior of uǫ in proximity of the boundary of one
of the perforations.
Boundary value problems in domains with small holes are typical in the frame of asymptotic analysis
and are usually investigated by means of asymptotic expansion methods. As an example, we mention
the method of matching outer and inner asymptotic expansions proposed by Il’in (see [18], [19], and [20])
and the compound asymptotic expansion method of Maz’ya, Nazarov, and Plamenevskij, which allows the
treatment of general Douglis–Nirenberg elliptic boundary value problems in domains with perforations and
corners (cf. [28]). Moreover, in Kozlov, Maz’ya, and Movchan [21] one can find the study of boundary value
problems in domains depending on a small parameter ǫ in such a way that the limit regions as ǫ tends to 0
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consist of subsets of different space dimensions. More recently, Maz’ya, Movchan, and Nieves provided the
asymptotic analysis of Green’s kernels in domains with small cavities by applying the method of mesoscale
asymptotic approximations (cf. [27]). We also mention Bonnaillie-Noe¨l, Lacave, and Masmoudi [6], Chesnel
and Claeys [8], and Dauge, Tordeux, and Vial [14].
Problems in perforated domains find several applications in the frame of shape and topological opti-
mization. For a detailed analysis, we refer to Novotny and Soko lowsky [30], where the authors analyze the
topological derivative to study problems in elasticity and heat diffusion. The topological derivative is indeed
defined as the first term of the asymptotic expansion of a given shape functional with respect to a parameter
which measures the singular domain perturbation (as, e.g., the diameter of a hole). Moreover, for several
applications to inverse problems we refer, e.g., to the monograph Ammari and Kang [1].
In particular, boundary value problems in domains with moderately close holes have been deeply studied
in Bonnaillie-Noe¨l, Dambrine, Tordeux, and Vial [4, 5], Bonnaillie-Noe¨l and Dambrine [2], and Bonnaillie-
Noe¨l, Dambrine, and Lacave [3], where the authors exploit the method of multiscale asymptotic expansions.
More precisely, in [5] they carefully analyze the case when η(ǫ) = ǫβ for β ∈]0, 1[ and they provide asymptotic
expansions.
Here, instead, we answer the questions in (i), (ii), (iii) by representing the maps of (i), (ii), (iii) in terms
of real analytic maps and in terms of known functions of ǫ (such as η(ǫ), ǫ/η(ǫ), log η(ǫ), etc.). We observe
that our approach does have its advantages. Indeed, if for example we know that the function in (i) equals
for ǫ > 0 a real analytic function defined in a whole neighborhood of ǫ = 0, then we know that such a map
can be expanded in power series for ǫ small. Moreover, we emphasize that we do not make any assumption
on the form of the function η(ǫ) and that, by setting ̺1 = η(ǫ) and ̺2 = ǫ/η(ǫ), we can treat ̺1 and ̺2
as two independents variables and prove real analyticity results for the solution upon the pair (̺1, ̺2). In
particular, one can deduce asymptotic expansions in the new variable (̺1, ̺2) around (0, r∗).
Such an approach has been carried out for problems for the Laplace operator in a domain with a small
hole (cf., e.g., [11, 12], Lanza de Cristoforis [23, 24]), and has later been extended to problems related to
the system of equations of the linearized elasticity (cf., e.g., the first-named author and Lanza de Cristoforis
[10]) and to the Stokes system (cf., e.g., [9]). Moreover, analyticity results have been obtained in the frame
of perturbation problems in spectral theory (cf., e.g., Buoso and Provenzano [7] and Lamberti and Lanza de
Cristoforis [22]).
The paper is organized as follows. In Section 2, we introduce some notation and in Section 3 we introduce
a more general formulation of our problem. In Section 4, we introduce some preliminary results. In Section
5, we formulate our problem in terms of integral equations. In Section 6, we prove our main result, which
answers our questions (i), (ii), (iii) above, and in Section 7 we compute an asymptotic expansion of the
solution for n = 2 and r∗ = 0.
2 Notation
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces. We endow the space
X×Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X+‖y‖Y for all (x, y) ∈ X×Y, while we use the Euclidean
norm for Rn. The symbol N denotes the set of natural numbers including 0. If (i, j) ∈ N2, we denote by
δi,j the Kronecker symbol, defined by setting δi,j = 1 if i = j and δi,j = 0 if i 6= j. Let D ⊆ Rn. Then clD
denotes the closure of D, ∂D denotes the boundary of D, and νD denotes the outer unit normal to ∂D, where
it is defined. We also set D− ≡ Rn \ clD. For all R > 0, x ∈ Rn, xj denotes the j-th coordinate of x, |x|
denotes the Euclidean modulus of x in Rn, and Bn(x,R) denotes the ball {y ∈ Rn : |x−y| < R}. Let Ω be an
open subset of Rn. The space of m times continuously differentiable real-valued functions on Ω is denoted by
Cm(Ω,R), or more simply by Cm(Ω). Let r ∈ N\{0}. Let f ∈ (Cm(Ω))r. The s-th component of f is denoted
fs, and Df denotes the jacobian matrix
(
∂fs
∂xl
)
(s,l)∈{1,...,r}×{1,...,n}
. For a multi-index η ≡ (η1, . . . , ηn) ∈ N
n
we also set |η| ≡ η1 + · · · + ηn. Then Dηf denotes
∂|η|f
∂x
η1
1 ...∂x
ηn
n
. The subspace of Cm(Ω) of those functions
f whose derivatives Dηf of order |η| ≤ m can be extended with continuity to clΩ is denoted Cm(clΩ). The
subspace of Cm(clΩ) whose functions have m-th order derivatives that are uniformly Ho¨lder continuous with
exponent α ∈]0, 1] is denoted Cm,α(clΩ) (cf., e.g., Gilbarg and Trudinger [17]). The subspace of Cm(clΩ) of
those functions f such that f|cl(Ω∩Bn(0,R)) ∈ C
m,α(cl(Ω∩Bn(0, R))) for all R ∈]0,+∞[ is denoted C
m,α
loc (clΩ).
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Now let Ω be a bounded open subset of Rn. Then Cm(clΩ) and Cm,α(clΩ) are endowed with their usual
norm and are well-known to be Banach spaces. We say that a bounded open subset Ω of Rn is of class Cm
or of class Cm,α, if clΩ is a manifold with boundary imbedded in Rn of class Cm or Cm,α, respectively (cf.,
e.g., Gilbarg and Trudinger [17, §6.2]). We denote by νΩ the outward unit normal to ∂Ω. For standard
properties of functions in Schauder spaces, we refer the reader to Gilbarg and Trudinger [17].
IfM is a manifold imbedded in Rn of class Cm,α, withm ≥ 1, α ∈]0, 1[, one can define the Schauder spaces
also on M by exploiting the local parametrizations. In particular, one can consider the spaces Ck,α(∂Ω)
on ∂Ω for 0 ≤ k ≤ m with Ω a bounded open set of class Cm,α, and the trace operator from Ck,α(clΩ) to
Ck,α(∂Ω) is linear and continuous. We denote by dσ the area element of a manifold imbedded in Rn. Also,
we find convenient to set
Ck,α(∂Ω)0 ≡
{
f ∈ Ck,α(∂Ω) :
∫
∂Ω
f dσ = 0
}
.
For the definition and properties of real analytic maps, we refer to Deimling [15, p. 150]. In particular, we
mention that the pointwise product in Schauder spaces is bilinear and continuous, and thus real analytic
(cf., e.g., Lanza de Cristoforis and Rossi [26, pp. 141, 142]).
Let Sn be the function from R
n \ {0} to R defined by
Sn(x) ≡
{ 1
sn
log |x| ∀x ∈ Rn \ {0}, if n = 2 ,
1
(2−n)sn
|x|2−n ∀x ∈ Rn \ {0}, if n > 2 ,
where sn denotes the (n − 1)-dimensional measure of ∂Bn(0, 1). Sn is well-known to be a fundamental
solution of the Laplace operator.
We now introduce the simple layer potential. Let α ∈]0, 1[. Let Ω be a bounded open subset of Rn of
class C1,α. If µ ∈ C0(∂Ω), we set
v[∂Ω, µ](x) ≡
∫
∂Ω
Sn(x− y)µ(y) dσy ∀x ∈ R
n .
As is well-known, if µ ∈ C0(∂Ω), then v[∂Ω, µ] is continuous in Rn. Moreover, if µ ∈ C0,α(∂Ω), then the
function v+[∂Ω, µ] ≡ v[∂Ω, µ]|clΩ belongs to C
1,α(clΩ), and the function v−[∂Ω, µ] ≡ v[∂Ω, µ]|Rn\Ω belongs
to C1,αloc (R
n \ Ω).
3 A more general formulation
In this section, we formulate a more general version of the problem we are interested in. Then, by the
analysis of such a new problem, we are able to deduce our results concerning the behavior of the solution
uǫ for ǫ close to 0. In a sense, what we are going to do it is to replace η(ǫ) by ̺1 and ǫ/η(ǫ) by ̺2, and to
analyze the dependence of the solution of the problem upon ̺1 and ̺2, which we think as two independent
variables.
Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1). Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[ be such that
assumption (4) holds. Then we fix an open neighborhood U˜ of (0, r∗) in R2, such that(
p1 + ̺2clΩ
i
1
)
∩
(
p2 + ̺2clΩ
i
2
)
= ∅ ∀(̺1, ̺2) ∈ U˜ ,(
̺1p
1 + ̺1̺2clΩ
i
1
)
∪
(
̺1p
2 + ̺1̺2clΩ
i
2
)
⊆ Ωo ∀(̺1, ̺2) ∈ U˜ .
(7)
Then we introduce the perforated domain
Ω(̺1, ̺2) ≡ Ω
o \
2⋃
j=1
(
̺1p
j + ̺1̺2clΩ
i
j
)
∀(̺1, ̺2) ∈ U˜ .
Next we take a function f1 ∈ C0,α(∂Ωi1), a function f2 ∈ C
0,α(∂Ωi2), a function g in C
1,α(∂Ωo), and for each
pair (̺1, ̺2) ∈ U˜∩]0,+∞[2 we consider the following mixed problem

∆u(x) = 0 ∀x ∈ Ω(̺1, ̺2) ,
∂
∂ν
̺1p
j+̺1̺2Ω
i
j
u(x) = fj
((
x− ̺1pj
)
/(̺1̺2)
)
∀x ∈ ̺1pj + ̺1̺2∂Ωij , ∀j ∈ {1, 2},
u(x) = g(x) ∀x ∈ ∂Ωo ,
(8)
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where ν̺1pj+̺1̺2Ωij denotes the outward unit normal to ̺1p
j + ̺1̺2∂Ω
i
j for j ∈ {1, 2}. If (̺1, ̺2) ∈
U˜∩]0,+∞[2, problem (8) has a unique solution in C1,α(clΩ(̺1, ̺2)) and we denote such a solution by u[̺1, ̺2].
Clearly, if η, r∗ are as in (3) and if ǫ0 is such that (η(ǫ), ǫ/η(ǫ)) ∈ U˜∩]0,+∞[2 for all ǫ ∈]0, ǫ0[, then
Ωǫ = Ω(η(ǫ), ǫ/η(ǫ)) and uǫ = u[η(ǫ), ǫ/η(ǫ)] ,
for all ǫ ∈]0, ǫ0[.
4 Preliminaries
In this section we collect some preliminary results concerning mixed problems for the Laplace operator.
First of all, by the Divergence Theorem, we deduce the following uniqueness result.
Proposition 4.1. Let α ∈]0, 1[. Let Oi, Oo be bounded open subsets of Rn of class C1,α such that Oo,
R
n \ clOi, and Rn \ clOo are connected and that clOi ⊆ Oo. Let v ∈ C1,α(clOo \ Oi) be such that

∆v(x) = 0 ∀x ∈ Oo \ clOi ,
∂
∂νOi
v(x) = 0 ∀x ∈ ∂Oi ,
v(x) = 0 ∀x ∈ ∂Oo .
(9)
Then v = 0 in clOo \ Oi.
In the following lemma, we collect some well-known results of classical potential theory (cf. Folland [16,
Ch. 3], Lanza de Cristoforis and Rossi [26, Thm. 3.1], Miranda [29, Thm 5.I]).
Lemma 4.2. Let α ∈]0, 1[. Let Ω be a bounded open subset of Rn of class C1,α. Then the following
statements hold.
(i) The map from C0,α(∂Ω) to C1,α(clΩ) which takes µ to v+[∂Ω, µ] is linear and continuous. Similarly,
if Ω˜ is a bounded open subset of Rn \ clΩ, then the map from C0,α(∂Ω) to C1,α(clΩ˜) which takes µ to
v−[∂Ω, µ]|clΩ˜ is linear and continuous.
(ii) Let Ω be connected. The map from C0,α(∂Ω)0 ×R to C1,α(∂Ω) which takes (µ, ξ) to v[∂Ω, µ]|∂Ω + ξ is
a linear homeomorphism.
(iii) Let Rn \ clΩ be connected. Then the map from C0,α(∂Ω) to C0,α(∂Ω) which takes µ to the function
1
2
µ(x) +
∫
∂Ω
DSn(x− y)νΩ(x)µ(y) dσy
of the variable x ∈ ∂Ω, is a linear homeomorphism.
We now introduce and study an integral operator which we use in order to solve a mixed problem by
means of simple layer potentials.
Proposition 4.3. Let α ∈]0, 1[. Let Oi, Oo be bounded open subsets of Rn of class C1,α such that Oo,
R
n\clOi, and Rn\clOo are connected and that clOi ⊆ Oo. Let J ≡ (J1, J2) be the operator from C0,α(∂Oi)×
C0,α(∂Oo)0 × R to C0,α(∂Oi)× C1,α(∂Oo) defined by
J1[µ1, µ2, ξ](x) ≡
1
2
µ1(x) +
∫
∂Oi
DSn(x− y)νOi(x)µ1(y) dσy
+
∫
∂Oo
DSn(x− y)νOi(x)µ2(y) dσy ∀x ∈ ∂O
i ,
J2[µ1, µ2, ξ](x) ≡
∫
∂Oi
Sn(x − y)µ1(y) dσy +
∫
∂Oo
Sn(x− y)µ2(y) dσy
+ ξ ∀x ∈ ∂Oo ,
for all (µ1, µ2, ξ) ∈ C0,α(∂Oi)× C0,α(∂Oo)0 × R. Then J is a linear homeomorphism.
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Proof. We first prove that J is a Fredholm operator of index 0. Let Jˆ ≡ (Jˆ1, Jˆ2) be the operator from
C0,α(∂Oi)× C0,α(∂Oo)0 × R to C0,α(∂Oi)× C1,α(∂Oo) defined by
Jˆ1[µ1, µ2, ξ](x) ≡
1
2
µ1(x) +
∫
∂Oi
DSn(x− y)νOi(x)µ1(y) dσy ∀x ∈ ∂O
i ,
Jˆ2[µ1, µ2, ξ](x) ≡
∫
∂Oo
Sn(x− y)µ2(y) dσy + ξ ∀x ∈ ∂O
o ,
for all (µ1, µ2, ξ) ∈ C0,α(∂Oi) × C0,α(∂Oo)0 × R. By Lemma 4.2 (ii), (iii) one can show that Jˆ is a linear
homeomorphism. Then let J˜ ≡ (J˜1, J˜2) be the operator from C0,α(∂Oi)× C0,α(∂Oo)0 × R to C0,α(∂Oi)×
C1,α(∂Oo) defined by
J˜1[µ1, µ2, ξ](x) ≡
∫
∂Oo
DSn(x − y)νOi(x)µ2(y) dσy ∀x ∈ ∂O
i ,
J˜2[µ1, µ2, ξ](x) ≡
∫
∂Oi
Sn(x− y)µ1(y) dσy ∀x ∈ ∂O
o ,
for all (µ1, µ2, ξ) ∈ C0,α(∂Oi) × C0,α(∂Oo)0 × R. By classical potential theory and standard calculus in
Schauder spaces, one can show that J˜ is a compact operator. Since J = Jˆ+J˜ , we deduce that J is a Fredholm
operator of index 0. As a consequence, in order to prove that J is a linear homeormorphism, it suffices to
show that it is injective. So let (µ1, µ2, ξ) ∈ C0,α(∂Oi)× C0,α(∂Oo)0 × R be such that J [µ1, µ2, ξ] = (0, 0).
Then by classical potential theory, the function v ≡ v[∂Oi, µ1]|clOo\Oi + v[∂O
o, µ2]|clOo\Oi + ξ is a solution
in C1,α(clOo \ Oi) of problem (9). Accordingly, v[∂Oi, µ1]|clOo\Oi + v[∂O
o, µ2]|clOo\Oi + ξ = 0 in clO
o \ Oi,
and so
v−[∂Oi, µ1] = −v
+[∂Oo, µ2]− ξ in clO
o \ Oi . (10)
Also, v[∂Oi, µ1] = −v[∂Oo, µ2] − ξ on ∂Oi and by uniqueness of the solution of the Dirichlet problem for
the Laplace operator, we deduce
v+[∂Oi, µ1] = −v
+[∂Oo, µ2]− ξ in clO
i . (11)
As a consequence, v[∂Oi, µ1] = −v+[∂Oo, µ2] − ξ on the whole of clOo. Since v+[∂Oo, µ2] is in C1,α(clOo)
(cf. Lemma 4.2), we have
−
∂
∂νOi
v+[∂Oo, µ2]|clOo\Oi +
∂
∂νOi
v+[∂Oo, µ2]|clOi = 0 on ∂O
i . (12)
By equalities (10) and (11), and by standard jump properties of the single layer potential, the expression on
the left hand side of (12) equals
∂
∂νOi
v−[∂Oi, µ1]−
∂
∂νOi
v+[∂Oi, µ1] = µ1 on ∂O
i . (13)
Hence, by (12) and (13) it follows that µ1 = 0. Thus v[∂Oo, µ2] + ξ = 0 on ∂Oo (cf. (10)). Accordingly,
Lemma 4.2 (ii) implies that (µ2, ξ) = (0, 0), and so the proof is complete.
By Propositions 4.1 and 4.3 and by the jump properties of the single layer potential, we deduce the
validity of the following theorem on the solution of a mixed problem.
Theorem 4.4. Let α ∈]0, 1[. Let Oi, Oo be bounded open subsets of Rn of class C1,α such that Oo,
R
n \ clOi, and Rn \ clOo are connected and that clOi ⊆ Oo. Let J be as in Proposition 4.3. Let (φ, γ) ∈
C0,α(∂Oi)× C1,α(∂Oo). Then problem

∆u(x) = 0 ∀x ∈ Oo \ clOi ,
∂
∂νOi
u(x) = φ(x) ∀x ∈ ∂Oi ,
u(x) = γ(x) ∀x ∈ ∂Oo ,
has a unique solution u in C1,α(clOo \ Oi). The solution u is delivered by
u(x) ≡ v[∂Oi, µ1](x) + v[∂O
o, µ2](x) + ξ ∀x ∈ clO
o \ Oi ,
where (µ1, µ2, ξ) is the unique triple in C
0,α(∂Oi)× C0,α(∂Oo)0 × R such that
J [µ1, µ2, ξ] = (φ, γ) .
6
5 Formulation of problem (8) in terms of integral equations
In this section, we formulate problem (8) in terms of integral equations on ∂Ωi1, ∂Ω
i
2, and ∂Ω
o, by exploiting
Theorem 4.4 and the rule of change of variables in integrals. Indeed, if (̺1, ̺2) ∈ U˜∩]0,+∞[2, by Theorem
4.4, one can convert problem (8) into a system of integral equations which include an equation defined on ∂Ωo
and two equations defined on the (̺1, ̺2)-dependent domains ∂(̺1p
1+̺1̺2Ω
i
1) and ∂(̺1p
2+̺1̺2Ω
i
2). Then,
by exploiting an appropriate change of variable, one can obtain an equivalent system of integral equations
defined on the fixed domains ∂Ωi1, ∂Ω
i
2, and ∂Ω
o.
We find convenient to introduce the following notation. Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1).
Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[. Let (4) hold. Let f1 ∈ C0,α(∂Ωi1), f2 ∈ C
0,α(∂Ωi2), g ∈
C1,α(∂Ωo). Then we introduce the map Λ = (Λ1,Λ2,Λ3) from U˜ ×C
0,α(∂Ωi1)×C
0,α(∂Ωi2)×C
0,α(∂Ωo)0×R
to C0,α(∂Ωi1)× C
0,α(∂Ωi2)× C
1,α(∂Ωo) defined by
Λ1[̺1,̺2, θ
i
1, θ
i
2, θ
o, ξ](t) ≡
1
2
θi1(t) +
∫
∂Ωi1
DSn(t− s)νΩi1(t)θ
i
1(s) dσs
+ ̺n−12
∫
∂Ωi2
DSn
(
(p1 − p2) + ̺2(t− s)
)
νΩi1(t)θ
i
2(s) dσs
+
∫
∂Ωo
DSn
(
̺1p
1 + ̺1̺2t− y
)
νΩi1(t)θ
o(y) dσy − f1(t) ∀t ∈ ∂Ω
i
1 ,
Λ2[̺1,̺2, θ
i
1, θ
i
2, θ
o, ξ](t) ≡
1
2
θi2(t) +
∫
∂Ωi2
DSn(t− s)νΩi2(t)θ
i
2(s) dσs
+ ̺n−12
∫
∂Ωi1
DSn
(
(p2 − p1) + ̺2(t− s)
)
νΩi2(t)θ
i
1(s) dσs
+
∫
∂Ωo
DSn
(
̺1p
2 + ̺1̺2t− y
)
νΩi2(t)θ
o(y) dσy − f2(t) ∀t ∈ ∂Ω
i
2 ,
Λ3[̺1,̺2, θ
i
1, θ
i
2, θ
o, ξ](x) ≡ (̺1̺2)
n−1
2∑
j=1
∫
∂Ωi
j
Sn(x− ̺1p
j − ̺1̺2s)θ
i
j(s) dσs
+
∫
∂Ωo
Sn(x− y)θ
o(y) dσy + ξ − g(x) ∀x ∈ ∂Ω
o ,
for all (̺1, ̺2, θ
i
1, θ
i
2, θ
o, ξ) ∈ U˜ × C0,α(∂Ωi1)× C
0,α(∂Ωi2)× C
0,α(∂Ωo)0 × R.
In the following proposition, we describe the link between the map Λ and problem (8).
Proposition 5.1. Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1). Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[. Let
(4) hold. Let f1 ∈ C0,α(∂Ωi1), f2 ∈ C
0,α(∂Ωi2), g ∈ C
1,α(∂Ωo). Let (̺1, ̺2) ∈ U˜∩]0,+∞[2. Then the unique
solution u[̺1, ̺2] in C
1,α(clΩ(̺1, ̺2)) of problem (8) is delivered by
u[̺1, ̺2](x) ≡(̺1̺2)
n−1
2∑
j=1
∫
∂Ωi
j
Sn(x− ̺1p
j − ̺1̺2s)θ
i
j [̺1, ̺2](s) dσs
+
∫
∂Ωo
Sn(x− y)θ
o[̺1, ̺2](y) dσy + ξ[̺1, ̺2] ∀x ∈ clΩ(̺1, ̺2) ,
(14)
where (θi1[̺1, ̺2], θ
i
2[̺1, ̺2], θ
o[̺1, ̺2], ξ[̺1, ̺2]) is the unique quadruple (θ
i
1, θ
i
2, θ
o, ξ) in C0,α(∂Ωi1)×C
0,α(∂Ωi2)×
C0,α(∂Ωo)0 × R such that
Λ[̺1, ̺2, θ
i
1, θ
i
2, θ
o, ξ] = 0 . (15)
Proof. Let J be as in Proposition 4.3 with
Oi ≡
(
̺1p
1 + ̺1̺2Ω
i
1
)
∪
(
̺1p
2 + ̺1̺2Ω
i
2
)
, Oo ≡ Ωo .
Then by the definition of Λ and the rule of change of variables in integrals one verifies that the quadruple
(θi1, θ
i
2, θ
o, ξ) in C0,α(∂Ωi1) × C
0,α(∂Ωi2) × C
0,α(∂Ωo)0 × R is a solution of equation (15) if and only if the
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triple (µ1, µ2, ξ) in C
0,α(∂Oi)× C0,α(∂Oo)0 × R with µ1 and µ2 defined by
µ1(x) ≡
{
θi1
(
(x− ̺1p1)/(̺1̺2)
)
∀x ∈ ̺1p1 + ̺1̺2∂Ω1 ,
θi2
(
(x− ̺1p2)/(̺1̺2)
)
∀x ∈ ̺1p2 + ̺1̺2∂Ω2 ,
µ2(x) ≡ θ
o(x) ∀x ∈ ∂Ωo ,
is a solution of
J [µ1, µ2, ξ] = (φ, γ) ,
with φ and γ defined by
φ(x) ≡
{
f1
(
(x− ̺1p1)/(̺1̺2)
)
∀x ∈ ̺1p1 + ̺1̺2∂Ω1 ,
f2
(
(x− ̺1p2)/(̺1̺2)
)
∀x ∈ ̺1p2 + ̺1̺2∂Ω2 ,
γ(x) ≡ g(x) ∀x ∈ ∂Ωo .
Then the conclusion follows by Theorem 4.4.
By Proposition 5.1, we are reduced to analyze equation (15) around the case (̺1, ̺2) = (0, r∗). As a first
step, in the following lemma we analyze the system which we obtain by taking (̺1, ̺2) = (0, r∗) in equation
(15).
Lemma 5.2. Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1). Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[ be such
that (4) holds. Let f1 ∈ C0,α(∂Ωi1), f2 ∈ C
0,α(∂Ωi2), g ∈ C
1,α(∂Ωo). Then the system of equations
1
2
θi1(t) +
∫
∂Ωi1
DSn(t− s)νΩi1 (t)θ
i
1(s) dσs
+ rn−1∗
∫
∂Ωi2
DSn
(
(p1 − p2) + r∗(t− s)
)
νΩi1(t)θ
i
2(s) dσs
−
∫
∂Ωo
DSn(y)νΩi1(t)θ
o(y) dσy − f1(t) = 0 ∀t ∈ ∂Ω
i
1 ,
(16)
1
2
θi2(t) +
∫
∂Ωi2
DSn(t− s)νΩi2 (t)θ
i
2(s) dσs
+ rn−1∗
∫
∂Ωi1
DSn
(
(p2 − p1) + r∗(t− s)
)
νΩi2(t)θ
i
1(s) dσs
−
∫
∂Ωo
DSn(y)νΩi2(t)θ
o(y) dσy − f2(t) = 0 ∀t ∈ ∂Ω
i
2 ,
(17)
∫
∂Ωo
Sn(x − y)θ
o(y) dσy + ξ − g(x) = 0 ∀x ∈ ∂Ω
o , (18)
has a unique solution (θi1, θ
i
2, θ
o, ξ) in C0,α(∂Ωi1)×C
0,α(∂Ωi2)×C
0,α(∂Ωo)0×R, which we denote by (θ˜i1, θ˜
i
2, θ˜
o, ξ˜).
Proof. By Lemma 4.2 (ii), equation (18) has a unique solution (θ˜o, ξ˜) in the space C0,α(∂Ωo)0 × R. Then
we consider equations (16), (17) and we introduce the operator Mr∗ ≡ (Mr∗,1,Mr∗,2) from C
0,α(∂Ωi1) ×
C0,α(∂Ωi2) to itself by setting
Mr∗,1[θ
i
1, θ
i
2](t) ≡
1
2
θi1(t) +
∫
∂Ωi1
DSn(t− s)νΩi1(t)θ
i
1(s) dσs
+ rn−1∗
∫
∂Ωi2
DSn
(
(p1 − p2) + r∗(t− s)
)
νΩi1(t)θ
i
2(s) dσs ∀t ∈ ∂Ω
i
1 ,
Mr∗,2[θ
i
1, θ
i
2](t) ≡
1
2
θi2(t) +
∫
∂Ωi2
DSn(t− s)νΩi2(t)θ
i
2(s) dσs
+ rn−1∗
∫
∂Ωi1
DSn
(
(p2 − p1) + r∗(t− s)
)
νΩi2(t)θ
i
1(s) dσs ∀t ∈ ∂Ω
i
2 ,
8
for all (θi1, θ
i
2) ∈ C
0,α(∂Ωi1)× C
0,α(∂Ωi2). We need to show that there exists a unique pair (θ
i
1, θ
i
2) such that
Mr∗,1[θ
i
1, θ
i
2](t) =
∫
∂Ωo
DSn(y)νΩi1(t)θ˜
o(y) dσy + f1(t) ∀t ∈ ∂Ω
i
1 ,
Mr∗,2[θ
i
1, θ
i
2](t) =
∫
∂Ωo
DSn(y)νΩi2(t)θ˜
o(y) dσy + f2(t) ∀t ∈ ∂Ω
i
2 .
In order to do so, it clearly suffices to show that the operator Mr∗ is invertible. If r∗ = 0, the invertibility
follows immediately by Lemma 4.2 (iii). If r∗ > 0, we note that
Mr∗,1[θ
i
1, θ
i
2]
(
(x− p1)/r∗
)
=
1
2
θi1
(
(x− p1)/r∗
)
+
∫
∂(p1+r∗Ωi1)
DSn(x− y)νp1+r∗Ωi1(x)θ
i
1
(
(y − p1)/r∗
)
dσy
+
∫
∂(p2+r∗Ωi2)
DSn(x− y)νp1+r∗Ωi1(x)θ
i
2
(
(y − p2)/r∗
)
dσy
∀x ∈ ∂(p1 + r∗Ω
i
1) ,
Mr∗,2[θ
i
1, θ
i
2]
(
(x− p2)/r∗
)
=
1
2
θi2
(
(x− p2)/r∗
)
+
∫
∂(p2+r∗Ωi2)
DSn(x− y)νp2+r∗Ωi2(x)θ
i
2
(
(y − p2)/r∗
)
dσy
+
∫
∂(p1+r∗Ωi1)
DSn(x− y)νp2+r∗Ωi2(x)θ
i
1
(
(y − p1)/r∗
)
dσy
∀x ∈ ∂(p2 + r∗Ω
i
2) .
As a consequence, the invertibility of Mr∗ follows by Lemma 4.2 (iii) with Ω ≡ (p
1 + r∗Ω1) ∪ (p2 + r∗Ω2).
Remark 5.3. Let the assumptions of Lemma 5.2 hold. Let u˜ be the unique solution in C1,α(clΩo) of{
∆u(x) = 0 ∀x ∈ Ωo ,
u(x) = g(x) ∀x ∈ ∂Ωo .
Then u˜ = v+[∂Ωo, θ˜o] + ξ˜.
We are now ready to analyze equation (15) around the degenerate pair (̺1, ̺2) = (0, r∗).
Proposition 5.4. Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1). Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[. Let
(4) hold. Let U˜ be as in (7). Let f1 ∈ C0,α(∂Ωi1), f2 ∈ C
0,α(∂Ωi2), g ∈ C
1,α(∂Ωo). Let (θ˜i1, θ˜
i
2, θ˜
o, ξ˜) be as in
Lemma 5.2. Then there exist an open neighborhood U of (0, r∗) in R2 and a real analytic map (Θi1,Θ
i
2,Θ
o,Ξ)
from U to C0,α(∂Ωi1)× C
0,α(∂Ωi2)× C
0,α(∂Ωo)0 × R such that
U ⊆ U˜ ,
and that
(θi1[̺1, ̺2], θ
i
2[̺1, ̺2], θ
o[̺1, ̺2], ξ[̺1, ̺2]) = (Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2])
∀(̺1, ̺2) ∈ U∩]0,+∞[
2 ,
and that
(θ˜i1, θ˜
i
2, θ˜
o, ξ˜) = (Θi1[0, r∗],Θ
i
2[0, r∗],Θ
o[0, r∗],Ξ[0, r∗]) .
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Proof. By standard properties of integral operators with real analytic kernels and with no singularity, and
by classical mapping properties of layer potentials (cf. Miranda [29], Lanza de Cristoforis and Rossi [26,
Thm. 3.1], Lanza de Cristoforis and the second-named author [25, §4]), we conclude that Λ is real analytic.
Now we plan to apply the Implicit Function Theorem to equation Λ[̺1, ̺2, θ
i
1, θ
i
2, θ
o, ξ] = 0 around the point
(0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o, ξ˜). By definition of (θ˜i1, θ˜
i
2, θ˜
o, ξ˜), we have Λ[0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o, ξ˜] = 0. By standard calculus
in Banach spaces, the differential of Λ at (0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o, ξ˜) with respect to the variables (θi1, θ
i
2, θ
o, ξ) is
delivered by the formulas
∂(θi1,θi2,θo,ξ)Λ1[0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o,ξ˜](θ¯i1, θ¯
i
2, θ¯
o, ξ¯)(t)
≡
1
2
θ¯i1(t) +
∫
∂Ωi1
DSn(t− s)νΩi1(t)θ¯
i
1(s) dσs
+ rn−1∗
∫
∂Ωi2
DSn
(
(p1 − p2) + r∗(t− s)
)
νΩi1(t)θ¯
i
2(s) dσs
−
∫
∂Ωo
DSn(y)νΩi1 (t)θ¯
o(y) dσy ∀t ∈ ∂Ω
i
1 ,
∂(θi1,θi2,θo,ξ)Λ2[0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o,ξ˜](θ¯i1, θ¯
i
2, θ¯
o, ξ¯)(t)
≡
1
2
θ¯i2(t) +
∫
∂Ωi2
DSn(t− s)νΩi2(t)θ¯
i
2(s) dσs
+ rn−1∗
∫
∂Ωi1
DSn
(
(p2 − p1) + r∗(t− s)
)
νΩi2(t)θ¯
i
1(s) dσs
−
∫
∂Ωo
DSn(y)νΩi2 (t)θ¯
o(y) dσy ∀t ∈ ∂Ω
i
2 ,
∂(θi1,θi2,θo,ξ)Λ3[0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o, ξ˜](θ¯i1, θ¯
i
2, θ¯
o, ξ¯)(x) ≡
∫
∂Ωo
Sn(x − y)θ¯
o(y) dσy + ξ¯
∀x ∈ ∂Ωo ,
for all (θ¯i1, θ¯
i
2, θ¯
o, ξ¯) ∈ C0,α(∂Ωi1) × C
0,α(∂Ωi2) × C
0,α(∂Ωo)0 × R. Then, by arguing as in the proof of
Lemma 5.2, by classical potential theory, and by standard calculus in Banach spaces, one can show that
∂(θi1,θi2,θo,ξ)Λ[0, r∗, θ˜
i
1, θ˜
i
2, θ˜
o, ξ˜] is a linear homeomorphism from C0,α(∂Ωi1) × C
0,α(∂Ωi2) × C
0,α(∂Ωo)0 × R
onto C0,α(∂Ωi1) × C
0,α(∂Ωi2) × C
1,α(∂Ωo). Then by the Implicit Function Theorem for real analytic maps
in Banach spaces (cf., e.g., Deimling [15, Theorem 15.3]), there exist an open neighborhood U ⊆ U˜ of (0, r∗)
in R2 and a real analytic map (Θi1,Θ
i
2,Θ
o,Ξ) from U to C0,α(∂Ωi1)×C
0,α(∂Ωi2)×C
0,α(∂Ωo)0×R such that
Λ
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
= 0 ∀(̺1, ̺2) ∈ U . (19)
In particular, by Proposition 5.1 and Lemma 5.2, we have
(θi1[̺1, ̺2], θ
i
2[̺1, ̺2], θ
o[̺1, ̺2], ξ[̺1, ̺2]) = (Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2])
∀(̺1, ̺2) ∈ U∩]0,+∞[
2 ,
and
(θ˜i1, θ˜
i
2, θ˜
o, ξ˜) = (Θi1[0, r∗],Θ
i
2[0, r∗],Θ
o[0, r∗],Ξ[0, r∗]) ,
and thus the proof is complete.
6 A functional analytic representation theorem for the solution of
problem (6)
In the following theorem, we exploit the analyticity result for the solutions of equation (15) in order to prove
representation formulas for u[̺1, ̺2] in terms of real analytic maps. Then, by the analysis of the behavior
of u[̺1, ̺2] for (̺1, ̺2) close to the degenerate value (0, r∗), we will be able to answer questions (i), (ii), (iii)
asked in the introduction and concerning the behavior of the solution uǫ of problem (6).
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Theorem 6.1. Let α ∈]0, 1[. Let Ωi1, Ω
i
2, Ω
o be as in (1). Let p1, p2 be as in (2). Let r∗ ∈ [0,+∞[. Let
(4) hold. Let f1 ∈ C0,α(∂Ωi1), f2 ∈ C
0,α(∂Ωi2), g ∈ C
1,α(∂Ωo). Let u˜ be as in Remark 5.3. Let U be as in
Proposition 5.4. Then the following statements hold.
(i) Let ΩM be an open subset of Ω
o such that 0 6∈ clΩM . Then there exist an open neighborhood UM,ΩM of
(0, r∗) in R
2 and a real analytic map UM,ΩM from UM,ΩM to the space C
1,α(clΩM ) such that
UM,ΩM ⊆ U , clΩM ⊆ clΩ(̺1, ̺2) ∀(̺1, ̺2) ∈ UM,ΩM ,
and such that
u[̺1, ̺2](x) = UM,ΩM [̺1, ̺2](x) ∀x ∈ clΩM ,
for all (̺1, ̺2) ∈ UM,ΩM∩]0,+∞[
2. Moreover,
UM,ΩM [0, r∗](x) = u˜(x) ∀x ∈ clΩM . (20)
(ii) Let Ωm be a bounded open subset of R
n \ ∪2j=1(p
j + r∗clΩ
i
j). Then there exist an open neighborhood
Um,Ωm of (0, r∗) in R
2 and a real analytic map Um,Ωm from Um,Ωm to the space C
1,α(clΩm) such that
Um,Ωm ⊆ U , ̺1clΩm ⊆ clΩ(̺1, ̺2) ∀(̺1, ̺2) ∈ Um,Ωm ,
and such that
u[̺1, ̺2](̺1t) = Um,Ωm [̺1, ̺2](t) + δ2,n
̺1̺2 log ̺1
2π
2∑
j=1
∫
∂Ωi
j
fj dσ ∀t ∈ clΩm ,
for all (̺1, ̺2) ∈ Um,Ωm∩]0,+∞[
2. Moreover,
Um,Ωm [0, r∗](t) = u˜(0) ∀t ∈ clΩm . (21)
(iii) Let j ∈ {1, 2}. Let l ∈ ({1, 2} \ {j}). Let Ωm∗ be a bounded open subset of Rn \ clΩij such that
(pj + r∗clΩm∗) ∩ (pl + r∗clΩil) = ∅. Then there exist an open neighborhood Um∗,Ωm∗ of (0, r∗) in R
2
and a real analytic map Uj,m∗,Ωm∗ from Um∗,Ωm∗ to the space C
1,α(clΩm∗) such that
Um∗,Ωm∗ ⊆ U , ̺1p
j + ̺1̺2clΩm∗ ⊆ clΩ(̺1, ̺2) ∀(̺1, ̺2) ∈ Um∗,Ωm∗ ,
and such that
u[̺1,̺2](̺1p
j + ̺1̺2t) = Uj,m∗,Ωm∗ [̺1, ̺2](t)
+ δ2,n̺1̺2
(
log(̺1̺2)
2π
∫
∂Ωi
j
fj dσ +
log ̺1
2π
∫
∂Ωi
l
fl dσ
)
∀t ∈ clΩm∗ ,
for all (̺1, ̺2) ∈ Um∗,Ωm∗∩]0,+∞[
2. Moreover,
Uj,m∗,Ωm∗ [0, r∗](t) = u˜(0) ∀t ∈ clΩm∗ . (22)
(Here the symbol ‘M ’ stands for ‘macroscopic’ and the symbols ‘m’ and ‘m∗’ stand for ‘microscopic’.)
Proof. We first prove statement (i). By possibly taking a bigger ΩM , we can assume that ΩM is of class C
1.
Clearly, there exists an open neighborhood UM,ΩM of (0, r∗) in R
2 such that UM,ΩM ⊆ U and that
clΩM ∩ (∪
2
j=1(̺1p
j + ̺1̺2clΩ
i
j)) = ∅ ∀(̺1, ̺2) ∈ UM,ΩM .
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Then we introduce the map UM,ΩM from UM,ΩM to C
1,α(clΩM ) by setting
UM,ΩM [̺1, ̺2](x) ≡ (̺1̺2)
n−1
2∑
j=1
∫
∂Ωi
j
Sn(x− ̺1p
j − ̺1̺2s)Θ
i
j[̺1, ̺2](s) dσs
+
∫
∂Ωo
Sn(x− y)Θ
o[̺1, ̺2](y) dσy + Ξ[̺1, ̺2] ∀x ∈ clΩM ,
for all (̺1, ̺2) ∈ UM,ΩM . By standard properties of integral operators with real analytic kernels and with no
singularity, by standard properties of functions in Schauder spaces, by classical mapping properties of layer
potentials (cf. Lanza de Cristoforis and the second-named author [25], Miranda [29], Lanza de Cristoforis
and Rossi [26, Thm. 3.1]), and by Proposition 5.4, we conclude that UM,ΩM is real analytic. Moreover,
Proposition 5.4 implies that Θo[0, r∗] = θ˜
o and that Ξo[0, r∗] = ξ˜, and thus
UM,ΩM [0, r∗](x) =
∫
∂Ωo
Sn(x− y)θ˜
o(y) dσy + ξ˜ = u˜(x) ∀x ∈ clΩM ,
and the validity of equality (20) follows.
We now consider statement (ii). By possibly taking a bigger Ωm, we can assume that Ωm is of class C
1.
Clearly, there exists an open neighborhood Um,Ωm of (0, r∗) in R
2 such that Um,Ωm ⊆ U and that
clΩm ∩ (∪
2
j=1(p
j + ̺2clΩ
i
j)) = ∅ , ̺1clΩm ⊆ clΩ
o ∀(̺1, ̺2) ∈ UM,ΩM .
Then we introduce the map Um,Ωm from Um,Ωm to C
1,α(clΩm) by setting
Um,Ωm [̺1, ̺2](t) ≡ ̺1̺
n−1
2
2∑
j=1
∫
∂Ωi
j
Sn(t− p
j − ̺2s)Θ
i
j [̺1, ̺2](s) dσs
+
∫
∂Ωo
Sn(̺1t− y)Θ
o[̺1, ̺2](y) dσy + Ξ[̺1, ̺2] ∀t ∈ clΩm ,
for all (̺1, ̺2) ∈ Um,Ωm . By equality (19) we have∫
∂Ωi
j
Λj
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1,̺2],Ξ[̺1, ̺2]
]
dσ = 0
∀(̺1, ̺2) ∈ U , ∀j ∈ {1, 2} .
Thus, by classical potential theory, we have∫
∂Ωi
j
Θij[̺1, ̺2] dσ =
∫
∂Ωi
j
fj dσ ∀(̺1, ̺2) ∈ U , ∀j ∈ {1, 2} . (23)
Then by a simple computation, one verifies that
u[̺1, ̺2](̺1t) = Um,Ωm [̺1, ̺2](t) + δ2,n
̺1̺2 log ̺1
2π
2∑
j=1
∫
∂Ωi
j
fj dσ ∀t ∈ clΩm ,
for all (̺1, ̺2) ∈ Um,Ωm∩]0,+∞[
2. By standard properties of integral operators with real analytic kernels and
with no singularity, by standard properties of functions in Schauder spaces, by classical mapping properties
of layer potentials (cf. Miranda [29], Lanza de Cristoforis and Rossi [26, Thm. 3.1], Lanza de Cristoforis and
the second-named author [25]), and by Proposition 5.4, we conclude that Um,Ωm is real analytic. Moreover,
Proposition 5.4 implies that Θo[0, r∗] = θ˜
o and that Ξo[0, r∗] = ξ˜, and thus
Um,Ωm [0, r∗](t) =
∫
∂Ωo
Sn(0− y)θ˜
o(y) dσy + ξ˜ = u˜(0) ∀t ∈ clΩm ,
and the validity of equality (21) follows. Thus the proof of statement (ii) is complete.
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We now turn to prove statement (iii). By possibly taking a bigger Ωm∗ , we can assume that Ωm∗ is of
class C1. Clearly, there exists an open neighborhood Um∗,Ωm∗ of (0, r∗) in R
2 such that Um∗,Ωm∗ ⊆ U and
that (
pj + ̺2clΩm∗
)
∩
(
pl + ̺2clΩ
i
l
)
= ∅ ∀(̺1, ̺2) ∈ Um∗,Ωm∗ ,(
̺1p
j + ̺1̺2clΩm∗
)
⊆ Ωo ∀(̺1, ̺2) ∈ Um∗,Ωm∗ .
Then we introduce the map Uj,m∗,Ωm∗ from Um∗,Ωm∗ to C
1,α(clΩm∗) by setting
Uj,m∗,Ωm∗ [̺1, ̺2](t) ≡ ̺1̺2
∫
∂Ωij
Sn(t− s)Θ
i
j [̺1, ̺2](s) dσs
+ ̺1̺
n−1
2
∫
∂Ωi
l
Sn(p
j + ̺2t− p
l − ̺2s)Θ
i
l [̺1, ̺2](s) dσs
+
∫
∂Ωo
Sn(̺1p
j + ̺1̺2t− y)Θ
o[̺1, ̺2](y) dσy + Ξ[̺1, ̺2] ∀t ∈ clΩm∗ ,
for all (̺1, ̺2) ∈ Um∗,Ωm∗ . By classical potential theory, by equality (23), and by a simple computation, one
verifies that
u[̺1, ̺2](̺1p
j + ̺1̺2t) = Uj,m∗,Ωm∗ [̺1, ̺2](t)
+ δ2,n̺1̺2
(
log(̺1̺2)
2π
∫
∂Ωi
j
fj dσ +
log ̺1
2π
∫
∂Ωi
l
fl dσ
)
∀t ∈ clΩm∗ ,
for all (̺1, ̺2) ∈ Um∗,Ωm∗∩]0,+∞[
2. By standard properties of integral operators with real analytic kernels
and with no singularity, by standard properties of functions in Schauder spaces, by classical mapping prop-
erties of layer potentials (cf. Lanza de Cristoforis and the second-named author [25], Miranda [29], Lanza de
Cristoforis and Rossi [26, Thm. 3.1]), and by Proposition 5.4, we conclude that Uj,m∗,Ωm∗ is real analytic.
Moreover, Proposition 5.4 implies that Θo[0, r∗] = θ˜
o and that Ξo[0, r∗] = ξ˜, and thus
Uj,m∗,Ωm∗ [0, r∗](t) =
∫
∂Ωo
Sn(0− y)θ˜
o(y) dσy + ξ˜ = u˜(0) ∀t ∈ clΩm∗ ,
and the validity of equality (22) follows.
Then by Theorem 6.1, we immediately deduce the validity of the following.
Corollary 6.2. Let the assumptions of Theorem 6.1 hold. Let η, r∗ be as in (3). Let ǫ0 be as in (5). Then
the following statements hold.
(i) Let ΩM , UM,ΩM , UM,ΩM be as in Theorem 6.1 (i). Then there exists ǫM,ΩM ∈]0, ǫ0[ such that
(η(ǫ), ǫ/η(ǫ)) ∈ UM,ΩM , clΩM ⊆ clΩǫ ∀ǫ ∈]0, ǫM,ΩM [ ,
and such that
uǫ(x) = UM,ΩM [η(ǫ), ǫ/η(ǫ)](x) ∀x ∈ clΩM ,
for all ǫ ∈]0, ǫM,ΩM [.
(ii) Let Ωm, Um,Ωm , Um,Ωm be as in Theorem 6.1 (ii). Then there exists ǫm,Ωm ∈]0, ǫ0[ such that
(η(ǫ), ǫ/η(ǫ)) ∈ Um,Ωm , η(ǫ)clΩm ⊆ clΩǫ ∀ǫ ∈]0, ǫm,Ωm [ ,
and such that
uǫ(η(ǫ)t) = Um,Ωm [η(ǫ), ǫ/η(ǫ)](t) + δ2,n
ǫ log η(ǫ)
2π
2∑
j=1
∫
∂Ωi
j
fj dσ ∀t ∈ clΩm ,
for all ǫ ∈]0, ǫm,Ωm [.
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(iii) Let j, l, Ωm∗, Um∗,Ωm∗ , Uj,m∗,Ωm∗ be as in Theorem 6.1 (iii). Then there exists ǫm∗,Ωm∗ ∈]0, ǫ0[ such
that
(η(ǫ), ǫ/η(ǫ)) ∈ Um∗,Ωm∗ , η(ǫ)p
j + ǫclΩm∗ ⊆ clΩǫ ∀ǫ ∈]0, ǫm∗,Ωm∗ [ ,
and such that
uǫ(η(ǫ)p
j + ǫt) = Uj,m∗,Ωm∗ [η(ǫ), ǫ/η(ǫ)](t)
+ δ2,nǫ
(
log ǫ
2π
∫
∂Ωij
fj dσ +
log η(ǫ)
2π
∫
∂Ωi
l
fl dσ
)
∀t ∈ clΩm∗ ,
for all ǫ ∈]0, ǫm∗,Ωm∗ [.
Remark 6.3. Under the assumptions of Corollary 6.2, we note that if x ∈ clΩo \ {0} is fixed, then we can
deduce the existence of a sequence {c(j1,j2)}(j1,j2)∈N2\{(0,0)} such that
uǫ(x) = u˜(x) +
∑
(j1,j2)∈N2\{(0,0)}
c(j1,j2)
(
η(ǫ)
)j1( ǫ
η(ǫ)
− r∗
)j2
,
for ǫ in a neighborhood of 0. Moreover, if we know that η(ǫ) equals the restriction to positive values of ǫ of
a real analytic function defined in a neighborhood of 0, then by (3) the function ǫ/η(ǫ) has a real analytic
continuation in a neighborhood of ǫ = 0 and thus we can deduce the existence of a sequence {cj}j∈N\{0} such
that
uǫ(x) = u˜(x) +
∑
j∈N\{0}
cjǫ
j ,
for ǫ small and positive, where the series converges absolutely in a neighborhood of 0.
7 Asymptotic expansion of the solution of the mixed problem
The aim of this section is to provide an asymptotic expansion of the solution u[̺1, ̺2] of the mixed problem
(8) as (̺1, ̺2) tends to the degenerate value (0, r∗). We shall assume that r∗ = 0 and we will focus on
the two-dimensional case. As already done in [13] for the Dirichlet problem for the Laplace equation,
since the solution is represented by means of layer potentials, we first need to obtain expansions of the
densities of the layer potentials. Therefore, here we first compute an expansion in the variable (̺1, ̺2) of
(Θi1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]) for (̺1, ̺2) close to the degenerate value (0, r∗) = (0, 0). On the
other hand, by the real analyticity of (Θi1,Θ
i
2,Θ
o,Ξ) (cf. Proposition 5.4), we know that there exist families
{θi1,(j,k)}(j,k)∈N2 ⊆ C
0,α(∂Ωi1), {θ
i
2,(j,k)}(j,k)∈N2 ⊆ C
0,α(∂Ωi2), {θ
o
(j,k)}(j,k)∈N2 ⊆ C
0,α(∂Ωo)0, {ξ(j,k)}(j,k)∈N2 ⊆
R, such that for (̺1, ̺2) in a neighborhood of (0, 0) we have
Θi1[̺1, ̺2] =
∑
(j,k)∈N2
θi1,(j,k)
j!k!
̺j1̺
k
2 , Θ
i
2[̺1, ̺2] =
∑
(j,k)∈N2
θi2,(j,k)
j!k!
̺j1̺
k
2 ,
Θo[̺1, ̺2] =
∑
(j,k)∈N2
θo(j,k)
j!k!
̺j1̺
k
2 , Ξ[̺1, ̺2] =
∑
(j,k)∈N2
ξ(j,k)
j!k!
̺j1̺
k
2 ,
where the series converge absolutely in C0,α(∂Ωi1), in C
0,α(∂Ωi2), in C
0,α(∂Ωo)0, and in R, respectively,
uniformly for (̺1, ̺2) in a compact neighborhood of (0, 0). In particular,
θi1,(j,k) = ∂
j
̺1
∂k̺2Θ
i
1[0, 0] , θ
i
2,(j,k) = ∂
j
̺1
∂k̺2Θ
i
2[0, 0] ,
θo(j,k) = ∂
j
̺1
∂k̺2Θ
o[0, 0] , ξ(j,k) = ∂
j
̺1
∂k̺2Ξ[0, 0] ,
for all (j, k) ∈ N2 \ {(0, 0)}, and
θi1,(0,0) = θ˜
i
1 , θ
i
2,(0,0) = θ˜
i
2 ,
θo(0,0) = θ˜
o , ξ(0,0) = ξ˜ .
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We now plan to identify some suitable coefficients θi1,(j,k), θ
i
2,(j,k), θ
o
(j,k), ξ(j,k) as the solutions of certain
integral equations, in order to study the asymptotic expansion of u[̺1, ̺2]. To do so, we shall exploit the
fact that by equality (19) we have
∂j̺1∂
k
̺2
Λ
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1,̺2],Ξ[̺1, ̺2]
]
= 0
∀(̺1, ̺2) ∈ U , ∀(j, k) ∈ N
2 .
(24)
In the following lemma we consider the first coefficients θo(j,k), ξ(j,k). In particular, we show that if n = 2,
then θo(j,0), θ
o
(0,k), ξ(j,0), and ξ(0,k) are all equal to 0 for all (j, k) ∈ N
2 \ {(0, 0)}.
Lemma 7.1. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then
θo(j,k) = 0 , ξ(j,k) = 0 ,
for all (j, k) ∈
(
{0, 1, . . . , n− 2}×
(
N \ {0}
))
∪
((
N \ {0}
)
× {0, 1, . . . , n− 2}
)
. In particular, if n = 2, then
θo(j,0) = 0 , θ
o
(0,k) = 0 , ξ(j,0) = 0 , ξ(0,k) = 0 , ∀(j, k) ∈ N
2 \ {(0, 0)} .
Proof. Let (j, k) ∈ {0, 1, . . . , n− 2} × (N \ {0}). A simple computation shows that
∂j̺1∂
k
̺2
Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(x)
=
∫
∂Ωo
Sn(x− y)∂
j
̺1
∂k̺2Θ
o[̺1, ̺2](y) dσy + ∂
j
̺1
∂k̺2Ξ[̺1, ̺2]
+ ∂j̺1
(
̺n−11 R˜1[̺1, ̺2](x)
)
∀x ∈ ∂Ωo ,
(25)
for (̺1, ̺2) ∈ U , where R˜1 is a real analytic function from U to C1,α(∂Ωo). Accordingly, by (24) and (25),
we have
0 =
∫
∂Ωo
Sn(x− y)∂
j
̺1
∂k̺2Θ
o[̺1, ̺2](y) dσy + ∂
j
̺1
∂k̺2Ξ[̺1, ̺2] + ̺
n−1−j
1 R˜2[̺1, ̺2](x)
∀x ∈ ∂Ωo ,
for (̺1, ̺2) ∈ U , where R˜2 is a real analytic function from U to C1,α(∂Ωo). Then, by taking (̺1, ̺2) = (0, 0)
we obtain
0 =
∫
∂Ωo
Sn(x− y)∂
j
̺1
∂k̺2Θ
o[0, 0](y) dσy + ∂
j
̺1
∂k̺2Ξ[0, 0] ∀x ∈ ∂Ω
o ,
which implies
∂j̺1∂
k
̺2
Θo[0, 0] = 0 , ∂j̺1∂
k
̺2
Ξ[0, 0] = 0 ,
i.e.,
θo(j,k) = 0 , ξ(j,k) = 0 .
Similarly, one shows that if (j, k) ∈ (N \ {0})× {0, 1, . . . , n− 2}, then
θo(j,k) = 0 , ξ(j,k) = 0
(cf. Lemma 4.2 (ii)).
We now confine ourselves to the case n = 2. In Lemmas 7.2 and 7.3 below, we provide the integral
equations which identify the functions θi1,(1,0), θ
i
2,(1,0), θ
i
1,(0,1), and θ
i
2,(0,1).
Lemma 7.2. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then θ
i
1,(1,0) is the unique
function in C0,α(∂Ωi1) such that
1
2
θi1,(1,0)(t) +
∫
∂Ωi1
DS2(t− s)νΩi1(t)θ
i
1,(1,0)(s) dσs
+
2∑
h,k=1
(p1)h(νΩi1(t))k
∫
∂Ωo
(
∂h∂kS2
)
(y)θo(0,0)(y) dσy = 0 ∀t ∈ ∂Ω
i
1 ,
(26)
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and θi2,(1,0) is the unique function in C
0,α(∂Ωi2) such that
1
2
θi2,(1,0)(t) +
∫
∂Ωi2
DS2(t− s)νΩi2(t)θ
i
2,(1,0)(s) dσs
+
2∑
h,k=1
(p2)h(νΩi2(t))k
∫
∂Ωo
(
∂h∂kS2
)
(y)θo(0,0)(y) dσy = 0 ∀t ∈ ∂Ω
i
2 .
Moreover, ∫
∂Ωi1
θi1,(1,0) dσ = 0 ,
∫
∂Ωi2
θi2,(1,0) dσ = 0 .
Proof. If (̺1, ̺2) ∈ U , then by differentiating
Λ1
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
for n = 2, we deduce that
∂̺1Λ1
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(t)
=
1
2
∂̺1Θ
i
1[̺1, ̺2](t) +
∫
∂Ωi1
DS2(t− s)νΩi1(t)∂̺1Θ
i
1[̺1, ̺2](s) dσs
+ ̺2
∫
∂Ωi2
DS2
(
(p1 − p2) + ̺2(t− s)
)
νΩi1(t)∂̺1Θ
i
2[̺1, ̺2](s) dσs
+
2∑
h,k=1
∫
∂Ωo
[(
∂h∂kS2
)(
̺1p
1 + ̺1̺2t− y
)]
(p1 + ̺2t)h(νΩi1 (t))kΘ
o[̺1, ̺2](y) dσy
+
∫
∂Ωo
DS2
(
̺1p
1 + ̺1̺2t− y
)
νΩi1(t)∂̺1Θ
o[̺1, ̺2](y) dσy ∀t ∈ ∂Ω
i
1 .
(27)
Then by equality (24), by formula (27), by taking (̺1, ̺2) = (0, 0), by Lemma 7.1, and by classical potential
theory (see also Lemma 4.2 (iii)), we deduce that θi1,(1,0) is the unique function in C
0,α(∂Ωi1) such that
equation (26) holds. By integrating equality (26), we also deduce that
∫
∂Ωi1
θi1,(1,0) dσ = 0. Similarly, one
argues for θi2,(1,0).
Lemma 7.3. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then θ
i
1,(0,1) is the unique
function in C0,α(∂Ωi1) such that
1
2
θi1,(0,1)(t)+
∫
∂Ωi1
DS2(t− s)νΩi1(t)θ
i
1,(0,1)(s) dσs
= DS2
(
p2 − p1
)
νΩi1(t)
∫
∂Ωi2
f2 dσ ∀t ∈ ∂Ω
i
1 ,
and θi2,(0,1) is the unique function in C
0,α(∂Ωi2) such that
1
2
θi2,(0,1)(t)+
∫
∂Ωi2
DS2(t− s)νΩi2(t)θ
i
2,(0,1)(s) dσs
= DS2
(
p1 − p2
)
νΩi2(t)
∫
∂Ωi1
f1 dσ ∀t ∈ ∂Ω
i
2 .
(28)
In particular, ∫
∂Ωi1
θi1,(0,1) dσ = 0 ,
∫
∂Ωi2
θi2,(0,1) dσ = 0 .
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Proof. If (̺1, ̺2) ∈ U , then by differentiating
Λ1
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
for n = 2, we deduce that
∂̺2Λ1
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(t)
=
1
2
∂̺2Θ
i
1[̺1, ̺2](t) +
∫
∂Ωi1
DS2(t− s)νΩi1(t)∂̺2Θ
i
1[̺1, ̺2](s) dσs
+
∫
∂Ωi2
DS2
(
(p1 − p2) + ̺2(t− s)
)
νΩi1(t)Θ
i
2[̺1, ̺2](s) dσs
+ ̺2
2∑
h,k=1
(νΩi1 (t))h
∫
∂Ωi2
[(
∂h∂kS2
)(
(p1 − p2) + ̺2(t− s)
)]
(t− s)kΘ
i
2[̺1, ̺2](s) dσs
+ ̺2
∫
∂Ωi2
DS2
(
(p1 − p2) + ̺2(t− s)
)
νΩi1(t)∂̺2Θ
i
2[̺1, ̺2](s) dσs
+ ̺1
2∑
h,k=1
th(νΩi1(t))k
∫
∂Ωo
[(
∂h∂kS2
)(
̺1p
1 + ̺1̺2t− y
)]
Θo[̺1, ̺2](y) dσy
+
∫
∂Ωo
DS2
(
̺1p
1 + ̺1̺2t− y
)
νΩi1(t)∂̺2Θ
o[̺1, ̺2](y) dσy ∀t ∈ ∂Ω
i
1 .
(29)
Then by equality (24), by formula (29), by taking (̺1, ̺2) = (0, 0), by Lemma 7.1, and by classical potential
theory (see also Lemma 4.2 (iii)), we deduce that θi1,(0,1) is the unique function in C
0,α(∂Ωi1) such that
equation (28) holds. By integrating equality (28), we also deduce that
∫
∂Ωi1
θi1,(0,1) dσ = 0. Analogously, one
proceeds for θi2,(0,1).
Remark 7.4. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. By arguing as in the
proof of Lemma 7.3, one shows that
∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(x)
=
∫
∂Ωo
S2(x− y)∂̺2Θ
o[̺1, ̺2](y) dσy + ∂̺2Ξ[̺1, ̺2]
+ ̺1
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)Θ
i
j [̺1, ̺2](s) dσs
− ̺21̺2
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
shΘ
i
j [̺1, ̺2](s) dσs
+ ̺1̺2
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺2Θ
i
j [̺1, ̺2](s) dσs ∀x ∈ ∂Ω
o ,
for all (̺1, ̺2) ∈ U .
In the following lemma, instead, we consider θo(1,1) and ξ(1,1).
Lemma 7.5. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then (θ
o
(1,1), ξ(1,1)) is the
unique pair in C0,α(∂Ωo)0 × R such that
∫
∂Ωo
S2(x− y)θ
o
(1,1)(y) dσy + ξ(1,1) = −S2(x)
2∑
j=1
∫
∂Ωi
j
fj dσ ∀x ∈ ∂Ω
o . (30)
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Proof. If (̺1, ̺2) ∈ U , then by differentiating
∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
for n = 2 (cf. Remark 7.4), we deduce that
∂̺1∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(x)
=
∫
∂Ωo
S2(x− y)∂̺1∂̺2Θ
o[̺1, ̺2](y) dσy + ∂̺1∂̺2Ξ[̺1, ̺2]
+
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)Θ
i
j [̺1, ̺2](s) dσs
− ̺1
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
(pj + ̺2s)hΘ
i
j [̺1, ̺2](s) dσs
+ ̺1
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺1Θ
i
j [̺1, ̺2](s) dσs
− 2̺1̺2
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
shΘ
i
j [̺1, ̺2](s) dσs
+ ̺21̺2
2∑
h,j,k=1
∫
∂Ωi
j
[(
∂h∂kS2
)
(x− ̺1p
j − ̺1̺2s)
]
sh(p
j + ̺2s)kΘ
i
j [̺1, ̺2](s) dσs
− ̺21̺2
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
sh∂̺1Θ
i
j [̺1, ̺2](s) dσs
+ ̺2
2∑
j=1
∫
∂Ωij
S2(x− ̺1p
j − ̺1̺2s)∂̺2Θ
i
j [̺1, ̺2](s) dσs
− ̺1̺2
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
(pj + ̺2s)h∂̺2Θ
i
j [̺1, ̺2](s) dσs
+ ̺1̺2
2∑
j=1
∫
∂Ωi
j
S2(x − ̺1p
j − ̺1̺2s)∂̺1∂̺2Θ
i
j[̺1, ̺2](s) dσs ∀x ∈ ∂Ω
o .
(31)
Then by equality (24), by formula (31), by equality (23), by taking (̺1, ̺2) = (0, 0), and by classical potential
theory (see also Lemma 4.2 (ii)), we deduce that (θo(1,1), ξ(1,1)) is the unique pair in C
0,α(∂Ωo)0 × R such
that equation (30) holds.
In Lemmas 7.6 and 7.7, we turn to consider (θo(1,2), ξ(1,2)) and (θ
o
(2,1), ξ(2,1)).
Lemma 7.6. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then θ
o
(1,2) = 0 and
ξ(1,2) = 0.
Proof. If (̺1, ̺2) ∈ U , then by differentiating
∂̺1∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
for n = 2 (cf. equality (31)), we deduce that
∂̺1∂
2
̺2
Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(x)
=
∫
∂Ωo
S2(x− y)∂̺1∂
2
̺2
Θo[̺1, ̺2](y) dσy + ∂̺1∂
2
̺2
Ξ[̺1, ̺2]
+ 2
2∑
j=1
∫
∂Ωi
j
S2(x − ̺1p
j − ̺1̺2s)∂̺2Θ
i
j[̺1, ̺2](s) dσs
+ ̺1R1[̺1, ̺2](x) + ̺2R2[̺1, ̺2](x) ∀x ∈ ∂Ω
o ,
(32)
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where R1, R2 are real analytic maps from U to C1,α(∂Ωo). Then by equality (24), by formula (32), by taking
(̺1, ̺2) = (0, 0), and by Lemma 7.3, we deduce that (θ
o
(1,2), ξ(1,2)) is such that∫
∂Ωo
S2(x− y)θ
o
(1,2)(y) dσy + ξ(1,2) = 0 ∀x ∈ ∂Ω
o .
Then by Lemma 4.2 (ii) we deduce that (θo(1,2), ξ(1,2)) = (0, 0).
Lemma 7.7. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Then (θ
o
(2,1), ξ(2,1)) is the
unique pair in C0,α(∂Ωo)0 × R such that
∫
∂Ωo
S2(x− y)θ
o
(2,1)(y) dσy + ξ(2,1) = 2
2∑
h,j=1
(pj)h∂hS2(x)
∫
∂Ωi
j
fj dσ ∀x ∈ ∂Ω
o . (33)
Proof. If (̺1, ̺2) ∈ U , then by differentiating
∂̺1∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
for n = 2 (cf. equality (31)), we deduce that
∂2̺1∂̺2Λ3
[
̺1, ̺2,Θ
i
1[̺1, ̺2],Θ
i
2[̺1, ̺2],Θ
o[̺1, ̺2],Ξ[̺1, ̺2]
]
(x)
=
∫
∂Ωo
S2(x− y)∂
2
̺1
∂̺2Θ
o[̺1, ̺2](y) dσy + ∂
2
̺1
∂̺2Ξ[̺1, ̺2]
−
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
(pj + ̺2s)hΘ
i
j[̺1, ̺2](s) dσs
+
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺1Θ
i
j [̺1, ̺2](s) dσs
−
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
(pj + ̺2s)hΘ
i
j[̺1, ̺2](s) dσs
+
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺1Θ
i
j [̺1, ̺2](s) dσs
+ ̺1R3[̺1, ̺2](x) + ̺2R4[̺1, ̺2](x) ∀x ∈ ∂Ω
o ,
(34)
where R3, R4 are real analytic maps from U to C1,α(∂Ωo). Then by equality (24), by formula (34), by taking
(̺1, ̺2) = (0, 0), by Lemma 7.2, and by classical potential theory (see also Lemma 4.2 (ii)), we deduce that
(θo(2,1), ξ(2,1)) is the unique pair in C
0,α(∂Ωo)0 × R such that equation (33) holds.
We now exploit the previous results to compute an expansion of the sum of the last two terms in the
representation formula (14). Indeed, by standard calculus, we deduce the validity of the following.
Lemma 7.8. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. If x ∈ clΩo is fixed, then∫
∂Ωo
S2(x− y)Θ
o[̺1, ̺2](y) dσy + Ξ[̺1, ̺2] = u(0,0)(x) + ̺1̺2u(1,1)(x)
+
1
2
̺21̺2u(2,1)(x) +O(|̺
3
1̺2|+ |̺
2
1̺
2
2|+ |̺1̺
3
2|) ,
as (̺1, ̺2) tends to (0, 0), where
u(j,k) ≡ v
+[∂Ωo, θo(j,k)] + ξ(j,k) ∀(j, k) ∈ {(0, 0), (1, 1), (2, 1)} .
Instead, in the following lemma, we consider the remaining part of formula (14).
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Lemma 7.9. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Let x ∈ clΩo \ {0} be
fixed. Then we have
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)Θ
i
j[̺1, ̺2](s) dσs
= S2(x)
2∑
j=1
∫
∂Ωi
j
fj dσ − ̺1
2∑
h,j=1
(∂hS2)(x)(p
j)h
∫
∂Ωi
j
fj dσ +O(|̺
2
1|+ |̺1̺2|+ |̺
2
2|) ,
(35)
as (̺1, ̺2) tends to (0, 0).
Proof. By arguing as in the proof of Theorem 6.1, one verifies that the left hand side of equality (35) defines
a real analytic function in the variable (̺1, ̺2) in a sufficiently small neighborhood of (0, 0). We have
∂̺1
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)Θ
i
j[̺1, ̺2](s) dσs
= −
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
(pj + ̺2s)hΘ
i
j [̺1, ̺2](s) dσs
+
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺1Θ
i
j [̺1, ̺2](s) dσs .
(36)
Then for (̺1, ̺2) = (0, 0) the right hand side of equality (36) becomes
−
2∑
h,j=1
(∂hS2)(x)(p
j)h
∫
∂Ωi
j
fj dσ
(cf. equality (23) and Lemma 7.2). Similarly,
∂̺2
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)Θ
i
j [̺1, ̺2](s) dσs
= −̺1
2∑
h,j=1
∫
∂Ωi
j
[(
∂hS2
)
(x− ̺1p
j − ̺1̺2s)
]
shΘ
i
j [̺1, ̺2](s) dσs
+
2∑
j=1
∫
∂Ωi
j
S2(x− ̺1p
j − ̺1̺2s)∂̺2Θ
i
j[̺1, ̺2](s) dσs ,
(37)
and the right hand side of (37) equals 0 for (̺1, ̺2) = (0, 0) (cf. Lemma 7.3). As a consequence, by standard
calculus, we deduce the validity of the lemma.
Finally, by combining Lemmas 7.8 and 7.9, we deduce the validity of the main result of this section.
Proposition 7.10. Let n = 2. Let r∗ = 0. Let the assumptions of Proposition 5.4 hold. Let u(j,k) be as in
Lemma 7.8 for all (j, k) ∈ {(0, 0), (1, 1), (2, 1)}. Let x ∈ clΩo \ {0} be fixed. Then we have
u[̺1, ̺2](x) = u(0,0)(x) + ̺1̺2
(
u(1,1)(x) + S2(x)
2∑
j=1
∫
∂Ωi
j
f j dσ
)
+ ̺21̺2
(1
2
u(2,1)(x)−
2∑
h,j=1
∂hS2(x)(p
j)h
∫
∂Ωi
j
f j dσ
)
+O(|̺31̺2|+ |̺
2
1̺
2
2|+ |̺1̺
3
2|) ,
as (̺1, ̺2) tends to (0, 0).
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Remark 7.11. If we further assume that
∫
∂Ωij
fj dσ = 0 for all j ∈ {1, 2} then we can deduce the existence
of functions u˜(3,1), u˜(2,2), and u˜(1,3) such that
u[̺1, ̺2](x) = u(0,0)(x) +O(|̺
3
1̺2|+ |̺
2
1̺
2
2|+ |̺1̺
3
2|)
= u(0,0)(x) + ̺
3
1̺2u˜(3,1)(x) + ̺
2
1̺
2
2u˜(2,2)(x)
+ ̺1̺
3
2u˜(1,3)(x) +O(|̺
4
1̺2|+ |̺
3
1̺
2
2|+ |̺
2
1̺
3
2|+ |̺1̺
4
2|) ,
as (̺1, ̺2) tends to (0, 0).
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