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Intertwining vertex operators and certain
representations of ̂sl(n) ∗
Corina Calinescu†
Abstract
We study the principal subspaces, introduced by Feigin and Stoyanovsky,
of the level 1 standard modules for ̂sl(l + 1) with l ≥ 2. In this paper we
construct exact sequences which give us a complete set of recursions that
characterize the graded dimensions of the principal subspaces of these repre-
sentations. This problem can be viewed as a continuation of a new program to
obtain Rogers-Ramanujan-type recursions, which was initiated by Capparelli,
Lepowsky and Milas. In order to prove the exactness of the sequences we use
intertwining vertex operators and we supply a proof of the completeness of
a list of relations for the principal subspaces. By solving these recursions we
recover the graded dimensions of the principal subspaces, previously obtained
by Georgiev using a different method.
1 Introduction
The theory of vertex operator algebras ([B], [FLM], [FHL]; cf. [LL]) is a rich subject
which provides, among many other things, constructions of affine Lie algebras. In
the first vertex operator constructions, affine Lie algebras of type A, D and E,
twisted by the principal automorphism of the underlying finite-dimensional simple
Lie algebra, were realized by means of certain “twisted vertex operator” ([LW1],
[KKLW]; see also [L]). In [FK] and [S], the untwisted affine algebras of types
A(1), D(1) and E(1) were represented using the “untwisted vertex operators” of
dual-string theory. This point of view was generalized and worked out in detail for
all the standard ŝl(2)-modules in [LW2]-[LW4], where the Z-algebra program was
∗2000 Mathematics Subject Classification: 17B69, 17B65. Keywords: intertwining vertex
operators, standard modules, principal subspaces, recursions.
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initiated. As a consequence of the Z-algebra theory, a proof of the classical Rogers-
Ramanujan identities was given and the Gordon-Andrews-Bressoud identities were
interpreted. These last identities were proved later in this spirit in [MP1]. Much
work has been done in these directions (see e.g. [LP2], [Ca] and [MP2]).
The sum sides of the two classical Rogers-Ramanujan identities are special-
izations of the solution of the Rogers-Ramanujan recursion (see the treatment in
Chapter 7 of [A]). By studying certain substructures, called the principal sub-
spaces, of the level 1 standard ŝl(2)-modules, Capparelli, Lepowsky and Milas
recovered in [CLM1] the Rogers-Ramanujan recursion and the graded dimensions
(the generating functions of the dimensions of the homogeneous subspaces) of these
subspaces. In [CLM2] they obtained the Rogers-Selberg recursions and showed
that the graded dimensions of the principal subspaces of the level k > 1 standard
ŝl(2)-modules satisfy these recursions. In this paper we extend their approach to
the principal subspaces of the level 1 standard modules for ̂sl(l + 1), where l ≥ 2.
An announcement of some of the results proved in this paper is presented in [C2].
In [C3] we raise and solve similar problems for the principal subspaces of the level
k > 1 standard modules for ŝl(3).
The principal subspaces of the standard ̂sl(l + 1)-modules were introduced and
studied by Feigin and Stoyanovsky in [FS1] and [FS2], and studied further by
Georgiev in [G1]. These subspaces are generated by the affinization of the nilpo-
tent subalgebra of sl(l + 1) consisting of the strictly upper triangular matrices
and denoted by n. Feigin and Stoyanovsky showed that the duals of the principal
subspaces are described in terms of symmetric polynomial forms not vanishing on
certain hyperplanes. In this way they obtained the graded dimensions of the prin-
cipal subspaces of the vacuum standard representations for ŝl(2) and ŝl(3). Also, in
the ŝl(2) case, they expressed these graded dimensions in a different way, by using
a geometric argument, and this led to the Rogers-Ramanujan and Gordon iden-
tities. On the other hand, Georgiev computed differently the graded dimensions
of the principal subspaces of certain standard ̂sl(l + 1)-modules. He constructed
combinatorial bases which are given in terms of partitions involving a color j for
each simple root αj (1 ≤ j ≤ l) and a charge s, 1 ≤ s ≤ k (k being the level of the
module) such that the parts of the same color and charge satisfy certain difference
conditions. In the same program we would also like to mention [P], where Primc
introduces Feigin-Stoyanovsky-type principal subspaces and constructs bases of
them. Also, in [ARS] Ardonne, Kedem and Stone use the principal subspaces to
give formulas for the q-characters of arbitrary standard ̂sl(l + 1)-modules.
We consider the definition of the principal subspaces W (Λi) from [FS1] and
[FS2], namely W (Λi) = U(n¯) · vΛi , where n¯ = n ⊗ C[t, t
−1] and Λi and vΛi are the
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highest weights and highest weight vectors of the level 1 standard representations
L(Λi) of ̂sl(l + 1) for i = 0, . . . , l. Of course, this definition works for any high-
est weight module. The space W (Λi) can be identified with the quotient space
U(n¯)/IΛi , where IΛi is the annihilator of vΛi in U(n¯). In [FS2] a result was an-
nounced describing these ideals (at least for the principal subspace of the vacuum
representation L(Λ0)), thus giving a presentation of the principal subspaces. In
this paper we denote by U˜(n¯) the completion of the universal enveloping algebra
U(n¯) in the sense of [LW3] or [MP1].
We consider the formal infinte sums
R
[j]
t =
∑
m1+m2=t
xαj (m1)xαj (m2),
where t ∈ Z and j = 1, . . . , l. Here we view R[j]t as elements of U˜(n¯). Denote by
J the two-sided ideal of U˜(n¯) generated by the elements R
[j]
t for all t ∈ Z and
j = 1, . . . , l. We also consider n¯+ the subalgebra n⊗C[t] of ̂sl(l + 1). In this paper
we prove the following result:
Theorem 1 The annihilator of the highest weight vector of L(Λ0) in U(n¯) is
described as follows:
IΛ0 ≡ J modulo U˜(n¯)n¯
+.
Moreover, for the principal subspaces W (Λj) we have:
IΛj ≡ J + U(n¯)xαj (−1) modulo U˜(n¯)n¯
+,
where j = 1, . . . , l.
This theorem describes the left ideals IΛj of U(n¯), and thereby gives a presen-
tation of the principal subspaces W (Λj) for j = 0, . . . , l.
More recently, a different proof of Theorem 1 has been given in [CalLM4], which
is part of an ongoing research program. New ideas have been used in [CalLM1]
and [CalLM2] to give a presentation of the principal subspaces associated to the
standard modules for ŝl(2), and extended in [CalLM3] and [CalLM4].
By using Theorem 1 and intertwining vertex operators in the sense of [FHL]
and [DL], in this paper we find exact sequences for the principal subspaces of the
standard ̂sl(l + 1)-modules:
Theorem 2 The following sequences of maps between principal subspaces are ex-
act:
0 −→W (Λ1)
eλ
1
−→W (Λ0)
Yc(eλ1 ,x)
−→ W (Λ1) −→ 0,
3
0 −→W (Λ2)
eλ
2
−→W (Λ0)
Yc(eλ2 ,x)
−→ W (Λ2) −→ 0,
...
0 −→W (Λl)
eλ
l
−→W (Λ0)
Yc(eλl ,x)
−→ W (Λl) −→ 0.
We refer to Section 2 for the linear maps Yc(eλj , x) corresponding to intertwining
operators. See Section 4 for the maps eλ
j
, where λj are certain weights.
Let us denote by χ0(x1, . . . , xl; q) the graded dimension of W (Λ0) with respect
to certain natural weight and charge gradings, which are compatible. The main
consequence of the exactness of the sequences is:
Theorem 3 The graded dimension of the principal subspace W (Λ0) satisfies the
following recursions:
χ0(x1, . . . , xl; q) = χ0(x1q, x2, x3, . . . , xl; q)+x1qχ0(x1q
2, x2q
−1, x3, . . . , xl−1, xl; q),
χ0(x1, . . . , xl; q) = χ0(x1, x2q, x3, . . . , xl; q) + x2qχ0(x1q
−1, x2q
2, x3q
−1, . . . , xl; q),
...
χ0(x1, . . . , xl; q) = χ0(x1, x2, x3, . . . , xlq; q) + xlqχ0(x1, x2, x3, . . . , xl−1q
−1, xlq
2; q).
These recursions can be reformulated in terms of the Cartan matrix as follows:
χ0(x1, . . . , xl; q) = χ0(x1, . . . , (xjq)
ajj
2 , . . . , xl; q)
+ (xjq)
ajj
2 χ0(x1q
aj1 , x2q
aj2 , x3q
aj3 , . . . , xlq
ajl ; q),
where A = (aij)1≤i,j≤l is the Cartan matrix of sl(l + 1).
Solving the recursions from Theorem 3 we obtain the graded dimension of
W (Λ0), and consequently the graded dimensions of all the principal subspaces of
the level 1 standard modules for ̂sl(l + 1).
The main feature of our strategy and results is understanding the nature of
the vertex-algebraic structure involved in the construction of the exact sequences
which give recursions.
We would like to mention that certain recurrence relations for the characters of
the standard modules L(kΛ0) of any A, D, E type Lie algebra have been obtained
in [CLiM].
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Although in this paper we concentrate on the case ̂sl(l + 1), the generalization
to affine algebras of type D and E is possible and this will be the subject of a
future publication.
The paper is organized as follows. In Section 2 we recall the vertex oper-
ator construction of the level 1 standard ̂sl(l + 1)-modules and the construction
of distinguished intertwining operators associated with the standard modules.
Section 3 provides a proof of a presentation of the principal subspaces of these
modules. In Section 4, the main section of this paper, we construct exact se-
quences using intertwining operators, find Rogers-Ramanujan-type recursions sat-
isfied by the graded dimension of W (Λ0) and obtain the graded dimensions of
W (Λ0),W (Λ1), . . . ,W (Λl).
This paper is part of the author’s Ph.D. dissertation written under the direction
of James Lepowsky at Rutgers University.
Acknowledgement. I want to acknowledge my deepest gratitude to James
Lepowsky for introducing me to this area of research, for his enthusiasm and his
inspiring guidance. I thank James Lepowsky and Antun Milas for suggesting many
improvements upon earlier versions of this paper.
2 Vertex operator constructions associated with stan-
dard modules
In this section we recall the vertex operator construction of the level 1 standard
̂sl(l + 1)-modules for l ≥ 1 ([FK] and [S]). We also review the vertex operator alge-
bra and module structures ([B], [FLM]) associated to the level 1 standard modules
and the construction of certain intertwining operators among these modules ([DL]
and [FHL]). We work in the setting of [FLM] (cf. [LL]).
Let g be the finite-dimensional complex Lie algebra sl(l + 1) and let h be the
Cartan subalgebra of diagonal matrices. We denote by Π = {α1, . . . , αl} the set of
simple (positive) roots, and by ∆+ (respectively, ∆−) the set of positive (respec-
tively, negative) roots of g. Set ∆ = ∆+∪∆−. Denote by 〈·, ·〉 the normalized stan-
dard symmetric invariant nondegenerate bilinear form such that 〈α,α〉 = 2 for any
simple root α of g. For each root α fix a root vector xα. We fix {xα}α∈∆∪{hαi}
l
i=1
a Chevalley basis of g. Under our identification we have hαi = αi for i = 1, . . . , l.
The subalgebra
∑l
i=1 Chαi of g is the Cartan subalgebra h mentioned before. We
identify h ≃ h∗ via 〈·, ·〉.
Let Q =
∑l
i=1 Zαi and P =
∑l
i=1 Zλi be the root and weight lattices, where
λi are the fundamental weights of g (〈λi, αj〉 = δi,j for any i, j = 1, . . . , l).
It is known that there is a central extension of P (and by restriction this gives
a central extension of Q) by a finite (cyclic) group of roots of unity, which we
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denote by A, satisfying the following condition:
ǫ(α, β)ǫ(β, α)−1 = (−1)〈α,β〉 for α, β ∈ Q,
where
ǫ : P × P −→ A (2.1)
is a 2-cocycle corresponding to the extension. Set
c(λ, µ) = ǫ(λ, µ)ǫ(µ, λ)−1 for λ, µ ∈ P. (2.2)
This is the commutator map of the central extension (cf. [FLM], [DL] and [LL]).
We shall often be working with the positive nilpotent subalgebra of g,
n =
∑
α∈∆+
Cxα, (2.3)
which can be viewed as the subalgebra of g consisting of the strictly upper trian-
gular matrices.
Now we consider the untwisted affine Lie algebra associated to g,
ĝ = g⊗C[t, t−1]⊕ Cc, (2.4)
where c is a nonzero central element and
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n +m〈x, y〉δm+n,0c (2.5)
for any x, y ∈ g and m,n ∈ Z. By adjoining the degree operator d ([d, x⊗ tm] = m,
[d, c] = 0) to the Lie algebra ĝ one obtains the affine Kac-Moody algebra g˜ = ĝ⊕Cd
(cf. [K]).
Let us introduce the following subalgebras of ĝ:
n¯ = n⊗ C[t, t−1], (2.6)
n¯+ = n⊗ C[t], (2.7)
ĥ = h⊗ C[t, t−1]⊕ Cc (2.8)
and
ĥZ =
∐
m∈Z\0
h⊗ tm ⊕ Cc. (2.9)
The latter is a Heisenberg subalgebra of ĝ in the sense that its commutator subalge-
bra is equal to its center, which is one-dimensional. The form 〈·, ·〉 on h extends nat-
urally to h⊕Cc⊕Cd. We shall identify h⊕Cc⊕Cd with its dual space (h⊕Cc⊕Cd)∗
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via this form. The simple roots of ĝ are α0, α1, . . . , αl ∈ (h⊕Cc⊕Cd)∗. We define
Λ0, . . . ,Λl ∈ (h ⊕ Cc ⊕ Cd)∗ by: 〈Λi, αj〉 = δi,j, 〈Λi, c〉 = 1 for i, j = 0, . . . , l, and
〈Λ0, d〉 = 0, 〈Λi, d〉 = −1/2〈Λi,Λi〉 for i = 1, . . . , l. These are the fundamental
weights of ĝ. Set L(Λ0), . . . , L(Λl) the standard ĝ-modules of level 1 with highest
weight vectors vΛ0 , . . . , vΛl . These modules are also called the integrable highest
weight ĝ-modules of level 1 (cf. [K]).
From now on we will write x(m) for the action of x ⊗ tm on any ĝ-module,
where x ∈ g and m ∈ Z. Sometimes we will write x(m) simply for the Lie algebra
element x⊗ tm. It will be clear from the context whether x(m) is an operator or
an element of ĝ.
We form the induced ĥ-module
M(1) = U(ĥ)⊗U(h⊗C[t]⊕Cc) C,
such that h⊗C[t] acts trivially and c acts as identity on the one-dimensional module
C. As a vector space, M(1) is isomorphic to the symmetric algebra S(ĥ−), where
ĥ− = h⊗ t−1C[t−1]. The operators α(n), n < 0 act as mutiplication operators, the
operators α(n), n > 0 act as certain derivations and c acts as identity. Consider
C[Q] and C[P ] the group algebras of the lattices Q and P with bases {eα|α ∈ Q}
and {eλ|λ ∈ P}. Set
VP =M(1)⊗ C[P ],
VQ =M(1)⊗ C[Q],
and
VQe
λj =M(1) ⊗ C[Q]eλj , j = 1, . . . , l.
Of course, it is true that
VP = VQ ⊕ VQe
λ1 ⊕ · · · ⊕ VQe
λl .
The vector space VP is equipped with certain structures. It has a structure of
C[P ]-module, so that eλ with λ ∈ P acts as the operator
eλ = 1⊗ eλ ∈ End VP .
By abuse of notation we shall often write eλ instead of 1 ⊗ eλ. In this paper, by
eλ we mean either an operator or a vector of VP , depending on the context. Also,
VP is an ĥ-module, such that the operators α(0) and α(n) for n 6= 0 act as follows:
α(0)(v ⊗ eλ) = 〈α, λ〉(v ⊗ eλ),
α(n)(v ⊗ eλ) = α(n)v ⊗ eλ, n 6= 0
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for α ∈ h ≃ h∗ , v ∈M(1) and λ ∈ P .
Let x, x0, x1, x2, . . . be commuting formal variables. For β ∈ P we define x
β ∈
(End VP ){x} (thought of as x
β(0)) by
xβ(v ⊗ eλ) = x〈β,λ〉(v ⊗ eλ),
where v ∈M(1) and λ ∈ P . By (End VP){x} we mean the space of all formal series
with complex (rather than integral) powers of x and with coefficients in End VP.
For every λ ∈ P set
Y (eλ, x) = E−(−λ, x)E+(−λ, x)ǫλe
λxλ, (2.10)
an End VP -valued formal Laurent series, where E
±(−λ, x) are defined as follows:
E±(−λ, x) = exp
∑
±n≥1
−λ(n)
n
x−n

and
ǫλe
β = ǫ(λ, β)eβ
for all α, β ∈ P (recall (2.1)). More generally, for a generic homogeneous vector
w ∈ VP of the form
w =
l∏
i=1
hi(−ni)⊗ e
λ, hi ∈ h, λ ∈ P and ni ≥ 1
set
Y
(
l∏
i=1
hi(−ni)⊗ e
λ, x
)
=:
l∏
i=1
(
1
(ni − 1)
(
d
dx
)ni−1
hi(x)
)
Y (eλ, x) : . (2.11)
Here hi(x) =
∑
n∈Z hi(n)x
−n−1 and :· : stands for a normal ordering operation.
There is a natural ̂sl(l + 1)-module structure on VP and this result is stated
below.
Theorem 2.1 ([FK], [S]; cf. [FLM]) The vector space VP is an ̂sl(l + 1)-module
of level 1. The action xα(m) of xα ⊗ t
m for a root α and m ∈ Z is given
by the coefficient of x−m−1 in Y (eα, x). Moreover, the direct summands VQ,
VQe
λ1 , . . . , VQe
λl of VP are the standard ̂sl(l + 1)-modules of level 1 with high-
est weights Λ0, Λ1, . . . ,Λl and highest weight vectors vΛ0 = 1 ⊗ 1, vΛ1 = 1 ⊗
eλ1 , . . . , vΛl = 1⊗ e
λl .
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We shall write
vΛ0 = 1 and vΛi = e
λi (2.12)
for i = 1, . . . , l.
For the sake of completeness we recall the following relations among the oper-
ators introduced above:
Proposition 2.1 (cf. [LL]) On VP we have
[α(n), xβ ] = 0, (2.13)
xβeλ = x〈β,λ〉eλxβ = eλxβ+〈β,λ〉, (2.14)
[α(n), eλ] = δn,0〈α, λ〉e
λ (2.15)
and
xα(m)e
λ = eλxα(m+ 〈α, λ〉) (2.16)
for any λ, β ∈ P , α ∈ h ≃ h∗ and m,n ∈ Z.
Now we recall the notion of vertex operator algebra, of module for such a
structure and of intertwining operator among given modules. We refer to [FLM],
[FHL] and [DL] (see also [B], [LL]). In particular, a vertex operator algebra is a
vector space V equipped with a vertex operator map
Y (· , x) : V −→ (End V)[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1,
a vacuum vector 1 and a conformal vector ω, such that the vector space V has a Z-
grading truncated from below with the homogeneous subspaces finite-dimensional,
and such that the axioms given in [FLM] hold. The conformal vector ω gives rise
to the Virasoro algebra operators L(n), n ∈ Z:
Y (ω, x) =
∑
n∈Z
L(n)x−n−2,
and the Z-grading of V coincides with the eigenspace decomposition given by the
operator L(0).
A module for the vertex operator algebra V is a vector space W equipped with
a vertex operator map
Y (· , x) : V −→ (End W)[[x, x−1]],
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such that all the axioms in the definition of the vertex operator algebra that make
sense hold, except that the grading on W is allowed to be a Q-grading rather than
a Z-grading.
Suppose that W1, W2 and W3 are modules for the vertex operator algebra V .
An intertwining operator of type(
W1
W2 W3
)
is a linear map
Y(· , x) :W2 −→ Hom(W3,W1){x}
w 7→ Y(w, x) =
∑
n∈Q
wnx
−n−1
that satisfies all the defining properties of a module that make sense. The main
axiom is the Jacobi identity:
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y(w1, x2)w2
−x−10 δ
(
x2 − x1
x0
)
Y(w1, x2)Y (u, x1)w2
= x−12 δ
(
x1 − x0
x2
)
Y(Y (u, x0)w1, x2)w2
(2.17)
for u ∈ V , w1 ∈W2 and w2 ∈W3.
Remark 2.1 [FHL] If the modules W1, W2 and W3 are irreducible (or indecom-
posable) then for any w ∈W2 we have Y(w, x) ∈ x
sHom(W3,W1) [[x, x
−1]], where
s is a certain rational number. In this paper we will use intertwining operators
among standard ĝ-modules for which s will be an integer.
The standard modules VQ and VQe
λj for j = 1, . . . , l are endowed with natural
vertex operator algebra and module structures.
Theorem 2.2 ([B], [FLM]) The formulas (2.10) and (2.11) give a vertex operator
algebra structure on VQ, and a VQ-module structure on VP . The vertex operator
algebra VQ is simple and VQe
λ1 , . . . , VQe
λl are the irreducible modules for VQ (up
to equivalence).
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From now on we will identify the standard modules as follows:
VQ ≃ L(Λ0), VQe
λ1 ≃ L(Λ1), . . . , VQe
λl ≃ L(Λl). (2.18)
We now discuss intertwining operators for the vertex operator algebra L(Λ0)
and its standard modules L(Λ0), L(Λ1), . . . , L(Λl). See Chapter 12 of [DL] for
a detailed treatment. In order to construct intertwining operators one needs to
define two operators eipiλ and c(· , λ) on VP by:
eipiλ(v ⊗ eβ) = eipi〈λ,β〉v ⊗ eβ ,
c(· , λ)(v ⊗ eβ) = c(β, λ)v ⊗ eβ,
where v ∈ M(1) and β, λ ∈ P (recall the commutator map (2.2)). Let r, s, p ∈
{0, . . . , l}. Then
Y(·, x) : L(Λr) −→ Hom(L(Λs), L(Λp)){x} (2.19)
w 7→ Y(w, x) = Y (w, x)eipiλr c(·, λr)
defines an intertwining operator of type(
L(Λp)
L(Λr) L(Λs)
)
. (2.20)
We denote by V
Λp
Λr,Λs
the vector space of the intertwining operators of type (2.20).
Set
N
Λp
Λr ,Λs
= dim V
Λp
Λr,Λs
.
These numbers are called fusion rules or fusion coefficients. It is known that
N
Λp
Λr ,Λs
6= 0 and in fact N
Λp
Λr,Λs
= 1, if and only if p ≡ r + s mod (l + 1) (cf. [DL]).
The fact that all fusion rules in this situation are either zero or one follows also by
using [Li] since the modules L(Λ0), . . . , L(Λl) are simple currents.
In their work, Capparelli, Lepowsky and Milas ([CLM1]-[CLM2]), and Georgiev
([G1]) used certain linear maps associated with intertwining operators. Similar
maps will play an important role in our paper.
For any j = 1, . . . , l we consider nonzero intertwining operators
Y(·, x) : L(Λj) −→ Hom (L(Λ0), L(Λj))[[x, x
−1]]
(note that N
Λj
Λj ,Λ0
= 1 cf [DL]). Also, Y(·, x) involves only integral powers of x (cf.
Remark 5.4.2 of [FHL]). In particular, we have a map
Y(eλj , x) : L(Λ0) −→ L(Λj)[[x, x
−1]]. (2.21)
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We denote the constant term (the coefficient of x0) of Y(eλj , x) by Yc(e
λj , x).
This map sends vΛ0 = 1 to a nonzero multiple of vΛj = e
λj . In this paper we
normalize Y(eλj , x), if necessary, so that
Yc(e
λj , x)vΛ0 = vΛj . (2.22)
If we take u = eα (for any positive root α) and w1 = e
λj (for j = 1, . . . , l) in
the Jacobi identity (2.17) and then apply Resx0 we obtain
[Y (eα, x1),Y(e
λj , x2)] = 0, (2.23)
which means that each coefficient of the series Y(eΛj , x) commutes with the action
of n¯. In particular, this is true for the constant term Yc(e
λj , x):
[Y (eα, x),Yc(e
λj , x)] = 0. (2.24)
See [DL], [G1], [CLM1] and [CLM2] for further discussion.
3 Principal subspaces
The principal subspaces of the standard modules L(Λi), i = 0, . . . , l for ̂sl(l + 1)
were introduced and studied by Feigin and Stoyanovsky in [FS1]-[FS2], and later
by Georgiev in [G1]. They are generated by the affinization of the subalgebra n of
̂sl(l + 1) consisting of the strictly upper triangular matrices (recall (2.3)). These
principal subspaces, denoted by W (Λi), are defined as follows:
W (Λi) = U(n¯) · vΛi , (3.1)
where vΛi are highest weight vectors of the standard modules L(Λi). By (2.12) we
also have
W (Λi) = U(n¯) · e
λi . (3.2)
For i = 0, . . . , l let us consider the natural surjective maps
fΛi : U(n¯) −→ W (Λi) (3.3)
a 7→ a · vΛi .
We denote by IΛi the annihilators of the highest weight vectors vΛi in U(n¯):
IΛi = Ker fΛi . (3.4)
These are left ideals in the associative algebra U(n¯). The aim of this section is
to give a precise description of the ideals IΛi . This is equivalent with finding a
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complete set of relations forW (Λi), and thus with a presentation of these principal
subspaces. This question was raised and discussed partially in [FS2]. The presen-
tation of the principal subspaces will play a key role in the process of obtaining
recursions for the graded dimensions of W (Λi).
Denote by U˜(n¯) the completion of U(n¯) in the sense of [LW3] or [MP1]. Recall
from Theorem 2.1 the operators xαj (m), the images of xαj ⊗ t
m, for j = 1, . . . , l
and m ∈ Z. We consider the following formal infinite sums:
R
[j]
t =
∑
m1+m2=t
xαj (m1)xαj (m2) (3.5)
for t ∈ Z and j = 1, . . . , l, which act naturally on any ĝ-module. Denote by J the
two-sided ideal of U˜(n¯) generated by R
[j]
t for t ∈ Z and j = 1, . . . , l. Let m be an
integer, possibly positive. To prove the presentation result it will be convenient to
take m1,m2 ≤ m, so that we truncate (3.5) as follows:
R
[j]
t;m =
∑
m1,m2 ≤ m,
m1 +m2 = t
xαj (m1)xαj (m2). (3.6)
We shall often view R
[j]
t;m as elements of U(n¯), rather than as endomorphisms of a
ĝ-module. In general, it will be clear from the context when expressions such as
(3.6) are understood as elements of a universal enveloping algebra or as operators.
It is well known that the vector spaces L(Λi) are graded with respect to a
natural action of the Virasoro algebra operator L(0), usually referred to as grading
by weight (cf. [LL]). For any integer m and any root α,
wt xα(m) = −m, (3.7)
where xα(m) is viewed as either an operator or as an element of U(n¯). In particular,
U(n¯) is graded by weight. For any λ ∈ P we have
wt eλ =
1
2
〈λ, λ〉. (3.8)
In particular,
wt vΛ0 = 0 and wt vΛj =
1
2
〈λj , λj〉 (3.9)
for all j = 1, . . . , l (recall (2.12)). See [LL] for further details and background.
We will restrict the weight gradings to the principal subspacesW (Λi). We have
W (Λ0) =
∐
k∈Z
W (Λ0)k (3.10)
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and
W (Λj) =
∐
k∈Z
W (Λj)k+ 1
2
〈λj ,λj〉
, (3.11)
where j = 1, . . . , l and W (Λ0)k and W (Λj)k+ 1
2
〈λj ,λj〉
are the subspaces generated
by the homogeneous elements of weight k and k +wt vΛj , respectively.
Remark 3.1 We have
L(0)IΛi ⊂ IΛi (3.12)
for i = 0, . . . , l. Also, for any j = 1, . . . , l and t,m ∈ Z, R[j]t;m has weight −t:
L(0)R
[j]
t;m = −tR
[j]
t;m. (3.13)
Also
L(0)R
[j]
t = −tR
[j]
t .
We now prove the completeness of the list of relations for the principal sub-
spaces in the ŝl(3)-case. We restrict to this case l = 2 for notational reasons only.
The proof of the corresponding theorem in the general case of ̂sl(l + 1) is essen-
tially identical, and we discuss it at the end of this section. From now on until
further notice we take l = 2 and we analyze the principal subspaces W (Λi) of the
standard ŝl(3)-modules L(Λi) for i = 0, 1, 2. It will be clear that the next results
have obvious generalizations in the case l ≥ 2, and that their proofs imitate the
proofs of the results from the case l = 2.
The next theorem describes the left ideal IΛ0 of U(n¯) and it was initially stated
in [FS2]. It also gives a precise description of the left ideals IΛ1 and IΛ2 of U(n¯)
(recall (3.4) for the notation).
Theorem 3.1 The annihilators of the highest weight vectors of L(Λi) for i =
0, 1, 2 in U(n¯) are described as follows:
IΛ0 ≡ J modulo U˜(n¯)n¯
+, (3.14)
IΛ1 ≡ J + U(n¯)xα1(−1) modulo U˜(n¯)n¯
+, (3.15)
and
IΛ2 ≡ J + U(n¯)xα2(−1) modulo U˜(n¯)n¯
+, (3.16)
where J is the two-sided ideal of U˜(n¯) generated by R
[1]
t and R
[2]
t for t ∈ Z.
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In order to prove this theorem we need certain results which will be proved
first.
We set B = {xα2 , xα1 , xα1+α2}, a basis of the Lie subalgebra n = Cxα1⊕Cxα2⊕
Cxα1+α2 . We order the elements of B as follows:
xα2 ≺ xα1 ≺ xα1+α2 .
Set B¯ = {x(n) | x ∈ B, n ∈ Z}, so that B¯ is a basis of the Lie algebra n¯. We
choose the following total order  on B¯:
x1(i1)  x2(i2) iff x1 ≺ x2 or x1 = x2 and i1 ≤ i2.
Then by the Poincare´-Birkhoff-Witt theorem we obtain a basis of the universal
enveloping algebra U(n¯):
xα2(n1) · · · xα2(ns)xα1(m1) · · · xα1(mr)xα1+α2(l1) · · · xα1+α2(lp)
with n1 ≤ · · · ≤ ns, m1 ≤ · · · ≤ mr and l1 ≤ · · · ≤ lp.
We shall refer to the expressions xγ1(m1) · · · xγr(mr) with m1, . . . ,mr ∈ Z and
γ1, . . . , γr ∈ {α1, α2, α1 + α2} as the (noncommutative) monomials in U(n¯).
Remark 3.2 Consider the monomial
xα2(n1) · · · xα2(ns)xα1(m1) · · · xα1(mr)xα1+α2(l1) · · · xα1+α2(lp)
with mr, lp ≤ −1, a homogeneous (with respect to the weight grading) basis ele-
ment of U(n¯). By using the Lie brackets this monomial can be written as a linear
combination of monomials xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) of the
same weight, such that m1,2 ≤ · · · ≤ mr2,2, m1,1 ≤ · · · ≤ mr1,1 ≤ −1, and elements
of the left ideal U(n¯)n¯+. This result was proved and exploited in [G1].
Remark 3.3 Note that any homogeneous element a ∈ U(n¯) of nonpositive weight
lies in U(n¯)n¯+. Indeed, a can be written as a linear combination of monomials of
the same weight, and by using brackets if necessary, we see that each monomial
lies in U(n¯)n¯+.
Next we will show that only certain monomials of the form
xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) ∈ U(n¯)
applied to the highest weight vector vΛi are needed to span the principal subspace
W (Λi), i = 0, 1, 2. We will first do a straightforward computation for any m ∈ Z,
xα2(1)xα1(m)− xα2(0)xα1(m+ 1) = xα1(m)xα2(1) − xα1(m+ 1)xα2(0) ∈ U(n¯)n¯
+,
and this observation leads to the following:
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Lemma 3.1 Let r1, r2 ≥ 1 and let m1,2, . . . ,mr2,2,m1,1, . . . ,mr1,1 be integers such
that m1,2 ≤ · · · ≤ mr2,2 and m1,1 ≤ · · · ≤ mr1,1 ≤ −1. Assume that mr2,2 ≥ r1.
Then
xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) (3.17)
is a linear combination of monomials of the same weight as (3.17),
xα2(m
′
1,2) · · · xα2(m
′
r2,2)xα1(m
′
1,1) · · · xα1(m
′
r1,1), (3.18)
with
m′1,2 ≤ · · · ≤ m
′
r2,2 ≤ r1 − 1, m
′
1,1 ≤ · · · ≤ m
′
r1,1 ≤ −1, (3.19)
and monomials of U(n¯)n¯+. In particular, any homogeneous element of U(n¯) can
be written as a sum of two homogeneous elements, one such that the sequences of
integers satisfy (3.19) and the other an element of U(n¯)n¯+.
Proof: We may assume that the monomial (3.17) has positive weight. (Oth-
erwise, it lies in U(n¯)n¯+ by Remark 3.3.) We first show that for any integers
mr2,2,m1,1, . . . ,mr1,1 such that mr2,1 ≥ r1 and m1,1 ≤ · · · ≤ mr1,1 ≤ −1 we have
xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1)
−
r1∑
t=1
xα2(mr2,2 − 1)xα1(m1,1) · · · xα1(mt,1 + 1) · · · xα1(mr1,1)
+
r1∑
s,t=1
r 6=s
xα2(mr2,2 − 2)xα1(m1,1) · · · xα1(ms,1 + 1) · · · xα1(mt,1 + 1) · · · xα1(mr1,1)
...
+(−1)r1xα2(mr2,2 − r1)xα1(m1,1 + 1) · · · xα1(mr1,1 + 1) ∈ U(n¯)n¯
+. (3.20)
Indeed, we use the brackets to move xα2(mr2,2 − i) for 0 ≤ i ≤ r1 to the right
of their corresponding monomials. At each step we cancel the similar terms with
opposite signs (note the alternation of the signs in (3.20)). Thus the monomial
xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) is a linear combination of monomials
xα2(m
′
r2,2)xα1(m
′
1,1) · · · xα1(m
′
r1,1),
where m′r2,2 ≤ r1 − 1 and m
′
1,1 ≤ · · ·m
′
r1,1 ≤ −1 and monomials of U(n¯)n¯
+. In
particular, this proves the lemma when r2 = 1.
Now assume that r2 > 1. We multiply each xα2(m
′
r2,2
)xα1(m
′
1,1) · · · xα1(m
′
r1,1
)
to the left by xα2(m1,2) · · · xα2(mr2−1,2) and arrange the indices of the sequence
m1,2, . . . ,mr2−1,2,m
′
r2,2
in a nonincreasing order from right to left. If all indices of
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this sequence are less than r1 then we are done. Assume that there is at least one
index which is greater than r1− 1. We apply the same strategy as in the previous
case and we obtain the desired conclusion after a finite number of steps. 
We also have:
Lemma 3.2 Let r1, r2 ≥ 1 and m1,2, . . . ,mr2,2,m1,1, . . . ,mr1,1 be integers such
that m1,2 ≤ · · · ≤ mr2,2 and m1,1 ≤ · · · ≤ mr1,1 ≤ −1, and consider
xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) ∈ U(n¯). (3.21)
1. Assume that mr2,2 ≥ r1. Then (3.21) is a linear combination of monomials
of the same weight
xα2(m
′
1,2) · · · xα2(m
′
r2,2)xα1(m
′
1,1) · · · xα1(m
′
r1,1) (3.22)
with
m′1,2 ≤ · · · ≤ m
′
r2,1 ≤ r1 − 1, m
′
1,1 ≤ · · · ≤ m
′
r1,1 ≤ −2,
and monomials of U(n¯)n¯+ and of U(n¯)xα1(−1).
2. Assume that mr2,2 ≥ r1 − 1. Then (3.21) is a linear combination of mono-
mials as in (3.22) such that
m′1,2 ≤ · · · ≤ m
′
r2,2 ≤ r1 − 2, m1,1 ≤ · · · ≤ m
′
r1,1 ≤ −1,
and monomials in U(n¯)n¯+ and in U(n¯)xα2(−1).
In particular, the assertions (1) and (2) hold for homogeneous elements. 
Since the proofs of Lemmas 3.1 and 3.2 are similar, we omit the proof of Lemma
3.2.
In view of the above results we see that for i = 0, 1, 2 the principal subspaces
W (Λi) are spanned by
xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) · vΛi , (3.23)
such that
m1,2 ≤ · · · ≤ mr2,2 ≤ r1 − 1− δi,2, and m1,1 ≤ · · · ≤ mr1,1 ≤ −1− δi,1. (3.24)
Inspired by [LW3] we introduce the following strict linear ordering. It is a
lexicographical ordering on the cartesian product of two ordered sets of sequences
of lengths r and s.
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Definition 3.1 Let r and s be positive integers and m1, . . . ,mr+s integers such
that
m1 ≤ · · · ≤ mr, mr+1 ≤ · · · ≤ mr+s (3.25)
and
m1 + · · ·+mr +mr+1 + · · ·+mr+s = k (3.26)
for a fixed integer k. Let m′1, . . . ,m
′
r,m
′
r+1, . . . ,m
′
r+s be another sequence of inte-
gers which satisfies the conditions (3.25) and (3.26). We write
(m′1, . . . ,m
′
r,m
′
r+1, . . . ,m
′
r+s) < (m1, . . . ,mr,mr+1, . . . ,mr+s)
if there exists t ∈ Z+ with 1 ≤ t ≤ r+ s such that m′1 = m1, . . . ,m
′
t−1 = mt−1 and
m′t < mt.
If we require in the previous definition that m1 ≤ · · · ≤ mr ≤ k
′ and mr+1 ≤
· · · ≤ mr+s ≤ k
′′ for some fixed integers k′ and k′′ then there are only finitely many
sequences which are less than the initial one in the lexicographical ordering. We
say that the set of monomials
{xα2(m1) · · · xα2(mr)xα1(mr+1) · · · xα1(mr+s)}
with
m1 ≤ · · · ≤ mr, mr+1 ≤ · · · ≤ mr+s, and m1 + · · · +mr+s = k
is linearly ordered by “<” if we use Definition 3.1 for their corresponding sequences
of indices.
Let m1,2, . . . ,mr2,2,m1,1, . . . mr1,1 ∈ Z. We say that the monomial
xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1)
satisfies the difference two condition if the sequencesm1,2 . . . ,mr2,2, m1,1, . . . ,mr1,1
satisfy the difference two condition, i.e.,
ms,2 −ms−1,2 ≥ 2 for any s, 2 ≤ s ≤ r2
and
mt,1 −mt−1,1 ≥ 2 for any t, 2 ≤ t ≤ r1.
Lemma 3.3 Let r1, r2 ≥ 1 and m1,2, . . . ,mr2,2,m1,1, . . . ,mr1,1 be integers such
that m1,2 ≤ · · · ≤ mr2,1 ≤ r1 − 1 and m1,1 ≤ · · · ≤ mr1,1 ≤ −1. Then
M = xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1)
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can be expressed as
M =M1 +M2 +M3,
where M1 is a linear combination of monomials satisfying the difference two con-
dition, M2 ∈ J , M3 ∈ U˜(n¯)n¯+, and where wt M1 = wt M2 = wt M3 = wt M. In
particular, any homogeneous element Φ ∈ U(n¯) satisfying the above conditions for
their corresponding sequences of integers is a linear combination of the elements
Φ1,Φ2,Φ3, where Φ1 a linear combination of monomials that satisfy the difference
two condition, Φ2 ∈ J and Φ3 ∈ U˜(n¯)n¯+, and such that Φ, Φ1, Φ2 and Φ3 have
the same weight.
Proof: Assume that M has positive weight. If wt M ≤ 0 then M ∈ U(n¯)n¯+ by
Remark 3.3. In order to prove this lemma we study four situations.
Case I. Assume that there is at least one index in the sequence m1,2 · · · ,mr2,2,
say ms,2, such that ms,2 + m1,1 ≥ 0. We move xα2(ms,2) to the right of M
by using brackets. Observe that M decomposes as a sum of monomials which
end in xα1+α2(ms,2 + m1,1), . . . , xα1+α2(ms,2 + mr1,1) and xα2(ms,2). Note that
ms,2 +m1,1, . . . ,ms,2 +mr1,1,ms,2 ≥ 0. Hence M ∈ U(n¯)n¯
+.
Case II. Suppose that r2 > r1 and that at least r1 + 1 indices of the sequence
m1,2, . . . ,mr2,2 are nonnegative. Without loss of generality we may and do assume
that mr2−r1,2, . . . ,mr2,2 ≥ 0. As in the previous case, M can be written as a sum
of monomials which end in xα2(ms,2) for r2 − r1 ≤ s ≤ r2. Since each ms,2 ≥ 0,
thus M ∈ U(n¯)n¯+.
Before we analyze the remaining situations we would like to show that any
monomial of fixed positive weight xα(m1) · · · xα(mr), such that m1 ≤ · · · ≤ mr ≤
−1 and α = α1 or (α = α2) is a linear combination of elements in the ideal J
generated by Rt = R
[1]
t (or Rt = R
[2]
t ) for t < 0 modulo U˜(n¯)n¯
+, and monomials of
the same weight which satisfy the difference two condition.
We start with the first (from right to left) pair of consecutive indices (ms−1,ms)
of the sequence (m1, . . . ,mr) such that ms −ms−1 ≤ 1. We replace this pair by
Rms−1+ms;−1 −
∑
m′s−m
′
s−1≥2
xα(m
′
s−1)xα(m
′
s)
with m′s−1 +m
′
s = ms−1 +ms. Thus
xα(m1) · · · xα(mr)−
∑
m
Amxα(m1) · · · xα(m
′
s−1)xα(m
′
s) · · · xα(mr) ∈ J modulo U˜(n¯)n¯
+,
where m = (m1, . . . ,m
′
s−1,m
′
s, . . . ,mr) and Am are constants. We arrange the
indices of m in a nonincreasing order from right to left and we observe that each
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sequence m is less than the initial one (m1, . . . ,mr) in the lexicographic order.
Applying the same procedure, in a finite number of steps, we are able to write
xα(i1) · · · xα(ir) as a linear combination of monomials which satisfy the difference
two condition and elements in the ideal J modulo U˜(n¯)n¯+.
Case III. Suppose that m1,2 ≤ · · · ≤ mr2,2 ≤ −1. We proceed as above and use
R
[2]
t to obtain
M−
∑
m2,m1
Am2,m1xα2(m
′
1,2) · · · xα2(m
′
r2,2)xα1(m1,1) · · · xα1(mr1,1) ∈ J modulo U˜(n¯)n¯
+,
where Am2,m1 are constants and
m2 = (m
′
1,2, . . . ,m
′
r2,2), m
′
s,2 −m
′
s−1,2 ≥ 2 for 2 ≤ s ≤ r2, m
′
r2,1 ≤ −1
and
m1 = (m1,1, . . . ,mr1,1), m1,1 ≤ · · · ≤ mr1,1 ≤ −1.
Then we use the expressions R
[1]
t with t < 0 to make difference two among the
indices of the sequence m1. The conclusion follows.
Case IV. Now assume that there is at least 1 and at most r1 nonnegative
integers in the sequence m1,2, . . . ,mr2,2. In this case it is essential to use first R
[2]
t
for t ≤ 2r1−2, to make difference two among m1,2, . . . ,mr2,2. If our new sequences
have indices ms,2 such that ms,2 ≥ r1 we apply Lemma 3.1 and we also apply Case
I if ms,2 +m1,1 ≥ 0 for 1 ≤ s ≤ r2. Hence, we have
M−
∑
m2,m1
Am2,m1xα2(m
′
1,2) · · · xα2(m
′
r2,2)xα1(m
′
1,1) · · · xα1(m
′
r1,1) ∈ J+U˜(n¯)n¯
+,
where Am2,m1 are constants and
m2 = (m
′
1,2 . . . ,m
′
r2,2), m1 = (m
′
1,1, . . . ,m
′
r1,1),
m′1,2 ≤ · · · ≤ m
′
r2,2 ≤ r1 − 1, m
′
s,2 −m
′
s−1,2 ≥ 2 for 2 ≤ s ≤ r2,
and
m′1,1 ≤ · · · ≤ m
′
r1,1 ≤ −1.
Notice that the sequences (m2, m1) are less than (m1,2, . . . ,mr2,2,m1,1, . . . ,mr1,1)
in the lexicographic ordering “ < ”. In order to finish the proof of this case
we use the expressions R
[1]
t for t ≤ −2 to make difference two among the indices
m′1,1, . . . ,m
′
r1,1. We finally observe that in all situations the weights ofM1,M2,M3
equal the weight of M . 
As an illustration of the technique used in the proof of the previous proposition
we give a typical example.
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Example 3.1 We show that the monomial
M = xα2(0)xα2(1)xα1(−3)xα1(−3)
of weight 5 has the decomposition stated in Lemma 3.3.
First we apply Case IV to write M as follows:
M =
1
2
R
[2]
1 xα1(−3)xα1(−3) − xα2(−1)xα2(2)xα1(−3)xα1(−3)−N,
with N ∈ U˜(n¯)n¯+ by Case I. By using Lemma 3.1 we have
xα2(−1)xα2(2)xα1(−3)xα1(−3)
= 2xα2(−1)xα2(1)xα1(−3)xα1(−2)
+xα2(−1)xα2(0)xα1(−2)xα1(−2) + P,
where P ∈ U(n¯)n¯+. Finally, we observe that
xα2(−1)xα2(1)xα1(−3)xα1(−2)
=
1
2
xα2(−1)xα2(1)R
[1]
−5
−xα2(−1)xα2(1)xα1(−4)xα1(−1)
and
xα2(−1)xα2(0)xα1(−2)xα1(−2)
= R
[2]
−1xα1(−2)xα1(−2)− xα2(−2)xα2(1)R
[1]
−4
+2xα2(−2)xα2(1)xα1(−3)xα1(−1)
where both formulas are modulo U˜(n¯)n¯+. Therefore, we have obtained the decom-
position M =M1 +M2 +M3, where M1 is a linear combination of
xα2(−1)xα2(1)xα1(−4)xα1(−1) and xα2(−2)xα2(1)xα1(−3)xα1(−1),
M2 ∈ J and M3 ∈ U˜(n¯)n¯+.
The proof of the next result is completely analogous to the proof of Lemma
3.3:
Lemma 3.4 Let r1, r2 ≥ 1 and m1,2, . . . ,mr2,2,m1,1, . . . ,mr1,1 be integers such
that m1,2 ≤ · · · ≤ mr2,1 and m1,1 ≤ · · · ≤ mr1,1, and consider
M = xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1).
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1. If mr1,1 ≤ −2 and mr2,1 ≤ r1 − 1 we have
M =M1 +M2 +M3 +M4,
where M1 is a linear combination of monomials which satisfy the difference
two condition and which do not end in xα1(−1), M2 ∈ J , M3 ∈ U˜(n¯)n¯
+ and
M4 ∈ U(n¯)xα1(−1). We also have that M1,M2,M3,M4 and M have equal
weights.
2. If mr1,1 ≤ −1 and mr2,2 ≤ r2 − 2 then
M =M1 +M2 +M3 +M4,
where M1 is a linear combination of monomials which satisfy the difference
two condition and which do not end in xα2(−1), M2 ∈ J , M3 ∈ U˜(n¯)n¯
+ and
M4 ∈ U(n¯)xα2(−1). We also have that M1,M2,M3,M4 and M have equal
weights.
In particular, (1) and (2) hold for homogeneous elements. 
The next result shows, in particular, that if the element M1 from Lemma 3.3
belongs to the ideal IΛ0 then it must be zero (recall (3.4)). To prove this result,
we follow an idea developed in [G1], which involves the linear maps Yc(e
λi , x) for
i = 1, 2. See the end of Section 2 above for the relevant properties of these maps.
Lemma 3.5 Let r1, r2 ≥ 1 and m1 = (m1,1, . . . ,mr1,1) and m2 = (m1,2, . . . mr2,2)
be sequences such that they satisfy the difference two condition, and mr1,1 ≤ −1
and mr2,2 ≤ r1 − 1. If the following homogeneous element of positive weight:∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) (3.27)
belongs to the ideal IΛ0 then all constants Am2,m1 equal zero.
Proof: Since (3.27) belongs to IΛ0 ,∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) · vΛ0 = 0. (3.28)
We will prove by induction on weight k = −(m1,2 + · · ·mr2,2 +m1,1 + · · ·+mr1,1)
that all coefficients Am2,m1 are zero. Note that k ≥ r
2
1 + r
2
2 − r1r2 > 0 for all
r1, r2 ≥ 1. Equation (3.28) is equivalent with∑
m2,m′1
Am2,m′1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(−1) · vΛ0 (3.29)
+
∑
m2,m′′1
Am2,m′′1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) · vΛ0 = 0,
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where m′1 = (m1,1, . . . ,−1) and m
′′
1 = (m1,1, . . . ,mr1,1) with mr1,1 ≤ −2. The
sum of the indices of m′1 equals the sum of the the indices of m
′′
1 , and both equal
the sum of the indices of the sequence m1.
We apply the linear map Yc(e
λ1 , x) to both sides of (3.29), use the properties
(2.22) and (2.24) of this map, and then we use (2.16) to move eλ1 to the left of the
expression. Finally multiply by the inverse of eλ1 and obtain:∑
m2 m′′1
Am2,m′′1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1 + 1) · · · xα1(mr1,1 + 1) · vΛ0 = 0,
where mr1,1 ≤ −2. Since this is a sum of homogeneous elements of weight less
than k applied to vΛ0 by induction and by (3.11) we obtain Am2,m′′1 = 0.
As for the remaining part of (3.29),∑
m2,m′1
Am2,m′1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(−1) · vΛ0 = 0 (3.30)
we use the fact that xα1(−1) · vΛ0 = e
α1 and move eα1 to the left of the expression
(3.30) so that we obtain∑
m2,m′1
Am2,m′1xα2(m1,2−1) · · · xα2(mr2,2−1)xα1(m1,1+2) · · · xα1(mr1−1,1+2)·vΛ0 = 0.
(3.31)
Now we apply the linear map Yc(e
λ2 , x) to the both sides of (3.31), use its properties
and move eλ2 to the left, so that we get∑
m2,m′1
Am2,m′1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1+2) · · · xα1(mr1−1,1+2) ·vΛ0 = 0.
The induction hypothesis combined with (3.11) implies Am2,m′1 = 0. This con-
cludes the proof of the lemma. 
We have an analogous result and its proof reduces to the proof of that of
Lemma 3.5:
Lemma 3.6 Let r1, r2 ≥ 1 and m1 = (m1,1, . . . ,mr1,1) and m2 = (m1,2, . . . mr2,2)
be sequences such that they satisfy the difference two condition
1. Assume that mr1,1 ≤ −2 and mr2,2 ≤ r1 − 1. If the following homogeneous
element of positive weight:∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) (3.32)
belongs to the ideal IΛ1 then all constants Am2,m1 equal zero.
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2. Assume that mr1,1 ≤ −1 and mr2,2 ≤ r1 − 2. If the following homogeneous
element of positive weight:∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) (3.33)
belongs to the ideal IΛ2 then all constants Am2,m1 equal zero.
Proof: Since (3.32) lies in IΛ1 and (3.33) lies in IΛ2 then∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) · vΛ1 = 0 (3.34)
and∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1) · vΛ2 = 0. (3.35)
By using (2.12) and (2.16) we get:∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1 + 1) · · · xα1(mr1,1 + 1) · vΛ0 = 0
(3.36)
and∑
m2,m1
Am2,m1xα2(m1,2 + 1) · · · xα2(mr2,2 + 1)xα1(m1,1) · · · xα1(mr1,1) · vΛ0 = 0
(3.37)
which imply that all coefficients are zero by using Lemma 3.5. 
Finally, we have all the necessary prerequisites to prove the theorem which
describes the left ideals IΛi of U(n¯) for i = 0, 1, 2.
Proof of Theorem 3.1: The square of the vertex operator Y (eαj , x) with j = 1, 2
is well defined (the components xαj (m), m ∈ Z of Y (e
αj , x) commute) and equals
zero on L(Λi) for i = 0, 1, 2. In particular, the square operator Y (e
αj , x)2 is zero
on W (Λi). The expansion coefficients of Y (e
α1 , x)2 and Y (eα2 , x)2 are R
[1]
t and
R
[2]
t for t ∈ Z:
Y (eα1 , x)2 =
∑
t∈Z
( ∑
m1+m2=t
xα1(m1)xα1(m2)
)
x−t−2 (3.38)
and
Y (eα2 , x)2 =
∑
t∈Z
( ∑
m1+m2=t
xα2(m1)xα2(m2)
)
x−t−2. (3.39)
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Thus
J ⊂ IΛi modulo U˜(n¯)n¯
+ for i = 0, 1, 2. (3.40)
We also have
xα1(−1) · vΛ1 = 0 and xα2(−1) · vΛ2 = 0
(recall (2.12) and (2.16)). Hence
U(n¯)xαj (−1) ⊂ IΛj for j = 1, 2. (3.41)
Now by (3.40) with i = 1, 2 and (3.41) we have
J + U(n¯)xαj (−1) ⊂ IΛj modulo U˜(n¯)n¯
+ (3.42)
for j = 1, 2.
We now prove the inclusion
IΛ0 ⊂ J modulo U˜(n¯)n¯
+. (3.43)
Let us take an element Φ of IΛ0 . By Remark 3.1 we may and do assume that
Φ is homogeneous with respect to the weight grading. We shall prove that Φ is
in J modulo U˜(n¯)n¯+. Suppose that wt Φ > 0. Otherwise, by Remark 3.3 we
have Φ ∈ U(n¯)n¯+. Lemma 3.1 applied to the homogeneous element Φ implies that
Φ = Φ′ +Φ′′, with Φ′′ ∈ U(n¯)n¯+ and
Φ′ =
∑
m2,m1
Am2,m1xα2(m1,2) · · · xα2(mr2,2)xα1(m1,1) · · · xα1(mr1,1), (3.44)
where the sequences m2 = (m1,2, . . . ,mr2,2) and m1 = (m1,1, . . . ,mr1,1) have the
properties:
m1,2 ≤ · · · ≤ mr2,2 ≤ r1 − 1 and m1,1 ≤ · · · ≤ mr1,1 ≤ −1.
Note that both Φ′ and Φ′′ are homogeneous and have the same weight as Φ. In
Lemma 3.3 we have shown that
Φ′ = Φ′1 +Φ
′
2 +Φ
′
3,
where Φ′1 is a linear combination of monomials that satisfy the difference two
condition, Φ′2 ∈ J and Φ
′
3 ∈ U˜(n¯)n¯
+. Moreover, Φ′1, Φ
′
2 and Φ
′
3 have the same
weight as Φ′. Since
Φ′1 = Φ− Φ
′′ − Φ′2 − Φ
′
3,
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by using (3.40) for i = 0 we get Φ′1 ∈ IΛ0 modulo U˜(n¯)n¯
+. Lemma 3.5 implies
Φ′1 = 0. In conclusion we obtain Φ ∈ J modulo U˜(n¯)n¯
+.
By using Lemmas 3.2, 3.4, 3.6 and imitating the proof of the inclusion (3.43)
we obtain the inclusions
IΛj ⊂ J + U(n¯)xαj (−1) modulo U˜(n¯)n¯
+ (3.45)
for j = 1, 2, and thus we prove our theorem. 
Assume now that g = sl(l + 1) with l ≥ 3. As we mentioned earlier, the
proof of a presentation for the principal subspaces W (Λi) of the standard modules
L(Λi), where i = 0, . . . , l is completely analogous to the proof of Theorem 3.1.
We observe that all the results that we have just obtained in the case l = 2 have
obvious generalizations for all l ≥ 2. Indeed, the only simple root vectors that fail
to commute with one another are those corresponding to consecutive roots on the
Dynkin diagram (recall that [xαi(m), xαj (n)] = 0 if |i − j| > 1 for i, j = 1, . . . , l
and m,n ∈ Z). Thus we have results similar to Lemmas 3.1 and 3.2. Furthermore,
by using the expressions R
[j]
t and R
[j]
t;m for 1 ≤ j ≤ l and m, t ∈ Z we obtain results
analogous to Lemmas 3.3 and 3.4. The linear maps Yc(e
λj , x), j = 1, . . . , l and
their relevant properties ((2.22) and (2.24)) are the main ingredients in order to
prove results similar to Lemmas 3.5 and 3.6. Recall from the beginning of this
section the two-sided ideal J of U˜(n¯) generated by R
[j]
t for j = 1, . . . , l and t ∈ Z.
Thus we obtain a presentation of the principal subspaces of the level 1 standard
̂sl(l + 1)-modules:
Theorem 3.2 The annihilator of the highest weight vector of L(Λ0) in U(n¯) is
described by:
IΛ0 ≡ J modulo U˜(n¯)n¯
+. (3.46)
The annihilators of the highest weight vectors of L(Λj) in U(n¯) are described as
follows:
IΛj ≡ J + U(n¯)xαj (−1) modulo U˜(n¯)n¯
+ (3.47)
for any 1 ≤ j ≤ l. 
A crucial consequence of Theorem 3.2 is the following corollary, which gives
the discrepancy among the ideals IΛi for i = 0, . . . , l. This result will be used in
the proof of the exactness of our sequences of maps among principal subspaces in
the next section.
Corollary 3.1 For any integer j with 1 ≤ j ≤ l we have
IΛj = IΛ0 + U(n¯)xαj (−1).  (3.48)
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Remark 3.4 All the results proved in this section simplify substantially in the
case of ŝl(2), i.e., l = 1. By combining these results we obtain a proof of a
presentation of the principal subspaces of the level 1 standard ŝl(2)-modules that
is different than the one given in [FS1]-[FS2].
4 Exact sequences and recursions
In this section we obtain a complete set of recursions (q-difference equations) that
characterize the graded dimensions of the principal subspaces of the level one
standard modules for ̂sl(l + 1) by setting up l exact sequences for these principal
subspaces.
The space VP has certain gradings. The natural action of the Virasoro algebra
operator L(0) on VP gives a grading by weight and this is a Q-grading. We have
wt(eλ) = 12〈λ, λ〉 ∈ Q for any λ ∈ P . The weight of h(−n), viewed as either
an operator or as element of U(ĥ), equals n for any n ∈ Z and h ∈ h. See
Section 3 for further details about the grading by weight. The space VP has also
gradings by charge, given by the eigenvalues of the operators λj (thought as λj(0))
for j = 1, . . . , l. These gradings are Q-gradings compatible with the grading by
weight. The charge with respect to λj of e
λk , viewed as an operator or as an
element of L(Λk), is 〈λj , λk〉. We shall restrict these gradings to the principal
subspaces W (Λi) for i = 0, . . . , l.
Let r1, . . . , rl be nonnegative integers. For m1,l, . . . ,mrl,l, . . . ,m1,1, . . . ,mr1,1
integers the elements:
xαl(m1,l) · · · xαl(mrl,l) · · · xα1(m1,1) · · · xα1(mr1,1) · vΛ0 ∈W (Λ0) (4.1)
and
xαl(m1,l) · · · xαl(mrl,l) · · · xα1(m1,1) · · · xα1(mr1,1) · vΛk ∈W (Λk) (4.2)
have weights −m1,l − · · · −mr1,1 and −m1,l − · · · −mr1,1+
1
2〈λk, λk〉, respectively.
Their charges with respect to the operator λj are rj and rj + 〈λk, λj〉 for all
j, k = 1, . . . , l.
Now for any i = 0, . . . , l we consider the graded dimensions of the principal
subspaces W (Λi) (the generating functions of the dimensions of the homogeneous
subspaces of W (Λi)):
χi(x1, . . . , xl; q) = dim∗(W (Λi), x1, . . . , xl; q) = tr|W (Λi)x
λ1
1 . . . x
λl
l q
L(0), (4.3)
where x1, . . . , xl and q are formal variables. These generating functions are also
called the characters of the principal subspaces W (Λi).
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Notice that
χ0(x1, . . . , xl; q) ∈ C[[x1, . . . , xl; q]].
To avoid the multiplicative factors x
〈λ1,λj〉
1 · · · x
〈λl,λj〉
l q
1
2
〈λj ,λj〉, where j = 1, . . . , l
we use slightly modified graded dimensions as follows:
χ′j(x1, . . . , xl; q) = x
−〈λ1,λj〉
1 · · · x
−〈λl,λj〉
l q
− 1
2
〈λj ,λj〉χj(x1, . . . , xl; q). (4.4)
Thus we have
χ′j(x1, . . . , xl; q) ∈ C[[x1, . . . , xl, q]].
We shall also use the following notation for the homogeneous subspaces of W (Λj)
with respect to the above gradings:
W (Λj)
′
r1,...,rl;k
=W (Λj)r1+〈λ1,λj〉,...,rl+〈λl,λj〉;k+1/2〈λj ,λj〉, (4.5)
where j = 1, . . . , l and r1, . . . , rl, k ≥ 0.
We now use certain maps corresponding to the intertwining operators Y(eλj , x),
where j = 1, . . . , l in order to get relations between the graded dimensions ofW (Λj)
and W (Λ0).
Consider the linear maps
eλj : VP −→ VP
for any j = 1, . . . , l. Clearly, they are isomorphisms with e−λj as their inverses.
Proposition 4.1 The following relations among the graded dimensions of the
principal subspaces W (Λ0), W (Λ1), . . . ,W (Λl) hold:
χ′1(x1, x2, . . . , xl; q) = χ0(x1q, x2, . . . , xl; q), (4.6)
χ′2(x1, x2, . . . , xl; q) = χ0(x1, x2q, . . . , xl; q), (4.7)
...
χ′l(x1, x2, . . . , xl; q) = χ0(x1, x2, . . . , xlq; q). (4.8)
Proof: We restrict the isomorphism eλ1 to the principal subspaceW (Λ0) of L(Λ0).
We have
eλ1xα1(m) = xα1(m− 1)e
λ1 ,
eλ1xαj (m) = xαj (m)e
λ1 , for j = 1, . . . , l
on VP for m ∈ Z. We also have
eλ1 · vΛ0 = vΛ1 .
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Thus
eλ1(xαl(m1,l) · · · xαl(mrl,l) · · · xα1(m1,1) · · · xα1(mr1,1) · vΛ0) (4.9)
= xαl(m1,l) · · · xαl(mrl,l) · · · xα1(m1,1 − 1) · · · xα1(mr1,1 − 1) · vΛ1
for m1,l, . . . ,mrl,l, . . . ,m1,1, . . . ,mr1,1 ∈ Z. Then we obtain
eλ1 : W (Λ0) −→W (Λ1), (4.10)
a linear isomorphism.
The map eλ1 does not preserve weight and charges. Let W (Λ0)r1,...,rl;k be an
homogeneous subspace of W (Λ0) with r1, . . . , rl, k ≥ 0. We observe that the map
eλ1 increases the charge corresponding to λj by 〈λ1, λj〉 for all j = 1, . . . , l. Now
for any w ∈ W (Λ0)r1,...,rl;k the element e
λ1(w) has weight k + r1 + 1/2〈λ1, λ1〉.
Thus we obtain the following isomorphism of homogeneous spaces:
eλ1 :W (Λ0)r1,...,rl;k −→W (Λ1)
′
r1,...,rl;k+r1
(4.11)
(recall (4.5) for notation), which proves the relation between the graded dimensions
of W (Λ1) and W (Λ0)
χ′1(x1, x2, . . . xl; q) = χ0(x1q, x2, . . . , xl; q).
The remaining relations of this proposition are proved similarly by using the
restrictions of the linear isomorphisms eλj to W (Λ0) for all j = 2, . . . , l. 
Remark 4.1 One can view the map eλj : W (Λ0) −→ W (Λj) from the previ-
ous proposition as essentially the “constant factor” of the intertwining operator
Y(eλj , x) for any j = 1, . . . , l.
Now we consider the weights λj = αj − λj and the linear isomorphisms
eλ
j
: VP −→ VP (4.12)
for all j = 1, . . . , l. The restriction of (4.12) to W (Λj) is the linear map
eλ
j
: W (Λj) −→W (Λ0). (4.13)
By using (2.16) and
eαi = xαi(−1) · vΛ0 , (4.14)
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which follows from the creation property of the vertex operator Y (eαi , x), we have
eλ
j
(xαi(m1,i) · · · xαi(mri,i) · vΛj ) (4.15)
= xαi(m1,i − 〈λ
j , αi〉) · · · xαi(mri,i − 〈λ
j , αi〉)xαj (−1) · vΛ0
for any i, j = 1, . . . , l and m1,i, . . . ,mri,i ∈ Z.
Recall from the end of Section 2 the constant terms of the intertwining oper-
ators Y(eλj , x) : L(Λ0) −→ L(Λj){x}, denoted by Yc(e
λj , x). The restriction of
Yc(e
λj , x) to W (Λ0) is a well-defined linear map between principal subspaces:
Yc(e
λj , x) : W (Λ0) −→ W (Λj). (4.16)
The main result of this paper is the following theorem, giving l exact sequences
of maps among principal subspaces. The relevant properties of intertwining op-
erators and the result about the defining ideals for the principal subspaces from
Section 3 (Theorem 3.2) will be the main tools for proving this theorem.
Theorem 4.1 Recall the linear maps eλ
j
and Yc(e
λj , x) introduced above (see
(4.13) and (4.16)). The sequences of maps between principal subspaces
0 −→W (Λ1)
eλ
1
−→ W (Λ0)
Yc(eλ1 ,x)
−→ W (Λ1) −→ 0, (4.17)
0 −→W (Λ2)
eλ
2
−→ W (Λ0)
Yc(eλ2 ,x)
−→ W (Λ2) −→ 0, (4.18)
...
0 −→ W (Λl)
eλ
l
−→W (Λ0)
Yc(eλl ,x)
−→ W (Λl) −→ 0 (4.19)
are exact.
Proof: We will prove that the sequence (4.17) is exact. One can show similarly
that the other sequences are exact.
The map eλ
1
is clearly injective. Indeed, for any w ∈W (Λ1) such that e
λ1(w) =
0 we get w = 0 by the bijectivity of eλ
1
: VP −→ VP . Using the properties (2.22)
and (2.24) of the linear map Yc(e
λ1 , x) we obtain
W (Λ1) = U(n¯) · vΛ1 = U(n¯) Yc(e
λ1 , x) · vΛ0
= Yc(e
λ1 , x) U(n¯) · vΛ0 = Yc(e
λ1 , x)W (Λ0),
and this proves that Yc(e
λ1 , x) is a surjection.
Now we show that
Im eλ
1
⊂ Ker Yc(e
λ1 , x). (4.20)
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Let w ∈ Im eλ
1
. By (4.15) we observe that w = v · vΛ0 with v ∈ U(n¯)xα1(−1). We
apply Yc(e
λ1 , x) to w, use its properties together with
xα1(−1) · vΛ1 = xα(−1) · e
λ1 = eλ1xα1(0) · vΛ0 = 0,
and thus we obtain
Yc(e
λ1 , x)(w) = 0.
This proves the inclusion (4.20).
It remains to prove
Ker Yc(e
λ1 , x) ⊂ Im eλ
1
. (4.21)
In order to prove this inclusion we will first characterize the spaces Ker Yc(e
λ1 , x)
and Im eλ
1
. Let w be an element of Ker Yc(e
Λ1 , x). Since w ∈ W (Λ0) we have
w = fΛ0(u) with u ∈ U(n¯) (recall (3.3)). By using (2.22), (2.24) and (3.4) we
obtain
Yc(e
λ1 , x) fΛ0(u) = 0⇐⇒ fΛ1(u) = 0⇐⇒ u ∈ IΛ1 .
We have just shown that the space Ker Yc(e
λ1 , x) is characterized as follows:
w = fΛ0(u) ∈ Ker Yc(e
λ1 , x)⇐⇒ u ∈ IΛ1 . (4.22)
Let w ∈ Im eλ
1
. Then w = vxα1(−1) · vΛ0 with v ∈ U(n¯) (see (4.15)). On the
other hand, since w ∈ W (Λ0), we have w = fΛ0(u) with u ∈ U(n¯) (recall (3.3)).
Thus
fΛ0(u) = vxα1(−1) · vΛ0 = fΛ0(vxα1(−1)),
which is equivalent with
u− vxα1(−1) ∈ IΛ0 .
Therefore we have obtained
w = fΛ0(u) ∈ Im e
λ1 ⇐⇒ u ∈ U(n¯)xα1(−1) + IΛ0 . (4.23)
The descriptions of the vector spaces Ker Yc(e
λ1 , x) and Im eλ
1
((4.22) and
(4.23)) combined with formula (3.48) from Corollary 3.1 prove the inclusion (4.21),
and therefore the exactness of sequence (4.17). 
Remark 4.2 Notice that (4.22), (4.23) and Corollary 3.1 prove also the inclusion
Im eλ
1
⊂ Ker Yc(e
λ1 , x). This inclusion follows easily, for a different reason, as we
have seen in the proof of Theorem 4.1. We do not have an elementary proof of the
inclusion Ker Yc(e
λ1 , x) ⊂ Im eλ
1
that does not use the description of the ideals
IΛi for i = 0, . . . , l.
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As the main consequence of the previous theorem we obtain a complete set of
recursions for the graded dimension χ0(x1, . . . , xl; q) of W (Λ0):
Theorem 4.2 The graded dimension of the principal subspace W (Λ0) satisfies the
following recursions:
χ0(x1, . . . , xl; q) = χ0(x1q, x2, x3, . . . , xl; q)+x1qχ0(x1q
2, x2q
−1, x3, . . . , xl−1, xl; q),
χ0(x1, . . . , xl; q) = χ0(x1, x2q, x3, . . . , xl; q) + x2qχ0(x1q
−1, x2q
2, x3q
−1, . . . , xl; q),
...
χ0(x1, . . . , xl; q) = χ0(x1, x2, x3, . . . , xlq; q) + xlqχ0(x1, x2, x3, . . . , xl−1q
−1, xlq
2; q).
Proof: We will prove the first recursion of this theorem. The other recursions
follow similarly.
Consider the linear map (4.13) when j = 1. Since
eλ
1
(xα1(m1,1) · · · xα1(mr1,1) · vΛ1) (4.24)
= xα1(m1,1 − 1) · · · xα1(mr1,1 − 1)xα1(−1) · vΛ0 ,
eλ
1
(xα1(m1,2) · · · xα2(mr2,2) · vΛ1) (4.25)
= xα1(m1,2 + 1) · · · xα1(mr1,2 + 1)xα1(−1) · vΛ0
and for any j = 3, . . . , l,
eλ
1
(xαj (m1,j) · · · xαj (mrj ,j) · vΛ1) (4.26)
= xαj (m1,j) · · · xα1(mrj ,j)xα1(−1) · vΛ0 ,
where m1,i, . . . ,mri,i ∈ Z and i = 1, . . . , l, we have the following map between
homogeneous spaces with respect to the weight and charge gradings:
eλ
1
:W (Λ1)
′
r1,r2,...,rl;k
−→W (Λ0)r1+1,r2;...,rl;k+r1−r2+1 (4.27)
(recall our notation (4.5)).
By using (2.22) and (2.24) we observe that Yc(e
λ1 , x) is of weight 1/2〈λ1, λ1〉, it
increases the charge corresponding to the operator λj by 〈λj , λ1〉 for any j = 1, . . . l.
This gives us the linear map between the homogeneous spaces
Yc(e
λ1 , x) : W (Λ0)r1,r2,...,rl;k −→W (Λ1)
′
r1,r2,...,rl;k
. (4.28)
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Now the exactness of the sequence (4.17) implies
χ0(x1, x2, x3, . . . , xl; q)
= χ′1(x1, x2, x3, . . . , xl; q)
+x1qχ
′
1(x1q, x2q
−1, x3, . . . , xl; q),
and this combined with formula (4.6) gives us the recursion
χ0(x1, x2, x3, . . . , xl; q)
= χ0(x1q, x2, x3, . . . , xl; q)
+x1qχ0(x1q
2, x2q
−1, x3, . . . , xl; q). 
The next remark is a reformulation of the recursions in terms of the entries of
the generalized Cartan matrix of sl(l + 1).
Remark 4.3 The recursions from Theorem 4.2 can be expressed as follows:
χ0(x1, . . . , xl; q) = χ0(x1, . . . , (xjq)
ajj
2 , . . . , xl; q) (4.29)
+ (xjq)
ajj
2 χ0(x1q
aj1 , x2q
aj2 , x3q
aj3 , . . . , xlq
ajl ; q),
where A = (aij)1≤i,j≤l is the Cartan matrix of the Lie algebra sl(l + 1).
For any nonnegative integer m we use the notation
(q)m = (1− q)(1− q
2) · · · (1− qm);
in particular,
(q)0 = 1.
Now by solving the recursions from Theorem 4.2 and by using Proposition 4.1
we obtain the graded dimensions of W (Λ0),W (Λ1), . . . ,W (Λl):
Corollary 4.1 The graded dimensions of the principal subspaces of the level 1
standard ĝ-modules are given by the following formulas:
χ0(x1, . . . , xl; q) =
∑
r1,...,rl≥0
qr
2
1+···+r
2
l
−r2r1−···−rlrl−1
(q)r1 · · · (q)rl
xr11 · · · x
rl
l (4.30)
and
χ′j(x1, . . . , xl; q) =
∑
r1,...,rl≥0
qr
2
1+···+r
2
l
+rj−r2r1−···−rlrl−1
(q)r1 · · · (q)rl
xr11 · · · x
rl
l (4.31)
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for any j = 1, . . . , l. In particular, we have
χj(x1, . . . , xl; q) = x
〈λ1,λj〉
1 · · · x
〈λl,λj〉
l q
1
2
〈λj ,λj〉χ′j(x1, . . . , xl; q). (4.32)
Proof: Define Ar1,r2,...,rl(q) ∈ C[[q]] by
χ0(x1, x2, . . . , xl; q) =
∑
r1,r2,...rl≥0
Ar1,r2,...,rl(q)x
r1
1 x
r2
2 · · · x
rl
l .
By solving the first recursion of Theorem 4.2 we obtain
Ar1,r2,...,rl(q) =
q2r1−1−r2
1− qr1
Ar1−1,r2,...,rl(q) = · · · =
qr
2
1
−r2r1
(q)r1
A0,r2,...,rl(q) (4.33)
for all r1 ≥ 1 and r2, . . . , rl ≥ 0.
The second recursion of Theorem 4.2 gives
Ar1,r2,...,rl(q) =
q2r2−1−(r1+r3)
1− qr2
Ar1,r2−1,...,rl(q) = · · · =
qr
2
2
−r2r1−r3r2
(q)r2
Ar1,0,r3,...,rl(q)
(4.34)
for all r2 ≥ 1 and r1, r3, . . . , rl ≥ 0. In particular, if we take r1 = 0 in (4.34) we
get
A0,r2,...,rl(q) =
qr
2
2
−r3r2
(q)r2
A0,0,r3,...,rl(q). (4.35)
The formula for A0,0,r3,...,rl(q) will be derived from the third recursion as follows:
A0,0,r3,...,rl(q) =
qr
2
3−r4r3
(q)r3
A0,0,0,r4,...,rl(q). (4.36)
We continue this procedure for the remaining recursions. Finally the last re-
cursion of the Theorem 4.2 yields
Ar1,...,rl−1,rl(q) =
q2rl−1−rl−1
1− qrl
Ar1,...,rl−1,rl(q) = · · · =
qr
2
l
−rlrl−1
(q)rl
Ar1,...,rl−1,0(q)
(4.37)
for all r1, . . . , rl−1 ≥ 0 and rl ≥ 1. Thus
A0,...,0,rl(q) =
qr
2
l
(q)rl
A0,...,0(q). (4.38)
Note that A0,0,...,0(q) is the dimension of the homogeneous space consisting of
the elements of charge zero with respect to λ1, λ2, . . . , λl. This space is C and so
A0,...,0(q) = 1.
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Therefore, by combining the above results we obtain the graded dimension of
the principal subspace W (Λ0),
χ0(x1, . . . , xl; q) =
∑
r1,...,rl≥0
qr
2
1+···+r
2
l
−r2r1−···rlrl−1
(q)r1 · · · (q)rl
xr11 · · · x
rl
l . (4.39)
Now the formulas (4.31) and (4.32) follow from Proposition 4.1 and from the
equation (4.4), respectively. 
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