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Abstract— Virtual reality (VR) has found many uses in physical 
and motor rehabilitation in recent years. VR offers new 
possibilities for altering a user’s visual self-representation using a 
self-avatar that replicates his movements accurately, or modifies 
them by incorporating modulations in real-time. The objective of 
this study is to quantify the variations in gait kinematics of 
subjects when the lower-limb movements of their virtual self-
avatar are altered. In this study, ten subjects were evaluated. 
They walked on an instrumented split-belt treadmill while 
viewing their self-avatar from either a first person perspective or 
a third person perspective. After a habituation period, the flexion 
angle of the right hip of the avatar was increased which resulted 
in an asymmetrical gait pattern. Gait parameters were compared 
between the different conditions to establish if the subject tends 
to change his gait in order to follow the self-avatar’s gait. 
Interestingly, the subjects increased their hip extension when 
presented with their unmodulated self-avatar. Modulation of the 
avatar did not lead to any consistent changes across the studied 
subjects. Possible explanations are discussed. 
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I. INTRODUCTION  
Virtual reality (VR) has become a widely used tool in the 
fields of physical rehabilitation and motor training. When 
using VR, it is possible to create the optimal conditions for a 
motor task to be learned, to analyze variables not directly 
accessible in the real world, and to apply learning accelerator 
methods not possible in the real physical world [1]. Immersive 
VR, whereby a user is completely visually immersed in a 
virtual environment (VE), offers the possibility of simulating 
not only a user’s surroundings but also his visual self-
representation in the virtual environment. In other words, the 
user sees himself as an avatar rather than seeing his actual 
body. When synchronicity is sufficiently high, this results in a 
subjective feeling of embodiment [2] where the user feels the 
avatar is his actual physical body. Recent studies in the field 
of psychology have shown that when embodying a virtual 
body, users modify their behavior to match that of their virtual 
body [3]. This opens the door to the possibility of providing a 
user with complex visual biofeedback in the form of a virtual  
self-avatar in order to induce changes. The objective of this 
study is to assess the feasibility of using a modulated real-time 
self-avatar in order to induce changes in gait of healthy 
individuals.  
II. MATERIALS AND METHODS 
A total of ten able-bodied participants were recruited for 
this study. During the study, they each wore 15 marker 
clusters, placed on the upper and lower body segments. Next, 
a functional calibration method was applied to define joint 
centers and functional rotation axes. Motion capture for the 
animation for the avatar as well as for data collection was 
performed using a 12-camera optoelectronic system (Vicon 
T20-S) running Vicon Tracker software. The avatars used 
were from Mixamo and were animated under the Unity 3D 
game engine. An Optoma GT 1080 projector was used to 
project the virtual scene on a 144-inch rear-projection screen. 
The motion-to-photon latency in the system, over 6 trials, was 
found to be 72.1 ms.  Participants walked on an instrumented 
split-belt AMTI treadmill placed in front of the screen, 
allowing for kinetic data recording.  
The participants walked on the treadmill for a 5-minute 
habituation phase during which their self-selected comfortable 
walking speed was established. Following the habituation 
phase, kinetics and kinematics were recorded for a period of 
30 seconds without any visual feedback, to establish a baseline 
gait pattern. Next, the avatar was shown from a randomly 
selected perspective: either anterior perspective (as if looking 
into a virtual mirror), posterior perspective (as if following 
himself) or side perspective. The participants walked for a 5-
minute period while viewing their self-avatar from the 
selected perspective. After this period, the flexion of the right 
hip of the avatar was gradually modulated to reach a 
maximum flexion angle increase of 30°. Gait modulation 
applied a rotational gain to gradually increase the flexion 
angle of the right hip. The toe-off and the heel strike instants 
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 of the avatar were synchronized with those of the subjects in 
order to maintain visuotactile synchronicity, important for 
embodiment. This way, the leg appears to move faster since 
the range of motion it has to perform is greater than the real 
movement of the subject. For each modulation condition, the 
participants walked for 90 seconds and data were collected 
during the last 30 seconds. This was repeated for all 
perspectives.  
III. RESULTS 
All ten participants completed the feasibility study. When 
compared to walking without visual feedback (no avatar), the 
addition of an unmodulated avatar lead to an increase of 
maximum hip extension for 9 of the 10 subjects, in at least one 
perspective (Figure 1). Viewing the avatar from an anterior 
perspective increased the maximum hip extension for 7 
subjects out of 10. Five subjects showed an increase in hip 
extension with the posterior perspective. The side perspective 
lead to an increase in hip extension for  only 3 subjects. The 
increase for every subject is between 1.1 and 2.8°.  
Fig. 1: Hip extension variation between no avatar and the different 
unmodulated avatar perspectives 
The subjects showed little kinematic changes when the hip 
modulation of 30° was enabled. Eight subjects showed a mean 
increase of 0.08 m/s (mean speed 0.18 m/s) of the speed of 
their right feet on the vertical axis before the heel strike 
moment for the profile perspective.  
IV. DISCUSSION  
The changes in kinematics observed when the subjects were 
exposed to their unmodulated self-avatar were unexpected. 
These changes could be, at least partially, a result of the 
motion-to-photon latency of the system, which was 
approximately 72 ms. Low latency is critical for use as 
biofeedback in the perception-action loop. The sampling 
frequency of our motion capture was 100 Hz. A latency of 72 
ms therefore represents an 8-frame delay between the motion 
of the subject and the representation of the movement by the 
avatar on the screen. Figure 2 illustrates the effect of such a 
delay on hip extension. Indeed, when the hip extension of the 
subject is in the position shown in Figure 2a, the visual 
feedback seen by the user is as shown in Figure 2b, where the 
hip extension is greater. This could explain the results in which 
the subject increases his hip extension to match the visual 
current feedback he is receiving. 
 
Fig. 2: a) The hip extension angle of a subject at time t b) The hip extension of 
the avatar projected on the screen at time t, with a 72 ms delay. 
Contrary to our hypothesis, there weren’t any important 
changes observed when the hip flexion of the avatars was         
increased. Part of the explanation may reside in the fact that 
despite the avatar having to perform a larger range-of-motion, 
toe-off and heel strike events where always maintained 
synchronized with that of the user. This was done in order to 
maintain visuotactile synchronicity, which is necessary in 
creating and maintaining the ownership illusion [2]. By 
preserving visuotactile synchronicity and thus maintaining the 
step length and cadence of the avatar while increasing its hip 
flexion by 30°, the motion of the modulated leg was faster 
because the avatar had to make a larger motion in the same 
amount of time. Subjects were therefore given two 
incompatible cues: an increase in hip flexion and unchanged 
cadence and step lengths. This could explain the little increase 
of foot. A modulation in which the toe-off, heel-strike and step 
length could be adapted to the hip increase would help to 
produce a more realistic leg motion and help the subject to 
identify the origin of the motion modification. Moreover, 
embodiment is generally higher when one’s self- avatar s 
viewed from a first-person perspective through a head 
mounted display (HMD). The use of a less immersive display 
in this study may have limited to level of embodiment and it’s 
effects on kinematics. 
I. CONCLUSION 
In conclusion, the visual feedback provided by a self-avatar 
shows an effect on the gait kinematics of healthy subjects but 
further studies are needed to show that it is possible to 
manipulate the gait pattern by changing the movement of one’s 
self-avatar. Future work will focus on modulating 
spatiotemporal parameters of real-time avatars using an HMD 
and a self-paced split-belt treadmill. 
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