Abstract. In this paper we present a method for the automatic discovery and tuning of term similarities. The method is based on the automatic extraction of significant patterns in which terms tend to appear. Beside that, we use lexical and functional similarities between terms to define a hybrid similarity measure as a linear combination of the three similarities. We then present a genetic algorithm approach to supervised learning of parameters that are used in this linear combination. We used a domain specific ontology to evaluate the generated similarity measures and set the direction of their convergence. The approach has been tested and evaluated in the domain of molecular biology.
Introduction
The automatic discovery of new knowledge encoded in text documents relies heavily on the identification of concepts, linguistically represented by domain specific terms [3] . New terms representing newly identified or created concepts appear rapidly due to a continuously increasing amount of new knowledge and textual data describing it. This makes the automatic term extraction tools essential assets for efficient knowledge discovery. However, automatic term extraction itself is not our ultimate goal: extracted terms need to be associated with other terms already stored in the existing knowledge-bases. This means that terms should be classified and/or clustered so that semantically similar terms are grouped together. Classification and/or clustering of terms are indispensable for improving information extraction, knowledge acquisition, and document categorisation. Classification can also be used for the efficient term management and update of exisiting ontologies in a consistent manner.
In this paper, we present an approach to the automatic discovery of term similarities, which serves as a basis for both classification and clustering of domainspecific concepts represented by terms. The method is based on the automatic extraction of significant patterns in which terms tend to appear. Beside the features that represent patterns, we also use lexical and functional similarities between terms in order to define a hybrid similarity measure as a linear combination of the three similarities. We also present a genetic algorithm approach to the supervised learning of parameters that are used in this linear combination. Thus, the method for the discovery of term similarities is fully automated.
The paper is organised as follows. In Section 2, we describe term similarity measures in detail. Section 3 presents a method for tuning similarity measure with a genetic algorithm. Finally, we give the preliminary results in Section 4.
Term Similarity Measure
Our approach to measuring term similarities is based on a hybrid method that incorporates three types of term similarity: contextual, functional and lexical.
Contextual Similarity
Our approach to contextual similarity is based on automatic pattern mining. The aim is to identify the most relevant lexico-syntactic context patterns in which terms appear. Context pattern (CP) is a lexicalised regular expression that corresponds to either the left or right context of a term. In order to construct CPs we first collect concordances for all terms recognised automatically by applying the term recognition algorithm based on the C/NC-value measure [1] . This is a hybrid, fully automatic approach to term recognition combining linguistic knowledge and statistics. The context normalisation process starts with the mapping of constituents into syntactic categories. However, other grammatical and lexical information attached to the context constituents can also be used to construct CPs. For instance, the lemmatised form of a simple or compound word may be attached to its syntactic category. CP constituents regarded as irrelevant for discriminating terms (e.g. adverbs, linking words) may be removed. In our approach, a user has the choice which categories to instantiate/remove.
Once CPs have been normalised, we calculate the values of a measure called CP-value in order to statistically estimate their relevance. CP-value provides the ranking of CPs according to three criteria: total frequency of a CP (f (p)), its length (|p|, as the number of constituents) and the frequency of its occurrence within other CPs (|T p |, where T p is a set of all CPs that contain p). The following formula provides details of how the CP-value is calculated:
The CPs whose CP-value is higher than a chosen threshold are regarded as relevant. These patterns are domain-specific as they rely solely on the information found in a domain specific corpus. However, they are not manually defined, but rather are extracted from a domain specific corpus in a fully automated manner.
At this point, each term is associated with a set of the resulting CPs with which it occurs. We treat these CPs as term features, and we use a feature contrast model [7] to calculate similarities between terms as a function of both common and distinctive features. Let us now formally define the context similarity measure. Let C 1 and C 2 be two sets of CPs associated with terms t 1 and t 2 respectively. Then, the contextual similarity between t 1 and t 2 is defined as follows:
Functional Similarity
By analysing the distribution of similar terms in corpora, we observed that some lexical patterns indicate a high degree of correlation between terms. Some of these patterns have been previously used to discover hyponym relations between terms [2] . In our approach, however, we do not discriminate between different types of similarity relationships among terms, but instead, we consider terms appearing in the same syntactical roles as highly correlated. We have defined several types of lexical patterns (see Table 1) 1 , including co-ordination patterns, which describe a specific type of co-occurrence in which terms are used concurrently within the same context. We hypothesise that the concurrent usage of terms within the same context denotes similarities in syntactic function, thus indicating a high degree of correlation between terms. Currently, we set functional similarity between two terms to 1, if the two terms appear together in any one of the patterns, and to 0 otherwise. Our experiments show that functional similarity provides high precision, but low recall when used on its own. In future work, we plan to experiment with assigning different values according to: a) the type of patterns and b) the frequency of co-occurrence of terms in these patterns.
Lexical Similarity
The last type of similarity we use is the similarity between words that make up terms. If two terms share the same head, we assume that they share the same concept as an (in)direct hypernym (e.g. progesterone receptor and estrogen receptor). Furthermore, if one of such terms has additional modifiers, this may indicate concept specialisation (e.g. nuclear receptor and orphan nuclear receptor). Bearing this in mind, we base the definition of lexical similarity on sharing a head and/or modifier(s). Formally, if t 1 and t 2 are terms, then their similarity is calculated according to the following formula:
where shared head(t 1 , t 2 ) and shared modifiers(t 1 , t 2 ) represent the number of shared term constituents, while a and b (a > b) are weights.
Tuning a Similarity Measure with a Genetic Algorithm
The combined term similarity is defined as a linear combination of the three similarity measures described in the previous section:
We tested this measure with the values 0.3, 0.4 and 0.3 for the weights α, β and γ respectively in the domain of molecular biology. Random samples of results have been evaluated by a domain expert, and the combined measure proved to be a good indicator of semantic similarity (see Section 4) .
As the parameters can be adjusted, the results may be further improved. However, the choice of the weights α, β and γ in formula (1) is not a trivial problem. Therefore, we fine-tuned the above measure automatically rather then experimenting with manually determined weights. In particular, we aim at automatic learning of weights as opposed to manual tuning. We have implemented a supervised learning method using an existing ontology. Our learning algorithm is based on term similarities that are calculated using both the vertical position of terms and their horizontal distance in an ontology [3] . Namely, we use a commonality measure as the number of shared ancestors between two terms in the ontology, and a positional measure as a sum of their distances from the root. Similarity between two terms corresponds to a ratio between commonality and positional measure. This similarity measure is used as the 'golden standard'.
In order to determine appropriate values for the weights, we chose a genetic algorithm approach. Genetic algorithms (GAs) are meta-heuristics incorporating the principles of natural evolution and the idea of 'survival of the fittest' [6] . A solution is encoded as a sequence of genes, referred to as an individual. In our case, an individual is represented as a triple of genes (α, β, γ), where α+β+γ = 1. In the initial phase of the GA we generate in a random manner a number of triples (α, β, γ) such that α, β, γ ≥ 0 and α + β + γ = 1.
Operators typical of GAs, namely selection, crossover, mutation, and replacement, are applied, in that order, in each iteration of the GA. Selection is defined probabilistically: the better the solution, the higher the probability for that solution to be selected as a parent. We applied tournament selection, a technique where a group of individuals is singled out randomly, and after that the fittest ones are selected for crossover.
Crossover is applied to a pair of parents resulting in their recombination, called children. We used a uniform crossover in which each gene position is chosen with 50% probability for the genes at that position to be swapped. Note that the crossover operator defined in this way is likely to affect the feasibility of the resulting solution, i.e. the constraint α + β + γ = 1, which every individual needs to satisfy. We, therefore, apply a simple repair approach in order to transform an infeasible solution into a feasible one.
The mutation operator introduces diversity into a population by modifying a small portion of newly formed solutions in a random manner. A triple (α, β, γ), chosen with a small probability, is changed in the following manner: one of the genes α, β and γ is randomly chosen and its value is changed randomly. However, this operator may also lead to the violation of the constraint α + β + γ = 1, in which case the resulting triple is repaired in the same way it is done after performing crossover.
Once a sufficient number of new solutions have been created by applying the three genetic operators, they are evaluated according to a predefined quality criterion, called fitness. In our problem, we estimate the fitness of a triple (α, β, γ) through the Euclidean distance:
In formula (2), set T is an intersection between two sets of terms, one derived from the ontology and other containing all automatically recognised terms; S αβγ (t i , t j ) is the hybrid similarity measure calculated for the given weights α, β, γ, and O(t i , t j ) is the similarity measure derived from the ontology. The goal is to find a triple that minimises the value of the evaluation function. In other words, we want to minimise the deviation from the similarity values derived from the ontology.
Once all the new individuals have been evaluated, the fittest ones replace the appropriate number of the less fit old solutions, thus forming a new population. Each population formed in this way is referred to as a generation. This process is repeated from generation to generation until a stopping condition is fulfilled. The stopping condition is satisfied if the current generation contains an individual for which the value of the evaluation function is smaller than a given threshold. If there is more than one such individual, the one with the smallest value is chosen. However, it is possible that such an individual does not exist at all, therefore, we limit the number of iterations in order to avoid an infinite loop.
Experiments and Evaluation
The hybrid similarity measure has been incorporated into the Atract workbench [5] and tested in the domain of molecular biology. Term similarities have been calculated based on a corpus of 2082 abstracts retrieved from the Medline database [4] , and as the 'golden standard' we have used the similarity measure derived from an existing ontology.
We have used part of the ontology as the training set for learning weights. In Table 2 we present a sample from the testing set (terms that exist in the ontology, but are not used for learning weights). It shows the similarities of term retinoic acid receptor to a number of terms. The first column represents the similarity values calculated for manually chosen weights, the second shows the corresponding values for automatically learned weights using the proposed GA, while the third column stands for similarity values derived from the ontology. Note that the functional similarity appears not to be important (β = 0.06). This similarity is corpus-dependent: the size of the corpus and the frequency with which the lexical patterns are realised in it affect the functional similarity. In the training corpus, such patterns occurred infrequently relative to the number of terms, which indicates that a bigger corpus is needed in the training phase. The hybrid measure proved to be consistent as similar terms shared most of their "friends". However, the measure with automatically determined weights showed a higher degree of stability relative to ontology-based similarity measure. For example, the ratio between the values in the first and third column ranged from 1.06 to 2.31, whilst the same ratio for the second and third column ranged from 1.26 to 1.54. The results are promising, as terms were grouped reliably according to their contextual, functional and lexical similarities.
Conclusion
In this paper we have presented a method for the automatic discovery and tuning of term similarities. The preliminary results in the domain of molecular biology have shown that the measure proves to be a good and consistent indicator of semantic similarity between terms. The approach is fully automatic, domain independent, and knowledge-poor for the part concerned with the generation of the three similarity measures: context, functional, and lexical similarity. However, in order to learn domain-appropriate term similarity parameters, we need a knowledge-intensive approach. In our approach we have used an ontology as way of representing domain-specific knowledge.
