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ABSTRACT 
 
Fundamental Properties and Processes  
of Energetic Materials. (August 2011) 
Oscar Ulises Ojeda Mota, B.S. National Polytechnic Institute; 
M.S., University of North Texas 
Chair of Advisory Committee: Dr. Tahir Cagin 
 
Energetic materials comprise a set of systems of tremendous technological 
importance. Besides helping shape landscapes to establish communications, they have 
been used to reach fuel reservoirs, deploy safety bags and prevent heart strokes. 
Understanding its behavior can help in attaining strategic and tactical superiority, and 
importantly, preserve lives of people who handle these materials.  
The large discrepancy in length and time scales at which characteristic processes of 
energetic materials are of relevance pose a major challenge for current simulation 
techniques. We present a systematic study of crystalline energetic materials of different 
sensitivity and analyze their properties at different theoretical levels. Equilibrium 
structures, vibrational frequencies, conformational rearrangement and mechanical 
properties can be calculated within the density functional theory and molecular dynamics 
at finite temperatures. We have found marked differences in the calculated properties in 
systems with ranging sensitivities. Reactions at elevated temperatures have been studied 
using ab initio molecular dynamics method for crystals of nitroethane.  
 iv 
Furthermore, while presenting the state of the art of energetic materials modeling, 
the limitations of each methodology are also discussed. Prospective systems and an 
elasticity driven approach that can be applied to other type of materials is also presented.  
 v 
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 1 
CHAPTER I 
INTRODUCTION* 
 
Energetic Materials 
The development of energetic materials for the use of human beings started with the 
development of black powder some 2000 years ago1. Black powder consists of the 
granular ingredients sulfur (S), charcoal, and saltpeter, (KNO3) which provide oxygen to 
the combustion reaction. Energetic materials (EM) are stable organic compounds2 with 
varying enthalpies of formation. Some of the most commonly used materials are 
nitromethane (NM, Figure 1.1), 1,3,5-triamino-2,4,6-trinitrotoluene (TATB),  1,3-
dinitrooxy-2,2-bis(nitrooxymethyl) propane or pentaerythritol tetranitrate (PETN) and 
the compound known as her majesty explosive, HMX, amongst others. Their 
applications range from initiators in safety bags to detonation charges, and from 
propellants to secondary explosives, making them of particular technological relevance. 
They are characterized by their ability to undergo chemical transformations starting from 
the initiation of reactions at the molecular level, to sustaining a supersonic detonation at 
macroscopic scale. This multi-scale phenomenon is observed if enough external energy, 
either in the form of a heat pulse or a large pressure wave, is supplied to a secondary EM 
to react, a detonation front will form. In this front, a sudden increase in the material 
density will be accompanied by a release of temperature, detonation products (usually 
hot gases), and light, in the opposite direction of the detonation front.  
____________ 
This dissertation follows the style of The Journal of Physical Chemistry B. 
* Parts adapted with permission from: Ojeda, O. U.; Cagin, T. Computers, Materials, & Continua 2010, 16, 127. 
Copyright by Tech Science Press. 
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This sudden release in pressure and temperature, will affect the un-reacted mass, 
ahead of the detonation front, increasing the velocity of its propagation. Sensitivity is 
related to the materials tendency to initiate under conditions that would be otherwise 
considered safe3. It is well known that EM display anisotropic sensitivity to heat and 
mechanical shock4-7. Naturally, this has raised serious issues related to safety, logistics, 
time burdens related to handling of these materials and to additional costs associated 
with them. Impact Sensitivity is commonly assessed by the drop height test in which the 
distance for a 50% chance of detonation of a standard weight is measured (Table 1.1). 
For the most commonly used secondary energetic materials, we can find the following 
experimental results8:  
Table 1.1 Drop height test for selected energetic materials8. 
 H50/cm 
TATB >320 
RDX 22/41 
!-HMX 26/37 
PETN 12/37' 
NM - 
 
In general, prediction of the reactivity and sensitivity of an explosive is complex 
since it depends on the interaction of mechanical, chemical and thermodynamic 
conditions. It is well known that the impact/shock sensitivity of the EM depend strongly 
on the geometry of the contact relative to the shape of the sample, the material’s 
structure, morphology and its chemical and thermodynamic properties9. The time scales 
and characteristic lengths can vary from a few angstroms, as in the case of lengths of 
 3 
bonds and ordering of molecules within a crystal, to a few nanometers; as in the case of 
the thickness of initiating reactive layer, and up to a large distance as in the case of the of 
the material experiencing a shock compression of the expanding wave. The study of 
effect of the steep changes in density and pressure as the shock propagates through the 
media if defined through a continuum description requires incorporation of high 
gradients and rapid variation of field variables10.   
 
 
Figure 1.1 NM unit cell. 
 
 
 
The need for a multi-scale modeling approach that can probe a material system to 
provide a description of processes ranging from molecular level to macroscopic behavior 
is thus advantageous. This is particularly pertinent to the study of energetic materials 
(EM); commonly classified as explosives because upon ignition they produce a 
detonation front. This is the process of a supersonic combustion that produces a shock 
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wave and a reaction zone behind it11. Assuming a continuous elastic media, the 
irreversible adiabatic compression zone left behind the shock wave causes the material 
to increase its temperature to the point of ignition and cause detonation12 (viz. 
deflagration, which  is a much slower reaction such as the burning of wood). In this way, 
the shock wave propagates, effectively steeping the density or pressure change as it 
moves through the media.  Due to the complex nature of the processes related to these 
materials, some experimental data has just started to emerge for some of them13. In order 
to understand the chemical, physical and mechanical behavior of these materials one 
needs to employ theories ranging from quantum mechanics/quantum chemistry, 
molecular dynamics with reactive an non-reactive potentials14, statistical 
thermodynamics15,16, micromechanics, solid mechanics and fluid dynamics allowing for 
reactions.  Although the theory of explosions in gas phase is well developed17,18, for a 
condensed detonating secondary energetic material, which is initiated by another more 
reactive material, like a metal azide or perchlorates19,20  a molecular description is far 
from being complete21,22. In the formulation of plastic bonded explosives, crystals of 
energetic materials are fragmented and compressed with a binder. In order to describe 
the dynamic response of explosive determination of their mechanical properties is 
essential, since localization of strain energy has long been the suspect of the formation of 
reaction zones23, or “hot-spots”. In addition to this, fracture along a given plane can act 
as energy barriers and hinder a reaction from completing, hence causing unexpected 
behavior in some cases. In the following sections, we aim to present our current effort 
and relevant results in modeling the complex behavior of energetic materials as well as 
 5 
referring to critical work conducted in this area by other researchers. Finite linear stress 
models (i.e., second order elastic constants) may give a best initial approximation to the 
response of the material under hydrostatic pressures. However, in order to fully represent 
the behavior of the material under large strains, higher order contributions, as well as a 
full understanding of the material’s anisotropic response. This will require observing any 
structural rearrangements that the material may experience, and compare those to 
changes in their electronic structure, both in hydrostatic and non-hydrostatic conditions 
and with the inclusion of defects. Thermodynamic parameters can further be obtained by 
calculation of the vibrational frequencies24. These calculations are allowed in part by the 
development of the modern computational methods. In order to study the reactions in 
condensed phase we have used ab initio molecular dynamics methods at elevated 
temperatures. Furthermore, current advances in the area as well as the limitations and 
failures of each methodology are discussed.  
Predictors and Models of Energetic Materials 
 Besides decreasing the sensitivity by rising the energy absorption of a material25, the 
density of an EM is related to the speed of detonation in a compressive shock by the 
Huginot equation26. On mesoscale lengths, models applied to the processing of energetic 
materials27,28, and the effect of detonation in pressure shock-waves has been 
investigated29-31.  This has been further supported by molecular dynamic simulations 
which aid to develop equations of state32,33,  and were the account of anisotropy present 
in the crystal structure has not been of particular insight34-40 40. 
 6 
 The aforementioned relationships have been successfully applied to predict some 
isotropic properties, such as sensitivity to an electric spark41. However, like in many 
crystalline solids, anisotropy can be observed42; within a single crystal of a given 
polymorph. The sensitivities to detonation can vary with the direction of the shockwaves 
with respect to crystallographic axes25,43, giving rise to different physical observables 
such as slip plane, fracture type44, and even electromagnetic spectra45  
 
 
Figure 1.2 !-HMX unit cell. 
 
 
 
 For secondary energetic materials, anisotropy is particular relevance, since an 
external primary energetic material, or initiator, is commonly used. Coupling of initiator 
and anisotropic behavior can give rise to tailored properties.  
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Table 1.2 Sensitivity models for energetic materials. 
Model Advantages Observations. 
Oxygen Balance Model Simple Not a clear trend in chemical 
structures. 
Heats of Formation/Reaction- and 
Sensitivity46,47  
 
Takes into account chemical 
information 
No differentiation between 
shock/impact sensitivities. 
Heat Localization/Critical Size48  
 
Accounts for thermal/strain 
effects 
No discern in chemical nature 
of EM’s 
 
Charges/EPS surfaces of EM49 First Structure/Properties 
Relationship model 
 
Applicable only to specific type 
of EM’s 
Spectroscopic Predictors50 
(Raman51,NMR52,53) 
Discern between Low 
Velocity Detonation/Shock 
Compression 
 
For ideal EM’s 
Metallization/Exitonic Model54,55 
Dynamic metallization56 
Applicable to Shear 
deformation of Fox-7, 
probably to defective RDX 
and nm under shock 
compression. 
 
Plausible explanation to 
detonation of specific (i.e., Fox-
7) systems. 
Effect of Defects/Work Hardening57 Account for non-ideal EM’s. 
In some cases the effect of 
crystal structure is taken into 
account 
 
The type of defect should most 
likely be discerned. 
Mechano-chemical Model58,59 First Physical Description 
Relation of EM’s at initiation 
Contradicting Outcomes,  
Effect of defects and thermal 
transport is unclear. No direct 
experimental evidence 
 
Neural Networks60,61 First Use of NN to predict 
EM’s sensitivity 
Large errors. 
 
 
 
 
 Up until 1995, the research area of molecular modeling and EM focused on studying 
simple molecules62-67 and their electrostatic potentials68. These studies were focused on 
the heat of formation of some solid nitrated energetic materials, and involved the 
calculation of optimized structures obtained from ab-initio methods69 (viz. 
experimentally obtained structures). Also the theoretical development of future energetic 
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materials was laid out towards high density substituted olefin rings and explosive 
polymer compunds25,70. It is around these years when the first aim towards modeling of 
the chemistry in complex molecules using a Hartree-Fock method71, and the use of 
reactive force fields for molecular dynamics simulations was also established72. Some 
gas phase studies encompass decomposition mechanisms73 studies,  geometry and 
electronic structure optimization74-77, heats of formation49,78-80 and models for correlation 
of sensitivity and heats of detonation47,81-84. Earlier studies on the thermochemical 
properties of !-HMX (Figure 1.2) and its polymorphic phases85-87 88 89 for schemes 
based on isodesmic (having the same type of bonds) and isogyric (spin-conserved) in 
which the effect of different basis sets is explored, indicate that a larger 6-
311++G(3df,3pd) basis set on geometries optimized with the 6-31G(d) basis set90 are 
need for accurate representation of our system. We will explore the effects of basis sets 
more into deep in an upcoming chapter. More recently, coupling of phonons to low 
frequency or “doorway” modes have been suggested as an initiation path in energetic 
materials91. So far there is not a single model that correctly predicts the sensitivity and 
behavior of secondary energetic materials.  As we shall demonstrate, the difficulties lie 
in the need to obtain information at different scales and from different thermodynamic 
conditions.  We include (Table 1.2) as a brief summary for the reader, highlights of some 
of the proposed models based on chemical and physical information of energetic 
materials.  
 Relevant to continuum length scales is the theory of unsteady state combustion 
phenomena in homogeneous systems, which was put forward by Zel’dovich. Since the 
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relaxation time of combustion in gas phase is very short as compared to the relaxation 
time of heat propagating in condensed phase, then combustion in the gas phase is 
determined by the thin condensed phase layer adjacent to the interface29. The process is 
examined by solving the heat conduction equation in condensed phase: 
!T
!t
= a !
2T
!x 2
"u !T
!x
        (1) 
Where u(t) is the linear burning rate, a is the thermal diffusivity of the condensed phase, 
and the periodic boundary conditions are, x=0  at T=Ts (surface), T=Ta (ambient) as x 
goes to infinity. Using his model, it has been predicted that for slow (e.g. lower than 2nd 
order) reaction kinetics there is a zone of maximum temperature adjacent to the 
interface, at the condensed phase material; this is, the burning rate controlling zone lies 
in the condensed phase92. This is a relevant result taking into account that it was 
assumed previously that the burning rate controlling zone existed in the gas phase due to 
its proportionality to the pressure: studies should be directed towards a closer look at 
physical and chemical properties of the materials93 for the ignition and growth models 
proposed94-96, specially in the condensed phase. 
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Figure 1.3 TATB unit cell. 
 
 
 
 We will look for thermodynamic properties and process fundamental of energetic 
materials, and compare and contrast the behavior of secondary materials of different 
sensitivities. This will prove that no overgeneralization can be valid, accounting for the 
application of these materials, and that structure and orientation can play an important 
role for different observed experimental behavior. The foundations laid here will serve 
as a model for future studies on energetic materials, and as methodology to probe 
through computational methods, of sensitivity markers of newly or yet to be synthesized 
energetic materials. 
Methods and Computational Details 
 Energetic materials systems usually have a low symmetry crystal structures. TATB, 
the system with the lowest symmetry in the unit cell, has a space group P-1, only 
inversion as the symmetry operation (Figure 1.3). The higher symmetry system, PETN, 
is a tetragonal crystal, but its tetrahedral four arm chemical structure with a sp3 
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hybridized central carbon has four resonant nitro groups at the end of these arms, with 
this stiffer structure (Figure 1.4). 
 
Figure 1.4 PETN unit cell. 
 Reduced symmetry calls for convergence to small tolerances in both energy (smaller 
than 3x10-6 eV, or 10-7 A.U.) of the self-consistent field cycle, and forces (5x10-4eV/Å) 
are required, in ab initio quantum chemistry calculations. These calculations are 
conducted within the density functional theory97 level, with gradient corrected Perdew-
Burke- Ernzerhof (PBE) functional for the exchange and correlation98In the case of 
plane-wave approximation, we have used both ultra-hard and regular projected-
augmented wave method potential lists (PAW), with the use of the VASP software. At 
the above tolerances used, convergence to 700 eV for normal potentials, and 1000 eV for 
ultra-hard potentials are employed. K-point sampling space converged at a Monkhorst-
Pack grid size from 2x2x2 to 6x6x6 symmetric mesh size. Troullier-Martin 
 12 
pseudopotentials99, as well as PAW potentials100-104 for the case of plane wave basis 
have been used. We will refer to the particular difficulties arising from the use of plane 
wave approximations in the treatment of molecular crystals in the forthcoming chapter.  
For the cases of parallel node runs, all the appropriate parameters have been optimized 
for work performed in each particular platform. 
  Further calculations on the systems have been performed with the Crystal06 package 
using a 6-31G* basis set. By means of localized basis sets that are used to represent all-
electron systems (LCAO method), we have performed first principles calculations on 
aforementioned systems. For these calculations, extended basis sets105 with primitive 
coefficients for carbon, hydrogen, nitrogen and oxygen, as implemented in the crystal06 
package were employed106. Initial structures for these crystals were obtained from the 
Cambridge crystallographic data base107.  In order to understand the potential energy 
landscape of 1,3,5-triamino-2,4,6-trinitrobenzene (TATB), ab inito calculations with the 
use of localized basis sets108,109 are conducted on the TATB single molecule and TATB 
dimer structure. Both density functional theory97,110 (DFT) calculations and the Möller-
Plesset perturbation methods of singles and doubles (MP2) have been performed111,112 to 
account for correlation and dispersive forces. In the long wavelength limit, ab initio 
methods allow for the study of changes with respect to a corresponding pressure via 
vibrational frequency calculations. We have used the optimized geometries for each 
system to obtain analytical first derivatives with respect to ionic displacements. Each 
atom is moved in directions along the three axis by a small step; the energy is then 
calculated self consistently. A total of 3N+1 calculations should be performed, but this 
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number is reduced when the symmetries of crystal are taken into account, as it is 
commonly implemented in the crystal06 code113,114.  The analytical first derivatives are 
then used to construct the “Hessian” at $ point through numerical differentiation. The 
Hessian is the matrix of second derivatives, or force constants that is diagonalized to 
calculate the mass-weighted dynamical matrix. The number of eigenvalues obtained 
follows the 3N-6 rule for non-linear molecules, where N is the number of atoms in the 
molecule and 6 modes correspond to translations and rotations in three dimensions. 
Calculation of the intensities is related to the derivative of the dipole moment with 
respect to the normal mode coordinate, times its degeneracy. The dipole moment can be 
obtained from the calculation of the Born effective charges115,116, i.e.; the proportionality 
constant in the change of polarizabilities in one direction, with respect to a displacement 
along another direction. Large integration grids (XLGRID) and number of K-points 
(6x6x6 mesh) are required to fulfill the Born charge sum-rule, or the neutrality of the 
cell. We have further used a tolerance for the differences in the energy for a SCF 
calculation with a value of 1x10-8 A.U.  
 Additionally, we have performed molecular mechanics and molecular dynamics 
calculations with the DREIDING force field117, as well as the following force fields; 
CVFF118-125, Compass126-129 and Universal130. Whenever force field assigned atomic 
charges were not available (i.e. Universal, Dre6), charges are determined from the 
Charge Equilibration (QEq) method131. In specific cases, we have employed Mulliken132 
charges form equilibrium DFT structures to perform dynamic modeling. Simulations 
with the Isothermal Isobaric ensemble (NPT) the codes LAMMPS133, Cerius2 and 
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Materials Studio have been used. The DREX6 force field has been adapted to both 
LAMMPS and MaterialsStudio Forcite module. An equilibration time of at least 400 
picoseconds (ps) is required for all the runs, with the averages taken over 200 ps long 
samples of a molecular dynamics simulation with an integration step size of 1 
femtosecond (fs).  Nose-Hoover thermostats and barostats are employed134,135. Multiple 
in-house scripts and codes have been developed to analyze and expedite data 
submission/and analysis. The calculation of the elastic properties from methods that 
entail finite deformations from first principles methods comprises its own set of 
difficulties. Issues like the type of approximation used, the type and size of deformation 
applied and the effect of higher order terms will be studied in depth in a forthcoming 
chapter.   
 Since the earlier studies136;  it was clear that a systematic study of the structure and 
properties of energetic materials was not a simple task that could give meaningful 
information by the use of a generic basis set.  For example, the initial calculated energy 
barrier for the rearrangement137 of nitromethane (NM) to methylnitrite (MNT) was 47.0 
Kcal/mol. Later, the value of 73.5 Kcal/mol reported by Mckee138 indicated dissociation 
of NM as the most probable pathway. Nonetheless, Hu’s group139 reported NM 
breakdown via C-N bond rupture (61.9 kcal/mol) and Nguyen’s group140 have reported 
direct dissociation to CH3 and NO2  via radical formation (63 kcal/mol). Twenty years 
later, investigations with a transfer Hamiltonian indicates that the radical formation is the 
most probable pathway141. 
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Figure 1.5 Potential energy surface of NM (left). Optimized molecular structure, with a charge 
isosurface of 0.1 atomic units (A.U.). The electrostatic potential mapped. Oxygen: red, nitrogen: blue, 
carbon: grey, hydrogen: white. 
 
 
The adiabatic potential energy surface (PES) of the simplest secondary energetic 
material, NM, shows a multiple energy minima, caused by the interaction of the nitro 
oxygen atoms with the methyl hydrogen (Figure 1.5). Hydrogen, the central carbon 
atom, and one of the nitro group’s oxygen atoms form the dihedral angle, initially at the 
optimized position ca. 90!. Increments of 2! used. We can expect a more complex 
potential energy surface (PES) for larger and more complex molecules like 
pentaerythritoltetranitrate 142 (PETN) and cyclotrimethylenetrinitramine (RDX).  
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Figure 1.6 Fox-7 unit cell. 
 
 
 
Due to the size and low symmetry of the relevant systems, the appearance of studies 
with periodic boundary condition studies came about much later77,143,144 with the use of 
the Hartree-Fock approximation145 and tools like fixed bonds/angles to reduce the 
degrees of freedom and thus the size of the calculations71. We have focused first on 
developing knowledge at the electronic level within the DFT approximation on the 
following systems; !-HMX146-148, FOX-7149-153 (Figure 1.6), 1,3,5-triamino-2,4,6-
trinitrobenzene (TATB)154-157, NM158-160 and PETN-i161-164}. Other molecular crystals 
also studied are; 2-4-6-trinitrotoluene165-168 (Figure 1.7), ethanol169, benzene170-
172,urea173-175, cyclohexa-2,5-diene-1,4-dione176(p-quinone), Benzene-1,3-diol 
(resorcinol)177, %-glycine178. We will refer to these in detail in subsequent chapters. 
 17 
 
Figure 1.7 TNT unit cell. 
 
 
 
 Besides of its use in constitutive relations, we shall confirm in subsequent chapters 
that elasticity is an important property with particular behavior in specific types of 
secondary EM. Since all engineering models start from fundamental thermodynamic 
relations, obtained from the equation of state, we will continue with their study.  We will 
start our incursion by comparing properties of other simpler systems for which abundant 
experimental information is available; binary metal nitrides.  An accurate representation 
of our system will enable us to pursue other type of information, like second order 
elasticity, and anisotropic properties at elevated temperatures and pressures.  
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CHAPTER II 
ELECTRONIC STRUCTURE  
 
Metal Nitrides: A Comparison 
 Group AIII-nitride compounds are commonly regarded as wide band-gap 
semiconductors179 with very high thermal conductivity which have important 
technological use180-186. More recently, the study of these material has been focused on 
their application as structural ceramics due to its chemical and radiation inertness187-191 
and to their higher energy of formation required to create defects192. In particular, 
aluminum nitride (AlN) has been successfully employed in applications ranging from 
microprocessors, diodes, and microelectronic circuits to environmental replacements for 
other type of oxides193-195. Being the most ionic of the group III-nitrides and accrue its 
high bulk resitivity181,196-198 (ca. 1011 Ohm/cm2) they have been studied as component of 
1 dimensional structures with tailored optical properties199,200. To our knowledge 
previous density functional theory97 (DFT) studies that involved the study of binary 
nitrides system under different pressures via plane wave pseudo-potentials (PWPP)  
results are performed with atmospheric pressure c/a ratios,201-203 using the FLAPW 
method or the linear muffin-tin-orbital (LMTO) method192 or the linearized augmented 
plane-waves (LAPAW) 184 with the generalized gradient approximation (GGA) 
method204.  In these calculations, projector augmented plane wave type of potentials205  
with Perdew-Berke-Ernzerhof exchange correlation functionals 206 (hard version) were 
employed with the intention of obtaining energy-volume and energy pressure 
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characteristics at the optimized (relaxed) structural parameters (e.g. c/a ratio) for two 
binary nitride ceramics; aluminum nitride and zirconium nitride. The electronic structure 
of the former is also included. 
 
 
Figure 2.1 Wurzite AlN. (Nitrogen colored blue) High symmetry points in the first irreducible Brillouin 
Zone are labeled in orange.  
 
 
 
 The PAW pseudopotentials reconstruct the exact valence wave function with all 
nodes in the core regions, in addition to the fact of smaller core radii than ultrasoft 
Vanderbilt (US) pseudopotentials, PAW potentials are more accurate in describing 
mechanical properties of materials, whenever spin polarized calculations are not 
required. Either the conjugate- gradient iterative scheme or the block Davidson method 
for the Kuhn-Sham matrix diagonalization as implemented in the commercial software 
package VASP™ was employed. An effective kinetic energy cutoff of 1 keV is 
employed for the calculations, with a Monkhorst-Pack mesh grid size of 10x10x10 for 
the case of cubic structures, (11x11x11 size else). 
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Figure 2.2 Zincblende AlN. (Nitrogen colored blue) High symmetry points in the first irreducible Brillouin 
zone are labeled in orange.  
 
 
 
 
Figure 2.3 Rocksalt structure. Nitrogen colored blue. High symmetry points in the first irreducible 
Brillouin Zone are labeled in orange. 
 
 
 
  Although the relationship between binary nitride crystal structure and its properties 
have been of interest for various decades207-209, some of their precise crystalline 
arrangements have been discovered until recently, for instance, the Zr3N4 the phase of 
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zirconium nitride was observed experimentally since 1993, but its point group symmetry 
was recognized until 1996210.  The most stable crystalline array for AlN as well as some 
other aluminum carbonitrides211 under ambient conditions is the wurzite or B4 structure 
(Figure 2.1). The tetrahedraly coordinated Al atom is surrounded by four holes in a 
regular N tetrahedron in the wurzite structure. Pyroelectric effect due to polarization 
along the c axis has been suggested212. Its structural parameter “u” deviates from the 
ideal 1.633 ratio with a value of 1.603 due to its particular geometric arrengement213. 
The presence of oxygen traces is also known to influence the hexagonal structure. Some 
reports have suggested the presence of a meta-stable zincblende phase214 (B3), shown in 
Figure 2.2. A pressure induced phase transition to rocksalt structure (B1) (see: Figure 
2.3) is also reported, varying from less than fourteen214 to ca. 20 GPa215. In the case of 
ZrN, the most stable phase is the cubic216  (B1) “rocksalt” structure while the 
orthorhombic Zr3N4 phase, obtained from stoichiometric  ammonolysis with metallic 
sodium209, presents Pmna point group symmetry210.  The equilibrium values for both 
binary compounds at different phases are summarized in Table 2.1. 
 
Table 2.1 Equilibrium values, binary metal nitrides. 
 Volume Energy “a” Erel (%) 
AlN (B1) 16.44 -14.4859 4.036 2.504 
AlN (B3) 20.96 -14.9071 4.377 1.363 
AlN (B4) 42.50 -15.2265 3.131 0.621 
ZrN (B1) 24.48 -20.2631 4.609 -0.014 
 
 
  
 Extensive parameters are normalized per formula unit.  As mentioned earlier, PAW 
PBE type of potentials (hard version) was used to represent each ion in the calculation.  
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Figure 2.4 Results from different pseudopotentials. AlN, B1. 
 
 
 
 The crystal’s cell parameters as well as atom positions were relaxed in order to reach 
the convergence criteria. An interesting observation points to the fact that for the most 
ionic B1 structure, the lattice constant value was better predicted when normal and soft 
versions (for Al and N respectively) of pseudopotentials were employed (see: Figure 
2.4). In the case of AlN wurzite (B4) structure, the relative error between experimental 
unit cell volume217 (41.71 Å3) and the predicted volume is less than 2% Å3. 
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Figure 2.5 Energy as a function of volume. Nitride systems. 
 
 
 
 Starting from the primitive experimental crystal unit cell, the energy vs. volume at 
zero Kelvin behavior is calculated (Figure 2.5).  
 
 
Figure 2.6 P vs V behavior of some nitride systems. 
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 The abscissa is normalized with the volume required to get the structure in a state of 
zero stress, which is obtained by fitting data points to a 3rd order polynomial. The same 
pressure–volume characteristics of these systems can be observed in Figure 2.6. For the 
AlN wurzite structure, the ratio of lattice vectors C/A ratio changes as a function of the 
system’s pressure, the trend towards lower C/A values at higher pressures can be seen in 
Figure 2.7. This is the first time that to our knowledge, a variable C/A calculation is 
included in a study that aims at representing the system at different pressures. 
 
 
Figure 2.7 C/A ratio as a function of pressure for AlN (B4). 
 
 
 
 The corresponding enthalpy (H = U + PV) curves are presented for the 
experimentally observed AlN as well as for the ZrN B1 phase in the following Figures 
(Fig. 2.8, Fig. 2.9).  
 25 
 
Figure 2.8 H vs. P for AlN system. 
 
 
 
 A phase transition occurs whenever there’s a change the phase following a lowest 
enthalpy value for the H vs. P curve. We can observe (Fig. 2.8) that the metastable 
zincblende (B3) phase lies almost parallel atop of the enthalpy line for the wurzite 
structure. This might explain why this phase although observed, it is difficult to obtain 
experimentally. The corresponding B4 to B1 transition occurs ca. 17.8 GPa, (Fig. 2.9) 
this value compares with the experimental (17.02) one with good agreement (4.5%).  
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Figure 2.9 H vs V for B4 to B1 transition. 
 
 
 
 Previous reports have indicated a phase transition at ca. 16.6 GPa, although these 
results utilized the GGA exchange correlation functional, at experimental C/A (1.6) 
ration. More recently, PAW-PBE hard potentials have shown to represent better bulk 
properties of some simple (2 atom) crystals.   
 For the case of ZrN, the EOS was calculated for the B1, B2 and B3 structures; this 
can be observed in Figure 2.9. A comparison of the enthalpies of the systems as function 
of pressure can be found in Figure 2.10. The ability to correctly predict high-pressure 
behavior of chemically simple metal nitride systems  (AlN in this case) can support 
exploration of the high-pressure behavior of other more complex systems, where the 
interaction between a metal and nitrogen its further expanded with the interaction of 
elements of more complex chemistry, like carbon.  
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Figure 2.10 Enthalpy versus pressure for ZrN. 
 
 
 
 From the earlier calculations using orthogonalized linear combination of atomic 
orbitals217 approximation (OLCAO) a reported band gap of 4.64 eV was reported.  In its 
wurzite structure, AlN has an energy band gap of ca. 4.02 eV. Figure 2.11 shows the 
Density of states for the different AlN phases, as calculated with VASP, first a self-
consistent single point energy calculation is performed, wit a small number of K-points 
(usually a 6X6X6 grid). The charge on each ion obtained from this SFC calculation is 
then used to obtain the DOS. We can see clearly occupation numbers in three regions of 
the energy axis. In particular, for the B4 structure, which is semiconductor, we see a gap 
between the vale of 0 eV and 4 eV. For the case of the B4 structure, there is four atoms 
per unit cell, hence two red lines and two blue lines are shown. 
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Figure 2.11 DOS for AlN. From left to right, density of States for the AlN systems B2, B4 and B3. States 
from Al: blue, N: red.  
 
 
 
 Electronic density occupation can be more clearly understood if we observe the 
corresponding density of states for each atom There is clearly a higher occupation 
number on the N above the normalized Fermi level, at 0 eV, while Al plays a more 
important role in the region close to the valence energy values (below 0 eV). We have 
previously shown the inverse space constructs of the primitive cells of the nitride 
systems. This will help us to understand the band structure diagram found in Figure 2.12. 
We see a band ordering along vectors of different momentum, which follow directions in 
inverse space. To understand this diagram, we can refer to the molecular orbital diagram 
of AlN (Figure 2.12). The occupation energies correspond to the !1 , *1! and !1  the 
later corresponding to the highest occupied molecular orbital (HOMO), the lowest 
energy unoccupied molecular orbital can be ascribed to the !2  MO. There is clearly 4 
occupied bands (one two of them degenerate) and 4 unoccupied bands, this is further 
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confirmed in the following band structure representation along high symmetry k-points 
(Figure 2.12) which corresponds to the AlN (B1) crystalline structure. 
 
 
Figure 2.12 MO diagram for AlN(left).  Band structure calculation for AlN , right. 
 
 
Figure 2.13 Band structure of AlN (B3). Total density of states (right). 
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 For AlN, the electronic band structures of the other symmetries are shown in Figures 
2.13, 2.14 and 2.15  
 
Figure 2.14 Band structure of AlN (B2). Total density of states (right). 
 
 
 
 From the energy gaps between zero eV and the next occupation energy level, we can 
deduce if the system behaves as a semiconductor, as in the B4 and B3 structures, or if 
they behave as in a quasi-metallic state (B2).   
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Figure 2.15 Band structure of AlN (B4). Total density of states, right. 
 
 
 
 With this understanding, we can proceed to study a more complex case, a metal-
organic molecule, with interesting optical properties.  
Viologen 
 Since their early development218-222, the use of zirconium phosphate as structural 
component223,224 has shown promising uses for their particular properties. Their 
application has ranged from components for sensor, or indicators225-231.The present 
structure under study uses as linking pillar a form of a 4,4-bypiridinum salt, or viologen.  
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Figure 2.16 Structure of Zirconium Phosphate-viologen. Views along the three axial directions. Image of a 
2x2x1 supercell, viologen seen as linker for the phosphate layers. 
 
 
 
 Depending on the substituent group to which it is bonded231, the radical cation 
formed will have a blue-violet color at different values of pH. Charge transfer and 
properties in this environment is of interest232,233. In particular, inclusion of metals or 
other catalysts could pose a promising material for hydrogen generation223,234,235. 
 Since the positions of hydrogen could not be resolved236,237, we have placed 
hydrogen atoms in symmetric positions in order to complete stoichiometric composition 
(Figure 2.16). Structures with sodium and potassium as charge balancing counter ions 
have been prepared with the same initial reported structural frame. PAW potentials were 
 33 
used. For all cases, the PBE exchange correlation method has been employed. In the case 
of Zr, the highest number of 12 electrons has been explicitly included in the calculations. 
The remaining inner shells have been taken care of by the use of pseudo potential.  
 
 
Figure 2.17 Convergence with respect to energy-cutoff (eV). 
 
 
 
 A 2x Monkhorst Pack integration scheme for the reciprocal space is used for a 
convergence of less than 1 meV in total energy with a 550 eV plane wave cutoff (Figure 
2.17). The model contains a total of 124 atoms, and 468 electrons.  
 The optimized hydrogen caped structure, at the reported volume (no cell parameter 
relaxation) is shown in Figure 2.18. Two cells aligned along [010] are joined together to 
show the linking viologen molecule, which can be seen crossing the boundaries. The 
molecule binds to a Phosphate unit near the mid part of a [100] plane. Zirconium has 
distorted octahedral coordination bonding to four oxygen atoms and a fluorine atom.  
There are 8 water molecules per unit cell, fluorine act as a counter ion close to the 
aromatic ring of the viologen linking molecule. In the optimized structure, we see that 
water molecules surround the F ions such that coordination is observed, from the most 
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negative value of the isosurface of the total equilibrium charge.  The charge surrounding 
the aromatic ring is also observed. The total energy in this case is -790.929199 eV. 
 
 
Figure 2.18 Two unit cells of ZrPh-viologen. The super cell is standing on the X-Z plane. Na-navy blue, 
Oxygen-red, Carbon-grey, Nitrogen-light blue, Zr-pink, F-ochre (close to corners), P-orange (close to the 
edges of cell). Negative charge iso-surface (right). 
 
 
 
 The reciprocal space Brillouin Zone is constructed following high symmetry points. 
Division is along 7 K-Points.  The band structure is calculated by converging the total 
energy and charge with a dense integration mesh (5x), using the tetrahedron method. The 
converged charge is used then, to do a non-self-consistent calculation in which each k-
point is treated individually.  Due to the limitations in available physical memory, the 
path along each point is integrated with 20 divisions. Unless otherwise stated, the K-
points used correspond to the coordinates in reciprocal space of a simple monoclinic 
system; Z,G,Y,A,B,D,E and C (Figure 2.19). 
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Figure 2.19 Band structure of ZrPh viologen. Hydrogen terminated system. 
 
 
 
 The indirect energy band gap, as measured from the DOS plot is of 1.24 eV. At 
Gamma point, this is, in the long wave range limit, the gap is 2.17 eV.   
 
 
Figure 2.20 Minimum energy charge density, left. Average charge density isosurface, after lattice 
parameter optimization. 
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 Upon relaxation of the lattice parameters, at a fixed experimental volume, the ‘a’ 
lattice parameter increased to 14.778 Å from the experimental value of 13.59Å, the B/A 
ratio change to 0.533 from 0.65 and C/A change from 0.68 to 0.533. As seen by the 
charge contour surfaces in the cell-optimized structure, there is an increased bonding 
from the closely coordinated F atom to the Metallic center (Figure 2.20). The distance 
from the F atom to the neighboring hydrogen in the atomic optimization is 1.51Å, while 
in the cell optimized structure this distance is increase to 1.72Å. The Fermi energy is 
now at 0.66 eV. 
 
Figure 2.21 Electronic structure of ZrPh-viologen. DOS, right. Optimized unit cell. 
 
 
 
 We can see that the energy gap is ca. 2.22 eV, and there is an increase in the states 
near the Fermi energy, ca. -0.7 eV (Figure 2.21). Even though there is an off-shift in the 
DOS profile, the change in its features can qualitatively describe a change in the bonding 
structure of the system.  A larger magnitude of the forces occurs in the system with 
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Sodium and Potassium atoms, causing a rupture in the aromatic system containing 
nitrogen. The structure was far different from the initial structure, and the system was 
reported to be semi-metallic. No aromatic ring was observed after the optimization.  To 
circumvent this issue, we establish two different procedures; both of the methodologies 
seemed to preserve the aromatic backbone of the structure. First we proceeded to 
consecutively optimize the volume and cell parameters, in this way the initial step 
involved only arriving at the required volume for the current initial configuration. The 
second step involved fixing the carbons in the aromatic rings present to maintain their 
aromaticity, while relaxing the rest of the degrees of freedom. The EOS for some nitride 
compounds was presented (AlN, ZrN). The calculations performed with PAW-PBE 
potentials showed good agreement (less than 5%) with the experimental measured 
values. For the first time a study that includes the optimized C/A ratio for the wurzite 
structure at different volume is presented. The DOS calculation for AlN (B1) structure, 
showed the strongly ionic character of this system, with the larger electronic density 
over the more electronegative (N) ion. Also by applying a volume conserving strain, the 
first set of mechanical properties for these bimetallic cubic compounds is presented. 
Electronic structure of the different AlN phases is presented. Further electronic 
calculation for the ZrN system is required. Further calculations should include values for 
the elastic constant of the presented phases. Electronic band-gap calculations have been 
performed for ZrPh-viologen. We have found a band gap at Gamma of ca. 2.23 eV for 
relaxed atomic and lattice degrees of freedom. In account of the well-known 
underestimation of the band-gap value within DFT methods, an experimental value of 
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2.8 to 3.1 could be expected. The corresponding wavelength ca. 400 nm corresponds 
well with the observed color of the linking molecule. The effect of the chosen counter-
cation has dramatic effect on the electronic structure of ZrPh-viologen. 
Secondary Energetic Materials 
With the information at hand, we can no proceed for calculations on EM. With the 
use of the self-consistent field Kohn-Sham orbitals, we are able to scrutinize the 
electronic structure of some commonly used energetic materials. If we take into account 
the electrostatic interactions amongst neighboring molecules within the same crystalline 
unit cell, we can see that non-bonding interactions become obvious. In Figure 2.22, we 
see the unit cell of fox-7, with the electrostatic potential map projected into the interior 
surfaces of the unit cell. The orbitals centered on each atom are colored gray. 
 
 
Figure 2.22 Electrostatic potential map, Fox-7. 
 
 
 
The electrostatic potential of nitromethane, as visualized through the slice of a plane, 
can be shown on the next (Figure 2.23) Figure. 
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Figure 2.23 Electrostatic potential map, NM. Values after SCF shown left, difference with respect to 
the atomic overlap value, right. 
 
 
 
It is customary to observe the final charge density or electrostatic potential, but the 
difference between this last value and the density matrix as obtained from the 
superposition of atomic orbitals. In this way differences of the chemical environment of 
the molecules can be observed. For nitromethane, we see that there is still a region of 
electrostatic potential from one of the terminal methyl hydrogen and the neighboring 
nitro- oxygen from another nitromethane molecule. We have used a logarithmic scale to 
exaggerate the difference in the potential values. 
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Figure 2.24 Difference map, NM. 
 
 
 
If we let the molecular fragments stand apart a large distance, while keeping the 
translational symmetry of the system intact, and perform a SCF calculation, we can 
obtain the electron density of the non-interacting system. In Figure 2.24 we can observe 
the difference density map between the electron density of this non-interacting density, 
and charge density obtained from the optimized structure of nitromethane. In this case 
we have used a linear scale, since the difference in the two charge densities is expected 
to be small. As we shall see in the discussion, the degree and number of hydrogen bonds 
can play also a role in the stability and sensitivity of each type of system. 
The integration path over the reciprocal space is done along high symmetry 
directions; this can be observed in Figure 2.25. The electronic band-structure, obtained at 
a 8x symmetric k-space Monkhorst-Pack integration grid, can be shown in the following 
Figure 2.26, we have included the Fermi energy level as a dotted line, to facilitate 
comparison of the energy levels with the atom projected density of states. 
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Figure 2.25 Reciprocal space construct for NM, left. NM unit cell, view from the [100] plane (right). 
 
 
 
The calculated energy band gap at Gamma is 1.898e-1 A.U. or 5.24 eV, a large gap 
characteristic of an insulating crystal. There is a larger amount of population coming 
from oxygen states near the valence band, while the first conduction or exited state band 
is mostly populated from oxygen and nitrogen states. This indicates the activity the 
nitrogen and oxygen atoms, which for nitromethane arises only from the nitro groups, in 
the valence and conduction states. 
 
Figure 2.26 DOS (left) and band structure of NM (right). 
 
 
 
For PETN, can observe the band structure and DOS in Figure 2.27. 
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Figure 2.27 DOS (left) and band structure of PETN (right). 
 
 
 
For the here studied system, there is a characteristic band gap. As opposed to the 
previously studied metal nitride systems, assignment of each band to particular 
molecular orbital states is not as straightforward.  
 
 
Figure 2.28 DOS (left) and band structure of !-BHMX (right). 
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For !-HMX we also see a band gap larger than 5 eV, and low-lying conduction state 
above the Fermi level (Figure 2.28). We will see in forthcoming chapters the effects of 
particular shears or strains and their effects in the electronic structures of molecular 
crystals; EM in particular. Since the variation of the mechanical properties is of 
relevance in these strained states, we shall proceed now with the study of the calculation 
of elastic properties, from DFT methods.   
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CHAPTER III 
FINITE ELASTICITY  
 
Issues in the Use of Ab Initio Methods 
 Since the introduction of the first stress-strain calculations238,239 within the first 
principles density functional theory97,240 (DFT), there has been an increase in the number 
of publications reporting the calculations of elastic constants181,187,200,241-253. However, 
with this increase, a large variation in the reported value of elastic constants arises. The 
variation in reported values can be attributed to convergence in the calculation 
parameters, the type of strains employed to obtain an elastic response, or the 
thermodynamic reference state used. Most reported values are obtained from “Cauchy” 
type or “engineering” strains (“E”), which fail to account for a tensor description of the 
crystal’s deformation, thus the chance of finding a discrepancy due to the type of elastic 
strain approximation cannot be ruled out.   
 Neutron diffraction studies of the elastic constants of binary nitrides have been 
reported by Chen et al.249. Trends in elasticity for nitride systems were analysed by 
comparison with neutron diffraction data by Cohen181 and Wu254. The mechanical 
properties for the semiconductor e-FeSi are of relevance in understanding the Earth’s 
core and mantle255. This system has a small band gap256 257; close to 50 meV. Recently, 
its bulk modulus has been measured258-261 while high temperature elastic constant of 
ranging values have been reported256,262. Although other DFT calculations on e-FeSi 
have been reported261, there are yet any results on its low temperature elastic properties, 
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beyond interpolation. To the best of our knowledge, third order elastic constants values 
have yet to be reported for HfN and &-FeSi. 
  In the following, we would like to convey the implications of the type of 
deformation applied to obtain an elastic response, and study the effect of specific 
computation parameters that can influence calculated elasticity values. The set of 
systems under study is composed by; hafnium nitride (HfN), aluminium (Al) and 
ferrosilicon (&-FeSi). HfN is a binary nitride with large stiffness caused by its covalent 
interactions, while Al is a softer metal. Both materials are of use by the microelectronic 
industry184 and as structural materials, amongst other applications. Representation of the 
atom’s positions in the cubic HfN and Al systems is determined by the symmetry of the 
crystalline unit cell. As means of comparison, &-FeSi is included263, for whose internal 
degrees of freedom are not set by symmetry. Its use in our study will allow for a 
comparison of the previous systems with those in which change in the internal structural 
is expected. 
  To account for the factors essential in the calculation of elastic constants, we will 
start by discussing the importance of a proper representation of the electronic structure. 
An effect of convergence in the calculation parameters (e.g.; kinetic energy cut-off and 
size of the integration mesh) is then analysed. The elastic stiffness constants represent 
the change in energy required for an infinitesimal change in strain, from the initial or 
‘zero stress’ reference state; ‘V0’. The effect of the zero stress structure and validity of 
this reference when applying a strain will be further explored. Parameters like strain 
amplitude are also systematically studied. Comparison of values obtained by volume 
 46 
conserving strains and linear response theory will follow. We then compare the type of 
strain used when calculating higher order (3rd) elastic constants. Particle displacement in 
a strained solid can expressed as the difference of its final to initial position264: 
        (2) 
 The material displacement gradient can be expressed as a difference in coordinates: 
         (3) 
 We can express the finite strain tensor or Lagrangian in terms of the displacement 
gradients265: 
     (4)  
 For an infinitesimal strain, in which the displacement gradient is smaller than one, 
we can neglect the first term inside the parentheses. For a rigid displacement, the 
lagrangian strain is then: 
        (5) 
 In relationship to a periodic solid, in which its basis vectors can be expressed in 
terms of an h matrix, an applied strain will transform the original matrix h0 as: 
          (6) 
 And its transpose: 
         (7) 
 The product of ‘hTh’ is know as ‘G’ matrix266 
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           (8) 
 In terms of the unstrained matrix, this expression can be expanded as: 
       (9) 
 Since !<<1, we disregard the squared term, and obtain: 
        (10) 
 The use of G, facilitates obtaining the value of the cell parameters, for systems of 
arbitrary symmetry. We have omitted the tensor notation, to emphasize the difference 
between strained and unstrained states. The convention of centering of the ‘h’ matrix is 
of relevance here. If choosing an upper diagonal ‘h’ matrix, with the C lattice vector 
aligned with the Z axis, B in the y-z plane and A arbitrary, the lower diagonal elements 
will be zeros. For the rest of the components, we can solve a system of linear algebraic 
equations, in terms of the elements of ‘G’, to find each component of ‘h’.  For example, 
for a non volume conserving strain, the first element in fractional coordinates of ‘h’ to 
find C11, will be, within the linear engineering or ‘Cauchy’approximation; 1+e. By 
applying small strains to the crystallographic unit cell, a change from the original, 
optimized cell energy is obtained. This difference in energy can then be compared in 
terms of polynomial expansion, to the strain energy; 
E0 !E =VoCi! j +
Vo
2 Cij!i! j +...       (11) 
 Where Vo is the initial unstrained cell volume, and 'i and 'j are the applied elastic 
strains. Since we are interested only on the symmetric part of the strain tensor, we can 
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employ the contracted or “Voigt” notation. Cij are then the second order elastic 
constants. 
          (12) 
 If we realize that the initial reference cell is subject to no additional forces, this is, in 
its “zero stress” state, the first term in the expansions is ignored. Comparison to a second 
or higher order polynomial fit will enable us to obtain the corresponding second order 
elastic constants. The resulting second and higher order elastic constants can in turn be 
related to the anisotropic response of the crystal to deformation. By choosing of the right 
set of parameters267, we can find the appropriate second order elastic constantsThe set of 
lattice vectors that are used to describe the crystal system at it reference state are called 
‘h0’. They transform to the state ‘h’ upon deformation. The use of ‘engineering’ type of 
strains, in which ‘h’ is obtained by approximating it to h0*(1+e), has been used by most 
authors 242-247,254,268-270, to predict the elastic properties of crystals of high symmetry. In 
this case ‘e’ represents the deformation to which we will compare the initial stress and 
energy of the system. The systematic study of the elastic properties of the 
aforementioned systems is initially achieved by performing full relaxation of the forces 
for a set of 23 strained states. Volume conserving and non-volume conserving strains, 
with engineering ‘E’ type of approach are used. We have labelled the applied strains as 
‘dx’ where x is a numeral. Due to the symmetry of this tensor, the number of 
independent elastic stiffness constants is reduced to 21. Lattice symmetry causes the 
number of independent, non-zero elastic constants can be further reduced; three, for the 
ji
ij ee
E
V
C
!!
!
=
2
0
1
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case of cubic systems. In our consideration for the Lagrangian strain, we can neglect the 
higher order elements of the strain tensor. Notice that this should not be de case when 
studying bodies subjected to non-linear loading. Furthermore, ‘h0’ can then be 
transformed to the strained state either in a finite elastic deformation, or ‘G’, or as in a 
Cauchy-type linear elastic strain approximation, or ‘E’. We have used both non-volume 
conserving and volume conserving strains. Taking as example strain ‘d1’, and using 
vector notation: 
 
d1 = ",#", "
2
1# "2 ,0,0,0
$ 
% 
& 
' 
( 
) 
         (13) 
 Here,’l’ refers to the applied strain percent variation; 0.005 to 0.08 in our case. 
The relevance of volume conserving strain lies in the fact that the energy expression is 
changed as; 
][)()( 421211
0
0 !! OCC
V
+"=
#"#
      (14) 
 Thus the error in the calculated elastic constant error in the calculated elastic 
constant is in the order of 0[d]4. In addition, we will used another strain commonly 
used271,272, we call it ‘d1B’ strain; 
      (15) 
 And the energy expression will be changed to: 
)()(3 3212110 !! OCCV +"+#=#       (16) 
 For volume conserving “engineering” strains, we have chosen the following strain 
matrices, centered on the ‘a’ axis: 
 
d1" B = #,#, 1(1+ #)2 "1,0,0,0
$ 
% & 
' 
( ) 
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  ‘d1’              ‘d1-B’           ‘Monoclinic’ 
The finite elastic strains obtained from ‘G’ are then:  
 
From which the first upper two strains are used to obtain C11-C12 (‘d1’and‘d1B’). The 
last one can be used to extract C44. The determinant of the strained ‘h’ matrix is equal to 
the initial volume of the system. If volume conservation is not required, the 
corresponding ‘E’ and ‘G’ strains used are; 
 
‘d1’             ‘d2’             ‘d3’ 
And; 
 
 Since the cell choosing is non-unique, we can set the requirement for a symmetric 
cell centering, and solve the corresponding set of linear equations. The resulting strain 
matrices are: 
 
!
!
!
!
"
#
$
$
$
$
%
&
'
'
'
1
00
00
00
2
2
(
(
(
(
!
!
!
!
"
#
$
$
$
$
%
&
'
+
1
)1(
100
00
00
2(
(
(
!
!
!
!
!
"
#
$
$
$
$
$
%
&
' 2
2
)1(
00
00
00
(
(
(
(
!
!
!
!
!
"
#
$
$
$
$
$
%
&
+
'
'
+'
+
1
1
200
0120
0012
2
2
(
(
(
(
!
!
!
!
!
"
#
$
$
$
$
$
%
&
+
'
'
+
+
1
1
200
0120
0012
2
2
(
(
(
(
!
!
!
!
!
"
#
$
$
$
$
$
%
&
+
'
'
'
1
1
200
010
0241
2
2
2
(
(
((
!
!
!
"
#
$
$
$
%
&
000
000
00'
!
!
!
"
#
$
$
$
%
&
000
00
00
'
'
!
!
!
"
#
$
$
$
%
&
00
00
000
'
'
!
!
!
"
#
$
$
$
%
& +
100
010
0012'
!
!
!
"
#
$
$
$
%
&
+
+
100
0120
0012
'
'
!
!
!
"
#
$
$
$
%
&
'
120
0410
001
2
(
(
 51 
 
 
‘d4’ 
 
 For the non-volume conserving and volume conserving cases, correspondingly. In 
order to compare the effect of higher order contributions to the strain energy, we have 
adopted some of the commonly used strains. 
 
‘d2’’        ‘d3’’         ‘d4’’       ‘d5’’ 
 The corresponding energy change can be found in the following table: 
Strain  Energy Change 
“d1” 
“d2” 
“d2’” 
“d3’” 
“d4’” 
“d5’”  
 Below the value of one percent strain, we chose 1/6, 1/3 and 1/5 percent strain 
values. Above this, the strain changes sequentially from 1%, 2% up to an 8% maximum 
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strain value. Including the zero stress energy of the system (“E0”), both tensile and 
compressive strain energy values are obtained. The result is seven data points obtained at 
half percent strain, 9 data points at one percent, and so on. In the maximum strain value, 
a total of 23 data points are used to obtain a second order polynomial fit, equated to the 
strain energy expression. From this polynomial, the value of the second order elastic 
constant is obtained. The effect of the number of strain steps and range of the strain 
applied is studied later. For this case, equidistant strain steps are taken up to the 
indicated value.  
 Total energy calculations have been performed with both the linear density 
approximation273 (LDA)and the Perdew-Burke-Ernzerhof formalism98 of the general 
gradient correction (GGA) approximation. The projector-augmented wave method206 
(PAW) as implemented in the Vienna ab initio package100-102 is employed. Unless 
otherwise stated, convergence of the self-consistent electronic cycle is set to 1x10-6 eV. 
Plane wave kinetic energy limit and sampling scheme are used for a convergence in the 
total energy better than 2.7 meV/atom. Values particular for each system are discussed in 
detail in the coming discussion. Notice the fact that any change in energy smaller than 
the total energy convergence will be unreliable. Thus, the parameter becomes the 
“resolution” or an effective limit for measuring changes in strain energy. Linear response 
theory calculations have been performed both with PAW lists and with the Abinit 
package274-277 adopting the use of FHI Pseudo potentials278.  
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Electronic Structure Description 
 The effect of accurate electronic structure representation in metals and its effects in 
elasticity have been acknowledged from earlier calculations279-284. Since account for 
partial occupancies near the Fermi level is required for metals, different smearing 
methods have been proposed285-288. The addition of an external ‘entropy’ term is required 
if accurate forces and structure optimization are to be obtained. However, the value of 
this term should be small enough, so its contribution is no larger than the resolution of 
the calculation. With this in mind, and for the case of the metallic systems; HfN and Al, 
we have use the Methfessel-Paxton scheme287, and the equivalent methodology of 
Mazari288 with the largest energy smearing factor possible, while keeping the energy 
contribution below the energy resolution of the calculation. For the semiconductor FeSi, 
we have used the linear tetrahedron method, with Blöchl corrections289.  
 Since the exact form of exchange functional is unknown, differences in calculations 
performed within DFT methods could be expected289,290. Two of the most common 
formulations used are the LDA and GGA type of approximations. There have been 
reports on the elasticity of transition metals that show comparable values of for 
calculations performed with both LDA and GGA methods291. We would like to explore 
the difference in the calculations of elastic constants, arising from the use of the 
aforementioned functionals. We find this difference to be as small as 4%, as in the case 
of shear constants of HfN, or as large as 18% as in C11 for HfN as well (Figure 3.1). A 
difference of 10% is common for the other constants and systems. Results from Non-
Volume conserving ‘E’ strains.  
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Figure 3.1 Effect of the type of exchange-functional. Difference of “GGA/PBE” calculated values from 
those obtained through “LDA” 
 
 
 
 Therefore a systematic difference from LDA and PBE results can be expected, and 
should be noticed when comparing with experimental values. Since the aim of the study 
is not to find the best-suited exchange functional, but to systematically resolve the effect 
of type of strain and computation parameters in a consistent manner, we will try to 
compare elastic coefficient obtained within the PBE form of GGA functional, unless 
otherwise stated. 
 We have used a Gamma point centered symmetric grid, which allows to reduce the 
number of inverse space sampling mesh points (k-points) by taking into account the 
symmetry of the system. This is opposed to non-symmetric grids, which requires shifting 
schemes or a larger density for a convergence in the mechanical properties247. In spite of 
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a convergence to values smaller than 3 meV/atom were obtained with the k-points and 
energy cut-off parameters, a test of convergence on the mechanical properties is 
performed (see: Figure 3.2). We observe that for Al, there is a dramatic effect due to the 
number of k-points, as seen from the value of C11. It is worthy to notice the fast 
convergence for FeSi, in which the ionic positions are relaxed to minimize the forces. 
Increase in the K-mesh resulted in an adjustment to a convergence value of 0.70 meV for 
HfN and 1.63 meV for Al. 
 
 
Figure 3.2 Convergence with respect to number of symmetric sampling points. Inverse space, ‘C11’ results. 
A value of d=3% strain was used for all cases. 
 
 
In an addition to the behaviour observed with respect to the density of the inverse space 
grid, FeSi was found to converge very rapidly with respect to basis set size. This is 
observed from a kinetic energy cut-off study performed on each system (Figure 3.3). The 
rest of the studied materials also showed les sensitivity for the limit of the plane wave 
energy cut-off, as compared to the k-points size.  
Reference State 
  If the crystal structure is not far from the equilibrium volume state, the condition of 
zero stress can be achieved by relaxing the structure. For this calculation, sources of 
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error will indeed arise from the energy resolution itself. Another route is to find ‘V0’ 
with the use of an equation of state (EOS), from where thermodynamic information like 
bulk modulus (B0) and the first derivative of the bulk modulus (B’0) can be obtained. We 
have used the Vinet, the third order Birch-Murnaghan292 (BM), and the four parameter 
equation of state293 (4-param). 
 
 
Figure 3.3 Convergence with respect to the maximum plane wave energy cut-off. 
 
 
 
 For the system: FeSi ‘B0’ is ca. 20 GPa smaller as predicted from BM than for 
Vinet’s EOS. For HfN, and Al, the value of ‘Vo’ predicted from structural relaxation and 
both EOS are comparably close, whilst Bo is smaller by 65 and 57 GPa, correspondingly, 
as compared to Vinet’s. This accounts for data obtained at both tensile and compressed 
states (see: supplemental). For further reference, we use the values corresponding to BM. 
The use of linear response theory to obtain the second order elastic constants can now be 
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used as means of comparison.  In view of a reference state for which forces or stresses 
on the system should account to zero, we evaluate now the validity of this assumption, 
by an analysis of the linear term of the strain energy expansion. 
 Linear Term 
 The first term in the strain energy expansion refers to the forces acting upon the 
system. Comparing a polynomial in which the linear term is used explicitly, versus not 
having an explicit force term, we see that second order contribution to the strain energy, 
does not change. Nonetheless, a second order fit is worst, as measured from a smaller 
coefficient of determination (R2) when the effect of external stress is neglected. To 
further observe the effect on the full set of applied strain values, we regard changes in 
the hydrostatic stresses, as seen in Figure 3.4. 
 
 
Figure 3.4 Change in the hydrostatic stress. For the strain ‘E’ non-volume conserving, ‘d2’, from which 
C11+C12 is obtained. 
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 The zero stress of the ‘reference state’ required in a second order description of the 
elastic response is easily attained. The effect is more dramatic for the stiffer system; 
HfN. The rapid increase in hydrostatic pressure suggests strain amplitudes that cannot be 
set arbitrarily large. We now proceed to study the effect of the value of the strain 
amplitudes. 
Strain Amplitude 
 To find energy differences large enough to be reliable is pursued by finding a strain 
energy difference larger than the minimum measurable due to convergence parameters. 
The value, from here on referred as ‘dmin’ is shown in Table 3.1, reported in meV. 
Sequential non-volume conserving ‘G’ strains corresponding to ‘C11’ and ‘C44’ are used 
for illustration. The minimum strain amplitude value it is driven by the parameters and 
potentials used, and the strain energy difference. This refers to the smallest strain 
studied, for which there is a change in energy ‘DE’ larger than the measurable limit from 
convergence in total energy. Therefore is system dependent.  
 
Table 3.1 Minimum strain sizes. Labelled here: ‘dmin’,  for the studied systems. 
 
C11 Al HfN FeSi 
(min 2% 0.33% 0.33% 
"E 11.4 1.72 1.11 
    
C44 Al HfN FeSi 
(min 2% 0.33% 0.33% 
"E 9.64 1.74 186 
Limit 1.63 0.7 0.25 
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Figure 3.5 Change in the strain energy, ("E). Comparison to the change between tensile and compressive 
strain for each applied strain;“"Sym”. Deformations corresponding to the calculation of C11 and C44 
Results observed for HfN (Top), Al (middle row) and FeSi (bottom).Strain energy: “Res.”. 
 
 
  The contribution from higher order terms can be an additional limiting factor in 
determining the maximum strain amplitude, for measurements related to second order 
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elasticity. In a perfectly elastic deformation, the strain energy difference is symmetric. 
Thus, any applied deformation should be small enough to avoid non-elastic behavior, or 
contributions from third and higher order terms. The difference in energy versus the 
maximum strain ‘d’, as well as the difference from tensile to compressive energy, is 
shown in Figure 3.5. Results from Non-volume conserving, finite elastic, ‘G’ type of 
strains shown; ((%) refers to the maximum strain amplitude. The resolution in strain 
energy change from convergence parameters can be seen as a baseline in each Figure, 
labelled: “Res.”. An increase in non-linear contributions, from the change of the term 
‘"Sym’ is observed. The calculation can be assumed accurate with an energy difference 
at least an order of magnitude larger than the measurable value. The value of ‘"Sym’ is 
no longer negligible if compares to the order of magnitude of the resolution. The 
‘optimum’ strain amplitude is thus found where the difference in energy is at least twice 
the accuracy error, and the third order contribution is kept small. Attention should be 
now drawn to the use of strain step values with an energy difference below this limit 
value. This could be expected for HfN, which requires large energy for a displacement to 
occur. 
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Figure 3.6 Variation of ‘C11’ with respect to maximum strain. System: HfN. Equidistant step size, 
maximum amplitude indicated as ((%). Each line represents calculations resulting from different number 
of strain energy data points, including; five (5pts), seven (7 pts.) and nine data points (9 pts.). 
 
 In Figure 3.6, we find that use of sequential strain steps with use of strain energy 
differences close to the zero value will include noise data. Each line represents 
calculations with different number of strain energy data points used, including; five data 
points (5 pts.), seven data points (7 pts.) and nine data points (9 pts.). Below the strain 
value of 1%, we see an erratic behaviour caused by noise in the data.  In the case of 5 pts 
and 7 pts data below accuracy is found for the strain values of 0.75% and 0.5%. Finite 
elastic, ‘G’, non-volume conserving type of strain applied. Comparing the use of an 
equidistant strain step scheme, in which the maximum strain amplitude is divided into an 
arbitrary number of segments, we find easier to remove the noise data points, and avoid 
its use in the calculation of the elastic constants.  
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Figure 3.7 Effect of number of strain steps. Aluminium, with a maximum of 3% strain amplitude reported 
here. 
 
 To test the sensitivity of the calculated of the elastic constants to the number of strain 
steps, we have removed data with an energy change smaller than twice the accuracy of 
the calculation. It can be observed that the value of the calculated constant is almost 
invariant with respect to the number of data points employed. Even with the denser data 
sampling (see: Figure 3.7) the calculated values do not change; i.e. the optimum 
parameters are still the ones obtained from the previous point, at larger strain step size.  
As expected, the fit of the strain energy expression in terms of strains, gave a better R2 
values, as opposed to the use of very large strains or the use of noise data values. From 
this set of calculation parameters, we can find the optimum maximum applied strain.  
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Strain Approximation  
 We will now compare the effect of the type of linear strain approximation employed. 
We can use the metric tensor; , where  is the transpose of the strained crystal 
lattice vectors, to define the strain tensor )ij as294:  
 
"ij =
(h0#1Gh0 #1)ij
2          (17) 
 Solving for ‘G’ we can find the value of ‘h’ or the lattice vectors of the strained cell. 
This is called the linear finite elastic strain approximation. The tensor method, further 
referred here as ‘finite elastic’ strain method, or ‘G’, has been used previously to study 
the mechanical properties of polymers with molecular dynamics methods266. For a total 
of five strain points, we obtain the following values (Table 3.2). 
 
Table 3.2 Second order elastic constants in GPa. Maximum strain value ‘Strain’ reported as percent (%). 
Al Exp295 Exp296 ‘G’ ‘E’ Strain 
C11 123.0 114.3 118.03 114.94 2.5/2 
C12 64.8 61.92 62.34 60.13 2.5/2 
C44 30.9 31.61 34.64 34.42 3 
      
FeSi Exp256 Exp262 ‘G’ ‘E’ Strain 
C11 338 327.5 380.21 380.02 0.5 
C12 112 30 135.31 135.23 0.5 
C44 136 145 152.42 152.16 0.75/0.5 
      
HfN Exp249 ‘G’ ‘E’ Strain  
C11 679 602.54 603.96 0.75%  
C12 119 103.32 100.23 1%  
C44 150 119.97 117.47 0.75%  
      
 
 
 Worth notice are the systematically smaller values for the ‘E’ strain as compared to 
‘G’. We choose the strain value limits that are at least twice the value of our minimum 
convergence vale, and its asymmetry is comparable to this convergence limit. Data 
 
G = ˜ h h
 
˜ h 
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points that lie below this detection limit are treated as ‘noise’ and removed from the 
polynomial fit. In order for a comparison we have reported available data for Al262,295,296. 
The value obtained from ‘E’ is slightly smaller than for the case of ‘G’, for all but the 
case of HfN C11. In particular for Al, the softer material, the C11 obtained from  ‘G’ 
strains is closer to the experimental value of Sutton. 
 The rest of the constants are closer when calculated from ‘G’ for the other two 
reported. For the case of FeSi, there is a large discrepancy from the value of C12 reported 
by Serrao and the indirect value of C12 of Zinoveva, the later obtained indirectly from 
transverse wave experiments. It is interesting to observe that when the system can relax 
to its optimum ionic positions, both engineering and finite elastic strain give comparable 
results. This being valid only if proper converge parameters and accuracy values are 
considered. 
Elasticity through Linear Responses 
  Formulations of the metric of the strain tensor have been proposed for density 
functional perturbation theory 250. Linear response theory calculations predict the change 
in energy with respect to strain evaluated by finite differences from the thermodynamic 
reference configuration. As such, their values can be used as a benchmark calculation to 
which we can compare the finite strain calculations, where the unstrained reference state 
of the crystal is not preserved. Energy responses with respect to infinitesimal 
displacements are considered; therefore they require a very well converged wave 
function and more constraining tolerances.  
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Figure 3.8 Change in the values of the calculated elastic constant for Al (LDA). Different strain steps. 
Notice how convergence is rapidly attained; even at the extended parameters of 585 eV e-cut and 16 KPT, 
the change in elastic constants is smaller than 1x10-3 Kbar with respect to the largest values. 
 
 For the case of HfN, a value 30% larger than the one found from equation of state 
calculations reproduces results in close agreement with converged values for all 
calculated elastic constants. This energy cutoff criterion was adopted for the rest of the 
studied systems. The electronic self-consistent cycle tolerance is set to 1x10-10 eV. With 
respect to the number of sampling points in reciprocal space, we found that an increase 
to the next K-mesh size (14x mesh is increased to 16x) gives values closer to the 
experimental ones. The difference is reduced after increasing the energy cut-off 
threshold value and increase in the size and the integration mesh density. In relation to 
the convergence of the calculation with respect to the displacements (Figure 3.8), we 
find all systems to converge rapidly, if the appropriate electronic structure parameters 
are previously set to reflect the demands of the calculation.  
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Table 3.3 Values from linear response calculations. Labelled here as: ‘LRT’, compared to, volume 
conserving strains (V) and non-volume conserving strain (non-V) results shown in columns; ‘lrt-V, and 
‘lrt-nV’. Cij’s reported in GPa, while differences (") with respect to LRT results are reported as percent. 
   HfN     
  LRT non-V V "(V) "(non-V) lrt-V lrt-nV 
C11 597.22 602.54 593.87 12.54 11.26 0.56 0.89 
C12 106.41 103.32 105.89 11.02 13.18 0.49 2.91 
C44 118.48 119.97 117.45 21.70 20.02 0.87 1.26 
Bo 270.01 269.72 268.55     
        
    Al     
 LRT non-V V " (V) "(non-V) lrt-V lrt-nV 
C11 112.92 118.03 113.38 0.81 1.48 0.41 4.53 
C12 61.07 62.34 59.32 4.31 0.56 2.87 2.07 
C44 34.41 34.64 34.60 9.47 9.60 0.57 0.69 
Bo 78.35 80.90 77.34      
        
   FeSi     
 LRT non-V V " (V) " (non-V) lrt-V lrt-nV 
C11 384.12 380.21 379.58 12.30 16.10 1.18 1.02 
C12 136.61 135.31 134.08 346.95 351.04 1.85 0.95 
C44 152.52 152.42 152.35 5.07 -5.12 0.11 0.07 
Bo 219.11 216.95 215.92      
* C12 is obtained from the bulk modulus fitted to the EOS of 
each particular system 
 
 
 
Volume Conserving Strains 
 In volume conserving strains the ‘h0’ matrix remains constant after deformation. For 
all but the ‘d1’ type of strain, the error in the polynomial expansion goes to the fourth 
order term. Therefore, the effect of third order contributions in the calculation of second 
order elastic coefficients is removed. We now evaluate the effect of this type of strains, 
and compare them with results obtained from linear response methods. From the 
tabulated values (Table 3.3) is indeed found that the second order constants obtained 
from volume conserving strains, compare to the values obtained from linear response 
calculations.  
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Table 3.4 Third order elastic constants. Results for both ‘G’ and ‘E’ type of strains reported. 
Experimentally found values for Aluminium included. Values in GPa. 
Al E G Exp297 Exp298 
C111 -880.56 -1248.77 -1224 -1076 
C112 -212.15   -466.52   -373   -315 
C114      0.27       -1.95    250    360 
C155 -175.87   -134.74   -640   -230 
C123 -227.89    284.02   -368   -340 
C456    14.32      29.30   -270   -300 
     
FeSi G E   
C111 -4928.96 -3641.24   
C112 -792.36 -616.06   
C114 -102.82 -58.86   
C155 -232.22 -315.76   
C123 -188.44 -187.87   
C456 -149.10 -89.58   
     
HfN G E   
C111 -9673.56 -7488.83   
C112   -336.42   -213.49   
C114    100.63      68.61   
C155  -183.64   -236.10   
C123    229.75    214.92   
C456    -89.08      28.78   
 
 
 By contrast with results from non-volume conserving strains; FeSi is less sensitive to 
the type of strain. Values from symmetric shear strains, or ‘d4’, (see: appendix), do not 
show any significant difference. The use of “d4” allows very small asymmetric energy 
difference, i.e.; more accurate values (higher signal/noise ratio). Solving the linear 
system of equations required to obtain the energy expression after a given strain is 
applied, becomes restrictive with systems of lower symmetry than cubic, due to 
indetermination. Driven by this limitation, we now explore the effect of higher order 
contributions through third order elastic coefficients that can be obtained from non-
volume conserving strains. 
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Introduction of Higher Order Terms 
 Third order coefficients are obtained through both engineering and finite elastic 
strains. We have removed noise data points, and, used the largest strain amplitude 
available. This is done aiming at maximizing the contribution from third order terms 
(Table 3.4).  
 The only directly calculated point is C111, and C456, while the rest are calculated 
indirectly from the value of C111, C112, C123, or C144. We can see that for the only system 
which available experimental data is obtained, Al, the finite elastic strain methods give 
results comparably close to those reported by Thomas297, this is true also for C112. In 
general, the values for FeSi, as it was the case for the second order constants, are closer 
to the value compared by each method. The effect of storage of strain energy, through 
molecular rearrangements, will be explored by comparing the effect of affine 
transformations. 
Strain through Affine Transformations 
 In order to elucidate the effect of the straining and the relaxation of the internal 
structure with the elastic response, we have studied the difference in the ‘E’ d1 strain 
amongst optimized and single point (no relaxation) energy structures of FeSi. 
Comparing the effect of relaxation of the structure to minimum forces, we found a 
difference of 50 meV between the two structures. The optimized structure had a lower 
energy of -7.346 eV/atom. The effect of applying a non-linear elastic (‘E’) strain results 
in an increased Fe-Si distance, on the average larger than the ‘G’ strain (2.342 Å vs. 
2.339 Å). The biggest difference in optimized energy at 8% strain was found for the 
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volume conserving, d1-B strain, with 5.43 meV/atom. In the optimized structure, we see 
that the upper atoms from the ‘XZ’ plane moves further away from the origin along the z 
axis, and the lower atoms shift closer to the origin along the x axis in the [10-1] 
direction. The larger distance between silicon atoms here is between the silicon atoms 
closer to the [111] corner (further away from the origin) in the unit cell. There is a 
distance of 0.867 Å. The smaller distance difference is of .3404 Å, from the silicon 
atoms closer to the origin along the ‘Y’ axis. For Fe atoms, the largest separation 
amongst optimized and unrelaxed coordinates is 0.7173 Å. For the LDA exchange 
functional, the largest energy difference between optimized and single point energy 
calculation was also in the d1-B volume conserving strain. This indicates that a relation 
with the type of strain itself, which adds a contribution to the third order to the total 
elastic strain energy. It also indicates that a better representative of an elastic response in 
reference to a zero stress state; in this case, d1 (vs. d1-B). Upon optimization, there is an 
increase in the average bond distance between Si-Fe within the unit cell from 2.426 Å to 
2.455 Å. The Fe-Fe interatomic distance increases from 2.855 Å to 2.874 Å. In the same 
fashion, we found that the acute angles formed by Silicon centres with neighbouring Fe 
atoms relax from 68° to 64° The structure rearranges to store the extra strain energy 
caused by the elastic deformation We can ascribe the difference in energy from the un-
relaxed and relaxed system to the change in the internal parameters for this covalently 
bonded system, namely the bond lengths and angles. This could explain the apparent 
diminished sensitivity of the systems to different calculation parameters and type of 
strain approximation employed. 
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Observations  
 Since the tensor nature of the applied strain is found to be commonly absent in 
literature, we embark in systematically studying the effect of both the engineering type 
and finite elastic strains. For the calculation of second order elastic constants, the 
difference between the two types of applied strains increases with strain amplitude, but 
give comparable results when optimized calculation parameters are found. In the system 
in which there is no internal degrees of freedom, the difference between the finite elastic 
strain and engineering type of strains are smaller values for the later strain. The 
difference is more noticeable in the case of shear coefficients. Use of particular volume 
conserving strains is assessed with values obtained from linear response theory 
calculations, which show to be in closer agreement as compared to non-volume 
conserving strains. For all but the strain labeled ‘d1’, the use of volume-conserving 
strains gives second order elastic constants, which have no contribution of higher order 
terms, up to fourth order. Values from volume conserving strains were found to agree 
closely to values obtained from linear responses.  
 As indicated in other studies247,299, preference to a denser k-space grid should be 
given against the size of the basis set, when the demand of the calculation asks for a 
particular choosing, with the selection of special symmetric points to reduce unnecessary 
computation demands. Since the elastic response of the system is measured with respect 
of a strain free or ‘reference’ state, care should be taken when the size of the strain 
amplitude is chosen. We have found that the zero stress state is violated rapidly when the 
size of the strain value is increased. The minimum strain value is based on convergence 
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parameters and the elastic response of the system. As such, this value is found to be 
dependent on the material under study, being smallest for the stiffer material. For the 
particular studied cases, this value was similar for both shear and axial strains, but there 
is no reason to imply that this behaviour is to be found systems with different stiffness. 
In general, the minimum strain value should be assumed strain dependent also. In 
general, the strain energy difference should be large to be easily measured, but higher 
order contributions, should be kept minimum. Third and higher order terms can be 
negligible, until a large strain is applied. This prevents a reliable calculation of second 
order constants when very large strains are employed. If noise data is used, erratic 
behavior of the calculated values can be found. The effect of higher other contributions 
to the strain energy expression and the limit of minimum energy difference, indicates an 
optimum strain amplitude value. This value is found to be system dependent. We have 
found that calculation of third order elastic constants from ‘G’ strains give results 
comparable to experimental data, when the largest (d=8%) was used.  
 In general, the system e-FeSi with internal degrees of freedom, showed the least 
sensitivity to parameters related to the accuracy of the calculation. Relating 
experimentally obtained values with the value of obtained coefficients, we find that a 
deviation exists with increasing stiffness. The effect of affine transformations was 
studied for the system with internal degrees of freedom FeSi. Analysis of the internal 
parameters of FeSi show that this covalently bonded system have different means of 
storing elastic energy, namely in the form of bond angles and bond lengths, which could 
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explain the apparent diminished sensitivity of the systems to different calculation 
parameters and type of strain approximation employed.   
 We can envision a methodology, where accuracy parameters based on the electronic 
structure of each system are obtained, as a starting step. This enables finding the 
reference state. From here, appropriate choosing of optimum strain parameters is 
performed, and Cij coefficients are determined. For the fit to the strain energy 
expression, data points that lie below the accuracy of the calculation can then be 
removed. Beyond a re-evaluation of previous ab initio studies on elasticity previously 
reported, the proposed methodology should set precedent for studying other type of 
materials and systems (e.g.; molecular crystals, polymers, etc.) with ranging values of 
elasticity. We can foresee the cases when the strain energy values are largely 
asymmetric. Here, choosing of maximum strain energy value is of particular relevance. 
Automation of these types of calculations should be then based on the particular type of 
systems and strains under study. The proposed methodology can be further be used to 
help in understanding the effect of other type (i.e.; non-linear) type of strains, where the 
effect of higher order contributions can also be expected. Beyond a re-evaluation of 
previous ab initio studies reported, the proposed methodology should help set a 
precedent for studying materials of ranging stiffness, e.g.; molecular crystals, polymers, 
etc., and help understand the effect of other type (i.e.; non-linear) of strains. 
 A relevant observation is the fact that the mechanical stability of the system can be 
observed from the mechanical properties of the system. The AlN B2 phase, does not 
comply with the requirement of a positive determinant for the second order elastic 
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tensor. This can be observed from the results found in Table 3.5. In this case the C33 
value is almost an order of magnitude larger than C11, but negative. 
 
Table 3.5 Second order elastic constants for the ‘B2’ structure. 
AlN B2 
C11 477.69 
C12 40.13 
C33 -1852.15 
Bo 185.99 
V0 17.86 
 
 The instability is confirmed from analysis of the phonon band structure (Figure 3.9). 
Negative branches depart from the value of 0 frequency, in the long-wavelength limit, 
near the $ point. 
 
 
Figure 3.9 Phonon dispersion frequencies for AlN (B2). 
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 Even in the limit of 0K, without kinetic energy and stress contributions found at 
higher temperatures, the elastic coefficients can be a property of valuable information 
when understanding the behaviour of materials in different thermodynamic conditions.  
 We will now proceed to study the particular issues found when trying to model the 
behaviour of other thermodynamic equilibrium properties of energetic materials. 
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CHAPTER IV 
THERMODYNAMIC EQUILIBRIUM VALUES  
 
Thermodynamic Limit 
 Since the initial timescales are so short (in the order of picoseconds) and the 
characteristic length-scales associated with detonation are so short, the first attempt to 
study detonation phenomena was achieved with the application of principles of 
conservation. The set of all points f(V,P,T) that can be accessed through a single point is 
called the material’s Hugoniot line300. A block of material that is subject to a sudden 
compression, or shock, will increase its pressure, as the unit volume, or density reduces 
drastically. The initial state is depicted by ‘a’ in Figure 4.1 (below). 
 
!!
Figure 4.1 Initial conditions at (P0,V0). Hugoniot of the unreacted material (solid curve), Reactive 
State b(P1,V1), Hugoniot of the detonation products (dashed), Raleigh Line (dotted). The Chapman 
Jouguet Point is tangent to the Hugoniot of the detonation products. Cold compression curve (dash-dotted 
line) 
 76 
Upon Reaction, at the state ‘b’, the detonation will cause departure towards the 
Hugoniot line of the products, until the final state is reached. Here, C.J, is the Chapman 
Jouguet tangential point, which is collinear to ‘a’ and ‘b’. It indicates the maximum 
pressure that can be achieved by the detonation front in conditions of steady state. The 
line that crosses these three points is called the Raleigh line. As opposed to a sudden 
compression, a reversible compression requires less energy, as observed from the area 
under the dash-dotted line, and it follows an isotherm. 
Under a specific state in volume or pressure,  the corresponding energy for each 
system can be describe through the use of a proper equation of state(EOS). At each state, 
relaxation of the atomic positions is achieved through optimization of the ionic degrees 
of freedom; cell shape is optimized through the corresponding cell parameters. For 
materials in which cohesive forces in the crystal unit cell are mostly covalent, (as 
opposed to weaker dispersion forces), usually the equation of state is sufficient to predict 
phase changes and their relative stability.! For the case of molecular crystals, the 
equations of state are the initial step in understanding how different changes in structure 
can alter the sensitivity of the material. As mentioned before, conservation laws can 
describe the steady state between the initial and shocked states17; 
!!!! ! !!!!          (18) 
 
!! ! !!!!! ! !! ! !!
!!!       (19) 
 
!! !
!!
!!
!
!!!
!
! !! !
!!
!!
!
!!
!
!
      (20) 
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Common nomenclature use ‘D’ for the speed of propagation of the shock, and ‘u’ for 
the jump in velocity in the undisturbed medium. Here, ua denotes the particle velocity at 
the material an ub denotes the shock velocity, r and P, denote density and volume, 
correspondingly. In this way; 
! ! !!!         (21) 
Aknowledgment of the specific volume as the inverse of the density, a third 
relationship, known as the Hugoniot equation, is obtained, in which the velocities are no 
longer used; 
!! ! !! !
!
!
!!!! ! !!!      (22) 
This type of plots can be obtained from single shot experiments, and are reported in 
terms of particle velocity, and shock plate velocity. Similarly, the velocity of the shock 
wave (D) is obtained by the following relationship: 
 D =v0
p1 ! p0
v0 !v1
      (23) 
 Since all engineering models depart from fundamental thermodynamic relations, 
obtained from the equation of state, we will continue with their study. An accurate 
representation of our system will enable us to pursue other type of information, like 
second order elasticity, and anisotropic properties at elevated temperatures and 
pressures. 
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Errors in Equilibrium Properties 
For the calculations of the equations of state, projector augmented plane wave type 
of potentials205  with Perdew-Berke-Ernzerhof exchange correlation functionals 206 (hard 
version) were employed with the intention of obtaining energy-volume and energy 
pressure characteristics at the optimized (relaxed) structural parameters (e.g. c/a ratio) 
for two prototype EM compounds,  NM and PETN.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 Equation of state for PETN. PAW/PBE. 
 
 
 
In Figure 4.2 we can find the obtained equation of state from plane wave 
approximation of PETN, with limit of 1 keV cutoff energy, in a 2x2x2x symmetric 
inverse space mesh. The equation of state represents the difference from their 
equilibrium structure (ordinate axis, left) and the change in pressure (right). Fraction 
from the equilibrium volume can be found in the abscissa. The pressure curve continues 
its decrease below 0 Kbar, at larger V/Vo values. 
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The zero stress “a” lattice for PETN was found to be at 8.15% larger than the 
experimental value. Multiple intermolecular rearrangements and the effect of softer van 
der Waals and hydrogen bonding forces are suspect to create this deviation from 
experimental value.  
Table 4.1 Model for PETN. Equilibrium properties. 
PETN 
MODEL 
A+B1*X+B2*X2+B3*X3+B4*X4 
A 5960.207189 
B1 -33.59131542 
B2 0.071293452 
B3 -6.7367E-05 
B4 2.39E-08 
  
Vo= 737.20 A3 
K= 51.08 Kbar 
 
From a fourth order model (Table 4.1), the obtained bulk modulus value fails to 
compares to the experimentally reported (ca 9 GPa301) even though PAW type of 
potentials have shown some disagreement with experimental values with these type of 
compounds302.  The equation of state obtained for NM and !-HMX are in no better 
agreement with experiment than PETN. A summary of the found results within plane 
wave approximations and a comparison with experimental values is found in table 4.2. 
 
Table 4.2 Comparison with experiment values.  Stiffness coefficients. 
System Vo Bo(Gpa) B(exp) 
!-HMX 601.068 4.94 12.1662 
PETN-i 688.393 3.65 12.7763 
NM 333.839 3.84 8.50933 
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As opposed to LCAO methods, and compared to what is commonly found in studies 
of metals and metal nitrides303, effects of dispersion ar poorly aquainted by current 
plane-wave methods.  We shall report our current findings, and confirm that, evne 
though empirical methods can be of use for the comparison with experimental data of 
certain systems, there are still further refinment necessary, wich is mostly noticeable 
form the calculation of the elastic properties. 
Dispersion Corrections 
 Besides being a requirement for developing engineering models and to understand 
the behavior of the material in the conditions of its envisioned applications, a proper 
description of the potential energy surface bears further implications when determining 
thermodynamic properties of solids. Despite its successful application in many strongly 
bound systems, current approximations employed within Density Functional Theory97 
(DFT) methodologies have been unable to correctly predict interactions that are 
significant to various biological and biochemical molecules304 and neutral molecule 
crystals like those of rare-gas dimmers305,306, polycyclic and aromatic hydrocarbons307-
309, and energetic materials162,310,311 (EM). This is of specific relevance when calculating 
properties like bulk modulus, and second and higher order elastic constants, even for 
qualitative purposes. It has been suggested in literature that the lack of a proper 
description of the equilibrium volumes in these molecular systems104,205,312-316 can be 
attributed to the lack of a proper description of the long range induced dipoles by 
neighboring molecules. To overcome this hurdle, some recent efforts have been directed 
towards developing methodologies to target specific type of systems, like polymers317 or 
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rare-gas dimers. Some attempts to improve the current description of intermolecular 
forces at a higher level of theory include the choosing of a better description of the 
exchange functional, with some success mostly from parameterized generalized gradient 
approximations306 and “hybrid” functional (X3LYP)318, the use of orbital-dependent 
functionals319, optimized effective potentials320 or the addition of an external correction 
to the total ground state energy314,321,322.  Even the use of perturbation methods, like the 
spin-component-scaled MP2, have been estimated as inadequate for common pi-stacking 
and hydrogen bonded interactions323. We have decided to test the idea of correcting the 
total energy of the equations of state for some energetic materials and other molecular 
crystals, by introducing a damped Buckingham type of potential324,325 that accounts for 
dispersion forces. The implemented empirical term for the dispersion energy was 
developed by Elstner and Le Sar325,326:  
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 The damping function used here allows a decay to zero at a value ca. 3 Angstrom, to 
avoid over counting of bonding energy: 
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 For ease of comparison, the inner and outer exponents are constantly kept as 7 and 4, 
to allow for a similar behavior of the decay distance as previously reported results. The 
parameter “d”, called the decay factor, is related to the value at which the damped 
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function will experience an inflexion (viz. 1/r6), a value of 3 is chosen for the present 
calculations. The form of the functional is important since evaluation of fist and higher 
order derivatives (e.g gradients, polarization, etc…) is necessary for calculation of other 
system properties. In this way, correction of the total energy determined from the Kohn-
Sham Hamiltonian is corrected with the addition of an Evdw term: 
vdwKStotal EEE +=  (26) 
 Using polarizability values obtained at the MP2 level, Williams and Malhorta327 
have obtained C6 coefficients that can be used in calculations with the 6-21G(**) basis 
sets used to reproduced the energetic behavior of 24 hydrogen bonding and Van der 
Waals molecular interaction. These were obtained from scaling DFT energies to values 
calculated at the MP2/cc-pVQZ level, for dimmers like ethane, formaldehyde, benzene, 
water, etc. We would like to address the use of this correction328 by systematically 
studying its effect on energetic materials, as well as in other molecular systems. This 
method can be less computational intensive as compared to other type of procedures 
(like those that encompass basis set optimization and the inclusion of thermodynamic 
data49.  There are some systems, like for PETN-i in which two different type of oxygen 
atoms are present; one bridging and a pair sharing a resonant bond in the nitro group. 
Evidently, the chemical states of the nitrogen atoms bonding these two different types of 
oxygen atoms are different. Two different coefficients for nitrogen have been utilized. 
For those interactions whose coefficients were not reported, Van der Waals radii and 
coefficients have been obtained as described previously327, based on hybridization or 
chemical environment of the atomic species. We have followed the same nomenclature 
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used by Miller, e.g; a tetrahedral sp3 carbon is labeled (CTE), a sp3 hybridized oxygen 
is named OTE and so forth. By means of atomic polarizability values (pa), coefficients 
can then be scaled using also the number of effective electrons (Na); 
3
6 75.0 !
! pNC a=  (27) 
 Na is obtained as proposed by Halgreen329: 
!
! vnN 33.017.1 +=  (28) 
The C6 coefficient is then obtained by means of the Slater-Kirkwood 
approximation330: 
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 As an example we show the values of the coefficients used for !-HMX is shown in 
the Table 4.3. Since R-6 interactions should have an effect at long enough distances331, 
we have considered summation of the Evdw interactions in a super-cell  considering 
4x4x4 primitive cells. Troullier-Martin pseudopotentials99, with the PBE exchange and 
correlation functional98 were employed.  Although the recommended values for 
Troullier-Martins pseudopotentials99 is 60-100 Ry. as cut-off, we found that 200 Ry, was 
necessary to converge the system’s energy of a sample NM crystal, composed of 1 
molecule. Geometry and wave function optimization was achieved using a linear scaling 
limited memory BGF algorithm332, as implemented by the CPMD333 code. The use of 
plane-wave type of functions as basis for this type of calculations precludes the effects 
of basis set superposition errors (BSSE).  
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Table 4.3 Employed C6 coefficients for !-HMX. 
Hybridizations C6: Ro: 
(1) H–H -2.29 3.538 
(2) CTE–CTE -18.394 5.14 
(3) NPI2-NPI2 -2.882 4.535 
(4) NTE–NTE -19.489 4.535 
(5) OTR4–OTR4 -8.123 4.233 
Interaction: C6: Ro: 
1 - 1 -2.29 3.583 
1 - 2 -1.644 4.625 
1 - 3 -1.371 4.158 
1 - 4 -1.805 4.158 
1 - 5 -2.756 3.947 
2 - 2 -18.394 5.14 
2 - 3 -19.305 4.875 
2 - 4 -18.9272 4.8752 
2 - 5 -7.731 4.773 
3 - 3 -2.882 4.535 
3 - 4 -1.5934 4.5350 
3 - 5 -3.494 4.395 
4 - 4 -19.489 4.535 
4 - 5 -7.7968 4.3944 
5 - 5 -8.123 4.233 
 
 Small tolerances on the wavefunction gradients (1x10-7 Hartree) and relative a small 
tolerance on the relative energy difference for the optimization cycle to another (1x10-6 
Hartree) was found to be required for the calculations. Although tried initially, no fixed 
space group assignment was done to the crystalline lattice, keeping the ionic degrees of 
freedom as variable. Unless stated explicitly, the experimental lattice ratios (c/a, b/a, 
etc…) and angles have been keep fixed throughout the calculations.  
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Effects on Energetic Materials 
 The correction through Grimme’s parameters to molecular crystals was completed. 
For the case of EM’s, we were able to obtained, through an in-house code, the optimized 
lattice parameters for PETN and NM. We see that in general, the correction of LeSar is 
in closer agreement with experimentally found data. 
 
Table 4.4 Summary of equilibrium parameters. Grimme and LeSar corrections. 
NM P a b/a c/a E 
Exp 0.00 5.1832 1.2031 1.6434  
Grimme -13.68 4.1327 1.5870 2.4573 -197.639474 
Elstner -0.38 4.0907 1.6757 2.4004 -197.609316 
NoV 9.07 4.1090 1.6833 2.3578 -197.552109 
V= 275.31     
      
PETN P a c/a E  
Exp 0.00 9.3027 0.7138   
Grimme -6.08 9.2808 0.7189 -529.595417  
Elstner 4.08 9.2766 0.7199 -529.538830  
NoV 15.96 9.2964 0.7153 -529.383679  
V= 574.65     
 
 
 Experimental reference unit cell volume have been obtained for the energetic 
materiasl: !-hmx146-148, fox-7149-153, tatb154-157, nm158-160,petn161-164 and 2-4-6-
trinitrotoluene165-168. As a fist set of comparison, we obtained the EOS of PETN without 
any type of parameterized correction.  In this case the only the internal degrees of 
freedom (ionic positions) were optimized, keeping the experimental c/a ratio163. Change 
in volume through an expansion coefficient 1, 2, 4, 8 and 16% from the lattice parameter 
were employed. Although output of the optimized coordinates is given in Cartesian 
coordinates, conversion to direct (fractional) coordinates for the successive run using the 
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strained lattice parameters was perform via a home-made code. This in turn decreased 
the computation time required for the ionic optimizations  
 
 
Figure 4.3 VdW (blue) and non-corrected (No C6) EOS of PETN. 
 
 
 
 In the Figure 4.3, we can observe an overlay of the equations of state for PETN. The 
curves lower in energy are the ones obtained with the use of C6 coefficients. The dark 
blue colored curve has been obtained from the end coordinates of the equation of state in 
which the crystalline space group has been fixed. We can find the equilibrium properties 
for the VdW corrected equation of state in Table 4.5: 
 
Table 4.5 Summary of equilibrium energies. PETN, bulk modulus value included. 
 V0 (Å3) B0 (GPa) B' 
Exp163 574.6735   
Exp161 591.5713 8.8 9.9 
Exp162 590.8 11.7,9.4,12.2 6.8,11.3,6,4 
No C6 695.23 3.2 13.67 
VdW 607.67 7.85 10.11 
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 There is a notably large array of results that can be obtained in literature, particularly 
from the group of Ollinger and Cady, indicating the sensitivity of the quality of the 
crystals obtained to experimental parameters. Our results seem to be comparable to the 
value of 590.1 (large by ca. 3%). The bulk modulus is smaller by 2%. A tetragonal 
system, nitromethane is found in condensed liquid state at ambient condition. Although 
some groups have reported the non-existence of hydrogen bonding334 in liquid 
nitromethane, through CPMD simulations (weakness in their simulation; 25 Ry cutoff, 
no VDW us=100, ) Winey and Gupta proposed based on Pressure-Raman experimental 
vibrational spectroscopy that its decomposition could proceeded via head to tail 
collision335. This system is used commonly as a “benchmark” molecule due to its small 
number of atoms per unit cell (28). We can see from Table 4.5 the reported equilibrium 
values. There is a reduction on the overestimation of the equilibrium volume. Although 
still large, an increase in 3.5% is comparable to the results obtained by Olinger and 
Cady161.  In the same fashion, correction by means of the description of C6 coefficients 
for NM were used to compare the between uncorrected EOS. Values for the bulk 
modules, and its first and second order pressure derivatives have been obtained for both 
C6 and non C6 coefficient corrected curves. The bulk modulus is still smaller than the 
experimentally obtained by Cromer159, this results compares  to the ones obtained 
previously with PAW pseudopotentials for other systems, although the equilibrium 
volume has been overestimated ca. 4.5%,  agrees better with the experiment. After 
performing calculations with the parameterized Van der Waals corrections to the free 
energy, the system show an overall decrease in the zero stress, or minimum energy 
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volume.  Calculations with optimization of the cell parameters show an increase in the 
agreement between the experimental results and the calculations, both in terms of 
equilibrium volumes, and bulk modulus. More data points are required for the correct 
calculation of the pressure derivative of the bulk modulus.  
 For 1,1-diamino-2,2-dinitroethylene, also known as Fox-7 is an energetic material 
that has the particularity of entail an electron withdrawing group (head) on one side of 
the molecule, and an electron donor amino group (tail) in the other. These molecules 
arrange head to tail along the longitudinal axis, with a non-planar configuration.  
Dispersive forces between layers of molecules can be expected. Hydrogen bonds 
between layers and within the molecule itself increases the stability of the system, which 
is also reflected in a lowered enthalpy of formation336, 2.48 eV. as compared to other 
energetic materials of the same elementary ratio. Due to the presence of seven resonance 
hybrids337 , reported bond distances between C-N and N-O distances  be comparable to a 
bond order of 1.5. The presence of a torsion angle along the layer of the molecule, has 
suggested that initiation can be due to hindered in different planes. In particular 
Kuklja336 et al have found that relaxation occurs due to NO2 rearrangement, and slips 
occurs preferentially through the [101] plane. They have inferred that electrical and 
thermal transport properties should then be highly anisotropic. The presence of 
competing reaction pathways, namely C-NO2 fission and CONO rearrangement, is used 
to explained the particular low sensitivity of the system.  Moreover, the presence of 
exited states and electron localization in any of the functional groups can induce 
intermolecular rearrangements that promote exothermal reactions.  Experimental338 
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values from diamond anvil compression experiments as well as the  equilibrium values 
obtained from the corrected and uncorrected fits to a 4th order B.M. EOS are found in the 
next Table 4.6.  
Table 4.6 Equilibrium values for #-Fox-7. A3 and GPa used. 
 Exp C6 No-C6 
Vo 522.32/511.2 534.25 586.44 
Bo 17.9 15.1 8.76 
B' 6.6 7.92 9.18 
B''  -2.3 -3.73 
 
 
 
 Agreement could be established between the calculations and the latest low 
temperature experiments, in that the discrepancy with the reference cell used for this 
EOS is ca. 5%.  
 With a triclinic unit cell154 structure, 1,3,5-triamino-2,4,6-trinitrobenzene is regarded 
as one of the insensitive energetic materials339, and is currently used as initiator for 
nuclear charges, and as desensitizer in different plastic bonded compositions. This 
molecule exhibits also intermolecular and intermolecular hydrogen bonding. Some of its 
unusual insensitivity has been ascribed to the presence of a glide plane between the 
layered molecular arrangement in the crystal unit cell340, and an unusually large 
rotational barrier of the nitro group.341 Dobratz has reported a sound speed value for 
TATB  of 1.46 Km/s.  
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 From the above thermodynamic relation, we can find the estimated bulk modulus of 
TATB (r= 1.87 g/cm3) to be ca. 4 GPa. This result contrast with the bulk modulus 
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obtained from MD simulations; 15.2 GPa. For comparison we have used both values as  
a reference. The summary of the calculated equilibrium parameters can be found in the 
next Table 4.7: 
 
Table 4.7 Equilibrium properties for TATB. 3rd and 4th denote the order of the fit used. 
 Reference No-C6 VdW  
Vo 442.52 542.74 480.54 
Bo 4/15.2 4.40 11.03 
 
 
 
   
 The equilibrium volumes of the corrected and corrected systems vary by 8.6% and 
22.6 % as compared with the experimental study, conducted at room temperature. A 
recent DFT study reports a value342  31.7% larger for the equilibrium volume, for an 
EOS obtained with DFT-GGA. 
 For the polymorph found at ambient conditions of HMX, this is; a monoclinic 
system with the beta angle close to 120°. There are 56 atoms per unit cell. A summary of 
the equilibrium parameters found, and other reported previously in literature can be 
found in the following Table 4.8: 
 
Table 4.8 Equilibrium properties for !-HMX. 
 Yoo/Cynn Eckhardt VdW No-C6 
Vo 528.40 517.16 524.46 595.47 
Bo 12.40 9.90 12.60 6.12 
B' 10.40 - 9.70 9.22 
Vo Ref 519.42    
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 Eckhardt has reported by means of Brillouin scattering the value for the Voigt-
Reuss-Hill corrected bulk modulus. Yoo and Cynn have reported the results on anvil-
diamond experiments from XRD experiments from synchrotron radiation at pressures up 
to 27 GPa. We have used as initial reference structure the one reported Choi and Putin 
obtained from neutron diffraction experiments.343 The VdW corrected b-HMX 
equilibrium value is comparable to the equilibrium structure obtained by Cynn et al. The 
non-corrected system gave a value of 595 Å3is comparable to the expected behavior of 
equilibrium properties of molecular crystals as predicted by DFT.  For TNT One of the 
energetic materials of most wide use in non-military applications, 2-4-6 trinitrotoluene, 
has 168 atoms per unit cell. Equilibrium values are shown in the following Table 4.9:  
 
Table 4.9 Equilibrium values for 2,4,6-TNT. Experimental bulk modulus from ref166. 
 no-C6 c6 ref 
Vo 2147.15 1884.87 1770.57 
Bo 2.87 5.66 10.64 
B' 15.15 16.91  
B'' -8964.36 -6307.13  
 
 Optimization with the steepest descent method was not possible with the VdW-
corrected unit cell of b-hmx, as in all instances proceeded to an expansion of the lattice. 
Comparison of the molecular structure can be made with the values reported at 4.2 K 
from Trevino et al158.  The reported bonds lengths for the C-N bond, and each of the N-O 
bonds in the resonant nitro group are are 1.48 Å and 1.223 Å and 1.209 Å. The methyl 
group has three bond measuring 1.079 Å on the average. The non-vdw corrected 
optimized structure had the largest discrepancy with the experimentally reported one. 
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The relative error in volume is ca. 21%, and the error in the lattice parameters a, b, and c, 
are 21.5%, -34.44 and -14.6, with c in the non-vdw optimized structure being 1.2676 Å 
larger than the 4.2K structure. The distance in the c-n sp3 bond is 1.424 Å.  There is 
reduction of the nitro resonant bond angle, as compared with the experimental structure, 
which causes an increase in the ‘b’ lattice vector length. Along the ‘c’ direction, the 
shortest intermolecular oxygen-hydrogen length is 2.592 Å, and 3.2 Å on average; as 
compared to a short interaction of 2.412 Å in the experimental structure, for an average 
of 2.643 Å. This difference in intermolecular distances is observed as a drastic increase 
in the ‘c’ direction. This packing, in addition to the difference in nitro angles, drastically 
reduces de length of the ‘a’ vector, as compared to the experimental structure. The 
orientation of the methyl group with respect to the oxygen atoms has a phase of 26° from 
the equilibrium structure position. In order to describe earlier low temperature neutron 
diffraction experiments, Cavagnat344 et al used a double well potential of the type 
cos(n*), with a barrier height of 10 meV. The rotation of the methyl angle at the ground 
state, without any temperature effects, could explain the observation in the VdW 
structure. 
Lattice Parameter Optimization 
 As opposed to strongly bound systems, like metals, molecular crystals can have, due 
to the flexible character of the sp3 bond, many different conformations which minimize 
their overall energy. In particular for nitromethane, we faced many optimization steps, at 
a given constant volume in which small variations in the c/a ratio and b/a ratio (e.g.; 
2.0019 vs. 2.0014 and 2.4519 vs. 2.4514) gave energies comparable in the mHartree 
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range. This just testifies for the complex potential energy surface that one has to sample 
to arrive at a local minimum. In order to obtain the lattice parameters that most reliably 
describe our systems at different thermodynamic states along the EOS, we have 
employed a method that optimizes the lattice parameters utilizing the difference of the 
axial components of the stress tensor, as calculated from the Hellman-Feynman theorem, 
from the hydrostatic pressure. 
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 Here ‘a’ and ‘ao’ are the optimized and original cell parameter, ‘P’ is the hydrostatic 
pressure and Bo is the 0 K bulk modulus of the system. The cell symmetry is such that 
the relative angles are kept at 90º.  Usually 50 to 60 steps were required to converge the 
value of cell parameters to less than 1x10-4 Å, the maximum cell length precision used 
by the code. We have found that a smaller change step, using the bulk modulus larger by 
a factor of 5 or 10 is usually required to avoid missing any lower energy minima in the 
crystal’s energy surface.  
 
Table 4.10 Effect of VdW correction to DFT.  Calculation of elastic constants. Values are in GPa. 
Volume in A3. Adapted with permission from284. 
 C11 C33 C22 V 
PETN-NOV 17.67 5.51 - 696.05 
PETN-VDW 33.32 11.90 - 609.84 
PETN-EXP 23.11 17.35 - 574.64 
NM-NOV 58.68 5.25 2.36 254.11 
NM-VDW 71.92 9.42 6.06 297.19 
Resorcinol-VdW 26.68 57.23 41.96 490.61 
Resorcinol-exp 8.60 19.50 28.80 534.70 
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 By means of finite strain method, we have calculated the diagonal elements of the 
elasticity tensor for the orthorhombic systems nitromethane, urea, resorcinol, and for the 
tetragonal systems PETN, (resorcinol, petn-nonv calculating). Nitromethane, as expected 
for a liquid system in normal conditions, was the lengthiest to calculate, due to the large 
number of local minima found after expanding or contracting the lattice parameters in 
each direction. The elastic behavior was found at the reported volume. There is a drastic 
effect on the results obtained from VdW as opposed to neglect of dispersion. Although 
the difference in the bulk modulus is still bigger than 18%, the small discrepancy (below 
5%) between the predicted equilibrium volume and the one used for reference in the 
initial calculations, indicates that an empirical correction can be further refined to yield 
values closer to experimental ones, without sacrificing computational time345. 
 
Table 4.11 Effect of corrections in NM.  
  A B C V NO2 (°) N-O (Å) C-N C-H 
Exp 5.1832 6.2357 8.5181 275.3125 123.252 1.216 1.480 1.079 
VdW 4.0912 6.9393 9.8685 280.1669 121.593 1.249 1.423 1.107 
Error(%) 21.07 -11.28 -15.85 -1.76 1.35 -2.71 3.85 -2.63 
Non-VdW 4.1043 8.4602 9.9316 344.8527 121.593 1.249 1.423 1.075 
Error(%) 20.82 -35.67 -16.59 -25.26 1.35 -2.71 3.85 0.37 
 
 
 
 An essential requirment for any correction method, we see that the effect of 
correction to dispersion forces are negligible, when comparing the qeuilibrium structure 
paramters of NM with the experimentally obtained structure (table 4.11). 
 
 
 
 95 
Table 4.12 Equilibrium parameters for molecular crystals. 
 
 Calculated  
 
      Experimental     
    VdW   Non-Vdw           
System V Bo B' Vo Bo B' Vo Bo B' 
!-hmx 524.46 6.73 10.03 588.87 12.49 8.80 528.4/517.16 
12.4,9.
9   
tatb 485.31 10.31 9.23 539.01 5.13 11.73 442.52,443.1 4/15.2   
petn 606.50 9.54 9.24 689.87 4.84 9.03 574.67/591.57 8.8,12   
tnt 1877.35 7.84 9.26 2141.59 3.07 12.75 1770.57,1830.4 10.64 8.00 
fox-7 534.25 15.10 7.92 586.44 8.76 9.18 522.32/511.2 17.90 6.60 
#-glycine 344.63 23.79 9.20 376.13 31.32 1.70 310.07 14.28 10.6 
%-glycine 242.53 21.93 7.65 265.07 11.35 12.75 234.43 25.28 5.39 
n-benz 931.07 4.90 6.44 1038.96 3.06 6.78 708.8/679.8 7.24   
ethanol 257.14 11.77 6.59 302.00 6.53 7.97 194.90 1.03   
!-glycine 154.27 10.47 7.48 178.25 19.32 6.89 158.17     
urea 136.71 18.72 6.53 146.41 12.58 7.14 145.06 14.93/20   
durene 359.45 18.21 5.45 417.92 6.35 8.35 432.23 6.24   
Res. 505.97 16.14 5.97 551.20 12.22 8.07 534.70 14.34   
p-quin 230.25 16.36 7.07 257.84 10.04 7.59 248.29 14.84 3.49 
benzene 406.94 12.00 7.36 579.76 2.82 7.87 462.514,465.62 5.85   
nm 254.11 10.97 8.28 297.19 5.40 8.10 275.312,292.7 7,8.5   
biphenyl 334.46 21.34 9.20 456.00 4.08 11.05 432.78 5.85   
 
Effects on other Molecular Crystals 
 As a mean to systematically study the effect of the inclusion of the c6 coefficients in 
the total energy of molecular systems, we have extended our study to the molecular 
systems: biphenyl346, m-dinitrobenzene347-349, ethanol169, benzene170-172,urea173-175, 
cyclohexa-2,5-diene-1,4-dione176(p-quinone), Benzene-1,3-diol (resorcinol)177 and a-,b-, 
and g-glycine178.Incorporation of the C6 coefficients had a direct effect in the 
equilibrium parameters as predicted from the equation of state. The bulk modulus for al 
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systems increased from 3.2 GPa to 17.3 GPa. The predicted equilibrium volume is 
smaller when the effect of VdW corrections is considered.  
 In general, there is a reduction in the error of the equilibrium volume, ranging from 
6.63%, in the case of urea, to the most drastic case, that of benzene, in which the 
decrease in terms of volume is 29.8 % (Table 4.12) 
The smaller reduction in the case of urea is expected, since most of the intermolecular 
interactions are dominated by electrostatic hydrogen bonding, while most of the 
intermolecular interactions in benzene are dominated by dispersion interactions of non 
polar molecules. However, for urea, the additional use of C6 coefficients, clearly 
overestimated the binding in the equilibrium volume observed in the condensed phase. 
After closer inspection, we can see that related to energetic materials, there is an 
increased agreement in equilibrium parameters for all systems, without an over-binding, 
but in the case of nitromethane. As in urea, the addition of C6 parameters, overestimated 
the intermolecular binding. For the rest of the molecular crystals, the used parameters 
clearly overestimated the cohesive energy in the unit cell. Only the cases of ethanol, 
dinitrobenzene and g-glycine do not fall in this category. For dinitrobenzene, a material 
exhibits an unusual short intermolecular O-O distance347 with large oscillations in nitro 
group caused by temperature. It is of useful optical applications due to its non-linear 
properties.  We have used the structure resulting at 100K from Mo ka radiation. It has an 
orthorhombic structure with P n a 21 symmetry (point group mm2). The equilibrium 
volume of the space group fixed, VdW corrected system is 755.9 Å3 as compared to the 
value of 679.8 Å3 of the reference crystal. For both cases, the equilibrium volumes will 
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be found above 15% of the initial reference volume.  The symmetry of the molecule 
seems to account for the reduction in predicted equilibrium volume, without an 
overestimation in cohesive forces. The best agreement for both bulk modulus and 
equilibrium volume is found for the case of b-hmx, fox-7 and g-glycine. In both cases 
non aromatic carbon type of interactions are used. Stiffnes, as measured from the bulk 
modulus at equilibrium, is also the biggest for the aromatic systems, and artificially high 
for a-glycine. (31 GPa. vs. 14.3 experimentally). More than double of what is found 
experimentally. We have studied the effect of addition of a dispersion term, Evdw to the 
total energy of two EM systems, PETN and NM. Comparison between “corrected” and 
“uncorrected” EOS indicates that parameterization of the C6 coefficients employed can 
improve prediction of both equilibrium volumes and bulk modulus. We have found 
comparable equilibrium values for Fox-7. Also the implementation of C6 coefficients 
seemed to give good results in terms of equilibrium volumes for TATB, a cyclic 
aromatic system, with the lowest symmetry, and for 246-Trinitritolune, also a cyclic 
aromatic system and b-HMX, a non-aromatic cyclic system.  The best agreement is 
found for the case of !-hmx, fox-7 and g-glycine. In both cases non aromatic carbon 
type of interactions are used.  In general, systems in which the dominant dispersion 
interaction originated from aromatic systems, seem to have over-estimated the cohesive 
forces as observed from the reduced equilibrium volumes. The combine account for 
dispersion coefficients for the atoms in different chemical environments (e.g, nitro, 
amino, aromatic and aliphatic carbons) in the case of energetic materials, seem to have 
prevented an artificial over-binding. 
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 For urea, evaluation of the stress tensor at all volumes showed that the difference in 
sxx was always bigger thatn syy=szz, indicating that the crystal structure may lose its 
tetragonal structure upon relaxation. We see, from table 4.10, that for systems in which 
strong hydrogen bonding interaction exists, there is essentially no noeed to account for 
dispersion corrections. Urea, an in general, systmes in the lower part of table 4.10, are 
examples of systems in which the equilibirum volume value shows an artificial 
overbining.  Other anisotropic effect can be found when calculating the elstic constants 
for PETN and NM. one of the elastic constants was abnormally higher than the other 
ones.  Ultimately, a good test for a proper dispersion description, should be able to 
reproduce the orthorhombic crystal system of urea, for which both vdw-and non-vdw 
optimized cell calculations by steepest descent, gave an orthorhombic system (at best), 
with no tetragonal symmetry kept. This study has shown that with a proper set of 
parameters are used to account for specific forces within a quantum mechanical 
framework; steps can be taken towards a predictive modeling of structure and properties 
of molecular crystals. However a proper optimization of the used parameters is required, 
due to artificial anisotropic effects and overestimation in the cohesive forces. 
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Figure 4.4 Equation of state. System: Fox-7. 
 
 
Equations of State  
We now proceed with the description of equilibrium properties from calculations 
with atom centerd basis functions. At each state, relaxation of the atomic positions is 
achieved through optimization of the ionic degrees of freedom; cell shape is optimized 
through the corresponding cell parameters. The total energies for each system at a given 
strained volume were used for fitting through the Birch-Murnaghan292 equation of state 
350 from which one can infer the equilibrium volume, Vo, bulk modulus at zero pressure, 
Bo, and derivative of bulk modulus, Bo’, with respect to pressure. Figure 4.4 shows the 
equation of state for the syste: fox-7.  
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Figure 4.5 Equation of state. System: RDX. 
 
 
The obtained equilibrium volume, 525 Å3, compares witht the experimental value of 
ca. 510 Å3. For RDX, we find an equation of sate (Figure 4.5) and equilibrium volumes 
that compares to the previoulsy reported experimental data of Ollinger and Cady.  In this 
case the  corresponding equilibrium values are 1699.5 Å3 vs. 1633.7 Å3. 
 
 
Figure 4.6 Equation of state. System: PETN. 
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Figure 4.7 Equation of state. System: !-HMX. 
 
 
 
 
Figure 4.8 Particle/shock velocities behavior. System: PETN. 
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We have introduced the use of the expansion to the forth order, wich allows for an 
ample range of volumes to be studied, summarizing the values of the systems: PETN, 
(Figure 4.6), !-HMX (Figure 4.7),  and NM can be seen in  Table 4.13 
 
Table 4.13 Equilibrium properties obtained from EOS. Equilibrium volume (Vo), bulk moduli 
(Bo) and pressure derivative of the bulk moduli (Bo’) reported. 
 Vo(Å
3) Bo(GPa) Bo’ 
NM 290.83 8.22 8.44 
PETN 595.46 11.26 10.28 
!-HMX 530.51 10.81 8.44 
 
 
Since the data is obtained at a constant temperature, we can call the coordinate axis 
isothermal shock velocity and isothermal particle velocity. A fit to the data, can give 
information about the sound speed in the system, and from there, we can obtain the 
particular bulk modulus. For the particular case of PETN, we have calculated a value of 
11.26 GPa (Figure 4.8), which compares to the experimental value of 9.4 by Cady, et 
al162. 
 
Figure 4.9 Energy versus strained volume parameter for some EM. 
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Since we have found good correlation between the equilibrium data found 
experimentally, and the values obtained from our model284, we can further proceed to 
use for the calculation of other relevat information.  
 For materials in which cohesive forces in the crystal unit cell are mostly covalent, (as 
opposed to weaker dispersion forces), usually the equation of state is sufficient to predict 
phase changes and their relative stability (Figure 4.9). We will now embark to 
understand the effect of temperature and extreme conditions on the sensitivity of 
energetic materials. 
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CHAPTER V 
SENSITIVITY AND ANISOTROPY*  
 
The Advantage of Modeling 
 Applications for secondary energetic materials (EM) range from initiators in safety 
bags to detonation charges, propellants and secondary explosives. It has been found 
experimentally that these materials may undergo detonation by un-planned stimuli. It is 
well known that high EM’s display anisotropic sensitivity to heat and/or mechanical 
shock 4-6. Naturally, this has raised serious issues associated with safety, logistics, and 
time burdens related to handling of these materials, as well as the cost associated with 
these issues. To understand their behavior, various physical and chemical correlations 
have been proposed 351,352. Properties like the number and positions of the substituents, 
bond length, and partial charges of the molecular constituents in the gas phase, have 
been used to correlate the trends in sensitivity of these mostly nitro group containing 
molecular crystals 353. 
 For processing of plastic bonded explosives, crystals of EM’s are fragmented and 
compressed with a polymer matrix binder. Initiation is usually achieved by means of 
adjacent primary energetic materials. Thus, localization of strain energy on the EM’s has 
been the suspect of the formation of reaction zones23, or “hot-spots”. A clear 
understanding of the relevant mechanical properties is essential. In addition to this, 
compression along a given plane can act as energy barriers and hinder a complete 
____________ 
 *Adapted from: Ojeda, O.; T. Cagin, “Anisotropic Behavior Of Energetic Materials At Elevated Pressure And 
Temperature” Journal of Loss Prevention in the Process Industries 2011, DOI: 10.1016/j.jlp.2011.06.006. Copyright 
by Elsevier Science. 
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reaction, causing runaway reactions and unexpected behavior354. In this sense, observed 
reactivity and sensitivity of an explosive is influenced by interplay between mechanical, 
chemical, and thermodynamic conditions. The prerequisite for the prevention of 
unexpected behavior while processing of EM’s is to understand the phenomena at the 
molecular level, which requires assessment beyond empirical correlations.  
 Before any bond breaks and reactions occur, an orbital has to get polarized and 
charge localization increases at certain group atoms or chemical groups. Molecules 
interacting with each other, as in condensed phase, can give rise to charge localization 
not observable for the same isolated molecule. Even though there are numerous attempts 
to correlate the electronic properties as calculated from gas-phase and quantum chemical 
studies 49,75,77,84,139,266,355-357, studies that relates charges in molecular crystal at different 
conditions are scarce 310,358,359. In case if only the gas phase studies used in correlations, 
the results will be in contradiction with observed experimental trends139.  
 First principles based computational methods (ab initio quantum chemistry, density 
functional theory, molecular dynamics with accurate interaction potentials) are shown to 
be suitable to study different thermodynamic properties 360,361 at multiple length and time 
scales. This enables researchers to employ ‘virtual experiments’ to study the energetic 
behavior and crystallographic phase changes at elevated temperatures and pressures 
without the risk of exposure to unsafe conditions. For instance one can study the highly 
reactive molecular crystals at the ground state through the use of density functional 
theory (DFT)97 . One can include the effect of temperature and pressure through the use 
of molecular dynamics (MD), employing time averages over the trajectory to determine 
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thermodynamic properties.  More specifically, DFT can also be used to determine 
pressure dependence of second order elastic constants, variation in charge localization 
under the influence of applied pressure or anisotropic mechanical loads, such as in 
response to uniaxial compression or applied shear stresses. More specifically MD is 
valuable to obtain molecular level information under extreme conditions such as shock 
or hypervelocity impact where fast evolution of thermodynamic states need to be 
observed and assessed within short time scales 362. 
 Herein, we present a systematic study of the mechanical properties as a function of 
external pressure for nitromethane (NM) and pentaerythritol tetranitrate (PETN), which 
have distinct impact and shock sensitivities 8,363. For example, PETN has a reported 
impact sensitivity which ranges between 12 cm and 27 cm (height for 50% chance of 
detonation) in drop hammer tests 8, as compared to a value higher than 320 cm for NM. 
PETN is known to be moderately sensitive to shock compression, while NM is sensitive 
to shock detonation. We will attempt to correlate these properties with overall 
thermodynamic behavior using DFT and MD methods.  The main objective is to find 
information at the different level of theories employed, and compare and contrast system 
related information on the processes that could lead to unsafe behavior. By means of 
localized basis sets that are used to represent all-electron systems, we performed first 
principles calculations on the crystals of PETN and NM. These calculations are 
conducted within DFT97 level, with gradient corrected Perdew-Burke-Ernzerhof (PBE) 
functional for exchange and correlation98. For these calculations we use extended basis 
sets105 for carbon, hydrogen, nitrogen and oxygen, as implemented in the crystal06 
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package106. Initial structures for these crystals are obtained from the Cambridge 
Crystallographic Database107. Energy convergence was found for a mesh of 4x4x4 grid 
size used for inverse space sampling. Analytical gradients are used to relax the ionic 
degrees of freedom364,365 at different strained states. 
 An important part of the model used to represent properties and processes in nature 
lies in the level of accuracy and precision of the employed methods. The most common 
Gaussian or atom-localized basis sets of current use are the split valence basis sets 366-368. 
Quality of our basis sets have been validated by a set of calculations on the molecular 
crystal of urea369 and other molecular crystal with known binding energy (BE) or 
sublimation enthalpy. One has to avoid the use of too few functions, which leads to 
drastic errors in reproducing experimental properties. Another effect to consider is the 
superposition of basis sets from neighboring atoms (BSSE); this is reduced if a large 
enough basis is used. We have employed three different type of sets; Ahlrichs’ triple-
split valence (TZP) basis set370, the 6-21G basis and our modified 6-31G* basis. For the 
latter two basis functions, the first digit indicates the number of Gaussian functions that 
represent core atomic orbitals, and the last two indicate the number of functions used for 
the valence orbitals. The TZP basis set is the largest one of the three sets employed here.  
 
 
Table 5.1 Formation energies from different basis sets. Urea crystal. Total energy reported in atomic units. 
(A.U.). 
Basis Set Energy/A.U. V0/Å3 BSSE/KJ/mol BE/KJ/mol 
6-21G* -449.7130153 136.345 97.05 -96.94 
6-31G*M -450.2513153 145.137 41.00 -98.48 
Ahlrichs -450.0698772 156.486 7.94 -88.38 
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 Full optimization with the different basis sets was performed. The results 
summarized in Table 5.1. Energies are reported to the last digit of the imposed tolerance 
for each self-consistent cycle (1x10-7). V0 stands for the equilibrium unit cell volume in 
Å3, as calculated by relaxing all the cell and ionic degrees of freedom. The BE of the 
urea crystal was estimated to be -98.48 KJ/mol, which compares well with the 
experimental371 sublimation enthalpy of -94.3 KJ/mol. From BE values, we see a basis 
set that reproduces qualitatively the experimental result. The BSSE lies between that of a 
contracted 6-21G* basis, and the more expensive Ahlrichs basis set. 
For calculations with localized basis sets, the effective pressure values corresponding 
to each compression value is obtained by fitting the results to a widely used Birch-
Murnaghan (BM) equation of state 372. The fourth order BM equation of state has the 
following form; 
....])(
6
1)(
2
11[)21(3/ 2
2
4
2
32
5
++!+= ffffBP o "
"
"
"
 (32) 
Where; 
2
3
)21(/
!
+= fVV o  (33) 
And; 
'
2
3 312 oB!="
"
        (34) 
14363)(99 '2''
2
4 +!+= oooo BBBB"
"
   (35) 
 109 
This equation of state allows for larger range of volumes, pressures and other 
thermodynamic properties to be correctly predicted. Here, V is the unit cell volume at a 
given thermodynamic state, B0 stands for the equilibrium bulk modulus at zero pressure, 
while B0’ and B0’’ represents the first and second derivative of the bulk modulus.  
In order to obtain the anisotropic mechanical properties (namely the second order 
elastic constants) for NM and PETN, we use the finite strain method. By applying finite 
strains to the crystallographic unit cell, a new cell structure (representing the strained 
form) is obtained. The difference in energy (strain energy) can then be computed in 
terms of a polynomial expansion in strain tensor 373;  
...
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In this case, E0 is the reference ground state energy, or the energy of zero-strain state; 
eij and ejk are the Cartesian strain tensor components. The stress tensor components are 
sij, and cijkl is the elastic constants tensor. The first term vanishes in a zero-strain state. 
We can determine the corresponding elastic constants cijkl, by applying specific strain 
states to the reference system. Owing to the symmetry of the elasticity tensor374, and to 
simplify, we employ the contracted “Voigt” notation; replacing the Cartesian tensor 
indices by Voigt indices: 11=1, 22=2, 33=3, 23=4, 31=5, and 12=6, for stress, strain and 
elastic constants. The second order elastic constants, CIJ are then given by the second 
derivative of the strain energy with respect to the total energy as: 
 
CIJ =
1
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In this expression the symmetric finite strain tensor components are now replaced by 
the 6-dimensional vectors: hi  and hj. Fitting the strain energy calculated for each applied 
strain to a second or higher order polynomial then enables us to obtain the corresponding 
second order elastic constants. The number of independent elastic constants is 
determined by the symmetry of the crystallographic system. The resulting elastic 
constants represent the anisotropic response of the crystal to mechanical stimuli. We 
obtain them by using a total of 6 equally spaced strain values, in addition to the reference 
or ‘unstrained’ state, and up to a value of 3% of maximum tensile and compressive 
strain. For the case of empirical corrections to the DFT energy we employed an 
estimation of dispersion or ‘C6’ coefficients through a parametrization based on atomic 
polarizabilities (D-DFT). We refer the reader to specialized literature 304,315,325,326,375.  
Additionally, MD calculations have also been performed. Whenever force field 
assigned atomic charges were not available, the charges are determined from the Charge 
Equilibration (QEq) method131. For these simulations with the Isothermal Isobaric 
ensemble (NPT), the codes LAMMPS133, Cerius2, and Materials Studio have been used. 
An equilibration time of at least 400 picoseconds (ps) is required for all the runs, with 
the averages taken over 200 ps long samples of a MD simulation with an integration step 
size of 1 femtosecond (fs). Nosé-Hoover thermostats and barostats are employed 376,377. 
Information at the different simulation scales approached here will be correlated with 
experimental data, when available.  
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Mechanical Properties 
Here, we analyze in detail the energy vs. volume behavior of primitive unit cells of 
NM and PETN, composed of 4 and 2 molecules, correspondingly. A discontinuity in the 
energy-volume curve of NM is observed in the corresponding pressure value of 3.5 GPa, 
or 220 Å3, see Figure 5.1. Upon transition to this state, there is a change in volume close 
to 20 Å3 or 10% reduction. Additionally, a change in the point group symmetry to P21 
(Table #4) from P212121, after the transition at 3.4 GPa is found. The pressure behavior of 
the elastic coefficients was obtained. We still observe a transition with a larger inverse 
space integration grid of 6x6x6 rather than the earlier 4X4X4 grid. The discontinuity is 
found close to a hydrostatic pressure value of 3 GPa (Figure 5.2). The predicted bulk 
modulus and equilibrium volume for NM, as obtained from localized basis set 
calculations, are found to be 288.6 Å3 and 9.95 GPa. They compare to the experimental 
values363 of 285 Å3  and 10 GPa.  
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Figure 5.1 Energy vs. volume curve for NM. 
 
 
 
The bulk modulus of PETN is in agreement with the ones found experimentally by 
Ollinger and Cady162, with values of 11.36 GPa vs. 9.4GPa. We found good agreement 
with their calculated values, as well as in the Vo (592.73 Å3 vs. 574.64 Å3).  
 
 
Figure 5.2 Elastic stiffness coefficients of NM. The observed discontinuity ca. 3 GPa can be observed 
in elements C11-C13 (left), as well as in the shear constants C44, C55, C66 (right). 
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As opposed to NM, PETN does not show any mechanical instability, as observed 
from its behavior for compressions up to 6 GPa. This is shown in Figure 5.3. 
Considering, the typical impact tests pressures in the 1 GPa range, and shock or flyer 
plate test expriment pressures of 3 to 7 GPa, the discontinuity  would be obseved close to 
a shock compresion. The bulk modulus as obtained from the Voigt average of the 
individual anisotropic elastic coefficients (11.79 GPa) in very close agreement with the 
one obtained from our 4th order BM equation of state (11.36 GPa). 
 
 
Figure 5.3 Changes in the elastic stiffness coefficients of PETN. 
 
 The particular behavior of a system, as it relates to directionality in its properties, are 
referred as anisotropic properties. Understanding the mechanical properties is required, 
since localization of strain energy has long been the suspect of the formation of reaction 
zones23, or “hot-spots”.  
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  Table 5.2 Second order elastic constants of fox-7. Values are in GPa. Volume in A3.  
Cij Fox-7 
C11 37.56 
C22 19.79 
C33 46.60 
C44 0.5 
C55 27.01 
C66 4.19 
C46 -0.31 
C35 12.83 
C25 -1.29 
C15 -3.15 
C23 7.01 
C13 11.92 
C12 14.24 
Vo 510.817 
 
 
Uniaxial Compression, Ground State 
Localization of energy and the corresponding formation of hot spots by compression 
along particular crystallographic planes can be estimated by the changes in energy 
observed under uniaxial compressions. Further more, a Mie-Gruneissen type17 of 
relationship, (eq. 38), can help understand the exponentail dependance on the rate of a 
reaction, as observed from the changes in energy in a partucular direction of 
compression17. 
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At elevated temperatures, we have mapped out the stress-strain behavior of the 
energetic material PETN, for which a phase change ca. 8GPa has been reported. The 
deviation from a continuous or monotonic change indicates a highly an-harmonic 
behavior. These results can be observed in molecular crystals, since molecular packing 
and geometry changes are possible through changes in bonding, torsion and dihedral 
angles for attaining the lowest enthalpy state of the crystal under applied pressure/stress 
unlike other materials like metals or ceramics. 
 
 
Figure 5.4 Uniaxial compression of NM. Complete range of anisotropic strains studied (A). Results of 
strain comparable to values smaller than 10 GPa (B). 
 
 
For both systems, we found a drastic change in the energy of the system when 
compressed to 25% of its original volume. Notice the anisotropy found by comparing 
energy difference at the maximum strain values in Figure 5.4 and Figure 5.5, we observe 
the uniaxial compression of NM and PETN, within quantum level DFT calculations. For 
both systems, there is a region of steep energy change, below 1% strain values. After 
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this, different planes behave differently, in terms of the energy required for compression. 
This is also an indication of the energy that will be released when a relaxation to initial 
conditions occur.  
At the highest strain value studied here, for NM (Figure 5.4), the <001> and <100> 
show the largest energy change, by almost 10 meV per atom, when compared to the 
other planes. Below 9% strain, the <111>, <110> and <101> directions show higher 
energy differences when compared to the other planes. For this strain level the largest 
energy differences found between the [100] plane and the [010] plane, which is now 
smaller than 2 meV/atom. For PETN (Figure 5.5), the [010] plane has a higher energy 
difference of ca. 50 meV/atom as compared to the [001] plane.  
 
 
Figure 5.5 Uniaxial compression of PETN. Complete range of anisotropic strains studied, (A). Results 
of strain comparable to values smaller than 10 GPa, (B). 
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 In contrast, at a compression value close to 8%, the <110> and <001> uniaxial 
compressions energy differences are below ca. 1 meV/atom, as compared to the rest of 
the high symmetry directions.  
 We have previously shown the electronic structure for PETN, b-HMX, and NM, 
including the corresponding adiabatic uniaxial compression energetic behavior in the 
ground. We found a marked anisotropy, in particular for !-HMX 303.  
 
 
 
Figure 5.6 Uniaxial compression of Fox-7. Compression along <111> ,<101>, <100>, and <001> show an 
initial increase in the band gap value, for adiabatic compresions. Compression along <010> indicates a 
marked reduction of the band gap value upon compression. 
 
 
 
With regard to Fox-7, Kimmel and Kuklja have reported the effects of exited states 
and hydrogen transfer54,378 in the decomposition of Fox-7, We have found that there is 
indeed a marked anisotropy upon compression through high symmetry planes of Fox-7 
(Figure 5.6). Upon closer inspection to the structures in the compressed states along 
[010] plane, shows closer contact among molecules. Near-Fermi conduction bands are 
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observed, from the electronic band structure calculation at the most compressed (30% 
Vol) state (Figure 5.7). A characteristic observed in quasi-metallic systems. This 
indicates a metallization upon compression for this system cannot be ruled out. 
 
Figure 5.7 Band structure of Fox-7. Compression along <010> Notice the band Gap closening at ‘B’.  
 
 
 
Charge Behavior  
Since it is commonly assumed that the first step in the initiation of the nitro aliphatic 
and ester nitrates through the bond breaking (homolitic) of the R-NO and RO-NO2 
groups, we investigate the changes in formal charges measured from Mulliken charges 
using overpopulation analysis. The formal charge, as obtained from the atomic number 
minus the overpopulation in the particular atom, is calculated for the systems under 
consideration (Figure 5.8, Figure 5.9). We observe that the behavior is highly 
anisotropic, with the values of initial charges differing in the highest compressed state. 
For the nitro group of the PETN crystal, the largest change in polarization can be 
observed for <111>, at the maximum strain value of 30%. The polarization for this 
Z G Y A B D E C-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
E-
E F
erm
i/H
art
ree
[010]
 119 
family of planes is also observed from the ester oxygen atom and the ester carbon atom, 
with a maximum close to 20 % strain. 
 
Figure 5.8 Change in formal charge of PETN.  Nitro group, top left.  Ester oxygen, center. Ester 
carbon, right. 
 
 
 
For NM, we observe an interesting behavior for the charge of the nitro groups, as the 
crystal is strained along the [111] direction (Figure 5.9). In this case, the maximum 
occurs at strain values close to 15%. The charge of the nitrogen atom, shows the largest 
change in formal charge, when compressed along the [001] plane, for values larger than 
25% strain. 
 
Figure 5.9 Change in formal charge of NM. NO2 group, left. Nitrogen, center and carbon, right. 
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Effects of Temperature and Pressure  
At elevated temperatures, we have mapped out the stress-strain behavior of the 
energetic material PETN (for which a phase change ca. 8 GPa has been reported). This is 
done by generating data on a multidimensional grid of stress values along unique strain 
directions, based on crystal symmetries. Starting from a slow heating of a 4X4X6 super-
cell from 50 K to 300 K, where we equilibrated the system for over 10 ns. The 
Molecular Dynamics simulations show curves that differ drastically from an expected 
uniform/isotropic behavior. From finite temperature evaluation of the equilibrium 
volumes, we obtain a unit cell of 289.90 Å3 at 150 K for NM, and a value of 657 Å3 at 
300 K for PETN. Although our model over-estimates Vo for both NM and PETN, they 
are comparable to reported values ca. 285 Å3 and 630 Å3 correspondingly 164,379.  
 
 
 
Figure 5.10 Changes in the total energy for the PETN supercell (inset, left). Enthalpy changes for NM 
(right). 
 
 
 
In Figure 5.10, we present the changes in enthalpy and internal energy, at different 
applied external stresses for the studied systems.  In both cases we see a change in the 
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slope of the energy change, along particular directions. For the case of PETN, we 
observe that the <001> direction shows an interesting behaviour since it reaches a 
plateau after 0.4 GPa, in which there is a small change in energy up to 1 GPa. In 
contrast, the changes in energy in the <010> and <110> directions show a change in 
curvature after the vaule of 0.4 GPa. A changes in the structure of the PETN molecules 
along this crystallographic plane is expected. For NM, this ocurrs near pressures of 2 
GPa, while for PETN this occurs for pressures close to 1 GPa and smaller.  
 
 
 
Figure 5.11 Changes in lattice parameters for NM. 
 
 
 
For NM, the most dramatic changes in enthalpy occur for the <111> and <001> 
directions. In addition to this, there is a discontinuity, in both enthalpy behavior and 
lattice parameters upon compression for the <111> direction (Figure 5.11). Volume 
change is larger for this unaxial compression. 
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Figure5.12 Shear stress for different applied uniaxial compressions on PETN. Values up to 3 GPa. 
 
 
 
Applied uniaxial stresses could lead to localization of stress, in the form of shear 
stresses that develop upon compresison for the PETN system (Figure 5.12). The <111> 
direction shows no increase in shear stresses upon application of uniaxial loads in this 
compression direction, for PETN. We notice that for this insensitive 111-direction, there 
is almost no stress increase. In the case of <010> this strain is not symmetric, indicating 
that the original point group of the system is not favored upon compression. There are 
tensile shear stresses in <010> and <110> directions. The total increase of stress is larger 
along ‘c’ axis when the system is compress in the sensitive [110] plane. For NM, 
asymmetric buildup of shear stress is found for [001] and [100] planes, which also show 
the largest change in enthalpy upon axial compression (Figure 5.13). We find shear 
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components in XX, and YY for the case of <001>, and components in XX, YY and ZZ 
for <100>. Interestingly enough, there is almost no shear build up for the system when is 
uniaxially compressed in the [111] direction. The fact that the system undergoes 
mechanical instabilities after 3 GPa could indicate a difference in the mechanism for the 
impact and shock sensitivities in NM.  
 
 
Figure 5.13. Shear stresses for different applied uniaxial compression: NM. 
 
 
Cortecuisse380 proposed four solid phase transformations in NM up to 25 GPa. 
Citroni381 found a phase change after 6.5 GPa, where he cited an increased hydrogen 
bonding interactions, and a predominant eclipsed conformation of the nitro group with 
respect to the methyl group. From our calculations, changes in both symmetry and 
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elastic coefficients indicate that for pressures below 5 GPa, there is phase 
transformation. This can also be supported by the observed changes in the lattice 
parameters at elevated temperatures. From a closer inspection of the structure before and 
after the transition, we find a change in the oxygen interaction of the nitro group with the 
adjacent molecular hydrogen. 
We observed a discontinuity from the pressure dependence behavior of the elastic 
properties above 3GPa. Nonetheless noted for the uniaxial compression in the [111] 
plane direction382, and in earlier diamond anvil-cell (DAC) studies 159, this type of 
behavior has not been reported in other MD simulations or hydrostatic compression 
studies. Departing from normal conditions, we observe that there is a discontinuity in the 
enthalpy pressure curves for NM, a system that is sensitive to shocks but insensitive to 
impact. Dick5 has proposed the [001] direction is the most sensitive, although no 
uniaxial DAC was possible. Piermani 383 reported sensitivities at 3 GPa with the 
<111>,<100> and <001> directions. White382found greater shear stresses in the <111>, 
<001> and <011> directions. Although indications of sensitivity for the [100], [111] and 
[001] planes for NM have already been reported 159,381,382,384,385, our results give insight 
as to what is the mechanism for sensitivity for each crystallographic direction. Although 
no available data on the elastic constants were available, the higher sensitivity along the 
[001] direction5, is supported by the changes in enthalpy observed from the uniaxial 
compression runs at 150 K, and from the larger change in total energy from calculations 
in the limit of 0 K. As expected, due to its low impact sensitivity, the NM system can 
undergo a monotonic change in enthalpy at low pressures/compressive uniaxial strains. 
 125 
At higher pressures, the shock sensitivity can be observed by the drastic change in 
enthalpy for the [111] direction, and increase shear pressure for the <001> direction, 
below 4 GPa. Furthermore, the changes in mechanical properties and phase transition, 
could explain the difference observed between shock and impact sensitivities found from 
different studies. 
For PETN, Soulard386 observed reactive wave profiles in <001> and <111> crystals 
up to 5 and 11 GPa. Dick4 Classified the <001> and <110> as sensitive based on wedge 
experiments. At higher compressions, we see a change in the electronic structure, as 
measured from the formal charges of the atoms involved in the initiation step for 
homolytic bond rupture. The formal charge of the nitro group and carbon atoms varies 
dramatically for the highest compressed state. This indicates that for the extreme 
compressed states, initiation can me more easily achieved in preferential directions.  
DFT calculations of uniaxial compression along the [010] direction showed the 
largest energy difference, in the highest strain values studied here. When the effects of 
temperature are considered, this plane and the [001] plane has displayed non-monotonic 
behavior. In spite of the anisotropic behavior with the applied external stress, the 
mechanical properties of PETN show no discontinuity or a drop to negative values up to 
pressures ca. 6 GPa. In comparison with NM, we can expect a PETN system to be 
mechanically stable after the pressure of 4 GPa is reached, either by processing or in a 
controlled application, whilst NM will not. Planes along [111] and [011] showed an 
inflexion at pressures as small as 1 GPa, which is in line with the observed impact 
sensitivity. As expected for both cases there are a larger polarization in initiation bonds, 
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at different pressures, and directions. Changes in the formal charge can be observed for 
different values of uniaxial strain, which indicates that at different compressions (impact, 
vs. shock) the chemical environment of the strained system is highly anisotropic. In 
addition to the reduction of associated cost and safety issues on particular processes that 
are difficult to study experimentally, we present computational methods than can be used 
to predict the behavior of materials exposed to extreme conditions. Here we claim that 
these methods can give an intrinsic advantage, when effort for appropriate parameters 
and accuracy are met.  We have observed that NM, which shows a crystallographic 
phase transformation and a drastic behavior of its elastic coefficients, as opposed to 
PETN, which is observed to be mechanically stable in the studied pressure range. 
Nonetheless, the effect of elevated temperatures and pressures might provide more 
insight into their behavior under compression. These studies further have revealed the 
anisotropic behavior of the studied systems. Further studies that gather information at the 
chemical, mechanical and thermodynamic level can be applied to the understanding of 
other type of systems, of lower sensitivity, or even materials, for which unknown 
sensitivities are of concern. We will focus our attention now to TATB, an insensitive 
material, to reveal the molecular properties and structural changes that can indicate a 
source of its observed experimental behavior. 
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CHAPTER VI 
PECULIAR BEHAVIOUR OF TATB UPON COMPRESSION 
 
Structural Changes 
 TATB, 1, 3, 5-triamino-2, 4, 6-trinitrobenzene, is an insensitive secondary 
energetic material (EM)339,387,388 due to its weak response to impact. This arene 
substituted molecule has both electron withdrawing and donor groups389, favors packing 
in a lamellar arrangement. Experiments indicate changes in its non-linear optical 
response390 and microstructure properties of TATB, under thermal or mechanical 
treatment110, and  an irreversible thermal expansion391,392. Besides a general interest for its 
use in various technological applications184,353,393-403, a detailed understanding of these 
changes in terms of molecular level structure and orientations upon compression is of 
significant relevance. Subtle structural differences can have implications in the stability 
and properties of the molecules as subjected to external stimuli, such as heat404 or 
compression405. Therefore, related molecular and atomistic level information392,406 and its 
behavior as compared404 to other type of EM’s284 could also provide hints to the unusual 
properties407-409 of this material.  
At ambient conditions, the experimental crystal structure reported by Cady154 has (P-
1) symmetry. The unit cell contains two molecules for a total of 48 atoms. Later reports 
of the structure of TATB from x-ray diffraction studies (XRD) indicated a lack of phase 
transition when subjected to compression410. In line with this observation, some atomistic 
models411,412, and other theoretical and ab initio calculations310,413, have also reported 
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stable planar molecular conformations, with no phase changes in crystal structure. Still, 
the molecular behavior of the system under pressure has been the subject of debate since 
earlier studies414, which have implied the presence of polymorphism415. Catalano and 
Rolon, discussed the difficulties in settling the existence of TATB polymorphs, and 
reported the presence of a number of solid state products prior its decomposition416, 
while Foltz, reported an irreversible change in optical properties of TATB upon 
compression417 in a diamond-anvil cell (DAC). More recently, experimental vibrational 
studies of the system under hydrostatic compression have been reported388,418, for 
vibration modes in the range of 100 cm-1 to 800 cm-1. These low frequency modes have 
been proposed as the doorway modes, which correlate with the impact sensitivity419 of 
some EM’s.  
To clarify if any such crystal or molecular transformation upon compression exists, 
we have performed a systematic study of the crystalline system with pressures up to 30 
GPa. In the following, we will present the results our extensive studies on the changes in 
molecular structure and re-arrangements within this triclinic unit cell under compression.  
After a brief introduction of the methods employed, we will describe the observed 
structural change, its influence on the vibrational spectra420.  In order to further relating 
this observation to experiments, we also present calculated x-ray diffraction results. To 
provide the energetic basis of a simple two state model, we present extensive potential 
energy surface calculations using ab initio quantum chemistry and DFT methods. To 
reveal the anisotropic response of the model system we also present the calculated elastic 
stiffness tensor its variation as a function of pressure.  We will then conclude by 
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discussing the implications of our findings and its relation to the behavior of TATB. In 
order to understand the potential energy landscape of the system under consideration, we 
have performed ab initio quantum chemistry calculations using localized basis sets108,109 
on single TATB molecule and TATB dimer.  In these calculations, the Hartree-Fock 
approximation (HF) and the Möller-Plesset perturbation (MP2) have been 
employed111,112. Density functional theory97,110 (DFT) calculations with 3-dimensional 
periodic boundary conditions (PBC) have also been carried out on the TATB single 
crystal. In this case, the Perdew-Burke-Ernzerhof (PBE) exchange correlation 
functional98,100-102 and the projector-augmented-wave (PAW) type potentials are 
used103,206. For securing the accuracy of results an appropriate energy cutoff and inverse 
space integration scheme421 with a tolerance for convergence of 0.2 meV per atom were 
chosen. Furthermore, a tolerance on the convergence of the self-consistent wave function 
optimization cycle is set to 1x10-7 eV. In the calculation of elastic properties, we only 
used the ‘Born’ term. This is the second derivative of the potential energy with respect to 
the strain tensor, calculated analytically from the interaction force-fields for organic 
materials422. More specifically, we use the “Dreiding exponential-6” (DREX6) force-
field117, as it has been found to be particularly well suited for the study of molecular 
systems made up of main group elements. Atomic charges are determined set by the use 
of the QEq method130,131, which reliably accounts for the charges as a function of 
configuration and ionization energies of the particular element. In our X-ray diffraction 
simulations, we have used an incident radiation of wavelength; 1.54178 Å. Optimization 
of the cell parameters and fractional coordinates at each applied external stress value is 
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performed without imposing any restriction on the symmetry of the unit cell. In Figure 
6.1, we present the variation of unit cell parameters of single crystal TATB as a function 
of applied pressure with the values ranging from 0 GPa to 5 GPa. TATB displays a 
reduction in volume and in three lattice constants (a, b, c), From 0 GPa to approximately 
1.5 GPa, all three lattice constants (a, b, and c) decrease with slight differences as 
expected from the anisotropic elastic response of the crystalline material. However upon 
further compression, the molecules slightly move from a perfect alignment perpendicular 
to the ‘C’ axis, hence reducing the electrostatic repulsion caused by the conjugated + 
system. This causes a distinct variation in the unit cell parameters; we observe a sharp 
increase in c- while a- and b- drastically decreases, still leading to a decrease in volume.  
When the structure before and after this ‘transformation’ is analyzed; at ambient 
pressures, perpendicular to the c-axis the hydrogen bonding and in-plane molecular 
interactions are predominant. As the pressure increased, however, the system responds 
through a rearrangement by increasing out of plane interactions by establishing a new 
network of hydrogen bonding (we will further characterize this below). Hence, 
compared with the original reported ambient pressure structure, there is a 
“transformation” in the form of a structural rearrangement after a pressure value 
approximately 1.5 GPa. The molecular layers, originally shifted off the axis, align closer 
one on top of the other. The net result is a lengthening of the ‘c’ direction.  This is 
accompanied by reductions in ‘a’ and ‘b’ directions, and the total volume of the relaxed 
unit cell after the transition at a pressure ca. 2 GPa is smaller by 5.1 Å3.  
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Figure 6.1 Change in lattice parameters upon compression. Compressive loading run (solid line); pressure 
release run (dotted line). 
 
Vibrational Spectra as a Function of Pressure 
 To further characterize molecular rearrangement as a function of pressure, we have 
calculated the vibrational spectra before and after molecular arrangement (focusing 
between 1.4 GPa and 1.6 GPa). We have evaluated the vibrational frequencies and 
modes from the hessian matrix. 
 
 132 
 
 
Figure 6.2 Vibrational spectra at different pressures. The frequency range from 250 cm-1 to 4000 cm-1 
is displayed on the left. Range from 800 cm-1 to 1500 cm-1 is displayed on the right. Spectra at ambient 
pressure is labeled as ‘0 GPa’.  Spectra before the transition is labeled ‘A’, while the spectra obtained at a 
pressure value close to 1.6 GPa, is labeled as ‘B’.  The bottom right Figure depicts the vibrational mode at 
1324 cm-1. 
 
 
 
The vibrational spectra of the system under study are displayed in Figure 6.2. In the 
frequency range from 250 cm-1 to 4000 cm-1, we observe differences between the spectra 
in the range from 0 GPa to 1.4 GPa and 1.6 GPa. There are more notable changes close 
to the region of 2000 cm-1, and in the region between 800 and 1500 cm-1, (right panel of 
the Figure 6.2). To narrow down the pressure at which the change occurs, we computed 
frequencies at 1.5 and 1.55 GPa values. There is noticeable difference in the spectra 
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obtained at 1.5 GPa, as compared with the spectra at 1.55GPa. In addition to other 
vibrational maxima appearing, there is clearly a separation of the peak near 1300 cm-1.  
 
 
Figure 6.3. Far-infrared section of the spectra. Compression 0 to 5 GPa (left).  Notice the irreversible 
change of different modes, ca. 1.6 GPa. Release 5 to 0 GPa (right). Pressure variation during the 
simulation depicted as "P and #P, correspondingly. 
 
 
 
 As observed from the vibrational eigenmode at 1324 cm-1, the mode is related to 
vibration of the amino and nitro groups. In the Figure, one of the molecules (i.e.; the 
inversion image) is not displayed in the unit cell, for the purpose of clarity. At higher 
frequencies, we observe the splitting of the degenerate mode ca. 2100 cm-1 to 2099 cm-1 
and 2101.5 cm-1.  This split is caused by the change in the inter-planar hydrogen bonds 
due to rotation of NH2. The peak at 1310 cm-1 changes to two peaks at 1342 cm-1 and 
1336 cm-1.  This is caused by the changes in intra-layer hydrogen bonding and inter-
layer hydrogen bonding. Lower frequency modes can be influenced by changes in 
molecular orientation within the unit cell.  More specifically, the vibrations related to 
changes in conformation of the aromatic ring, ring breathing and modes involving both 
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the ring and its substituents can be observed. We show the results of the region between 
100 cm-1 and 700 cm-1 in Figure 6.3. 
Simulated X-ray Diffraction Patterns   
 We have also calculated the associated X-ray diffraction patterns of the structure 
before and after the observed molecular rearrangement. Changes in the inter-planar 
spacing for the (002), (110) and (1-1-1) directions can be seen in Figure 6.4.  The 
dramatic change in the structure and unit cell parameters is revealed through the 
discontinuity in ‘d-‘ spacing, near the observed ’transformation’ at 1.6 GPa. 
 
Figure 6.4 Changes in the XRD spectra. TATB molecule, at 1.5 GPa (A) and 1.55 GPa (B). Changes in d 
spacing for the selected planes (right). An abrupt change around 1.5 GPa can be clearly identified, for the 
spacing of the reported planes. 
 
  
Analysis of H-Bonding Network 
 To understand the changes in the chemical environment of the system, we have 
embarked into the analysis of the conformations of the amino and nitro substituents, 
before and after the observed transition (Figure 6.5).  From close inspection of the 
structure before and after the transition, we see that the oxygen atoms from the nitro 
groups, which were aligned in plane in the ambient pressure structure, have rotated out 
of plane to increase their interaction with molecules above and below the original plane.  
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In the ambient pressure structure, there were three hydrogen bonds per amino hydrogen. 
Two of them bonded within the same molecule, to adjacent nitrogen and oxygen atoms.  
 
Figure 6.5. Structural rearrangements. TATB unit cell upon compression. View from the [010] plane of 
the TATB structure labeled “A”, at 1.5 GPa (left). View at 1.55 GPa in the middle; and after the transition, 
at 1.625 GPa (“B”). Internal, and within layer hydrogen bonding is also rearranged (top, right). Total 
energy contribution from hydrogen bond energy at different applied pressures (right, bottom). 
 
 The other bond is formed with the neighboring molecule’s nitro group oxygen. The 
longest hydrogen bond is 2.501 Angstroms. After the transition, adjacent molecules 
within the crystal field now allow for up to 4 hydrogen bonds per terminal hydrogen in 
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the amino group. The longest inter-layer hydrogen bond has a distance of 2.483 
Angstrom. The amino group closer to the inversion center has interactions via two intra-
molecular bonds and two intermolecular bonds; one of them is within the same layer and 
the other one with a neighboring layer. The total number of hydrogen bonds with 
neighboring layers along the ‘C’ axis changes from 0 to 8, after 1.6 GPa. All the amino 
group hydrogen's are bonded to at least another molecule. 
 Even though there are no restrictions throughout the calculations, the system keeps 
the symmetry of the initially minimized unit cell after the observed transition; that is, P-
1. As expected from analyzing the changes in the hydrogen-bonding network, its 
stabilizing contribution to the total energy of the system increases from -4 kcal/mol to 
more than -9 kcal/mol. 
Two State Model 
 To assess the thermal accessibility of the new state, we use a simple two state model 
by calculating the energetics of each and compare the kinetic energy required for the 
conformation “A”, or flat dihedral angles, as compared to the ‘bent’ conformation, or 
conformation “B”. The energy difference from one state to the other can be found from a 
calculation of the total energy of the structures at the DFT level with periodic boundary 
conditions. In this case we can obtain the energy difference from the structure under 
pressure; at volumes of 388.15 Å3 from the pressure-loading run, and at 389.01 Å3, from 
the pressure release run. The energy difference in this case is ca. 11.48 meV/atom, or 
1.83x10-21 Joules. The probability of finding the system in state ‘B’ at 300 K can be 
estimated from the following equation. 
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        (40) 
 The difference in energy would indicate a population of states close to 30%, of the 
available conformations, as estimated from the DFT calculations (Figure 6.6). 
 
 
 
Figure 6.6 Total energy behavior. Calculated at the DFT/PBE level of theory. The energy difference 
observed from the initial compression run (green stars) and the structure after it recovers its volume upon 
pressure release (blue squares), can be attributed to the structural changes of the unit cell. 
 
 
Potential Energy Surface 
 To further investigate the energy cost associated with the changes in conformation 
observed with the previous characterization methods, we performed electronic level 
calculations to study the potential energy surface of TATB molecule and TATB-dimer. 
Indications of possible local minima with bent dihedral angles within substitutional 
groups can be found from the potential energy surface (PES) of the single molecule. We 
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note that the potential barrier is not symmetric around 90$. The second barrier, with the 
nitro group lying flat, has a barrier of 4.12 Kcal/mol.  
We also obtained the potential energy surface for a dimer, starting from the initial 
configuration; with all the nitro dihedral angles set at ca. 29$. We see a transition into a 
local configuration minimum, in which the system has one of the nitro dihedral angles 
rotated to -38$ (Figure 6.7).  
Figure 6.7 Potential energy surface of the TATB dimer. Calculations performed at the mp2/6-311++G 
level of the theory with an angle scan step of 5°. A local energy minima ca. 40° and 150° rotation can be 
located. The latter is located 3.32 Kcal/mol above the one at the intersection of 40°. 
 
 
 
Effect of Pressure on Elastic Properties 
 To determine the anisotropic elastic response behavior of the system, we proceed to 
calculate the elastic stiffness coefficients as a function of increasing pressure. We see an 
abrupt change in the elastic coefficients of the TATB at around the same pressure (at ca. 
1.5 GPa) as the molecular rearrangements occur (Figure 6.8). This is most notable in the 
stiffness constant C11, and less pronounced for the C22 element. In the case of C11, the 
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magnitude of increase is more than 50 GPa by virtue of increased hydrogen bonding 
interactions.  
 
 
Figure 6.8 Variation of the anisotropic elastic stiffness tensor components. Different applied pressures. 
 
 
 
 Similar noticeable change behavior is also noted in off-diagonal elements of the 
stiffness tensor. This is the manifestation of the changes in hydrogen bonding network, 
hence a drastic increase in the stiffness of material in directions in accord with the new 
arrangement of the nitro and amine groups increasing the hydrogen bonding between 
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layers and adding strength to material. As expected by the changes in molecular 
structure, the coefficient that directly probes the stress-strain relation between the ‘a’ and 
‘c’ axis, undergoes the largest percent in increase, as the C13 constant changes from less 
than 10 GPa to more than 20 GPa after the transition. This interaction is also reflected in 
the shear elastic constants, C44, C55 and C66. 
 We have found a peculiar behavior in the hydrogen bonding network and chemical 
environment of TATB, that manifest in the mechanical response of the crystal. To 
further understand this behavior, in what follows, a discussion to compare and contrast 
our results with other experimental findings is presented. 
 Changes in the vibrational spectra and periodic arrangement of the TATB system, 
has been the subject of numerous studies. For example, a gradual loss of transparency of 
TATB single crystals, and the presence of SFG behavior has been reported after thermal 
treatment up to 320°C. Interestingly enough there was also an indication of changes in 
the microstructure of thermally treated390,416 TATB.  A loss of the –NH stretching 
vibration with temperature and a peak increasing at 2320-2340 cm-1 were observed in 
earlier studies423.  More recently, Holy424 has studied the effect of compression in the 
low frequency Raman spectra of TATB pellets up to 180 MPa and noticed an increase in 
the hydrogen bonding strength of the material. Assuming a D3h point group symmetry, 
Deopura and Gupta rationalized the splitting of the degenerate vNO2 observed in its 
neutron diffraction studies425 as caused by a lowering of the point group symmetry due 
to the crystal environment. Later, Towns assigned the modes426 as vNH2 while 
comparing the electron withdrawing and electron releasing properties of related 
 141 
compounds. Although the assignment from experimental data can be complicated by the 
presence of mixed modes and intermodal coupling427, we can compare each normal 
mode to reported data. At 0 GPa, the calculated frequency of 1308.9 cm-1 compares to 
the previously reported values of 1229 cm-1, obtained by neutron diffraction; 1221 cm-1 
from FTIR, and at 1219 cm-1 from Raman scattering428 experiments. 
 Recent work in the far infrared region at different applied pressures pointed out a 
strong coupling of the NO2 NH2 modes with pressure388. An irreversible transition was 
revealed after release to ambient pressure418, as seen from the line at 290 cm-1, assigned 
as a ring twist mode. The observed changes were rationalized as mixing and shifting of 
modes that translated with modes of lower pressures.  
 In our simulated spectra, this vibration shows a shift to lower frequencies, after the 
system is subjected to a pressure of ca. 1.5GPa. Upon release of the applied pressure, 
there is a noticeable change in both the intensity and the maximum positions of the 
simulated spectra. This can be noted in the increase in the maxima near 380 cm-1, which 
involve the oscillation of the NH2, NO2 and aromatic ring atoms. This represents a 
change in the molecular orientation of the system, as observed from this low frequency 
region.  
 In relation to diffraction studies, Ollinger and Cady observed the reduction in the 
number of diffraction peaks at high pressures429, while the group of Dattelbaum157 has 
studied the hydrostatic equation of state for TATB up to 13GPa. They observe some 
reflections that could not be correctly assigned through the whole pressure range and 
attribute this to the anisotropy of the crystal, and its preferred orientation within the cell 
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chamber. Besides the general agreement found at low pressures (below 2GPa) with other 
studies, they have found a ‘cusp’ in their P-V curve. Based on previous experimental 
results on TNT and graphite they postulate a possible phase transition ca. 8 GPa, caused 
by a dimerization of the TATB molecule. Although we find no dimerization, results 
from our simulated data, show that most noticeable changes occur in the region close to 
the (0 0 2) plane. The inter-planar spacing, as obtained from Bragg’s equation, shows a 
reduction in the distance of adjacent planes, after the transition is observed. Close 
scrutiny of the chemical and structural environment is then conducted. 
 In relation to the molecular structure of TATB, we note that its nitro groups show a 
libration angle of ca. 12° that can be deduced from the Debye Weller factors of the 
reported diffraction pattern154. Based on high-level ab initio and density functional 
theory method calculations, its molecular structure has been conjectured to be not co-
planar430,431 to the central ring. Freed, Gee and Manaa341 had found previously a rotation 
barrier of 5.6 kcal/mol. Additionally, other studies have argued for the ease of libration 
up to 30° in favor of hydrogen bonding interactions389 
 We study both the single molecule TATB and its dimer, and found a value of 7.6 
kcal/mol for a calculation at the HF/6-311++G//MP2/6-311++G level without any 
symmetry constrains. We note that the optimized isolated molecule structure has the 
nitro groups not planar with respect to the aromatic ring, but at a small rotation angle of 
ca. 15°. For the dimer system, we have found a local minimum that is located with the 
nitro group rotated to more than 30°. The structure of the dimer in this configuration is 
similar to the one found for the crystal after rearrangement whilst at high pressure. The 
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energy barrier to reach the new plateau as measured from our calculations is ca. 6.73 
Kcal/mol, and 3.64 Kcal/mol, comparable to the internal rotation barriers of other 
resonance-assisted hydrogen bonded molecular crystals432. This is, there is a stabilization 
effect, caused by the crystal field, observed from the adiabatic angle rotation. The 
importance of hydrogen bonding in the series of amino-trinitrobenzene family of series 
has been acknowledged before404. Ledoux hypothesized the absence of inversion 
symmetry due to a rotation of the TATB molecule around its aromatic center108. 
Furthermore, the presence of sheet-sheet interactions and the breaking of an inversion 
centered caused by this interactions and defects has been conjectured previously414. Our 
model findings support the hypothesis of a structural re-arrangement induced by pressure 
that involves not a crystalline symmetry change, but changes in the hydrogen-bonding 
network of the 2D layers to a 3D structure. We can envision systems with the overall 
center of symmetry lost in regions interfacing planar and bent molecules, caused by local 
effects. This could explained how compressed samples with increased SHG signature 
have been reported433, with no apparent change in chemical makeup, stoichiometry, and 
crystal symmetry of the used samples. The observed reordering will have a direct effect 
in the thermodynamic responses; as we have observed, there is a drastic change in the 
form of strain-stress relations, or elastic stiffness constants. The effect of the increased 
stiffness in the velocity of propagation of a compression wave may be better understood 
as changes in the sound velocity through the bulk system, as we will show next.  
 The importance of anisotropic properties and elastic coefficients for molecular 
crystals has been highlighted before23,148,177,406,434. Approximations for understanding the 
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elastic behavior of polycrystalline materials can be done through the use of the Voigt-
Reus-Hill relationships435. The values of the system before and after the transition can be 
considered to be the upper and lower limits of the elastic behavior of a polycrystalline 
system389. Here, the subscript V, R, and VRH are used to discern amongst the last names 
of the authors developing the polycrystalline elasticity approximation.   
 
 
Table 6.1 Voigt-Reuss-Hill averages. Values in GPa (Voigt, Hill) and GPa-1 (Reuss). Here “"” represents 
the difference in percent of before and after values. 
 Before After "/% 
KV 42.99 54.17 26.00 
µV 25.43 35.70 40.42 
Ev 63.72 87.82 37.83 
    
KV 0.0323 0.0294 -8.78 
µV 0.1545 0.1164 -24.64 
EV 0.0551 0.0421 -23.61 
    
KVRH 36.99 44.06 19.14 
µVRH 15.95 22.15 38.86 
EVRH 40.94 55.79 36.29 
    
    
The Voigt-Reuss Hill average shows an increase in the observed stiffness of the 
materials, particularly in the shear constants (Table 6.1) As observed from the difference 
in the barrier depth of the single molecule TATB obtained from the DREX6 force field 
and the ab initio single molecule and dimer studies, the transition in the real material 
could be expected to be at a different pressure. As opposed to the behavior of other 
energetic materials and molecular crystals, in which crystalline phase transitions and 
mechanical instabilities with increased pressure arises, changes in structure through 
molecular rearrangement of TATB can help explain the observed experimental behavior 
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and physical properties. Experimentally, one can further try to characterize the elastic 
response of the system, or more specifically the C11 constant to understand the effect of 
structural changes, preferably at pressure ranges under, 5GPa, in shock or impact loading 
experiments.    
 The molecular and hydrogen bonding rearrangement as induced by pressure for the 
insensitive energetic material TATB is reported. Systematic study through ab initio 
methods indicates the presence of local minima found for the dimer at this high-pressure 
configuration. Amongst the different thermodynamic, mechanical and chemical 
characterization required in understanding a material’s response to external stimuli, 
elastic theory can be used as an important tool in understanding the response to 
mechanical impact. We have shown that in the static and long wave range limit, the 
second derivative of the system’s energy with respect to position can itself be used as 
guidance to understand the thermodynamic changes that a known insensitive system 
(TATB) can have; more significantly, when other energy response functions (heat 
capacity, etc.) do not seem to have any type of transition.  This type of elasticity driven 
study can further be pursued for other system, e.g.; NM, Fox-7, PETN, HMX, and other 
molecular crystals, in order to gain insight of the relevance of intra- and intermolecular 
interactions. The changes in bonding and structure, which should manifest additionally 
as changes in the observed elastic properties, could indicate the necessary chemical 
characteristics of other possible insensitive energetic materials. 
 It has been suggested that grain size more than void concentration can have an effect 
on the detonation pressure of some energetic materials436. We will now pursue 
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understanding in the role of deformation mechanisms in the initiation of the energetic 
materials. 
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CHAPTER VII 
EFFECTS OF DEFECTS/GRAIN BOUNDARIES 
 
Description  
 It has already been shown that defects have an effect on the sensitivity to impact of 
the energetic materials. We want to explore the effect of crystal defects on the 
anisotropic mechanical response of the energetic materials under both hydrostatic and 
axial compression, and with the application of shock. It has been suggested that grain 
size and orientation more than void concentration can have an effect on the detonation 
pressure of some energetic materials436,437. Compression of Energetic materials (EM) 
with a polymeric binder facilitates casting and machining. This is usually done with a 
small weight percent of binder included in the formulation. For example, compsition 
LX-16 has 96%w PETN and the rest as polymer binder. Heterogeneities in the 
microstructure of polymer bonded explosives raise difficulties in understanding trends 
like sensitivity and mechanical properties, as compared to the homogeneous material. 
Unlike other systems, e.g.; metals, the effect of plasticity in detonation properties of 
energetic materials remains a nascent topic. 
 Processing parameters can have an effect in the sensitivity of the energetic materials. 
Crystals purified with different solvents, e.g.; cyclohexanone or acetone, will produce 
different number of cavities and voids438, and become sources of dislocations. Changing 
from cyclohexanol/ethanol to g-butyrolactone/water change the crystallization 
morphology of RDX from small crystallites to dendrimers439. The effect of the void and 
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vacancy concentration has been suggested to have an effect in the sensitivity of systems 
like RDX and HMX440. Crystallization conditions will also have an effect on the specific 
morphology of the grown crystal habit441. Understanding the thermodynamic and elastic 
effects in sensitivity can help tailor some of the applications of EM’s to civilian 
realms442, and also reduce associated hazard of transporting and handling of the 
materials. The prepared crystals are usually compressed to achieve high density either 
with other type of energetic materials, or with a plastic binder. Detonation pressure for a 
given system will depend443 on the density of the material; therefore, compression to 
achieve high density in this binder-energetic material matrix is performed. Since there is 
a small weight percent of plastic binder, stresses localization caused by the close contact 
of different crystal faces can be expected, specially under conditions of high stress rate 
(as in direct impacts) or supersonic shock strains 
 By means of molecular dynamics simulations, we show the results of the studies on a 
commonly used secondary explosive; PETN, which has an anisotropic response to shock 
detonation. The goal is to understand the role of deformation mechanisms in the 
initiation of the energetic materials. 
 The slip plane has been suggested as the (110) plane, with possible Burgers vectors 
in <111>444, other studies suggest the formation of a slip system in [110](001)4. By 
means of layer projection, we have created large super cells (up to 868 molecules) of the 
latter, and studied by means of molecular mechanics and molecular dynamics 
simulations. Creation of the [110]- and [001]- layers with 3-D periodic boundary 
condition was performed initially on the single crystal system. This layers were then 
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expanded to a matching length of ca. 35 A per side. Stacking along the z-axis of the 
[001] was used for alignment. This created the first set of bi-crystals for simulation.  
After the results of molecular dynamics simulations were obtained, a larger grain system 
was set up. In this case the z-direction was doubled in size, with the intention of 
reducing the finite size effects of the stacking fault in the grain system. The crystal 
packing of PETN facilitates identification of a discrete number of layers on each side of 
the grain system. 
 
  
Figure 7.1 Construction of the system under study. [110] plane (left) and [001] layer of PETN. Right: 
[110][001] Grain boundary system of PETN. 
 
 
 
Molecular Dynamic Simulations 
 In order to assess the quality of the force fields, molecular dynamics simulations 
have been performed in a large (4x4x6) super cell of PETN. The initial applied 
temperature (50K) was ramped in increments of 50K up to a value of 550K. Averages 
were obtained for the last 40 ps from the 60 ps run. Equilibrium volumes at 300K (621 
Å3) are comparable to the experimental reported values164. 
 From these runs initial structures of obtained for the succeeding molecular dynamics 
simulations to obtain the relaxed system’s energies, at 50, 250 and 300K. The initial 50K 
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temperature is employed in order increase the temperature gradually of the system to the 
target value of 300K. There is already a change in the density of the material when 
prepared along one phase, as compared to the denser packing found in the [110] 
direction. There is a stacking fault caused by the atom mismatch in the inter-planar 
spacing of the [110] direction as compared to the [100] direction. 
The surface energy is calculated using the following formula: 
!! ! !! ! !!!          (41) 
 Here E1 indicates the grain system energy, Eo the minimum energy per face (Eo/2) 
and n is the number of molecules in the system. 
 From molecular mechanics calculations, which were iterated up to 2000 steps, with a 
convergence on the energy of 10-3 Kcal/mol and a convergence on the forces of 0.5 
Kcal/mol/Å., we are able to obtain the energetic of the formation of the system. The first 
set of results can be observed in the following Figure 7.2. 
 
 
Figure 7.2  Change in energy and density. Effect of number of layers, left. 8 layers system  observed from 
the [001] direction, right. 
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 Molecular Dynamics Simulations show also a positive energy of formation for the 
interface. In here, we have been able to construct a thicker bi-crystal. We can see a 
change in the energy profile close to 9. Closer inspection of the structures shows a 
change in the crystal orientation, caused by the plane mismatch. We see also a reduction 
in the total energy with respect of temperature.  
 At the interface, there seems to be a larger number density of nitro groups expanding 
from the [110] crystal, this could explain the increased reactivity observed for 
compressions along this direction. Formation of the grain system shows an initial change 
in the density of material, although the density increases to with the number of layers, it 
is not expected to reach the value of the defect free system. 
 
 
Figure 7.3 Interface of the grain boundary. The [001] direction (left) and the [110] plane(right) shown. 
Snapshot from the MD simulation at 250K. Oxygen atoms represented in red, nitrogen in blue and carbon 
as gray (hydrogen is white). 
 
 
 
 After the initial observation of the effect of crystal orientation and sensitivity found 
in PETN by Dick4, a model of steric hindrance was put forward. In this model, it is 
assumed that sensitivity will be related to the number of intermolecular close contacts 
that can be found when straining along a particular direction. Based on surface etchings, 
Sherwood444 has reported a Burgers vector as b<1,-1,1> and a length of 1.48 nm. Their 
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study has concluded that for the suggested slip system, steric hindrance would be limited 
to half as the one observed in our studied system; Although both in the early reports by 
Dick and Sherwood, acknowledge is made to the high number of intermolecular contacts 
is made in the (110)(001) grain system, no further discussion is presented. Our 
simulations indicate that possible smaller Burgers vector can be realized for this type of 
grain.  
 
Figure 7.4 Stack fault map. 
 
 
 
 Further studies on the equilibrium and dynamic gamma surface or interface, can hint 
to more stable conformations, and be used as basis for shock experiments.  
 As our exploration through increasing time and lenghtscales bring us the use of 
larger systems and elevated temperatrues and pressures.  The effect of temperature and 
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energies was related to different reaction rates. We will now focus on one example in 
wich a particular reaction pathway can be resolved, in specific thermodynamic 
conditions. This for the case of the system nitroethane.  
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CHAPTER VIII 
IDENTIFICATION OF REACTION PATHWAYS 
 
Initiation Chemistry  
 The specific properties of high performance and sensitivity have to be considered for 
stable energetic materials. Higher risk efforts are underway to explore the possibility of 
meta-stable energetic materials. There has been extensive research to measure the 
kinetics and elucidate the mechanism of their decomposition for a long time. The study 
of thermal decomposition mechanism is essential to engineering design and fundamental 
to the design and optimization of materials. The kinetics of thermal decomposition is 
expected to illustrate the mechanisms of initiation and stability. In this section, we will 
focus on the decomposition pathways in gas-phase and investigate their thermodynamic 
properties in condense phase, from molecular dynamics simulations within a ‘first 
principles’ methodology. 
 C–NO2 bond rupture is often suggested as an initial step in the thermal 
decomposition of nitro compounds, because the attachment of nitro groups is relatively 
weak356,409. The C–N bond dissociates without an apparent transition state structure, and 
affords two radicals. The calculated reaction enthalpy for gas-phase nitroethane to form 
radicals is 56.1 kcal/mol at the B3LYP/6-31+G(d) level. To better understand the C–
NO2 bond rupture, a detailed reaction profile was calculated as a function of C–NO2 
bond length. 
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Figure 8.1 Internal energy of NE as a function of temperature. Phase change found (left); Instantaneous 
values for the components of energy for 2000 steps of MD simulation of Nitroethane. 
 
Ab Initio Molecular Dynamics  
 The converged (10-7 atomic units (au)) wavefunctions from the initial position were 
used as initial guess for the first Car-Parinello molecular dynamics run. Since the initial 
gradients can be very large, an initial kinetic energy of 50K was used. Atoms were 
allowed to move, and then the kinetic energy was slowly removed. From this 
“annealing” procedure an equilibrium configuration of the electron density and ionic 
positions was obtained. The electronic density for each atom was used for the Parinello-
Rahman microcanonical ensemble simulations that followed the damping run. As seen 
from Chapter III, these materials hava a large band gap, which allows for small coupling 
between the electronic and vibrational degrees of freedom in the simulations. 
 An initial equilibration run of 2000 steps, with a step size of 4 au (1 au= 
0.024188843 femtoseconds). Then a longer run of 2000 steps, with velocity scaling of 
200 K was realized, All at 50K and doubled initial temperature. We see from the 
instantaneous values (Figure ) that the system is closer to its equilibrium configuration. 
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The conserved energy (E-con) is in fact stable ca. -225.1261 Hartree. From these 
simulations we can extract the average value of the electronic (fictitious) kinetic energy, 
and use as input for constant temperature simulations, with Nose thermostats for the ions 
and the electrons. This simulation can further be used to obtain equilibrium values and 
averages at higher temperatures. An upper limit of 300K is proposed, with increments of 
50K and averages of 80000 steps. 
Results 
 After the equilibrium volumes were found, a larger Nitroethane cell was constructed, 
with an approximate density of that of the liquid (1g/cm3). Here again the challenge was 
first to obtain an appropriate wavefunction to be used in calculations at higher 
temperatures. The obtained wavefunction was used as input to perform car-parinello 
molecular dynamics at constant volume and energy. This procedure applied to explore 
determining any or which chemical reactions occurring at a given elevated temperature. 
 
Figure 8.2 Running average of the larger 15 molecule system. NVE Simulation results (left). Electrostatic 
potential mapped into the molecular charge density isosurface (0.16 Hartree). 
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 From the different snapshots taken at this initial step, we see even at the lower 
temperature of 1000 K, that the initial bond to break is the NO2-ethylene bond. Mulliken 
population analysis shows a large positive charge on nitrogen (0.65) and a large negative 
charge on the nearest carbon, -0.67.  The Mayer bond order for this atom is less than one 
(0.68), indicating a looser interaction as in a regular sp3 bond. 
 At the detonation transition, the temperature of NM has been estimated445 as 2500K 
Temperatures in excess of 104 K have been found446 in compressed air inside detonating 
PETN. In a recent study, Mathews et al447 analyzed the optimized bond lengths and 
structures of amino substituted nitroethanes, their equilibrium bond distances were never 
in excess of 1.7 Å. Kwok have suggested a very fast transfer from an exited NO2 to the 
C-N bond as this was suggested as the primary mechanism as studied from Raman 
spectra448. Our results indeed find that even in the initial phases of equilibration, NO2 
bond scission occurs for temperatures of 2000K. 
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CHAPTER IX 
ELASTIC PROPERTIES AT ELEVATED 
 TEMPERATURES AND PRESSURES 
 
Introduction 
Molecular dynamics methods have been proven appropriate to describe the 
mechanical properties of metals, ceramics and some organic systems253. More recently, 
some attempts have been made to obtain the elastic properties of molecular crystals449 
under the isothermal isobaric (NPT) ensemble450. In particular for the energetic material 
(EM); 1,3,5-triamino-2,4,6-trinitrobenzene (TATB), understating the mechanical 
properties at elevated temperatures and pressure, is important since subtle differences 
can have implications in the stability and properties of this insensitive339,387 EM as 
subjected to external stimuli, such as heat or compression341,403,415,431,451. Therefore, 
related molecular and atomistic level information and its behavior as compared to other 
type284 of EM  could hint to the unusual insensitivity407,408 of this material. As opposed 
to the limit of 0K, elastic properties of a material at ambient conditions do have 
contributions from kinetic energy and stress fluctuations in the system. 
For a solid, stress and strain (%,!) can be related to each other by Hooke’s law; 
! ij =Cijkl"kl +Cijklmn"kl"mn +Cijklmnpq"kl"mn"pq +...  (42) 
The fourth order rank tensor Cijkl is commonly known as the elastic constant tensor, and 
its elements comprise the second order elastic constants. Under finite strain theory, this 
proportionality constant can describe the mechanical behavior of solids. Different 
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approaches to obtain this elastic behavior vary from empirical force models452, the 
second derivative method453, temperature and stress control molecular dynamics 
methods454 fluctuation formulas 294,455  at thermodynamic equilibrium state and 
engineering243,251 and finite deformation or stress application methods283,456,457. The 
second order elastic constants are found to vary considerably under finite strain 
conditions. These nonlinear effects can be accounted for by the higher order terms to 
above equation, namely introducing higher order elastic constants. For instance, we find 
that the second order compliance tensor is defined as: 
 Sijkl =
Vo
kbT
< !ij!kl > ! < !ij >< !kl >( )
     (43)
 
While the third order elastic compliance tensor is defined as 
Sijklmn =
Vo
kbT
! "ij"kl"mn( )
        (44)
 
The compliance tensor is related to the second and third order stiffness coefficients by; 
Cijkl = Sijkl!1             (45) 
We have defined here the strain tensor as previously; 
! =
1
2 (h0
'!1Gh0!1 ! I )
         (17)
 
And the crystalline system is defined by the set of h vectors ordered as;  
h =
ax 0 0
ay by 0
az bz cz
!
"
#
#
#
#
$
%
&
&
&
&
         (46)
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The matrix ‘G’ is defined as;G = h'h .  The second order isentropic elastic coefficients 
are thus defined as: 
V0Cijkls = !
V02
kBT
<! ij! kl > ! <! ij ><! kl >( )
+2NkBT "ik" jl +"il" jk( )+ # ijkl    (47)
 
The term that depends on the potential energy is called the ‘Born” term. It is defined as; 
! ijkl =
!2E
!"ij!"kl            (48)
 
For metallic systems, it is known that the stress (,mn) fluctuations are at least an order of 
magnitude smaller than the Born Term. The behavior is unknown for softer molecular 
crystals, like EM’s. The third order fluctuation formulas are defined as; 
Cijklmns =
V0
kBT
! " ijkl# mn( )+! " klmn# ij( )+! " ijmn# kl( )!" #$
%
V0
kBT
&
'
(
)
*
+
2
! " ij" kl" mn( )+
V0
kBT 2
,T
,!mn
&
'
(
)
*
+" # ij# kl( )
%
3NkBT
V0
Dijklmn +
! ijklmn
V0
 (49) 
Here, - is second derivative of the Hamiltonian with respect to strain ‘&‘, ‘.’ is the third 
derivative of potential energy with respect to ‘&’ and Dijklmn is a 6th rank tensor product of 
(ij; 
Dijklmn = !im!ln! jk +!im!kn! jl +!in!km! jl +!in!lm! jk
+!ik!lm! jn +!ik!ln! jm +!il!km! jn +!il!kn! jm
  (50) 
We have performed molecular dynamics simulations with the Dreiding exp-6 form force 
field117. A time step of 1fs is used. For the equilibration part of the dynamic run, both 
kinetic energy scaling through ionic velocities and Hoover thermostat was used.  The 
 161 
evaluation of total energy averages was obtained from for at least 200 ps. after these 
stabilization runs, which were typically found in the range of 400 ps. From here, average 
values of lattice vectors were obtained to construct or reference h0 matrix. 
The equilibrated lattice parameters can be thus used in constant volume microcanonical 
or canonical ensemble; to obtain the average energies and stresses at each applied strain 
state.  This results in either the isentropic or isothermal elastic constants.  We show here 
the results at low temperature for the system TATB. We have used the method of QEq 
for charge equilibration, with the use of the exponential-6 form of the Dreiding 
forcefield, with the use of Cerius2 or Forcite module of Materials Studio, from Accelrys 
Software, Inc458.248 
 
Figure 9.1 TATB isotherms. 
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Results 
Equilibrium lattice parameters are obtained from isothermal isobaric ensemble 
averages. The obtained isotherms can be found in Figure 9.1.  
For the case of TATB, a larger aromatic system, which is stable at ambient 
temperatures and pressures, we see that the choice of strain amplitude is more important 
in describing the system in the current thermodynamic state. On a system that fluctuates 
around an average value of temperature and pressure, we can expect visits to 
thermodynamic states that differ from the equilibrium thermodynamic state, when the 
strain amplitudes are large. As an example we take the case for the strain in the ‘x’ 
direction. We have plotted the results of the whole studied strain amplitude strain, the 
error bars represent one standard deviation from the total collected data points in the 200 
ps evaluation run (Figure 9.2). Even though the single point energy calculations at 
strains amplitudes show an elastic behavior up to 10% tensile strain, this behavior is not 
observed when compressing the TATB crystal.  We have thus restricted our calculations 
to strains in the elastic region. 
 
Figure 9.2 Strain in the ‘x’ direction. Strain values up to 8% tensile and 3% compressive. Error bars 
represent one standard deviation in the average error of the total run. 
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Figure 9.3 Stress/strain components. Strain in the x direction. 
 
 
 From Figure 9.3, we can see that the proper choosing of strain amplitude has an 
effect on the value of the calculated elastic constants. For a crystalline system, like 
TATB, we see the onset of non-elastic deformation at 5%. This indicates that there is 
strong contribution from higher order elastic terms, and therefore the use of an elastic 
constant of second order describing the linear relationship between stress and strain in 
this amplitudes, is no longer valid. 
 
Table 9.1 Stress/strain and energy/strain results for C11. 
Strain 
Range: 
 
0.5% 1% 2% 
 
C11(E) 70.33 48.54 68.74 
 
C11(,) 70.125 37.41 60.211 
 
 
We can see in table 9.1, that the range in which the stress follows a linear 
relationship with the applied strain is rather small.  We see that te value of 0.5% gives 
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comparable values as obtained from stress/strain relationship as compared to 
strain/energy relationships. The use of stress or energy in this case gives a value within 
less than 1% of one another.  
To assess the precision of our calculations, and based on two and four block 
averages over the evaluation period of 200ps, we have observed a variation in the 
standard deviation in Energy smaller than 400 cal/mol and 0.0064GPa in total pressure.  
We then proceed to obtain strains with a change from the equilibrium parameters at least 
twice the magnitude of this standard deviation.  
 
Table 9.2 Second order elastic tensor for TATB, 300K. 
70.33 19.83 8.16 -5.46 -7.80 -1.65 
* 62.43 13.31 -17.76 -1.10 -3.36 
* * 19.67 -0.55 -0.19 2.69 
* * * 7.74 2.06 -2.59 
* * * * 4.85 -6.53 
* * * * * 22.57 
 
This ensures that higher order contributions are kept to a minimum. We can observe 
the complete elastic tensor for TATB in Table 9.2 above. For most strains a value of 
0.5% or 1% maximum was used.  Linear stress/strain relationships are used for each of 
the stress components on a given applied strain. For the strain d1, we will have 6 
different stress /strain relationships, from the 6 independent stress tensor components. 
This also gives the advantage of obtaining independent values for the off-diagonal 
second order elastic stiffness components, which can be averaged to report a single 
value. Strain step size was kept as 0.05%.  
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Care was taken to use a strain range in which the energy difference between tensile 
and compressive strain energy was below 2Kcal/mol. In case of the diagonal elements of 
the elastic stiffness matrix, values smaller than the precision of the calculation were 
discarded. The most common type of linear fit comprised of a 9 data step curve, with a 
maximum strain amplitude of 1%. Calculations at elevated temperatures, in 50K 
increments up to 500 or 550K can now proceed. In the same fashion, calculations of the 
elastic constants at elevated pressures are now feasible. 
 
 
Figure 9.4 Second order elastic coefficients at elevated pressures. C11 and C22 shown. 
 
 
  
The bulk modulus obtained from Voigt-Reuss-Hill Relationships is 26.11 GPa.  In 
the cases of the shear strains, particularly the once with smaller value, like C25 and C43, 
their value can be accounted for as zero. Due to the symmetry of the fourth rank tensor, 
Cij should equal Cji, here we are using the well known Voigt notation. Based on this 
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difference, we can observe a maximum value of 4.44 GPa in our calculation, for the case 
of C14 and C41. This indicates the accuracy of the calculation.  
 
 
 
Figure 9.5 Individual second order elastic coefficients at elevated pressures. 
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From the value of the error value in stress for ,11, we can se that the value of C11 can 
range from 74.66 GPa to 67.46 GPa.  This gives a standard deviation for C11 of 5.1 GPa. 
We shall present now the results of the pressure variation of the elastic constants of 
TATB, with the consideration that the error at each given pressure value has to be 
determined (Figure 9.4, Figure 9.5). 
At elevated pressures, account for the stress components of the reference system are 
obtained through the use of effective elastic coefficients: 
BijklT =
1
2 (! il" jk +! jl"ik +! ik" jl +! jk"il ! 2! ij"kl )
+Cijkl  (50)
 
The values obtained from the calculated B11 and B22 components can be observed in 
the following Figure 9.6. 
 
  
Figure 9.6 Effective elastic coefficients. B11 and B22 at different hydrostatic pressures. 
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The calculations from fluctuation formulas will require larger unit cells, as opposed 
to the 2x2x3 used here, and longer simulation runs. On a single unit cell, with 400ps, of 
equilibration and 2.5 ns of evaluation time, we calculate the born term, every 3 frames, 
recorded every 10 steps. 
 
Table 9.3 Born term, 2.5 ns. 
63.46174 14.33102 8.51812 -9.18417 -12.44448 -3.07727 
14.33102 57.45807 11.55457 -20.76957 -4.87455 -1.19021 
8.51812 11.55457 11.07151 0.06052 -0.05378 1.54034 
-9.18417 -20.76957 0.06052 4.99442 -1.86259 -2.20373 
-12.44448 -4.87455 -0.05378 -1.86259 -0.30678 -6.79433 
-3.07727 -1.19021 1.54034 -2.20373 -6.79433 21.32726 
 
 
As compared to the calculation run on 7 ns of evaluation time; 
 
Table 9.4 Born term, 7 ns. 
100.36758 47.12743 28.06895 -66.24329 -38.51751 11.90937 
47.12743 58.29267 13.74542 -38.50781 -10.43822 -8.14332 
28.06895 13.74542 18.13992 -21.89618 -11.09003 0.35722 
-66.24329 -38.50781 -21.89618 70.84115 29.85327 2.29928 
-38.51751 -10.43822 -11.09003 29.85327 18.67084 -1.42712 
11.90937 -8.14332 0.35722 2.29928 -1.42712 5.26445 
      
 
We have found that convergence of average energies and stresses is the main issue 
when calculating the elastic properties of these organic systems. As opposed to metals 
and others strongly bound systems, in this cases not even the Born term converges 
rapidly as seen from values obtained from average of two different time length (Table 
9.3, Table 9.4). 
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CHAPTER X 
CONCLUSIONS 
 
Energetic Materials 
Due to the chemical, mechanical and thermodynamic level information that provides, 
multiscale modeling methods, can then be applied to the understanding of other type of 
systems and give a clearer understanding of the molecular processes that undergo 
energetic materials, prior to initiation.  Beyond a generalization from a particualar 
model, spectroscopic paramters or isolated information from gas phase molecular 
structures, we have found that specific thermodynamic information can be substracted 
from particular type of theoretical experiments. In our particular case, We have 
conducted first principles ground state studies, complemented by atomistic calculations 
at elevated temperatures and pressures, for energetic commonly used secondary EM’s 
with varying sensitivities. Chemical information found from ab intio methods, and from 
compression at elevated temperatures show that external conditions relevant to impact 
and shock behavior can have different effects on the studied systems. These range from 
changes in local conformation, changes in the hydrogen-bonding network, and more 
drastically to a full crystallographic transition in which the symmetry of the system 
undergoes a transformation.  
A common assumption found in literature is that both impact and shock sensitivities 
are referred to as the same type of behavior. Any change observed in the electrostatic 
potential/charge of the system at different compressed states shall be correlated to 
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specific thermodynamic states accessible from experimental techniques (flyer plate viz. 
hammer test. Information found from ab intio methods, and from compression at 
elevated temperatures indicates that impact and shock behavior for secondary energetic 
materials will have different manifestations. These reveal the anisotropic behavior of the 
studied systems. Departing from normal conditions, we observe that there is a 
discontinuity in the enthalpy pressure curves for NM, a system that is sensitive to shocks 
but insensitive to impact. A non-monotonic behavior is observed for the case of PETN. 
Although indications of sensitivity for the [100], [111] and [001] planes for NM have 
already been reported159,381,382,384,385, our results give insight as to what is de mechanism 
for sensitivity for each crystallographic direction. As expected due to its low impact 
sensitivity, the NM system can undergo a monotonic change in enthalpy at low 
pressures/compressive uniaxial strains. At higher pressures, the shock sensitivity can be 
observe by the drastic change in enthalpy for the [111] direction, and the increase shear 
pressure for the <001> direction. Furthermore, the resolved increase in shear stresses for 
compression in all but the <111> and <110> directions at compressions below 20% 
volumetric strain value, could explain the difference observed between shock and impact 
sensitivities found from different studies. 
In the case of PETN, the sensitivity at almost all pressures is observed from the non-
monotonic energy behavior of the uniaxial compression. At higher compressions, we see 
a change in the electronic structure, as measured from the formal charges of the atoms 
involved in the initiation step for homolytic bond rupture. The formal charge of the nitro 
group and carbon atoms varies dramatically for the highest compressed state. This 
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indicates that for the extreme compressed states, initiation can me more easily achieved 
in preferential directions. For the case of NM, the formal charge of the nitro group varies 
less in the [101] direction, while there is a marked polarization for the [010] direction, 
which is observable in the change of the C atom. As expected for both cases there are a 
larger polarization in initiation bonds, at different pressures, and directions.  Also, 
different relative values or charge can be observed for different values of uniaxial strain, 
which indicates that at different compressions (impact, vs. shock) the chemical 
environment of the strained system is highly anisotropic. 
Localization of strain energy has long been the suspect of the formation of reaction 
zones and molecular changes in energetic materials, causing runaway reactions and 
unexpected initiation. A clear understanding of the mechanical properties is thus a 
perquisite in understanding the interplay between mechanical, chemical and 
thermodynamic properties that relate sensitivity and energetic materials before they 
undergo initiation. Relevant knowledge of the structure and properties of the material 
when subjected at extreme conditions is required. If constrained to the elastic behavior 
of the material, the method of the second derivative of the energy has the advantage of 
giving rather accurate results, as compared to stress derived elastic coefficients. In our 
case, we observe a discontinuity from the elastic behavior (as seen from the strain – 
energy curves) for the case of NM, at pressures above 3GPa. Although no available data 
on the elastic constants was available, the predicted higher sensitivity along the [001] 
direction, as predicted by the model of steric hindrance, is supported by the changes in 
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enthalpy observed from the uniaxial compression runs at 150K, and from the larger 
change in total energy from calculations in the limit of 0K.  
Our calculated values for PETN agrees with the calculated by Gupta’s group with 
sound speed experiments363.  Values of the bulk modulus and its pressure derivative 
correspond well to the ones found experimentally by Ollinger and Cady162. Changes in 
both symmetry and elastic coefficients indicate that for pressures below 5GPa, there is 
crystal symmetry transformation. This can also be observed from changes in the lattice 
parameters, molecular structure and mechanical properties of the system. As opposed to 
NM and PETN, we found that the elastic properties of Fox-7 showd and increased 
stiffness. Nontheless, this enhanced mechanical properties, the relationship between 
softer shearing constatns and the anisotropic band gap closing indicated the sensitivity of 
this secondary energetic material to anisotropic stimulli.  
We observed the structural behavior of TATB, with a planar layer arrangement in 
normal conditions, under hydrostatic compression. A change in the intermolecular 
hydrogen-bonding network is observed upon compression. This molecular 
rearrangement is systematically studied and characterized, from both gas phase and 
condensed phase studies. The number of hydrogen bonds along the ‘Z’ axis increases 
from 0 to 8, which is observed as an increase in the hydrogen bonding energy as well. 
From vibrational frequency studies, changes can bee seen in the nitro and amino group, 
as well as changes in the region of 100 cm-1 to 700 cm-1. From gas phase calculations, 
the potential energy surface indicates the presence of two local minima within 3.42 
Kcal/mol difference in energy, with a minima located at the conformation observed from 
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the structure under pressure. Correlation between reported spectroscopic data is reported. 
Even though this peculiar behavior does not induce a change of symmetry of the crystal 
unit cell, the inversion center within adjacent cells of different conformations is lost. In a 
contrasting behaviour, the insensitive TATB, revealed itself in an stiffenin upon 
compression.  
Although the value of the C11 constant correlate directly with the experimentally 
observed sensitivity of the particular systems, (namely TATB>Fox-7>RDX>b-
HM>PETN>NM, TATB, being the most insensitive), prediction of the reactivity and 
sensitivity of an explosive is complex since it depends on the interaction of mechanical, 
chemical and thermodynamic conditions. For a perfectly symmetric crystal, compression 
up to close the initiation pressure showed no signs of mechanical instability. Adiabatic 
compression showed the largest change in energy for !-HMX. We can correlate this 
energy requirement with the trend in sensitivity !-HMX<PETN<NM. Through the 
calculation of the effect of pressure upon band-gap closing, we can conclude that 
Metallization as the initiation step in an adiabatic uniaxial compression of a perfect 
crystals of Fox-7 and !-HMX cannot be excluded.  
In addition to this, fractures along a given plane can act as energy barriers and hinder 
a complete reaction, causing unexpected behavior in some cases. Furhter studies on the 
effects of defects and grain boundaries can be further explore. This bearing in mind the 
need of the most stable satarting configuration, this is; stalk fault  mapping. We can 
envision a study to understand the effect of defects, metal or cations that can act as  
external dopants and aide in the control the electronic properties of energetic materials.  
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Explicit modeling of the electronic degrees of freedom at finite temperatures has 
emerged as a possibility within the Car-Parrinello method. Here, dynamic behavior at 
different temperatures that govern the behavior of energetic materials can be studied. 
Processes like hydrogen bonding, structure evolution and preferential conformations can 
be easily observed. In our particular case study, fission of the C-NO2 bond is identified 
as the initial step of nitroethane thermal decomposition. Further calculations directed 
towards differentiating the impact and shock sensitivities of Fox-7 under impact and 
shock compression can pursued.  
The systematic understanding of different observed properties, like hydrogen 
bonding re-arrangement, anisotropic band gap closing, mechanical instabilities at given 
pressures, and other structural properties, like the pairing of NO2-NH3 could provide 
basis to a fundamental approach to express various properties of EM, like initiation 
pressure or impact sensitivities. 
Studies on Prospective Systems 
Due to the chemical, mechanical and thermodynamic level information that provides, 
multiscale modeling methods, can then be applied to the understanding of other type of 
systems and give a clearer understanding of the molecular processes that undergo 
energetic materials, prior to initiation. Based on known properties and structures, 
theoretical methods be applied to design new possible compounds with characteristics. 
The effect of crystal defects on the anisotropic mechanical response of the energetic 
materials under both hydrostatic and axial compression, and with the application of 
shock can also be approached. For example, complex non-stoichiometric materials like, 
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%-AlON, which was first observed in experiments trying to find the stable structure of 
the Al203 spinel459 can be further studied. Nitrogen ions embedded in the crystal lattice, 
as opposed to the reduction of Al3+ to Al2+ were found responsible for this 
stabilization460. Due to its mechanical an optical properties461-463 (i.e.; transparency) it 
under current study for applications in the area of armored defense464. Some of its recent 
applications include the use as a spin barrier for tunneling juntions465, and high-K 
dielectric466-468. Its accumulation in alumina-alumina grain boundaries suggests its use as 
a wear protective film469,470. Some wear resistant si-alon glasses have also been 
reported471. This alloy can be found at a composition close to 35% AlN in the AlN-
Alumina binary phase diagram472,473. Experimentally, this system is challenging since at 
temperatures close to its equilibrium conditions, AlN sublimes, while alumina melts474.   
Although there has been some efforts to develop a complete phase diagram, there are 
still many phases472,475,476 and polytypoids477 that need to be accounted for, and that have 
been observed experimentally471. In addition to this modulated phases, and the hability 
of Al to form different coordination structures478,  parameters like nitrogen vapor 
pressure and or oxygen concentration during synthesis461 have shown to be influential in 
the observed phases, indicating the presence of vacancies and interstitials as possible 
sources of the non-stoichiometric forms found in literature476,479,480. There have been 
some efforts to change the young modulus and micro hardness of alumina surfaces by 
means of ion implantation481,482 or incorporation with BN. For example; ALON and BN 
composites of ALON maintain their flexural strength (higher than 100MPa) in a large 
high temperature range480 . In some cases, TiN and NiAl and CoGa are  used as template 
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for the epitaxial growth of Alon films483,484.  Young modulus and Poisson’s ratios have 
been shown to be dependent on the lattice parameter of the Alon structure under 
study485. Although there are some reports on the elastic properties of Alon, these are 
isotropic values, and further investigations are needed486. 
As indicated by the relevance of the nitro and amino substituents, molecular crystal 
with nitrogen containing atoms487 now pose a promising sub category of energetic 
materials. Advantages include a low exhaust temperature with high impulse, and 
complete combustion with mainly N2 and H2 as exhaust products. Low exhaust 
temperature also implies low traceability by current remote sensing applications. Based 
upon these preliminary findings, we propose electronic structure calculations to elucidate 
the solid state band-structure of each system, and the effect of different 
conformations/substituents. Trends in the family of tiazolium salts, as well as their 
amino and azido substituted relative compounds can be of interest. In order to probe the 
effects of the structure, the family of nitrogen rich extended ring systems, triazolim, 
tetrazolium, by-ciclic salts, utropinium, tetrazine will be compared. These higher volume 
salts seem to have increased stability to air, light and a low temperature emission. 
Elasticity measurements for these compounds will be of special interest for 
compounds like cubane and azetidinium based compounds, versus aromatic nitrogen 
salts, like imidazole based compounds. Again, the advantage of multiscale methods 
should prove necessary in the detailed study this systems. 
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