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Feature extraction is the part of pattern recognition, where the sensor data
is transformed into a more suitable form for the machine to interpret. The
purpose of this step is also to reduce the amount of information passed to
the next stages of the system, and to preserve the essential information in
the view of discriminating the data into different classes. For instance, in the
case of image analysis the actual image intensities are vulnerable to various
environmental effects, such as lighting changes and the feature extraction
can be used as means for detecting features, which are invariant to certain
types of illumination changes. Finally, classification tries to make decisions
based on the previously transformed data.
The main focus of this thesis is on developing new methods for the em-
bedded feature extraction based on local non-parametric image descriptors.
Also, feature analysis is carried out for the selected image features. Low-level
Local Binary Pattern (LBP) based features are in a main role in the analysis.
In the embedded domain, the pattern recognition system must usually meet
strict performance constraints, such as high speed, compact size and low
power consumption. The characteristics of the final system can be seen as
a trade-off between these metrics, which is largely affected by the decisions
made during the implementation phase. The implementation alternatives of
the LBP based feature extraction are explored in the embedded domain in
the context of focal-plane vision processors.
In particular, the thesis demonstrates the LBP extraction with MIPA4k
massively parallel focal-plane processor IC. Also higher level processing is
incorporated to this framework, by means of a framework for implementing
a single chip face recognition system. Furthermore, a new method for deter-
mining optical flow based on LBPs, designed in particular to the embedded
domain is presented. Inspired by some of the principles observed through
the feature analysis of the Local Binary Patterns, an extension to the well
known non-parametric rank transform is proposed, and its performance is
evaluated in face recognition experiments with a standard dataset. Finally,





Piirreirroituksessa pyritään muuntamaan sensoreista saatu informaatio muo-
toon, jonka tietokone voi helpommin käsitellä. Tämän hahmontunnistuksen
vaiheen tarkoituksena on myös vähentää järjestelmän seuraaville tasoille
lähetettävän datan määrää, sekä pyrkiä säilyttämään oleellinen tieto luo-
kittelua silmälläpitäen. Esimerkiksi kuva-analyysin yhteydessä varsinainen
intensiteettitieto on tyypillisesti herkkä ympäristön muutoksille, kuten va-
laistukselle, jolloin piirreirroitusta voidaan käyttää havaitsemaan sellaisia
piirteitä, jotka eivät riipu tietyntyyppisistä valaistuksen muutoksista. Lo-
pulta luokittelun avulla pyritään tekemään varsinaisia päätelmiä sensori-
informaation perusteella.
Väitöskirjassa kehitetään uusia menetelmiä piirreirroitukseen käyttäen
sulautettuja tietokonejärjestelmiä yhdistettynä ei-parametrisiin kuvapiirtei-
siin. Valituille piirteille suoritetaan myöskin piirreanalyysiä keskittyen pai-
kallisiin binäärikuvio piirteisiin (LBP, Local Binary Pattern). Kun kyseessä
on sulautettu järjestelmä, hahmontunnistusta tekevän systeemin täytyy y-
leensä myös saavuttaa tietyt tehokkuusvaatimukset, kuten nopeus, pieni
fyysinen koko ja alhainen tehonkulutus. Valmiin järjestelmän ominaisuudet
muodostuvat siten osaltaan siitä, millaisia valintoja järjestelmän toteutus-
vaiheessa on tehty. Erilaisia toteutusvaihtoehtoja LBP pohjaiseen piirreirroi-
tukseen on työssä tutkittu sulautetun järjestelmän tapauksessa, keskittyen
kuvatasossa laskentaa tekeviin prosessoreihin.
Työssä havainnollistetaan mm. LBP piirteiden laskentaa MIPA4k rin-
nakkaisprosessorilla. Työssä esitetään myös viitekehys yhdellä IC piirillä toi-
mivan kasvontunnistusjärjestelmän toteuttamiseksi. Samoin esitetään uusi
LBP pohjainen menetelmä optisen vuon määrittämiseen, joka on soveltuu
erityisesti sulautettuun järjestelmään. Piirreanalyysin yhteydessä, pohjau-
tuen LBP piirteiden ominaisuuksiin, esitetään myöskin yleistetty versio hy-
vin tunnetusta kuvan järjestyslukumuunnoksesta (engl. Rank transform).
Sen tehokkuutta mitataan kasvontunnistuksessa yleisesti käytetyllä FERET
testiaineistolla. Lopuksi myös esitetään malli paikallisille binäärikuvioille,
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Glossary of Terms
ACE processor family a family of mixed-mode CNN processors by the
Institute of Microelectronics of Seville
A child LBP an LBP derived from an n-tuple by using a threshold (instead
of the actual center)
Adaptive integration time adjusting the integration time of a camera to
compress the high intensity variations of a scene by image dynamic range
compression
A priori model model of data interpretation (features) which holds with
random (i.i.d.) data
ASIC Application Specific Integrated Circuit
b (binary pattern space) all individual LBPs of length M
Block histogram LBP histogram defined for a certain image subregion
Census transform An image transform which compares local neighborhood
windows among different images using a bit-wise XOR() operator
CMOS Complementary Metal-Oxide-Semiconductor
CMU+MIT dataset The face detection evaluation database from the CMU
and MIT universities
CNN Cellular Nonlinear Network (an array processor)
CNN template a globally controlled neighborhood map applied to each PE
of a CNN to control its programming
Complete uniform (n-tuple) an n-tuple containing at most one increas-
ing and one decreasing run
CSU evaluation system A C++ library for evaluation of face recognition
algorithms
Descriptor k k is specific to a certain LBP and it is calculated as the min-
imum between the total number of one and zero bits
Device mismatch random variation in IC device properties
Dynamic range The number of separate intensity levels in an image, e.g.
256 (8bit)
EBGM Elastic Bunch Graph Matching
Embedded system computer and software designed to operate under re-
strictions set by environment
xi
EYE-RIS platform a commercial mixed-mode CNN processor by Anafo-
cus
FERET The Facial Recognition Technology Database
Focal-Plane Processor Integrated circuit (IC) which performs computa-
tion on a regular 2D array of PEs (Processing Elements)
FPGA Field-Programmable Gate-Array
GPU Graphics Processing Unit
IC Integrated Circuit
i.i.d. independent and identically distributed
Image transform an image is transformed into some another form with
the same dimensions
I (intensity space) All possible instances of intensity combinations within
a local neighborhood (e.g. for 3x3 local neighborhood and 8-bit valued image
the dimension becomes 2569)
Intermediate unit permutation an n-tuple derived from the LBP neigh-
borhood including the center pixel’s rank
Interpolation the intensity value of an exact image location in between
four neighboring pixels is calculated by bilinear weighting (e.g. in the case
of circular neighborhood window)
Keypoint descriptor an image location and a corresponding feature vector
KOVA1 a 96x96 PE mixed-mode array processor by Kovilta
LBP(M , r) Local Binary Pattern with M samples and radius r
LBP-AM LBP-Adaptive Matching method (based on occurrence maps)
LDA Linear Discriminant Analysis
LIOP Local Intensity Order Pattern (keypoint descriptor)
LLM Local Logical Memory - a local digital memory in CNN PE
Wψi (local neighborhood) a window of the nearby pixels defined around
a certain image location, where the neighborhood ψ can be e.g. circular or
square shaped. i is the location within this window
LPQ Local Phase Quantization
φMAP (mapping operator) A mapping operator from the permutation
space into the binary pattern space
φ−1MAP (mapping operator) A mapping operator from the binary pattern
space into the permutation space
MIPA4k a 64x64 PE mixed-mode processor array by Microelectronics lab-
oratory at University of Turku
Non-parametric descriptor image descriptor where the data interpreta-
tion is derived without assumptions on the underlying probability distribution
(e.g. Gaussian distribution)
N-tuple local image feature which uses the ranks of the instances among a
local neighborhood
Occurrence Map A method to describe LBPs in an image by binary im-
ages (one binary image reserved for each LBP)
xii
OpenCL Open Computing Language
Order statistics area of mathematics which considers the relative ordering
of data samples
Parametric descriptor image descriptor where the data interpretation is
derived with assumptions on the underlying probability distribution
PCA Principal Component Analysis
Photodiode integrated diode with light induced current
Performance constraint some of the main performance constraints of an
embedded system are power consumption, speed, physical size etc.
PE Processing Element
P (permutation space) all possible permutations of the LBP neighbor-
hood
Rank 1 recognition rate the accuracy of a pattern recognition system
where the nearest match is assumed to be the exact output of the classifier
Rank (rank ordering) Determining the rank of a pixel in its local neigh-
borhood. For smallest pixel value in a local neighborhood the rank is 1, and
for second smallest 2 etc.
Rank transform An image transform which changes the intensity valued
image into a local rank measure valued image
Ranked order extraction unit A circuit which operates by extracting the
ranks of its inputs
Runs level 2 n-tuple An n-tuple with at most two circular runs (a run
is a monotonic increasing or decreasing sequence of rank values in a local
circular neighborhood)
ROC curve The number of true positives as a function of false positives
Root permutation an n-tuple which is formed by removing the rank corre-
sponding to the LBP center pixel from unit permutation and then re-ranking
it (into interval 1...M)
S(), symmetry transform An image transform which changes the local
intensity values into symmetry measures
SAD Sum-of-Absolute Difference
SCAMP processor family a family of mixed-mode CNN microprocessors
by the University of Manchester
SIMD Single-Instruction Multiple-Data, a type of microprocessor
SISD Single Instruction Single Data, a type of microprocessor
SMQT The Successive Mean Quantization Transform
Symmetry level the minimum between the total number of zero and one
bits in a local binary neighborhood window (see also Descriptor k)
Uniform LBP An LBP with at most two 0-1 and 1-0 circular transitions
Unit permutation an instance of permutation space, containing the rank





Machine vision tries to interpret the optical sensor data obtained from the
environment by the means of computers and embedded devices. The pur-
pose is to assist or replace human beings in tasks which are either too time
consuming, difficult, or inconvenient for humans to execute. In the past
years, progress in many applications which previously have been either too
unreliable or too time consuming for machines have been made. This has
been facilitated by the development of new algorithmic methods for image
analysis and by the rapid increase in available processing power provided by
digital computers. For instance, face detection which has traditionally been
both too inefficient and too time consuming for machines to perform, can
today be carried out reliably even with portable devices such as smartphones
and digital cameras [1].
Other applications for machine vision include medical image analysis,
automated video surveillance, 3D pose estimation, stereo matching, and
many more [2]. In the industrial domain, machine vision can be used for
instance to automate some of the procedures in Printed-Circuit-Board as-
sembly lines [3]. Although machine vision has been used successfully in
many applications and significant progress has been made, there still exists
many challenges in this field. Especially, if comparing the current auto-
mated algorithms to the capabilities of human vision, it is evident that a lot
of further research needs to be done.
In general, machine vision can be seen as a special type of the more
general discipline of pattern recognition [4]. A typical pattern recognition
system first preprocesses the captured sensor data, such as image data, by
removing additional noise. Feature extraction follows next, with the aim at
extracting meaningful and salient parts of the data (see Figure 1.1). The
purpose of this step is to reduce the amount of information passed to the
next stages of the system. Feature analysis can be used to improve the
efficiency of the feature extraction stage in order to improve the overall
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Figure 1.1: A simplified diagram of a typical pattern recognition system [4].
system performance. Finally, the system performs classification based on
the extracted features, the purpose of which is to make decisions based
on the sensed data. Then, the system usually performs proper procedures
depending on the decisions made by the classifier [4].
1.1 Introduction to Local Binary Patterns
In the feature extraction stage of a machine vision system Local Binary
Pattern (LBP) features [5], [6] can be used to represent the low-level intensity
structure of the image data in a form of short binary codes. A histogram
representation is then used to represent the texture within an image region,
capturing the actual surface microstructure within the image. Typically,
LBPs are fast to compute and their performance in classification tasks has
been shown to improve over previous methods [7], [8], [9]. Therefore, the
LBPs have recently gained significant popularity in the field of computer
vision.
The high performance of the LBPs have been considered to be influenced
by its capability to tolerate the changes in image intensity level bias. This
is a consequence of the non-linear characteristics of its threshold function,
which is unaffected by actual intensity value. The non-linear characteris-
tics of the threshold function implies, that the LBPs belong to the class
of non-parametric descriptors, where no assumptions on the actual inten-
sity distribution are made. On the contrary, a parametric method may
assume that the underlying probability distribution of the image pixels is,
for instance, Gaussian. Also, LBPs have been interpreted being a unifying
approach between the structural and statistical image representations [10],
where the actual low-level image structure is incorporated into regional his-
togram representation.
1.1.1 Derivation of the LBPs
The LBPs are derived from an intensity image by comparing each pixel to
its circular neighbours within a certain radius. The original LBP used 8-
connectivity nearest neighborhood. The idea is to assign a bit for each of the
quantized directional gradients and to simply combine these bits in a decimal
form. As a consequence, each pixels local neighborhood can be represent
2
Figure 1.2: Local Binary Pattern with radius r=1 (top) and with interpo-
lation (bottom) with M = 8 samples.
by a decimal number, which are used as bins of the LBP histogram. The
derivation of the LBP is shown in Figure 1.2. In the case where the exact
location of the contour pixel lies between the 4 neighboring pixels, the value
of the contour pixel is calculated by bilinear interpolation.
It has been observed, that uniform LBPs containing at most two circu-
lar 0-1 and 1-0 transitions are among the most frequent ones with natural
images [10], [11]. By selecting the subset of uniform LBPs into final LBP
histogram, the length of the feature vector can be reduced while actually ob-
taining a better recognition accuracy [11]. For example patterns 00010000,
11110000 and 110011 are uniform and patterns 01010000, 11100110 and
010101 are not uniform.
1.1.2 Applications
In the embedded industrial domain the LBPs have been previously applied,
for instance, to automatic characterization of paper in an unsupervised man-
ner [12]. Recently, the LBPs were proposed for face recognition in [8]. Later,
the original LBP has been extended in various ways. These LBP variants
have shown an increase in terms of recognition accuracy in many applica-
tions in comparison with the original LBP [6], [13], [14], [15]. Some of
these variants modify the original LBP operator [13], while the other may
add some additional pre-processing steps before the actual LBP feature ex-
traction [14]. Gabor filtering was used in [14] as a pre-processing step in
face recognition by dividing the intensity representation into a plurality of
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subpresentations. Then, LBPs for each subpresentation were extracted sep-
arately. Finally a multi-level histogram was obtained as the feature vector.
A keypoint descriptor based on center-symmetric LBPs was presented
in [16]. Recently, Local Phase Quantization (LPQ) descriptor [17] possessing
a high insensitivity to image blur was proposed. The LPQ descriptor takes
advantage of the blur invariance of the phase of the image Fourier spectra
in certain circumstances. The LPQ descriptor is related to the LBP in that
short binary codes are used in constructing the final feature vectors. A more
comprehensive list of LBP applications can be found in [6].
1.1.3 Other related descriptors
Rank transform, which was originally presented in [18] is based on ordering
the intensities of the local square neighborhood window into an ascending
order, and determining the rank of the centermost pixel within the window.
The transformed value within the transformed image is then replaced by the
rank of the corresponding pixel. The rank transform was extended in [19]
for estimating stereo correspondence by means of a robust local correlation
measure. Lately, perhaps inspired by the success of the LBP methodology,
ordinal keypoint descriptors have also been proposed [20], [21]. However,
the ordinal rank order representation, in general, seems vulnerable to noise,
which was already indicated in [22]. Other non-parametric descriptors and
transforms include, for instance, ordinal co-occurrence matrices [23] and
Successive Mean Quantization Transform (SMQT) [24].
1.2 Description of the work
1.2.1 The objectives of the thesis
This thesis concentrates on theoretically and practically oriented develop-
ment of methods for machine vision with non-parametric image descriptors.
The theoretically oriented part of the thesis aims at increasing the under-
standing on the low-level non-parametric descriptors and especially on the
LBPs. The relation between LBPs and n-tuples has been studied, and an a
priori model for the LBPs has been developed in this context. Practical as-
pects are considered within the context of non-parametric feature extraction
with focal-plane processors. The research in our laboratory has been con-
centrated on practical implementation of focal plane processors (also known
as CNN (Cellular Nonlinear Networks)) and the focus of my work has been
to widen this perspective to more practical machine vision applications.
The contribution of the author has been concentrated, for instance, to
bottom-up type effort - searching for answers to the question - which kind of
applications and methods would be benefited most by the already existing
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focal-plane processor hardware, and top-down effort related to the question -
which kind of computation should be incorporated to the focal-plane proces-
sors in order to facilitate their usage in the future. The main assumptions
has been that the theoretically oriented analysis would also give support
to the development of the practically oriented algorithms and also that the
knowledge of higher level image analysis would facilitate the development of
novel low-level image processing circuitry.
1.2.2 Contributions of the thesis
In the following three main contributions of this thesis are briefly summa-
rized. The first contribution is theoretical analysis of LBPs covering papers
1,2,3 and 8. The second contribution is algorithmic methods for focal-plane
processors covering papers 4,5,6,9,10 and the third contribution is LBP ex-
traction with focal-plane processors covering papers 4 and 7. Paper 4 takes
advantage of aspects based on all three contributions.
In the first contribution, an a priori model for the theoretical analysis of
LBPs is presented [25]. It is based on studying the distribution of the LBPs
with i.i.d. (independent and identically distributed) data and by seeing the
pixels as instances of random variables of order statistics [25]. This approach
is also linked to the method for characterizing the uniform LBPs in order
to reduce their feature vector length presented in [26]. An extension of the
aforementioned methods called non-parametric symmetry transform [27] was
also developed. It combines some of the main properties of different non-
parametric descriptors. Image intensity and rank order representations are
replaced in this transform by a more compact measure, providing interesting
invariance properties. Finally, the theoretical aspects of uniform LBPs are
studied in [28], which summarizes and extends some of the earlier theoretical
work.
In the second contribution algorithmic methods for real-time LBP based
image analysis are presented. LBP extraction method with CNN-UM is pre-
sented in [29]. Frameworks for face localization [30] [31], face recognition [29]
and optical flow analysis [31] [32] based on focal-plane processors are also
presented. An application of B/W optical flow analysis is demonstrated in
laser welding application using the KOVA1 focal-plane processor in [32] and
spatter tracking algorithm for laser and manual arc welding applications is
presented in [33].
Finally, the third contribution consists of dedicated LBP feature extrac-
tion building blocks including the schematics level design of LBP extrac-
tion [29]. LBP extraction on MIPA4K processor is also demonstrated by
taking advantage of its ranked-order extraction unit [34].
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Local Binary Pattern Feature
Analysis and Applications
In a pattern recognition system after obtaining the sensor data and extract-
ing the features, feature selection may be used to reduce the dimensionality
of the feature vector [4]. In order to carry out the feature selection effi-
ciently, the analysis of the features need to be performed. By conducting
this step, the performance of the overall pattern recognition system may be
increased. As a part of feature analysis, representing the local descriptors
in terms of one another can be used to increase the understanding on their
discriminative performance.
In [35], the LBPs were represented as combinations of vector quantized
linear filters. It is essential to understand the difference and limitations
of these descriptors in terms on one another in order to provide necessary
means for developing better feature descriptors and or to improve the way
in which they are applied. This section describes a study of the feature
analysis of LBPs in terms of their occurrence probability and applies this
model to a study of the properties of n-tuples and uniform LBPs. Several
applications inspired by the study are presented.
2.1 Feature Analysis of Local Binary Patterns
2.1.1 An a priori model
It was noted in [22], that the distribution of n-tuples is largely uneven with
natural image data. A tendency that low-order (i.e. monotonic) n-tuple
profiles dominate with different kinds of textures was observed. The a priori
model described here, is extended in a more comprehensive study of the
distribution of n-tuples with natural images. A unifying framework between
an order statistics based i.i.d. model [25], n-tuples [22] and uniform LBPs
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Figure 2.1: The concept of permutation space and circular runs test for
permutations [28].
is further presented [28].
A permutation space is defined in LBP(M, r) neighborhood to contain
all possible (M + 1)! permutations within a circular window. The permu-
tation space instances are equally probable to occur with i.i.d. data [37],
if interpolation is not considered. An example of the permutation space is
shown in Figure 2.1.
The a priori probability of a LBP with M samples (M ≥ 3) to occur with
continuously distributed i.i.d. data [25] [38], without considering interpola-
tion, given descriptor k (which is the minimum between the total number





A unit permutation is defined as an instance of the permutation space.
The mapping operations described in [28] for the intensity space I, the per-
mutation space P and binary pattern space b are described in the following:
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Definition 2.1. Let the intensity space I be defined as sets consisting of
intensities { I1, I2, I3, ..., IM } around the center in addition to the center
point { Ic } within a local LBP neighborhood. A unit permutation is defined
as an individual permutation Pn = { R1, R2, R3, ..., RM } around the
center in addition to the center point rank { Rc } formed by rank ordering
the intensity samples In as Rn so that the smallest intensity is assigned a
rank of 1. In the case of tied intensities, the ranks of the tied intensities are
taken from an i.i.d distribution. The length of the unit permutation is then
(M + 1), where the number of contour samples in the corresponding LBP is
equal to M [28].
Definition 2.2. a) The LBP mapping operator φMAP is defined between
the instances of spaces In ⇒ bn, or Pn ⇒ bn as 1 for instances which have
a magnitude greater or equal than the center and 0 for instances which have
magnitude smaller than the center. In the case of mapping Pn ⇒ bn and
ties between the center intensity { Ic } and contour intensities In, the rank
of the center { Rc } is assigned the minimum within the combined set of the
tied ranks { Rc , Rn }. This preserves the uniformity of the LBP also when
the permutation space is used. The resulting LBP code is a concatenation
{b1, b2, b3,...bM} of the individual bits.
b) A mapping from intensity space to binary pattern space is defined by
applying the LBP mapping operator φMAP for intensity set In resulting in
binary pattern bn.
c) A mapping from an instance of intensity space In to an instance of
permutation space Pn is defined as R(In), where an operator R extracts the
rank ordering of intensity samples among the intensity set In so that the
smallest element will be assigned to value 1.
d) A mapping from the permutation space into the binary pattern space
is defined by applying the LBP mapping operator φMAP to the set of ranks
Pn resulting in a binary pattern bn among the binary pattern space.
e) A reverse mapping φ−1MAP from an instance of binary pattern space bn
into permutation space Pn is defined indirectly as forming all the Pn elements
according to the criteria φMAP results in a match (from all elements of Pn
⇒ bn) [28]. In other words, φ
−1
MAP generates all unit permutations which
correspond to a certain LBP code.
Uniform patterns are defined formally in circular grayscale neighborhood
In = {I1...IM}, including the center pixel Ic with patterns of value U ≤ 2,
where U(In) is defined in the following [10]:
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|s(Im − Ic) − s(Im−1 − Ic)| (2.2)
The s(x) function gets a value of 1 if x ≥ 0 and 0 otherwise. Rotation
invariant categories for the LBPs and uniform LBPs in particular are defined
using ROR{x, i} operator, which circularly shifts M-bit binary number x
representing the LBP i times to the right,
LBP riM,r = min{ROR(LBPM,r, i)|i = 0, 1...M − 1} (2.3)
For example, uniform LBP ri
6,r pattern class 000011 contains also circu-
larly rotated uniform patterns LBP6,r of 100001, 110000, 011000, 001100
and 000110 [10].
The total number of uniform patterns with respect to k and M is (see
an example of the number of uniform patterns in different LBP categories







2 k = 0,
2 ∗M 0 < k < M/2,




2 k = 0,
2 ∗M 0 < k <= (M − 1)/2.
(2.5)


















for even M . In Figure 2.2 the a priori probability of uniform patterns is
shown according to the equations 2.4-2.6.
2.1.2 Applying the a priori model for the analysis of LBPs
and n-tuples
In natural images there is a tendency, that n-tuples are biased towards lower
order monotonic profiles [22]. Here we use this observation to model the
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Figure 2.2: A priori probability for uniform patterns with respect to number
of samples M and equations 2.4-2.6 [28].
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Figure 2.3: Natural test images [28]. Each image was analyzed in which
kind of n-tuples they contain. The average neighborhoods of these n-tuples
are further shown in Figures 2.5, 2.6, 2.7, 2.8 and 2.9, corresponding to
test images 1,2,3,4 and 4 (with a larger radius), respectively. The extraction
of the average neighborhoods is described in Figure 2.4. The experiment
illustrates, which kind of n-tuple neighborhoods contribute to the formation
of uniform LBPs in particular.
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Figure 2.4: Extracting the average n-tuple neighborhoods. Each individ-
ual grayscale surrounding (of size 35x35) specific to a certain n-tuple are
collected from the test image. They are then placed upon each other and
summed together. Normalization is finally performed according to maxi-
mum and minimum value of the summed neighborhood. Thus, the produced




(1  2  4  6  5  3)
Total: 60352
(2  1  3  5  6  4)
Total: 58128
(1  3  5  6  4  2)
Total: 55039
(3  1  2  4  6  5)
Total: 51441
(6  4  2  1  3  5)
Total: 50924
(6  5  3  1  2  4)
Total: 46950
(2  4  6  5  3  1)
Total: 46685
(1  2  3  5  6  4)
Total: 45848
(5  3  1  2  4  6)
Total: 45273
(2  1  3  6  5  4)
Total: 44985
(4  2  1  3  5  6)
Total: 43962
(1  2  4  5  6  3)
Figure 2.5: Most common n-tuples using LBP (6,2) neighborhood of the test
image 1. The number of occurrences for each patch is also shown. It can be




(3  1  2  4  6  5)
Total: 45388
(4  6  5  3  1  2)
Total: 39014
(3  2  1  4  6  5)
Total: 38153
(3  1  2  4  5  6)
Total: 37621
(4  6  5  3  2  1)
Total: 35576
(4  5  6  3  1  2)
Total: 25866
(4  1  2  3  5  6)
Total: 25574
(4  2  1  3  6  5)
Total: 24992
(3  2  1  4  5  6)
Total: 24774
(3  6  5  4  2  1)
Total: 24630
(4  5  6  3  2  1)
Total: 24592
(4  2  1  3  5  6)
Figure 2.6: Most common n-tuples using LBP(6,2) neighborhood of the test
image 2. The number of occurrences for each patch is also shown. It can
be observed, that the horizontal gradients which describe the water and the
sky dominate the most common n-tuples.
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Total: 64073
(5  6  4  2  1  3)
Total: 60297
(6  5  3  1  2  4)
Total: 59710
(1  2  4  6  5  3)
Total: 59503
(4  6  5  3  1  2)
Total: 59037
(1  3  5  6  4  2)
Total: 58817
(6  4  2  1  3  5)
Total: 58709
(2  1  3  5  6  4)
Total: 55033
(3  1  2  4  6  5)
Total: 54078
(2  4  6  5  3  1)
Total: 53896
(5  3  1  2  4  6)
Total: 53682
(4  2  1  3  5  6)
Total: 53475
(3  5  6  4  2  1)
Figure 2.7: Most common n-tuples using LBP(6,2) neighborhood of the test
image 3. The number of occurrences for each patch is also shown. As in
Figure 2.5, the directions of the n-tuples are distributed in all orientations.
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Total: 33211
(6  4  2  1  3  5)
Total: 30451
(6  5  3  1  2  4)
Total: 28286
(3  5  6  4  2  1)
Total: 26691
(4  6  5  3  1  2)
Total: 25565
(1  3  5  6  4  2)
Total: 24725
(2  4  6  5  3  1)
Total: 24655
(4  2  1  3  5  6)
Total: 24259
(6  5  2  1  3  4)
Total: 23153
(1  4  6  5  3  2)
Total: 23066
(6  4  3  1  2  5)
Total: 22975
(5  6  4  2  1  3)
Total: 22622
(1  2  4  6  5  3)
Figure 2.8: Most common n-tuples using LBP(6,2) neighborhood of the test
image 4. The number of occurrences for each patch is also shown. It can be
observed, that the vertical gradients corresponding to the trees are captured
by some of the most common n-tuples.
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Total: 17892
(6  5  3  1  2  4)
Total: 17872
(3  5  6  4  2  1)
Total: 15580
(4  6  5  3  1  2)
Total: 14565
(6  4  3  1  2  5)
Total: 14477
(6  4  2  1  3  5)
Total: 14381
(3  5  6  4  1  2)
Total: 14122
(6  5  3  2  1  4)
Total: 14120
(6  5  2  1  3  4)
Total: 13827
(5  6  3  1  2  4)
Total: 13523
(3  6  5  4  2  1)
Total: 13364
(4  6  5  3  2  1)
Total: 12949
(4  5  6  3  1  2)
Figure 2.9: Most common n-tuples using LBP(6,6) neighborhood of the
test image 4. The number of occurrences for each patch is also shown. It
can be observed, that by increasing the radius of the n-tuples the average
surroundings become smoother.
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correlation of the local neighborhood in the context of n-tuples and LBPs.
Thus, the introduced a priori model allows studying the formation process
of uniform patterns in particular using the n-tuple representation. This is
possible, if the LBPs are seen as a result of the mapping operation from the
intensity space through the permutation space to the binary pattern space.
In this case the produced intermediate unit permutation (intermediate in the
sense that it is produced from the intensity representation directly towards
the binary pattern space, see Figure 2.1) can also be represented as an n-
tuple, if the center pixel is not accounted for (this is also denoted as an
intermediate root permutation [28]).
Definition 2.3. An intermediate root permutation is defined as the
corresponding n-tuple of the LBP neighborhood when the center pixel is not
accounted for [28]. A root permutation is formed if the center pixel’s rank
of an unit permutation is removed and the set of ranks is re-ordered. For
instance the root permutation of unit permutation Pn={ 3 } (center pixel),
{ 1, 2, 6, 5, 4 } contour pixels, is { 1, 2, 5, 4, 3}.
Figures 2.5, 2.6, 2.7, 2.8 and 2.9 represent average n-tuple surroundings
of the test images in Figure 2.3. The surroundings are formed by extracting
(a 35x35 pixel sized) grayscale image patch around each individual n-tuple
among the specific test image and by combining them as described in Fig-
ure 2.4. The number of occurrences of the selected most common n-tuples
are also shown. For instance, in Figure 2.5 the most common n-tuple (in
the upper left corner) is {1, 2, 4, 6, 5, 3}. By studying the n-tuples in these
specific figures it can be easily observed, that the most common n-tuples
are typically of runs level 2 when M is 6. Certain n-tuples with a runs test
result of 2 also appear to capture some of the most common edges within
the test image (for instance, see in Figure 2.8 and the corresponding test
image).
2.1.3 Monotonic n-tuples and uniform patterns
In the following, the a priori probability of the runs level 2 n-tuples is consid-
ered [28]. As mentioned, when considering the a priori model with an i.i.d.
data, all the n-tuples are of equal probability (without considering interpo-
lation). However, when considering natural images, as it was already illus-
trated, the distribution becomes biased towards monotonic profiles. Hence,
to quantitatively model how the monotonic n-tuple profiles affect to the
overall share of uniform patterns with natural images, the a priori model is
here applied to the monotonic profiles in particular. For n-tuples only (i.e.
without considering the center pixel) the permutation space can be modified
so that the center pixel is not accounted for. This way, the overall number of
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Figure 2.10: Complete uniform permutation tree [28].
runs level 2 n-tuples can be compared to the overall number of all n-tuples
(without the center), producing a total dimension of M ! for all n-tuples.
An n-tuple could be seen to produce an LBP if (an adjustable) threshold
value called bias is assigned to the center location. If considering ranks from
1, 2...M the bias could have values of 0.5, 1.5...M +0.5, for instance. A child
LBP is any of the LBPs produced by this kind of mapping. Next, we define
complete uniform n-tuples as n-tuples which changes from the smallest rank
towards the largest rank and from the largest rank towards the lowers rank
always happen next to each other. They are denoted as complete uniform
n-tuples (or complete uniform root permutations) because they always map
to an uniform LBP independently of the center pixel chosen (called bias
in this context). For complete uniform n-tuples all the bias values chosen
produce a uniform pattern [28].
Definition 2.4. Complete uniform (intermediate) root permutations are
root permutations whose all child LBPs are uniform. The number of com-
plete uniform root permutations is given by M ∗2M−2, (M ≥ 3), where M is
the number of contour samples in LBP and the length of a root permutation
(see Figure 2.10).
In Figure 2.10 the formation of complete uniform n-tuples is illustrated.
Thus, the total number of complete uniform n-tuples can be calculated from
the number of leaf nodes in a perfect binary tree of height M-2 (see Fig-
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Figure 2.11: The distribution of runs level 2 n-tuples within the test im-
ages [28].
ure 2.10). In Figure 2.11 the distribution of runs level 2 n-tuples is shown
on each of the test images in Figure 2.3. The images containing monotonic
changes would appear to contain slightly more runs level 2 patterns than the
others, however not significantly. In Figure 2.11 the a priori probability of
the runs level 2 n-tuples is also shown (without interpolation). The purpose
of the figure is also to illustrate how natural images increase the number
of monotonic n-tuples in comparison with the a priori model. For example,
with M = 8 and r = 1 the a priori probability of the runs level 2 n-tuples
is below 5%, while increased to above 30% with the test images. Note that
the number of runs level 2 patterns among uniform patterns is normalized
to the number of uniform patterns. Thus, the slight increase in the number
of runs level 2 patterns among uniform patterns may also be caused by this.
The number of permutations resulting into uniform patterns is further
plotted in Fig. 2.12. The leftmost image represents the permutation space of
uniform patterns so that all unit permutations within the LBP neighborhood
are counted once (an equal probability for each permutation according to the
applied i.i.d. model). The image on the right represents the permutations
with natural test images. It can be observed, that in the a priori model with
i.i.d data (on the left) the low value of k uniform LBPs are produced very
frequently for permutations with longest run of 3,4 and 5. This is because
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Figure 2.12: The distribution n-tuples with respect to descriptor k and the
monotonicity of the permutation [28]. The same test is applied to the a
priori model (on the left) and natural test images (on the right). With nat-
ural image data the high k uniform LBP patterns dominate the occurrence
probability. Note also that monotonic profiles are more common and that
the monotonic permutations tend to populate especially the high k patterns.
of the high a priori probability of uniform patterns 00000000 and 11111111
as well as uniform patters with 7 zero bits and 1 one bit and 7 one bits and
1 zero bit (their a priori probability is the largest). Due to a lower number
of possible combinations the high k patterns are more rare in this case.
With natural image data the high k uniform LBP patterns dominate the
occurrence probability. Note also that monotonic profiles are more common
and that the monotonic permutations tend to populate especially the high
k patterns.
2.2 Applications of the LBP Analysis
In this section, the methods presented for the feature analysis of the LBPs
are further applied to practical applications. The objective is to improve
the performance of the LBP and to develop new methods inspired by the
original LBP representation. It is shown, that by seeing the LBPs as a part of
the more general class of non-parametric descriptors, a new non-parametric
image transform can be introduced.
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2.2.1 On the discriminative quality of the high k uniform
patterns
An illustrating example of the feature selection in the context of the LBP
methodology is to select only uniform patterns for the final feature vector.
In an empirical study in [26] the uniform patterns were further analyzed by
dividing them into different categories based on a measure derived from their
total number of zero and one bits. It appeared in [26], that in face recognition
this kind of separation criteria was also supported by the discriminative
capability the LBP. A symmetry level Lsym for the uniform LBPs was defined
as the minimum between the cardinalities of the sets consisting of zero and
one bits. The facial image database used in [8] and [26] was the FERET (The
Facial Recognition Technology) database by NIST (U.S. National Institute
of Standards and Technology) [36].
The LBPs can also be divided into rotation invariant categories by their
number of zero and one bits (see previous equation 2.3). This is illustrated in
Figure 2.15, where one row of codes always represent one rotation invariant
category with a number of samples M of 8. In this figure the symmetry
levels Lsym can be seen to contain two rotation invariant categories, the first
one consisting of the original codes and the second one from their negated
counterparts (changing the 1 bits to 0’s and vice versa). In [26], if considering
the rotation invariant LBP classes separately, the classes with higher Lsym
performed better. Therefore, the concept of symmetry levels for the uniform
LBPs was defined. This was used in [26] to reduce the length of the final LBP
feature vector. Figure 2.13 shows the recognition rate in the FERET [36]
set with respect to each of the rank levels (number of ones in the LBPs) in
LBP(12,2) neighborhood. The test protocol was the same as in [8] except
that only the selected bins of the corresponding rotation invariant category
were used. The main concept in reducing the feature vector length in [26]
was to assign a bin of their own for the higher symmetry level patterns and
to combine the lower symmetry level pattern categories. Thus, the number
of ones in each pattern defined which patterns were combined.
Table 2.1 shows the final recognition results before and after the feature
vector length reduction using the recognition protocol proposed in [8] and
the FERET database. The original length of the feature vector of both the
query face and the stored database faces were 2301 bins in [8] achieving a
recognition rate of 76.4% using the LBP(8, 2) neighborhood. With the pro-
posed method the corresponding feature vector length was 1170 histogram
bins achieving a recognition rate of 76.1% in the LBP(8, 2) neighborhood
(the other Lsym categories than 3 and 4 were combined). In LBP(12, 2)
neighborhood a recognition rate of 77.4% was achieved with 1794 bins (the
other Lsym categories than 5 and 6 were combined). Thus a slight increase
in the recognition rate was obtained with a reduced feature vector length.
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Figure 2.13: The recognition rate in FERET set [36] with respect to rank
level of the LBPs [26]. (c) 2005 IEEE.
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Method fv length fb fc dup1 dup2 average
LBP (8,2) 9984 97% 75% 66% 60% 74.6%
LBP u2(8,2) 2301 97% 79% 66% 64% 76.4%
LBP u2(8,1) 2301 95% 75% 57% 45% 70.0%
LBP u2(12,2) 1794 95% 85% 64% 66% 77.4%
Lsym=[5,6]
LBP u2(8,2) 1170 96% 79% 65% 64% 76.1%
Lsym=[3,4]
LBP u2(8,1) 1170 94% 76% 58% 50% 69.4%
Lsym=[3,4]
LBP u2(8,2) 624 94% 81% 60% 56% 72.9%
Lsym=[4]
LBP u2(8,1) 624 91% 74% 53% 43% 65.2%
Lsym=[4]
PCA MahCosine N.A. 85% 65% 44% 22% 54.2%
Bayesian MAP N.A. 82% 37% 52% 32% 50.8%
EBGM optimal N.A. 90% 42% 46% 24% 50.5%
LDA ldasoft N.A. 73% 47% 45% 18% 45.8%
Table 2.1: Results with FERET database [36]. The FERET database con-
tains a gallery set of 1196 images, and four probe sets; fb, fc, dup1 and dup2,
which are evaluated against the gallery set. The fb set contains changes in
facial expression (a total of 1195 images), the fc set contains changes in the
illumination of the faces (a total of 194 images) and the dup1 (a total of
722 images) and dup2 (a total of 234 images) sets contain the aging of the
subjects. (c) 2005 IEEE.
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2.2.2 Negation invariance
Further analysis on the symmetry level concept reveals, that it considers an
image and its negated counterpart in a similar way. Image negation is a
decreasing mapping of intensities. Let the circular grayscale neighborhood
be again denoted as In={ I1...IM } in addition to center pixel’s grayscale
value Ic. For example, consider the LBP intensity set Ic { 50 } for the LBP
center pixel and In { 10, 20, 100, 60, 70, 130, 190, 55 } for the contour pixels
(i.e. M = 8). The corresponding LBP is 00111111. If all of the intensities
are negated (i.e. applying a mapping of 255-In), the resulting I
′
c is { 205 },
and the resulting contour intensities I ′n are { 245, 235, 155, 195, 185, 125, 65,
200 }. The negated LBP is then 11000000, while the symmetry level (Lsym,
k) of 2 is preserved. In Figure 2.15, for instance, Lsym = 1 category contains
all uniform patterns with 7 zero bits and 1 one bit, which form the rotation
invariant category of the pattern 00000001 (see the definition in previous
equation 2.3), and also the negations of these patterns (all uniform patterns
with 7 one bits and 1 zero bit). Thus, two rotation invariant categories are in
this case included to the same Lsym category. Figure 2.15 further illustrates
how the distribution of the bins for certain facial locations change with
different LBP codes, with the rotation invariant categories and with the
symmetry level categories.
2.2.3 Non-Parametric Intensity Symmetry Transform
When understanding the relation between the LBPs and other non-paramet-
ric descriptors, such as the rank transform, it is possible to take advantage
of the feature analysis of the LBPs as an inspiration for developing new non-
parametric descriptors. In the following a modification to the well known
rank transform proposed in [18], is explained. In the rank transform the
location of the center pixel within each local window is replaced by the pix-
els rank. In the proposed non-parametric symmetry transform the center
pixel is always replaced by the symmetry level measure of the correspond-
ing neighborhood, which is the minimum between the cardinalities of the
number of ones and zeros within the window. The main difference to the
symmetry of the LBP neighborhood is that now arbitrary neighborhood
(e.g. a square window) can be used. Hence, the concept of symmetry levels
is modified into a non-parametric transform [27].
Let a local window be defined as Wψi , where i is the index within the
window W (the window can be 1D, 2D, 3D etc.) in neighborhood ψ. The
instances i that have values above the center element of the window are
denoted with ’1’ bits, and the instances i that have values below the center
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′ 1′), Card(Wψi =
′ 0′)}. (2.8)
where Card(Wψi =
′ 0′) denotes the total number of elements with value
’0’ and Card(Wψi =
′ 1′) the total number of elements with value ’1’. In
words, the minimum between the number of occurrences of ’1’s and ’0’s
is chosen as the transformed value. The transformed values vary from
[0, Sumi/2] for even Sumi and for odd Sumi, between [0, (Sumi − 1)/2],
where Sumi is the number of elements i in window W
ψ
i . As in rank trans-
form, the whole image except its borders is searched through with the local
window, so that the pixel in the centermost location of the local window is
always replaced by the transformed value.
Properties of the Non-parametric Symmetry Transform
Non-parametric symmetry transform is always symmetric around the me-
dian of the local neighborhood. As a consequence, the interval of the possible
output values is reduced by a half in comparison with the rank transform. As
the rank transform and LBPs, symmetry transform is invariant to increas-
ing monotonic changes in image intensity bias. An interesting additional
property is invariance to any monotonic decreasing image transformation
such as image negation [27]. Hence, the intensity symmetry transform is
invariant to any monotonic mapping of the intensities. In Figure 2.14, the
negation invariance property of the symmetry transform is illustrated. Be-
ing a non-parametric transform, the intensity symmetry transform should
also be robust against illumination changes.
Applications of Non-parametric Symmetry Transform
In [27], the non-parametric symmetry was proposed for correspondence
matching and finding salient image locations. With saliency, in this case
areas which were monotonically changing were meant. The considerations
in the previous sections could indicate, that the symmetry transform (as
well as the rank transform) would also possess insensitivity to local rota-
tion, since in the case of LBPs the rotation invariant categories are included
into the symmetry level categories. In the case of the largest symmetry level
in Figure 2.15, the negated LBP patterns also belong to the same rotation
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Figure 2.14: Original and negated image and their rank and symmetry trans-
forms. It can be observed that the symmetry transform is not changed when
negating the image.
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invariance class. In [27], the clusters of the highest level of intensity sym-
metry image locations remained largely unchanged in certain experiments
of rotation and intensity bias changes [27].
Being a local measure, the intensity symmetry naturally can not be
as such used for interest point matching, since it does not incorporate a
means for deriving a discriminating feature vectors like the interest point
detectors, such as [39]. Also, it could be expected that certain informa-
tion is lost when reducing the dynamic range of the rank transform. In
a face recognition experiment using the FERET set, however, an aver-
age increase of 15.0% compared with rank transform was obtained with
all sets (without applying weighting) in [27]. Absolute valued distance
∑
image abs(S(image1)−S(image2)) (L1 distance) was used as the distance
metric between two symmetry transformed images (S() denotes the symme-
try transform). The recognition results are shown in Table 2.2.
The initial assumption of the authors was that better performance of
the symmetry transform in face recognition could be linked to its invariance
properties, but the later work in [40] would seem to indicate, that it may
also be caused by a better tolerance of the intensity symmetry transform to
noise. This could also explain why heavy averaging filter was required for
both the rank transform and the intensity symmetry transform in order to
obtain the best recognition results. However, it is still possible that these two
properties are linked to each other. Thus, further investigation of this issue
would be interesting in the future. The rank transform and its other kind of
modifications have been further studied in [40], where it was proposed also
for edge detection.
2.2.4 Illustrating the average LBPs in face images
The LBP images in Figure 2.15 were extracted in the following way; (a)
A sufficiently large subset Z (e.g. Z = 1000) of spatially normalized facial
images was selected (in this case the images were taken from the FERET
database),
(b) To all of the selected images an LBP transform was applied in (8,1)
neighborhood (the neighbourhood could also be some other), which pro-
duced an MxNxZ matrix, where MxN is the dimension of the LBP trans-
formed images and Z is the total number of images,
(c) A MxNxD histogram was constructed to represent the LBP distri-
bution in each facial location (x, y) over the MxNxZ locations. In this case,
D is the total number of uniform LBP bins,
(d) Finally, the basis images shown in Figure 2.15 were extracted by
intersecting one uniform LBP bin magnitude at a time from the MxNxD
matrix into a MxN density image of the specific LBP code. In these images
(Figure 2.15) the LBP density increases as the image gets brighter. An
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Subset fb fc dup1 dup2 avg.
Images 1195 194 722 234 -
Rank transform 72.9% 55.2% 41.6% 35.9% 51.4%
Non-weighted
Symmetry transform 88.0% 70.1% 54.6% 53.0% 66.4%
Non-weighted
LBP(8,2) [9] 93% 51% 61% 50% 64%
Non-weighted
LBP(8,2) [9] 97% 79% 66% 64% 76%
Weighted
PCA MahCosine 85% 65% 44% 22% 54%
Bayesian MAP 82% 37% 52% 32% 51%
EBGM optimal 90% 42% 46% 24% 51%
LDA ldasoft 73% 47% 45% 18% 46%
Table 2.2: Rank 1 recognition rate by using the FERET database [27]. The
symmetry transform performed clearly better than the rank transform in
the face recognition experiment. However, the weighted LBP approach [8]
still performed better.
additional step for the basis images was applied in [30] so that the dynamic
range of each image was normalized by the total number of bins within that
image. Hence, the basis images represent the probability density of the LBP
bins accross the training set on average. The basis image framework could
be used to study how the different LBP codes are distributed across the
overall area of the human face.
2.2.5 Face localization with normalized LBP histograms
The basis image approach was further applied in [30] to face detection with
a moderate detection accuracy. The detector used a look-up table based
brute force search of 21x21 sized basis images across all scales. One of the
reasons for not achieving a state-of-the-art the performance could lie in the
alignment procedure before step 1, since it does not account for faces in dif-
ferent orientations. Also different illumination conditions caused difficulties
to the detector in some cases. The performance of the detector in terms
of number of false positives against and true positive rate (ROC curve) is
shown in Figure 2.16. Still, the approach would seem to provide simple and
efficient means for face localization (See also Chapter 3).
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Figure 2.15: LBP basis images for uniform and non-uniform patterns in (8,1)
neighborhood [30]. Reproduced with kind permission from Springer
Science and Business Media, 2009.
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with 3x3 averaging filter
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Figure 2.16: ROC curve of the proposed basis image face detector.
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2.3 Discussion
In the recently proposed LIOP (Local Intensity Order Pattern) [20] descrip-
tor, n-tuples were proposed as the main low-level feature representation of
a rotation invariant keypoint descriptor. Therefore, the analysis of n-tuples
and their relation to LBPs is also of major current interest. Representing
the LBPs in a more general framework of n-tuples was used to point out
that circularly monotonic n-tuples contribute to the increase of the number
of uniform pattern bins in the LBP histogram.
The application of the feature analysis was to take advantage of the
discriminative power of the high descriptor k uniform patterns to reduce the
length of the LBP feature vector and to widen this interpretation into a non-
parametric symmetry transform in arbitrary neighborhoods. As the LBP
(see Chapter 3), the symmetry transform could be efficiently performed in
parallel, for instance using a FPGA implementation. For Census transform
these kind of applications have been already proposed. Previously in [19]
the rank order statistics were used to derive a robust correlation measure
between local image patches in two images for stereo matching. The main
difference of the non-parametric symmetry transform to the one in [19] is
that instead of calculating the distance between two local pathes in two
images separately, in this case both images are transformed independently
with a simpler procedure, and then a comparison between the transformed
images is carried out. Since the local ψ neighborhood can be arbitrary, also
temporal, spatiotemporal or 3D analysis could potentially be performed with






Focal-Plane processors belong to the class of SIMD (Single-Instruction Mul-
tiple-Data) processors. They are typically designed as full custom ASICs,
where a single processing element performs analog, mixed-mode and digital
processing. The most obvious target usage of the focal-plane processors lies
in high-speed image analysis, since the photodiodes are efficiently embedded
onto the same silicon die with the actual processor circuitry [41]. The diff-
ference between SIMD and more traditional SISD (Single Instruction Single
Data) microprocessors lies in the amount of processing performed in par-
allel, which potentially can give a positive impact on the processing speed
and power efficiency.
In this chapter, the usage of LBPs in the embedded domain is studied
within the context of focal plane processors. Although the extraction of the
LBPs is relatively fast and efficient even with SISD hardware, the benefit
of the proposed approach could be in increased suitability of the focal-plane
processors into new applications. Also, the focal-plane processors could pro-
vide better performance in comparison with SISD hardware in applications
where high speed, power efficiency and compact size are required.
3.1 Introduction to Focal-Plane processors
The instructions are performed in focal plane processors in SIMD fashion
i.e. for the whole array simultaneously, by applying successive array-wise
operations on the currently available data. The neighborhood connectivity
of the focal plane processors is usually limited to a 8-nearest-neighborhood
connectivity or to the second neighborhood at most, which limits their usage
in many cases. However, by applying successive operations, the execution
of more complex image processing beyond the local neighborhood can also
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be performed. The basic principles of the cellular array processors (e.g.
Cellular Neural Networks, CNNs) were proposed already in [42]. Still, many
focal-plane chips use some of the concepts of the traditional CNN paradigm.
Examples of modern SIMD type focal plane processors include the ACE-
16k processor [43], the EYE-RIS platform [44], ASPA and SCAMP-5 proces-
sors [45], [46], and the MIPA4k processor [47]. Some of these are discussed
in the following in more detail.
The CNN-UM (Cellular Neural Network - Universal Machine) was intro-
duced in [48] and [49]. The ACE processor family consists of ACE400, ACE-
4k and ACE16k processors [43]. ACE16k consists of an array of 128x128
processing elements (PE) and was implemented in 0.35um semiconductor
process, while delivering the performance of 330GOPS. The commercial
EYE-RIS system, which is a follower of ACE16k was proposed in [44].
The SCAMP processor family has been presented in [50], [51], [46]. An
important characteristic of the SCAMP family is the reduction of the cell
area by time-multiplexing the neighborhood connections. Operations such
as pixel level snakes have been demonstrated on SCAMP-3 [51]. SCAMP-
5 chip is a 256x256 cell array [46] capable of asynchronously propagating
array operations. The tracking of 5 closed-shape objects at 25kfps and
single object at 100kfps was demonstrated using the SCAMP-5 vision chip
in [46]. The ASPA processors presented in [45] also provide the capability
of asynchronously propagating operations.
A QCIF resolution CNN chip was presented in [52]. Later, a 64x64 ele-
ment MIPA4k [47] mixed-mode processor array was proposed with the capa-
bilities of asynchronously propagating morphological reconstruction, adap-
tive image brightness control, and binary programmable B/W cell templates.
Some of the early work within this thesis has been done before our research
team implemented the MIPA4k processor, which in general, have influenced
into some of its implemented features. For instance, there are possibilities
for LBP extraction in the MIPA4k processor. The successor of the MIPA4k
is a commercial 96x96 element KOVA1 array processor [53].
3.2 Extracting Local Binary Patterns with Focal
Plane Processors
In many applications of the LBPs the first and the second order local neigh-
borhoods have shown to be capable of providing state-of-the art recognition
rates [9]. In fact, the LBP was originally proposed for the 8-nearest neigh-
borhood and only later it has been extended to other radiuses (r) and sample
sizes (M). The possibility of extracting the LBPs with focal plane processors
was first proposed during this work included in references [54], [55] and [29].
In [55] the LBP extraction was proposed by applying directional compar-
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ison templates into each of the local neighborhood directions successively,
and then applying the piecewise linear output non-linearity. A dedicated
hardware for parallel extraction of the LBPs was described in [54].
Next, the basic LBP extraction with CNN in (8,1) neighborhood is ex-
plained. The input image is read from the cell input u and the state x
is assigned to zero. The comparison is carried out by the following equa-
tion [42],




where a is the center element of the A-template. In the A template all
elements are zero, except the center element with a value of 1. The output
nonlinearity is,
yij = ϕ(xij) =
|xij + 1| − |xij − 1|
2
(3.2)
Equation 3.3 and Table 3.1 further shows the comparison templates for









In the following, an example of the LBP extraction with the embedded
MIPA4k processor is further shown [34]. In order to make the compari-
son between the neighboring pixels more robust (several non-idealities were
present in the MIPA4k processor test environment), the ranked order statis-
tics extraction unit of the MIPA4k processor [47] was used. The ranked
order statistics extraction unit of the MIPA4k is capable of indicating the
Template b0 b1 b2 b3 b4 b5 b6 b7 b8
T1 1 -1 0 0 0 0 0 0 0
T2 1 0 -1 0 0 0 0 0 0
T3 1 0 0 -1 0 0 0 0 0
T4 1 0 0 0 -1 0 0 0 0
T5 1 0 0 0 0 -1 0 0 0
T6 1 0 0 0 0 0 -1 0 0
T7 1 0 0 0 0 0 0 -1 0
T8 1 0 0 0 0 0 0 0 -1
Table 3.1: Threshold templates for LBP with r of one and M of eight [29].
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relative ordering of any of the main vertical or horizontal neighbors includ-
ing the center. In this case, the bits in directions (N, W, S, E) were first
extracted by a comparison to the center pixel directly. Since the diagonal
neighbors cannot be accessed directly by the order statistics unit, the fol-
lowing procedure was applied; for instance to get the NE bit the image was
first shifted to the west and then the ordering between the eastern and the
northern directions was determined. In this case the analog non-idealities in
MIPA4k D/A conversion and order statistics extraction reduced the number
of matching bits to 81.6% [34] in a (8,1) neighborhood, in comparison with
the ideal bits obtained from Matlab. Figure 3.1 shows the contents of the
local digital memories of the 64x64 cells with MIPA4k after performing the
thresholding operation.
The total estimated time for pixel-parallel LBP extraction with MIPA4k
was less than 10us. In [56] a standard CPU implementation of LBP extrac-
tion with an image size of 1280x720 pixels took 1.8 - 29ms depending on
the configuration and the best GPU based LBP extraction result was 1.1ms
(optimized OpenCL implementation, without considering the time for I/O).
The total processing time per pixel with MIPA4k was 2.44ns, for standard
CPU 1.95ns-31.5ns and for optimized GPU implementation 1.19ns. Since
this was an initial implementation of the LBP extraction and it was im-
plemented indirectly via the ranked order extraction unit, the performance
could be held sufficient.
3.3 Optical flow with Local Binary Patterns
Representing the image texture as regional LBP histograms suites well to be
used in combination with the traditional computer architecture. However,
in order to make the LBPs better suitable for SIMD type computing, also
other alternatives which would better utilize the available parallelism should
be considered. Next, the LBPs are represented as bit-layers (see Figure 3.2),
so that each LBP thresholding direction is considered separately without the
decimal conversion and histogramming [31]. This makes it possible to apply
the full descriptiveness of the LBP to the SIMD type processors. In this
section, this approach is used to determine optical flow.
The approach has also the following advantages. First, if analog mis-
match is present in the computation of the LBP bits, in the case of a wrong
bit, the effect of the error can be restricted to that individual bit in the spe-
cific bit-layer (if the decimal conversion would be applied, the LBP might be
assigned into a wrong bin). Second, by performing global array-wise shifting
operations on all LLMs (i.e. to the digital Local Logical Memories within
each of the array cells), the LBPs within a reference area can be compared
efficiently to the sensor input which is not shifted.
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Figure 3.1: Original image (a) and directional LBP bits to (b) North, (c)
East, (d) South, (e) West, (f) North-East, (g) South-East, (h) South-West
and (i) North-West [34]. (c) 2010 IEEE.
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Figure 3.2: Bit-layer LBP representation [31]. (c) 2009 IEEE.
When the LBP bit directions are considered separately without the dec-
imal conversion, it can be observed that there are redundancy in the infor-
mative content of the LBP bits. For instance, it is illustrated in Figure 3.2,
that the comparison of the center bit with an intensity value of 45 into NW
direction with an intensity value of 79 effectively provides the same informa-
tion, than if comparing the NW direction bit with an intensity value of 79
as a center to its SE bit with an intensity value of 45. Therefore, only bits
b1-b4 shown in Figure 3.2 are used for representing the local neighborhood.
The method for comparing the bits within an image region into a reference
region was simply to count the sum of matching bits within the regions by
using a cell specific XNOR operation. This can be effectively implemented
with CNN type computing with array-wise operation applied on each of the
the LLMs, if a global sum operation is available [57]. Figure 3.3 shows an ex-
ample of motion vectors extracted in Matlab between two frames of a video
sequence by using the bit-layer method. Observe also, that the proposed
novel optical flow method should be robust against environmental effects,
such as temporal changes in illumination due to its non-parametric nature.
3.4 Application to the Analysis of Welding Pro-
cess
The CNN approach was proposed for the closed-loop control of a laser weld-
ing process in [58]. The the keyhole dynamics (i.e. full penetration vs.
partial penetration mode) in the welding area were analyzed on-line to con-
trol the laser power to optimize the welding quality. It was illustrated, that
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Figure 3.3: Optical flow from two succeeding frames using a search area of
25x25 pixels and a block size of 15x15 pixels [31]. Both the camera and the
robot are moving to forward direction. (c) 2009 IEEE.
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better weld quality could be achieved with this setup. Using thick section
steel is an emerging research area, and to obtain a satisfying welding qual-
ity the parameters (such as welding speed, laser power, focal position and
the type of shielding gas) need to be optimised. In this subsection, meth-
ods targeted to support the automated analysis of the welding process are
considered.
The KOVA1 array processor was applied in the proposed application to
extract edges in laser welding application when using a second order LBP
neighborhood. The edges were extracted by comparing the analog current
values in the main vertical and horizontal directions to an adjustable thresh-
old. The result of the image capture was a B/W image sequence in welding of
thick ( ≥ 8mm) steel at approximately 3500 Fr/s frame-rate. Before starting
the image capture, the camera was set to an adaptive integration mode [47],
which means that the integration time of the local pixels was adjusted by
the average of its neighboring pixels. This allowed the compression of the
dynamic range of the images, so that the very bright and very low intensity
regions in the imaging area could be captured. The laser power applied was




The first considered approach [32] for spatter segmentation was to extract
block based motion vectors between the successive B/W images by using
a binary pixel-wise sum of XNOR operation as a distance metric between
two matching blocks. The motivation for this was, that when capturing the
test sequences, the camera was set to a burst mode so that four successive
frames were always extracted at a high speed and then there was an idle time
in-between. The motion vectors were grouped according to their amplitude
and direction, and connected component labeling was used to segment the
spatters based on these properties. An example of the segmented spatters
is shown in Figure 3.4.
Arc welding
In manual arc welding application, spatter segmentation was implemented
by using Hough transform. The test sequence consisted of B/W images
captured at high speed (approximately 1408 Fr/s). In this case, a continuous
frame capture was used, where the whole image sequence without idles was
obtained. Figure 3.5 shows spatters extracted off-line by using the Hough
transform. Naturally, Hough transform can also be implemented on an
embedded FPGA platform.
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All motion flow vectors





Segmented motion flow vectors





Figure 3.4: Illustration of the method for extracting spatters using optical
flow of B/W images [32]. Reproduced with kind permission from
Springer Science and Business Media, 2013.
Figure 3.5: Adaptive integration image captured with KOVA1 processor
from arc welding test and the corresponding B/W image in Matlab where
the spatters have been annotated automatically [33].
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3.4.2 Spatter tracking
A spatter tracking algorithm was implemented in Matlab to enable counting
of individual spatters. The algorithm was tested in manual arc welding and
laser welding scenarios. The implementation was based on looping through
a list structure in Matlab, so that each spatter was assigned multiple prop-
erties, including their velocity and size [33]. After going through all frames,
all the spatter instances were collected for further analysis.
Figure 3.6, shows the overall number of the spatters (the ground truth)
and the number of extracted spatters in the arc welding sequence. The x-axis
in this figure represents the total number of spatters in 100 frame intervals
at frames 1-1500. It can be observed that the overall number of spatters
(TP+FP) follows the ground truth. The error between the ground truth and
the overall result can still become quite large in some intervals, but for an
application such as calculating the statistics on the overall distribution of the
spatters (e.g. the movement direction) across the whole welding sequence the
current method could be sufficient. The advantage of the Hough transform
based segmentation is that the distinction between the vapour plume and the
actual spatters could be made more efficient in comparison with the B/W
optical flow method. Connected component labeling based segmentation
after a binary closing with a 3x3 template of all ones is shown as a reference
method in Figure 3.6. The main limitation of the tracking algorithm was
that it required the tracked spatter to be visible in every frame, which could
not always be achieved in the B/W sequence due to sensitivity of the B/W
threshold to disturbances.
3.5 Face Analysis with Focal Plane Processors
The objective of this section is to study, whether the LBP based face recog-
nition proposed in [9] could also be implemented efficiently on massively
parallel processors. The motivation for this lies in not only showing that
focal plane processors could be capable to this, but also to investigate which
kind of new capabilities would be required from the focal plane processors
to achieve a state-of the-art performance for face recognition. Previously,
in [59], a method for normalizing face images with the 64x64 cell ACE4k
CNN has been implemented. That method was based on detecting edges
from the input image and by calculating the axis of symmetry of the face
images from the vertical and horizontal projections of the edge pixels.
3.5.1 Proposed Face Localization Procedure
The proposed face localization procedure for focal-plane processors is a mod-
ification from one presented earlier (in Chapter 2 sections 2.2.4-2.2.5). The
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Figure 3.6: The manually annotated ground truth and the number of in-
dividual spatters detected by the segmentation and tracking algorithm in
the manual arc welding test [33]. The x-axis represents 100 frame captions
taken from the test sequence, starting from interval 1-100 (x value of 1) and
ending to the interval 1401-1500 (x value of 15). The y-axis represents the
total number of spatters in each interval.
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difference is that instead of considering individual decimal LBPs, the bit-
layer presentation of Figure 3.2 is used. First, a set of prototype faces is
selected, in practice they were again collected from the normalized FERET
set. Second, the binary images representing the bit-layers of the prototype
faces are extracted. For example, if there are Z grayscale prototype faces (as
in Section 2.2.4), then Z bit-layer images are extracted for each of the 4 bit-
layers. The specific Z bit-layer images are then placed upon each other, and
the sum of bits in integer form is calculated for each facial location across
all prototype faces. The resulting prototype faces are shown in Figure 3.7.
There is one prototype face for each of the bit directions (N, NW, W and
SW). The binary bit-layer prototypes (bottom row of Figure 3.7) were then
thresholded from the integer form ones.
The resized versions of the binary prototype faces in Figure 3.7 are then
slided through the array, by shifting the LLM bits within the array cells and
by calculating the number of matching bits by using a cell-specific XNOR
operation. The resulting bits are then applied to the flexible read-out of
unit currents from the specific cells. Figure 3.8 shows the results of face lo-
calization with bit-layers [34]. The actual bit layers were extracted from the
MIPA4k processor after D/A conversion and ranked order statistics based
LBP extraction. The effect of erroneous bits can be seen if the ideal match
is compared to the one obtained using the non-ideal bits in Matlab (the
matching percentage indicates the minimum localization threshold in 1%
steps in accuracy). It can be observed, that also in the case of mismatch the
face localization procedure gives correct results.
3.5.2 Proposed Face Recognition Algorithm
The face recognition algorithm, which was proposed in [60] and [29] extracts
first the locations of each individual LBPs. For each LBP a separate binary
image is generated, which represents in which facial locations (a 1 bit if LBP
is in that location and 0 otherwise) the LBP exists. These binary images
are denoted as occurrence maps. As a consequence, the locations of the
individual LBPs are preserved. Lately, also a distance transform on specific
occurrence maps [13] has been proposed, which support the assumption that
the actual locations of the LBPs matter. The facial area is divided also in
3x2 regions as shown in Figure 3.9. This is done for two reasons. First, the
regions enable weighting the face comparison procedure so that the facial
areas which are more discriminative are given more importance [9]. Second,
it allows using different orientation selective operations on each block.
The matching of two faces (one acquired and one stored to the memory)
is done by searching for minimum distance between the acquired face and the
stored face. First, each occurrence map of a face is dilated into each of the 8-
neighboring directions a pre-determinated number of times (e.g. by 3 times).
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Figure 3.7: Average prototype faces to each of the four bit-layer directions
and their thresholded versions [31]. The thresholded face prototypes were
resized in sizes 20x20, 25x25, 30x30, 35x35, 40x40, 45x45 and 50x50 to detect
faces in different spatial scales with the bits extracted from the MIPA4k
processor. (c) 2009 IEEE.
Then a block specific dilation direction is selected for each of the 3x2 blocks
separately so that the distance to the stored face is minimized (thus the
identity of the stored face may or may not represent in this step the acquired
face). Then, the sum of matching bits between the acquired occurrence maps
and the occurrence maps of the stored faces is calculated. The recognition
result is then the identity of the person stored to the memory, whose number
of the matching bits from the acquired face is the maximum. If there are
more than one faces stored to the memory, the acquired face is compared to
each of them separately, and the identity of the stored face which maximizes
the similarity is chosen as the recognition result.
Table 3.2 shows the rank 1 recognition rate of the occurrence map al-
gorithm (LBP-AM) in the (8,2) LBP neighborhood in comparison with the
original LBP algorithm in [9] with the FERET set [36]. The rank 1 recogni-
tion rate means that the acquired image always has to be correctly identified
as the nearest image to the set of images stored to the memory. Thus, the
larger the number of the stored faces, the more difficult it is to obtain a
rank 1 match. The performance of the reference algorithms are standard
implementations of the CSU evaluation system [61]. The proposed method
could provide an average increase in the recognition accuracy over [9] of ap-
proximately 4% with weighting. The method proposed in the previous chap-
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Figure 3.8: The percentages above show the number of matching bits to pro-
totype faces in order to localize the faces correctly with a minimum possible
threshold using 1% accuracy [34]. The detections represent peaks in the
’faceness’ map, where a perfect match (100%) fully corresponds to the bit-
layer prototypes. The leftmost percentage represents the actual detection
with bits extracted from the MIPA4k, and the percentage in the parenthesis
(ideal) represents the detection with bits extracted ideally in Matlab. (c)
2010 IEEE.
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Figure 3.9: Adaptive face alignment of the occurrence map algorithm [29].
ter (section 2.2.1) for feature vector length reduction was also used in this
experiment (applied to reduce the number of occurrence maps). Without
weighting, interestingly, the algorithm outperformed its counterpart in [9]
by 14%. A possible future direction for improving the algorithm could be
to modify it to operate rather with bit-layers (as in the case of the proposed
optical flow algorithm), than with the entire LBP code, which could pro-
vide further insensitivity to bit errors in case of non-idealities in the LBP
extraction.
3.5.3 LBP processing hardware
The proposed face recognition algorithm is described in a framework of a
massively parallel face recognition system in [29]. The transistor level de-
signs for the LBP processing using a neighborhood comparison unit, and
LBP matching unit were described in [54], [29]. In Table 3.3 the effect of
mismatch to the LBP based face recognition is estimated using the frame-
work proposed in [9]. Roughly a mismatch value of one percent could be
tolerated without significant effect to the final recognition rate.
The proposed cell structure in [29] is described in a high abstraction level
in Figure 3.10. The redundancy in the occurrence maps is encoded/decoded
by memory code/decode unit, since most of the bits in the occurrence maps
are zeros. Since 30 uniform and symmetrical LBPs were selected, one oc-
currence map location could be encoded into 5 bits. Unit current (see Fig-
ure 3.10) is needed for counting the number of matching bits by applying
a flexible cumulative analog read-out from the local regions [57]. On an
image database of 1000 faces the elapsed time for recognizing a face was
estimated acceptable in [29]. A main disadvantage of the face representa-
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Method fb fc dup1 dup2 average
LBP-AM(8,2) 97% 86% 71% 67% 80%
Weighted
LBP(8,2) [9] 97% 79% 66% 64% 76%
Weighted
LBP(12,2) [26] 95% 85% 64% 66% 77%
Weighted
LBP-AM(8,2) 95% 85% 69% 63% 78%
Non-weighted
LBP(8,2) [9] 93% 51% 61% 50% 64%
Non-weighted
PCA MahCosine 85% 65% 44% 22% 54%
Bayesian MAP 82% 37% 52% 32% 51%
EBGM optimal 90% 42% 46% 24% 51%
LDA ldasoft 73% 47% 45% 18% 46%
Table 3.2: Rank 1 face recognition accuracy of the occurrence map algo-
rithm [29]. At the time of publication the results were among the best
for LBP. However, recently advanced methods reaching significantly higher
recognition rates have been reported (e.g. [14], [13])
Mismatch % fb fc dup1 dup2 average
0 97% 80% 66% 64% 77%
1% 96% 73% 66% 65% 75%
2% 95% 69% 64% 58% 71%
3% 94% 63% 62% 57% 69%
5% 92% 55% 57% 49% 63%
Table 3.3: Mismatch effects for histogramming with weighting [29] according
to recognition procedure in [9].
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Figure 3.10: Dedicated LBP processing cell structure [29].
tioin in this case lies in its higher feature vector length (approximately 4
times longer than one in [9]) if using 130x150 sized images. This is because
the exact directions of the LBPs are stored to the occurrence maps, instead
of only considering the regional histograms. The implementations of the
neighborhood comparison unit and LBP matching unit are shown in Fig-
ures 3.11 and 3.12. In Figure 3.13 a mismatch value of roughly one percent
was achieved with larger transistors, which could be considered sufficient for
face recognition.
3.6 Discussion
In this section, methods for extracting LBPs with SIMD hardware were
proposed. The proposed methods could be expected to give a positive impact
on better applicability of the focal-plane processors for e.g. high speed
industrial process control and other embedded applications, which require
compact size, high speed and high power efficiency. As a summary, the focal-
plane approach would seem to provide a simple means for implementing a
face recognition system or equivalent into a very compact size by taking
advantage of the existing focal-plane processor hardware. One of the main
challenges of this approach lies in the inaccuracy of the analog thresholding
operation. Therefore, some of the proposed methods were further designed
to cope with this limitation.
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Figure 3.11: Neighborhood comparison unit (analog part) of the LBP match-
ing hardware [29]. Transistors M1-M6 provide the current to the unit and
the other transistors operate as switches. For instance, when the North bit
of the LBP is extracted the switch N is turned on and the I cell coming from
e.g. in-cell photodiode is compared to the one coming two cells above. Si-
multaneously the circuit provides its photodiode current to two rows below,
so that also the cell two rows below can extract its N bit. For directions
NE, SE, SW and NW the currents are interpolated between two neighboring
cells.
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Figure 3.12: Digital part of the LBP matching hardware [29]. The LBP
bits are stored to 8 SRAMs. The LBP matching is a two step process, first
the LBP bits with a value of one are checked and then the bits with value
of zero. In the first step, the control bits corresponding to LBP bits that
are required to be one are set HI and an inverted LBP pattern is fed to the
programmable NOR unit. The result fed to the output unit is zero if all
LBP bits with value one match. Second, the LBP bits with value zero are
checked by using the non-inverted LBP as input to the NOR block and by
setting the control bits which are required to be zero to a HI value. If the
results of the first and the second step after the NOR inverter are both 0,
the two input NOR port at the output unit gives result one (match).
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Figure 3.13: Effect of mismatch to the analog transistors of the neighborhood
comparison unit [29]. A 0.13um CMOS process was used.
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In face detection or localization, the lack of efficient image scaling func-
tionality from the focal-plane processors caused the need for resizing the
sliding window instead of scaling down the image size. This was circulated
by changing (increasing) the sliding window size in this work, but in gen-
eral, the scaling functionality - if implementable - would be very beneficial
keeping the applicability of the focal-plane processors in mind.
The proposed optical flow method was designed for SIMD processors in
particular and it could provide further robustness in applications where the
environmental effects (e.g. temporal illumination changes) cause difficulties.
Although the proposed optical flow method was not implemented on-chip, it
can be expected to reach very high frame rates with the existing focal-plane
processors, when a flexible global sum readout functionality is provided. The
time needed for the calculation of the global sum could be expected to be
the main limiting factor when considering very high frame operation rates





The thesis provided an introductory section to the LBP and the used con-
cepts in the first chapter. In the second chapter, an a priori model for
n-tuples, LBPs, and uniform LBPs was presented. Since the a priori occur-
rence probability of n-tuples with i.i.d. data is constant (if not considering
interpolation), the approach could be seen as a combination of the pro-
posed i.i.d. model, the LBP representation and ordinal n-tuple based image
representation. The runs test for permutations which is a well known non-
parametric test for randomness was linked to the uniform pattern selection
of the LBP methodolody. In particular, the patterns with few runs were
shown to contribute to the increase of the number of uniform patterns with
natural images in comparison with the a priori model. When generated
by monotonic n-tuples, the response of uniform LBPs is enhanced, which
could indicate that the uniform patterns also correspond to the determinis-
tic structures of the image.
High descriptor k uniform patterns were shown to be very rare accord-
ing to the a priori model, while becoming quite common with natural image
data. However, it should be noted that although the a priori probability of
an individual high descriptor k window is small, the overall probability of
all high k windows (e.g. uniform and non-uniform) is the same as for lower
k. These patterns are typical to edges and monotonically changing inten-
sity structures. Non-parametric image descriptors, in general, suffer from
inherent sensitivity to noise [40], [22], and it seems that at least partly the
selection of uniform patterns for the LBP histogram could provide additional
robustness for the LBP representation to noise [28], [63].
Inspired by the applied feature analysis, a new non-parametric image
transform, called non-parametric symmetry transform was proposed. The
negation invariance property of the transform calculates the difference of
the original pixels rank from the rank of the median. The term symmetry
in this context was originally related to the local micro-symmetry of the
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LBPs. This approach showed better performance than the rank transform
in a face recognition experiment and reduced also the dynamic range of
the output values. The usage of the previously proposed rank transform,
which is closely related to the proposed symmetry transform has been fur-
ther studied in [40]. In [40] an additional convergence property for the rank
transform was proposed and the sensitivity of the rank transform to noise
was explained. This could also be one factor behind the better performance
of the symmetry transform in the face recognition experiment. However, an
interesting observation based on the recognition results between the symme-
try transform and the rank transform was that the overall rate was increased
by roughly an equal amount between each test set, which could indicate that
noise robustness is not the only factor behind the higher recognition rates
(for example, the symmetry transform could include tolerance to rotation,
facial mirror symmetry or some other characteristics).
In the third chapter, the Local Binary Pattern approach was proposed
for massively parallel focal-plane processor arrays. Focal-plane processors
can potentially provide a very high image analysis throughput due to a high
bandwidth between the photodiodes and the local processing elements. In
the authors knowledge, the LBPs have not been applied to this domain be-
fore. The research questions posed in the beginning of the thesis - which
kind of features should be incorporated to the massively parallel arrays to
promote their applicability to real world problems - was hence confronted.
In the proposed framework, methods for extracting the LBPs, an optical
flow algorithm based on a modified LBP representation and methods for lo-
calizing, and recognizing faces with massively parallel processor arrays were
described. A coarse estimation on the performance constraints of a dedi-
cated system performing face recognition was also performed. The proposed
face recognition algorithm also utilized one of the previous experimental re-
sult in the earlier work [26], in order to reduce the final feature vector length.
Thus, the proposed methods could be expected to have an impact on wider
applicability of focal-plane processors to practical applications. Also, the
research question - which kind of applications would benefit the most from
focal plane processors was confronted in the context of analysis of laser weld-
ing process with the KOVA1 camera. In the future, methods towards on-line
control of laser welding process of thick steel are targeted.
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Appendix A
Appendix of paper contents
A.1 Reducing the Feature Vector Length in Local
Binary Pattern based Face Recognition
The local binary pattern method was proposed for face recognition in [8].
The length of the feature vectors was denoted in that paper as one drawback
of the method. This paper presents a method for reducing the length of the
feature vectors in LBP based face recognition. The idea is to divide the
uniform LBPs into classes by the number of their zero and one bits. The
minimum between the total number of one and zero bits of a LBP was de-
noted as the symmetry level of the pattern. It was empirically observed with
the standard FERET set, that the classes with higher symmetry performed
better than the patterns with low level of symmetry. Also qualitative anal-
ysis showed that the facial regions could be efficiently represented by the
high level of symmetry patterns.
The analysis was taken advantage of in reducing the final length of the
LBP feature vectors. The idea was to use a bin of their own for higher level
of symmetry uniform patterns and to combine the bins of each rotation
invariant category of the lower level of symmetry patterns. As a result the
overall number of bins in an individual uniform LBP block histogram could
be reduced in half with only 0.3% negative effect to the final recognition
rate.
A.2 A Shape-preserving Non-parametric Symme-
try Transform
This paper extends the idea of the previous article into a new non-parametric
transform beyond the LBP neighborhood. It is shown, that the proposed
new non-parametric image transform can be seen as a modification of the
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rank transform, while showing an interesting additional property of negation
invariance. The performance of the proposed transform was compared to
the rank transform in face recognition, and a major improvement in the
recognition accuracy was obtained with the standard FERET database. It
also performed quite well in comparison with original LBP, although the
performance of the weighted LBP was higher.
An another application scenario proposed was searching of salient points
in images. In this context, saliency relates to high symmetry level of the
local neighborhood, i.e. the center pixels are near to the local median of the
window. In empirical tests the high symmetry level locations showed also
tolerance to image transformations such as local rotation.
A.3 A Statistical Approach for Characterising Lo-
cal Binary Patterns
The paper presents an a priori model for the LBPs, where the image pixels
are seen as instances of order statistic variables. The analysis in the paper
is based on the observation, that when the number of ones (or zeros) in the
pattern increases, the overall a priori probability of the class of patterns be-
longing onto each category remain constant. As a consequence, the number
of pattern combinations within each class determines the overall probabil-
ity of each pattern. The distribution of the LBPs thus follow roughly the
binomial distribution.
A more general interpretation is, that the symmetry level concept used
in articles 1 and 2 also characterizes the a priori probabilities of the non-
parametric local windows (e.g. in Census transform). With i.i.d. data the
occurrence probability of a certain local window which possess a high level of
symmetry is significantly lower, than the lower level of symmetry locations.
Also, an illustration of the LBP distribution on a natural test image is
shown. In Equation 3, the more compact form in references [38] and [28]




as M !/(k! ∗ (M − k)!). There is also a
typo in the Proof of Theorem I after the sentence ”The recursion follows:”
the next J(M,k)=k/(m − k + 1) ∗ J(M,k + 1) should be J(M,k)=k/(m −
k + 1) ∗ J(M,k − 1).
A.4 A Massively Parallel Face Recognition Sys-
tem
This paper presents a framework for implementing an embedded single chip
LBP based face recognition system, including the implementation and analy-
sis of its main building blocks. The paper covers and extends the contents of
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the previous conference publications [55], [54] and [60], which are therefore
not included to this reprint (in order to avoid repetition). Two alternatives
for extracting the LBPs with focal-plane processors were proposed. The
first was to use a standard CNN type comparison templates and to store
the LBP bits into the LLMs of a CNN. The other method was to design
dedicated citcuitry for the extraction and matching of the LBP bits. These
included a neighborhood comparison unit, which produce the LBP bits to
the LLMs of the array, and a neighborhood matching unit which was used
to determine in which locations a certain LBP exists in the array.
The trade-offs in implementing the proposed system were also discussed.
The face recognition algorithm was a modified version of the one presented
in [8], taking into consideration the actual locations of each LBP on the
focal-plane array. Thus, a histogram representation of the LBP was replaced
with spatial representation, where the location of an individual LBP could
be preserved. If not considering mismatch effects, the proposed algorithm
performed slightly better than the one in [8]. The earlier method presented
for reducing the feature vector length was also taken advantage in this al-
gorithm. In the example of Equation 7 the interpolation weights are only
approximative. An example of exact weights using bilinear interpolation can
be found e.g. in [35] in the case of (8,1) neighborhood.
A.5 On the Spatial Distribution of Local Non-para-
metric Facial Shape Descriptors
This paper presents a method to form an average image of local non-paramet-
ric descriptors, which can be used for the analysis of the distribution of each
individual LBP across the area of human faces. The idea is to normalize
the density of each individual LBP histogram specific to each pixel position
in the facial area accross a large database of cropped face images. It is il-
lustrated, that the density of the low level of symmetry uniform patterns is
most typical to the eye areas, while the higher level of symmetry patterns
typically occur in areas of the nose, cheek and eye surroundings. Thus, the
concentration of LBPs in various orientations change accross the area of
human face in average.
The proposed method is applied to face detection, by implementing a
face detector which searches accross different spatial scales by accumulat-
ing the evidence of each LBP in its expected location. The detector can
achieve a moderate detection accuracy (i.e. > 80% with 200 false positives)
using the standard full CMU+MIT database. Considering the simplicity of
the approach, the detector performs quite well, although not achieving a
state-of-the-art detection performance (e.g. compared to machine learning
approaches such as in [1]).
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A.6 Regional Image Correspondence Matching
Method for SIMD Processing
The paper presents a new kind of LBP representation, which is applied
for optical flow analysis and face localization. The proposed methods are
designed for SIMD type focal-plane processors in particular. The new LBP
representation is based on comparing the center pixel not to its all eight
neighbors, but only to four neighbors next to each other. The redundancy
of the LBP representation is thus reduced, because adjacent pixel pairs are
not compared twice to each other, while the center pixel is also taken into
consideration.
The optical flow method is based on shifting the bits inside the array
cells with respect to reference bits which are not shifted. The method re-
quires means for global readout of the matching bits within the array. The
face localization method is based on a similar principle as the previous pub-
lication, except of the different LBP representation. The prototype faces are
produced in integer form by assigning the LBP bit images in top on each
other and by summing the bits. These images are then again converted
from integer form through a threshold operation to a binary form and then
slided through the array. The performance of the face localization method
is estimated with the full CMU+MIT set, and it is concluded that it could
perform quite reliably in the proposed application with limited image size.
It should be noted, that the optical flow vectors for SAD method of Fig. 3
in the publication are over pessimistic due to an unfortunate coding bug.
A.7 Extracting Local Binary Patterns with MI-
PA4k Vision Processor
The paper presents a method for extracting LBPs with MIPA4k vision pro-
cessor. The method is based on using the ranked-order statistics unit of
the MIPA4k for deriving the LBPs. The selected method was considered
to be the most practical with the actual MIPA4k prototyping system. The
number of correct LBP bits in comparison with LBPs affected by MIPA4k
mismatch is also analyzed. The LBP bits read from MIPA4k were used
in Matlab to analyze whether the face localization procedure presented in
the previous publication also work in the presence of mismatch. It is con-
cluded that with applied test images the face localization is robust to circuit
non-idealities.
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A.8 Towards Understanding the Formation of Uni-
form Local Binary Patterns
The purpose of this paper is to increase the understanding on the Local
Binary Patterns by seeing them as combinations of permutations. The oc-
currence probability of each of the permutations with i.i.d. data is constant,
so that a permutation space can be defined between the intensity and LBP
representations. Mapping operators from the intensity space to the permuta-
tion space, and from the permutation space to the LBP space are presented.
The main contribution of the paper to the analysis of uniform patterns is
to describe how circularly monotonic permutations tend to further increase
the occurrence frequency of uniform patterns with natural image data, and
that these permutations are also among the most common individual per-
mutations with natural image data.
The paper extends the previous technical report of the author, and can
provide new perspectives to the relation between LBPs and n-tuples. Note
that the test of the number of ties among uniform and non-uniform patterns
in Fig. 20 is affected by the larger relative share of uniform patterns in
comparison with non-uniform patterns. If the normalization would be done
against all patterns in both cases, the number of ties within non-uniform
patterns would naturally be smaller.
A.9 Characterizing Spatters in Laser Welding of
Thick Steel Using Motion Flow Analysis
The paper presents an approach to characterize spatters in laser welding.
The methods are based on the analysis images captured at high speed with
the KOVA1 focal-plane processor. The B/W images were captured at multi
kFr/s rate in bursts, and the off-line analysis step in Matlab consisted of
determining the motion vectors between image pairs. The approach was
based on determining the motion vectors in a fine grid of predetermined
size, and to reduce the representation of the motion vectors in quantized
amplitude (length) and direction (angle) components. A connected compo-
nent analysis step was then applied to segment the spatters according to
their characteristics.
Depending on the search window size and the block size, the proposed
method could also be implemented in FPGA for high speed analysis. The
purpose of the paper is to represent first steps toward a system allowing
automated analysis of the characteristics of the welding process of thick
steel.
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A challenge related to the implemented approach is the distinction be-
tween the actual spatter objects and the plume, which could cause false
positives. It was proposed in the paper, that future work could contain
tracking the detected spatters in a longer time-scale.
A.10 Spatter Tracking in Laser- and Manual Arc
Welding with Sensor-level Pre-processing
This paper extends the previous paper considering the characterization of
spatters in laser welding by introducing a spatter tracking algorithm to
enable the counting of individual spatters in laser and arc welding. As in the
previous paper, the KOVA1 processor was again used to extract the edges
of the spatters and to provide a robust image representation by adjusting
the pixel’s integration time by the average of the neighboring pixels. Hough
transform and connected component analysis were considered as alternatives
to perform the spatter segmentation as an off-line process in Matlab. The
principle of the tracking algorithm is to compare the linear estimate of the
next spatter location based on frames t-2 and t-1 to each of the new spatters
in frame t, enabling the update of the tracked spatters as a list structure.
All of the spatters during the tracking are afterwards collected to a list for
further analysis. This approach can give information on the directions and
velocities of the spatters within the welding image sequences.
The methods were tested against a manually generated ground truth in
two welding sequences, the first of which was manual arc welding and the
second laser welding. It was concluded, that the algorithm (TP+FP rate)
could roughly follow the actual spatter behaviour within the test sequences.
In the future, it is planned that some of the methods proposed could be
implemented on an FPGA by in-camera processing.
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[59] Z. Szlávik, T. Szirányi, Face identification using CNN-UM, Proceedings
of the European Conference on Circuit Theory and Design, (ECCTD),
vol. 2, pp. 81-85, (2003)
71
[60] O. Lahdenoja, J. Maunu, M. Laiho, and A. Paasio, A massively parallel
algorithm for Local Binary Pattern based face recognition, IEEE Inter-
national Symposium on Circuits and Systems (ISCAS), pp. 3730-3733,
(2006)
[61] D.S. Bolme, J.R. Beveridge, M. Texeira, B.A. Draper, The CSU Face
Identification Evaluation System: Its Purpose, Features and Structure,
Third International Conference on Computer Vision Systems, 304-311,
(2003)
[62] J. Yang, C. Shi, L. Liu, N. Wu, Heterogeneous vision chip and LBP-
based algorithm for high-speed tracking, IEEE Electronics letters, 50(6),
pp. 438-439, (2014)
[63] J. Chen, V. Kellokumpu, G. Zhao, et. al, RLBP:Robust Local Binary








O. Lahdenoja, M. Laiho, A. Paasio, Reducing the feature vector 
length in Local Binary Pattern based face recognition, IEEE 
International Conference on Image Processing, pp. 914-917, 2005. 
 








O. Lahdenoja, E. Alhoniemi, M. Laiho, A. Paasio, A Shape-
preserving non-parametric symmetry transform, 18th International 
Conference on Pattern Recognition, pp. 373-377, 2006. 
 








O. Lahdenoja, A Statistical approach for characterising Local 
Binary Patterns, TUCS Technical Report, No. 795, 2006. 
 
Turku Centre for Computer Science. 
 
A Statistical Approach for Characteris-
ing Local Binary Patterns
Olli Lahdenoja
University of Turku, Department of Information Technology
Joukahaisenkatu 3-5, FIN-20014 Turku, Finland
olanla@utu.fi
TUCS Technical Report
No 795, October 2006
Abstract
Local Binary Patterns (LBPs) are a class of local non-parametric image descrip-
tors, which have been applied to several applications such as texture analysis,
motion detection and biometric authentication with a high discriminative perfor-
mance. In many applications, such as in face recognition the length of a feature
vector becomes high, since it consist of information on the distribution of differ-
ent LBP combinations in varying spatial locations. We analyse the properties of
different LBPs in a statistical view and derive a new LBP characterisation method
called symmetry. It is based on our observation that the occurrence probabilities
of the LBPs follow roughly the binomial distribution.




Non-parametric local image descriptors allow tolerance against various image dis-
tortions, such as intensity bias changes and other monotonic transformations [1].
Local Binary Patterns (LBPs) belong to the class of non-parametric local image
descriptors and were rst proposed for texture analysis in [2]. Recently, the LBPs
have been applied also to several other applications such as motion detection [3]
and human biometric authentication; face detection [4] and analysis [5], and palm-
print identi cation [6].
Ef cient selection of LBP features is of major importance due to the relatively
large number of combinations needed in the LBP representation. For example,
in [3] each pixel in a scene was modelled as a group of adaptive LBP histograms.
Two main approaches for feature vector length reduction has been proposed. First,
the LBPs can be divided into shift or rotation invariant classes, which also pro-
vides local rotation invariance [8]. Second, it has been empirically observed that
the LBPs with a low number of circular 1-0 and 0-1 transitions are more frequent
and discriminative than the others [9]. In this paper we present a nding, that the
binomial probability distribution governs the average LBP occurrence probabili-
ties. As a concequence, the discriminative ef ciency of the LBPs is dependent on
a measure called symmetry [10], which characterises the binomial property.
2 Background
In the derivation of non-parametric descriptors a local window is usually formed,
which values are determined by intensity comparisons to a center pixel (Figure
1). This process is usually also used in the derivation of more traditional non-
parametric measures, such as the rank transform [1] and the census transform [7].
In the census transform a square 2D window is used which is compared using
the hamming distance to another window in an another image to nd a level of
correspondence. With the LBPs a 1D circularly shaped window is used instead of
2D, reducing the amount of possible window combinations. A smaller number of
window combinations (different LBPs) allows a more compact representation of
an image or an image region by a LBP histogram.
2.1 Derivation of a Local Binary Pattern
In Figure 1, a sampled neighborhood of a pixel is shown. If a sample point is lo-
cated between pixels its value is the average of the neighboring pixels. Each pixel
in the image is used as center point so that samples are taken in a contour of
a circle with radius . This is denoted by . The Local Binary Pattern is
derived so that, starting from a certain angle (shown in Figure 1 by straight line),
















Figure 1: Local Binary Pattern with radius r=1 (up) and r=2 (down) with M sam-
ples
points are compared to the center point and set to binary 1 or 0, depending on the
intensity of the sample compared to the center point. If the grayscale value of a
sample pixel is greater than the center point, the binary value 1 (0) is selected and
0 (1) is selected otherwise. If the radius is one, a pixel can be compared with all
of its eight nearest neighbours shown in Figure 1 (top). A binary pattern with
bits is generated by storing the consecutive binary values. The patterns can also
be converted into a decimal form. Total of different values can be generated
using bit patterns.
As a result, each pixel is replaced with a binary pattern (except the borders of
the image where the neighbours can not be explicitly determined). The feature
vector of the image usually consists of the histogram. The initial length of the
histogram is . If there are multiple ( ) regions in an image, the histograms
can be concatenated into a single histogram with length . The purpose
of dividing an image into regions is to include more spatial information into the
histogram. For the histogram comparison there exists several methods. These
include histogram intersection, log-likelihood statistics, and Chi-square statistics.
It is also possible to use multiple LBPs simultaneously (with possible different
radiuses) to describe a certain location, which on the other hand, increase further
the feature vector length [11].
2.2 Applications of the LBP methodology
Recently the LBP methodology has been applied on several other computer vision
applications beyond texture analysis [8], for which it was rst proposed. In mo-
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tion tracking [3] adaptive LBP histograms were used in natural scenes to model
the background and to detect moving objects (e.g. humans and cars) using back-
ground substraction. In comparison to other common approaches the method was
shown to be very competitive. In the eld of face analysis, the LBP methodology
has also been shown to be very competitive against the state-of-the art [5] in the
recognition accuracy. In LBP based face recognition a face image is divided into
several regions. For each region a LBP histogram is generated and the concate-
nated histogram of all the face regions is used as the face feature vector. In [12]
a step towards recognizing all the faces in the FERET (The Facial Recognition
Technology) database was taken by using LBPs with Gabor ltering. However,
in addition to improving the recognition accuracy, generating the histograms for
each Gabor ltered orientation faces further increases the length of the face feature
vector compared to [5]. In the other elds of face analysis the LBP has succesfully
been applied for face detection [4] and pose estimation [13]. LBPs have also been
applied to other human biometrics such as palmprint identi cation [6].
2.3 Existing feature selection methods
A major dif culty in taking advantage of the LBP representation is the length of
the feature vectors which, for example in face recognition, assess demands on
the memory storage with larger facial databases [5], [12]. Fortunately there ex-
ist feature selection methods for further characterisation of the LBPs allowing a
feature vector length reduction. Two known methods are rotation invariance [8]
and uniformity [9]. Reducing all the LBPs which are rotation invariant (or shift-
ing invariant, considering the leftmost and the rightmost LBP bits as neighbours)
with respect to each other to a single histogram bin can be used to make the rep-
resentation locally rotation invariant, simultaneously reducing the amount bins.
However, in addition to feature vector length reduction this method usually also
reduces the recognition accuracy. Another method is uniformity [9], in which the
LBPs are characterised by their number of 1-0 and 0-1 transitions. For example,
the LBP 10111011 has four transitions and the LBP 11110000 has two circular
transitions (the leftmost and the rightmost bits considered as neighbours). Using
the LBPs with at most two circular transitions, in addition to a decrease in the his-
togram length, has shown also to maintain the recognition accuracy unaltered [5].
The usage of uniformity is based the fact that locally there exist strong mutual
correlations among natural images.
Clearly, in most applications certain LBPs are more discriminative than the
others. It is likely that for a some degree the discriminatory power is also appli-
cation dependent. Therefore also search methods have been proposed to nd an
optimal subset of LBPs [11]. Furthermore, in some applications such as motion
tracking from video it could be possible to adaptively boost the optimal subset
of selected features [14]. However, it is clear that these last two methods also
increase the computational complexity of the algorithm.
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Figure 2: LBP(4,1) distribution with gaussian i.i.d. image data
3 Characterising the LBP sampling
To investigate the distribution of the LBPs the data samples are rst considered to
be i.i.d. Although with natural images there exist strong local dependencies, our
intention is to investigate whether the LBP sampling process itself has anything
to do with the LBP distribution. This can be justi ed by the fact that even natural
images are not fully dependent, but in a statistical view contain some degree of
independency [15]. Also, it can be assumed that the pixels locally follow some
probability distribution, which may vary globally.
To illustrate our approach, we generated a gaussian distributed i.i.d. random
image with a size of over one million pixels (LBPs). The standard deviation used
was . The LBP operator used was i.e. with radius of one and
sample number of four (samples taken in the vertical and horisontal directions).
The distribution of the occurrence probabilities of different LBPs is shown in the
Figure 2. First, it can be observed that the LBPs are not distributed uniformly,
yet rather symmetrically. It can also be observed, that there exist regions of equal
probability, which are formed by the following LBPs (0000, 1111 - probability
of 0.2), (0001, 0010, 0100, 0111, 1000, 1011, 1101, 1110 - probability of 0.05)
and (0011, 0101, 0110, 1001, 1010, 1100 - probability of 0.033). It is evident that
the distribution can be determined by using the binomial distribution so that there
exist elements of probability 0.2, elements of probability
0.05, and elements of probability 0.033. Furthermore, we see that the
total sum probability of each of the rst two LBP classes is equal to 0.4, and the
sum of the probabilities of the third class is 0.2. Hence, the probilities sum up to
one.
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3.1 The occurrence probability of LBPs with i.i.d. data
In the following we show the generality of the previous illustration with any i.i.d.
data distribution. A rank of a LBP is either the number of ones (e.g. number of
samples above the center pixel ) or the number of zeros (e.g. number of samples
below or equal the center pixel ) in that pattern. A rank class consist of all LBPs
with the same rank. We show using the order statistics [16] that the probability
for a certain LBP rank is constant with any i.i.d. data distribution. As
a consequence, the probability for an individual LBP to occur with
i.i.d. data distribution follows the binomial distribution.
De nition 1 The probability for a certain rank class is, i.e. that some
out of samples are above (or below) a certain sample is,
(1)
where is the cumulative probability distribution c.d.f. and is the prob-
ability density distribution p.d.f. of all the samples.
Theorem 1 The probability for a certain rank class is constant,
(2)
A proof is provided in the Appendix I.
Corollary 1 The probability of a LBP to occur with any i.i.d. data, with a rank
(or symmetry level) of k is,
(3)
Note that if we leave out of De nition 1 we obtain the Corollary 1 directly
by following the proof. This result also extends to discrete distributions, where it
is possible to obtain two instances for a same value. In that case a randomization
procedure (determining the order of samples using uniform distribution) can be
used.
To obtain the probability for each LBP we have to divide with the
number of binomial combinations related to the rank classes. Hence, the proba-
bility for a LBP to occur is presented in the Equation 3. This
result states that the occurrence probabilities of the LBPs with i.i.d. data distri-
bution change binomially (the symmetry which is later de ned can also be used
instead of ).
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3.2 De nition of the symmetry
The number of ones or the number of zeros (the rank of a LBP) could be used
as such to discriminate the LBPs into classes. However, if we are interested in
characterising the LBP occurrence probabilities in a statistical view, this descrip-
tion is not unique. The level of symmetry [10] is the minimum between the
total number of zeros , being the cardinality of the set, and the total
number of ones in a LBP (Equation 4), where index goes through all
bit locations
(4)
If the number of LBP samples is , the range of the symmetry values obtained
using Equation 4 is for even . For odd the range is .
For clarity, let us again consider Figure 2. The overall probability for symme-
try class is 0.4. This probability consist of two rank classes, one for LBP
0000 and the other for LBP 1111. Both these rank classes possess the probability
to occur. Hence the overall probability for the symmetry class
is . The overall probability for symmetry class is
also 0.4, which consist of four LBPs belonging to a rank class with one 0, and four
LBPs belonging to a rank class with one 1. Also both these rank classes possess
the probability to occur. Hence the overall probability for the
symmetry class is also . However, with the symmetry class
there is only one rank class left and therefore the overall probability for
this class is only . This is for even M. If M were odd, also
the middle rank (or later, spacing) would need to be considered twice.
3.3 Properties of the symmetry
The measure of symmetry is invariant with respect to any increasing moto-
tonic transformation in the same way as the the rank and LBP’s rank classes. Also,
symmetry is invariant with respect to any decreasing monotonic transformation,
and as a consequence, with respect to any monotonic image transformation (map-
ping) [17]. Symmetry is also locally rotation invariant, in that for a certain pattern
with a certain symmetry level all the rotations and their negations (including the
negation of the pattern itself) exist among the same symmetry level. For uniform
patterns (of second order) the symmetry includes uniquely all the rotations of a
pattern and their negations.
3.4 Spacings
Spacings can be used to illustrate the expectations of the r order statistics [16].
The expected length for a spacing is , where is the
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Figure 3: Illustration of spacings related to even and odd (M) LBP symmetry
statistics, its number of ones (or number of zeros) i.e. the rank tells how many
samples were above (or below) the center pixel . If the LBP contour samples
with i.i.d. data are arranged in the order of their magnitudes, the expectations
can be used to represent their distribution. For simplicity, let us consider i.i.d.
data with uniform distribution (Figure 3). The probability for each spacing is
, which is the probability that a random center sample falls into a
certain spacing. The number of spacings is the same as the number of the rank
classes. It can be seen from the Figure 3 that one symmetry class usually covers
two rank classes or spacings. However, if a LBP (or its center pixel ) represents
a median i.e. the highest symmetry with an even number of samples M, there is
only one rank class or spacing to deal with (Figure 3).
Given some LBP (with i.i.d. sample data) the determination of its occurrence
probability goes as follows; determine LBP’s symmetry using the Equation 4 and
then determine its occurrence probability using the symmetry level as in
the Equation 3. In the following section we will consider the LBP probabilities
with natural image data.
4 Experimental Study of LBP Distribution with a
Natural Image
In this section we will consider the occurrence probabilities of the LBPs with
natural image data with respect to their symmetry levels. In order to characterise
the distribution of the LBPs with natural images the occurrence probabilities of
each symmetry class is measured.
In each rank class the amount of combinations is . In each symmetry
class, except the case of even and the median spacing, there exist total number
of combinations, which are used for normalising the to obtain
. In the case of even and the median spacing (the highest symme-
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Figure 4: Test image ’city’, 1600x1200 pixels (grayscale)
try) the normalising factor is . Rather than showing the normalised proba-
bilities, which follow the binomial distribution we show the average probabilities
of the symmetry classes.
In Table I, uniform i.i.d. noise is added to test image. The opera-
tor is used, for which the average occurrence probabilities of the symmetry levels
are shown. The test image intensities vary between 0 and 255. Noise value of n%
is added by calculating a zero-mean uniformly disitributed matrix, which varies
between and .
In the following, we give two examples of how to interpret Table I (and the fol-
lowing Tables). The total probability for symmetry class with 15% i.i.d.
uniform noise added, in the Table I, is 0.161. To obtain the average
the 0.161 have to be divided with . The average is then
0.000163. With in Table I and 15% noise level the symmetry class prob-
ability is 0.092. In this case (the highest symmetry level) the 0.092 is normalised
(divided) with . The result for average is then 0.0000996.
It can be observed from Table I, that also with a natural image the distribution
of the LBP occurrence probabilities remain binomially distributed, since the nor-
malisation evidently leads to this (the occurrence probabilities of the symmetry
classes are relatively near each other before the normalisation). We have noticed
this behaviour with several kinds of natural images, representing different LBP
elds of applications. Table I also illustrates that by adding an independent com-
ponent to an image slowly changes the distribution of the symmetry levels to that
expected of i.i.d. data.
8
probabilities with LBP(12,2), (%) uniform noise added
0% 5% 10% 15% 20% 25% 30% 40%
0 0.170 0.118 0.126 0.131 0.136 0.138 0.141 0.145
1 0.094 0.123 0.134 0.140 0.144 0.147 0.148 0.150
2 0.116 0.137 0.145 0.149 0.151 0.152 0.153 0.154
3 0.128 0.147 0.152 0.155 0.155 0.156 0.156 0.156
4 0.143 0.160 0.161 0.161 0.160 0.159 0.158 0.158
5 0.203 0.196 0.182 0.173 0.168 0.164 0.162 0.158
6 0.146 0.119 0.101 0.092 0.087 0.084 0.082 0.079
Table 1: Average percentage of patterns.
5 Discussion
According to the information theory, the information content of an event is a de-
creasing function of its occurrence probability [18]. This has to do also with the
discriminative ef ciency of the LBPs. If we are able to match a LBPs (e.g. in two
separate face images) with having a low occurrence probability (i.e. high level of
symmetry ), the match seems to be be more discriminative than if we had
obtained a match of a LBPs having a high occurrence probability (i.e. low level
of symmetry ).
Symmetry is a measure of how much the LBP sampling neighbourhood devi-
ates from the local median. We could also draw an analogy from the symmetry
to the well-known non-parametric one-sample sign test, where random samples
taken from a continuous population are used to test whether a known median cor-
responds to the unknown median of the population. The degree of con dence is
then determined from the binomial distribution. With the LBP symmetry we use
a hypothesis, that the median of the sample distribution is xed, i.e. the center
sample.
In feature vector length reduction for improving the performance the LBP
based systems, symmetry suites to be used together with the previously known
uniformity [9] method. Actually, these two measures complete each other in that
uniformity measures the circular correlation i.e. dependency between the samples,
while symmetry is based on a degree of statistical independency.
6 Conclusion
The Local Binary Pattern (LBP) occurrence probabilities were shown to be char-
acterised by the binomial distribution. As a consequence, the occurrence proba-
bilities of certain LBPs are signi cantly lower than the others with natural images.
The average occurrence probability of a LBP is determined by its level of symme-
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try, which can be easily calculated for each individual LBP. We used the fact that
high level of symmetry patterns are the most discriminative in [10] for face recog-
nition. Due to its statistical nature, also LBP applications beyond face recognition
can take advantage of this consept.
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