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Abstract
The non-linear ltering problem consists in computing the conditional distributions of a
Markov signal process given its noisy observations. The dynamical structure of such distribu-
tions can be modelled by a measure valued dynamical Markov process. Several random particle
approximations were recently suggested to approximate recursively in time the so-called non-
linear ltering equations. We present an interacting particle system approach and we develop
large deviations principles for the empirical measures of the particle systems. We end this pa-
per extending the results to an interacting particle system approach which includes branchings.
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1. Introduction
1.1. Background and motivations
The non-linear ltering problem consists in computing the conditional distribution of
a signal given its noisy observation. Roughly speaking, a basic model for non-linear
ltering problems is to assume that the signal is a time inhomogeneous Markov process
X with observations Y described by
Yn= hn(Xn) + Vn; (1)
where hn are some continuous functions and Vn a noise, which we will assume inde-
pendent of the signal Xn.
It was proven in a general setting by Kunita (1971) and Stettner (1988) that the
law of Xn given the observations (Yp; p6n) obeys the so-called non-linear ltering
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equations. Basically, if n denotes the law of Xn given (Yp; p6n), these equations are
of the form
n=(n; n−1) 8n>1; 0 = ; (2)
where  is the law of the initial signal and (n; :) an application on the space of
probability measures on the state space of the signal. (n; :) depends on the observations
(Yp; p6n), on the laws of (Vp; p6n) and on the transition probability kernels of the
signal process (see Lemma 3.1 for its complete description).
The study of equations of type (2) is far from being straightforward. Such equations
also occur in Statistical Physics and Biology (see Dawson and Gartner, 1987; Sznitman,
1984 and references therein). In these frameworks, the dynamical system (2) usually
describes the time evolution of the density proles of McKean{Vlasov stochastic pro-
cesses with mean eld drift functions. It was proposed by McKean and Vlasov to
approximate the corresponding equations by mean eld interacting particle systems. A
crucial practical advantage of this situation is that the dynamical structure of the non-
linear stochastic process can be used in the design of an interacting particle system in
which the mean eld drift is replaced by a natural interaction function. Such models are
called in Physics Masters equations and=or weakly interacting particle systems. They
are now well understood (see Ben Arous and Brunaud, 1990; Dawson, 19XX; Dawson
and Gartner, 1987; Hitsuda and Tanaka, 1981; Sznitman, 1984, 1989 and references
therein). Under rather general assumptions, it was shown that the particle density prole
(that is the random empirical measures of the particle systems) converges towards the
solution of Eq. (2) as the number of particles is going to innity. As a consequence,
propagation of chaos occurs. To specify the rate of this convergence, large deviations
properties and uctuations were studied.
Among the most exciting developments in non-linear ltering theory are those cen-
tered around the recently established connection with interacting and branching particle
systems. In non-linear ltering problems the dynamical system (2) describes the time
evolution of the conditional distribution of the internal states in dynamical systems
when partial observations are made. In contrast to the situation described above the
conditional distributions cannot be viewed as the law of a nite-dimensional stochastic
process which incorporates a mean eld drift. We therefore have to nd a new strategy
to dene an interacting particle system which will approximate the desired distributions.
In the last decade several dierent stochastic particle approximations were suggested
to approximate the so-called non-linear ltering equation. The evolution of this rapidly
developing area of research may be seen quite directly through the following chain of
papers (Carvalho et al., 1995; Crisan and Lyons, 1997, 1996; Crisan et al., 1998; Del
Moral et al., 1993; Del Moral, 1996; Gordan et al., 1993). In Del Moral (1996a, b),
general particle systems which include branching and non linear interactions were de-
scribed. The laws of the empirical measures of these systems were shown to converge
weakly to the desired conditional distribution as the number of particles is growing.
Several practical problems which have been solved using these methods are given
in Carvalho (1995), Carvalho et al. (1995) and Del Moral et al. (1993, 1995) signal
processing and GPS=INS integration.
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In the current work we develop large deviations for some of the particle approxima-
tions studied in Del Moral (1996a, b) in which the interaction function only depends
on the empirical measure of the system. Such results provide the exact speed of con-
vergence of the algorithms we consider until a nite given time. The study of their
long time behavior is a rather dierent subject which we will hopefully investigate in
another paper.
1.2. Description of the model: Statement of some results
To describe precisely our model, let us introduce some notations. The signal Xn at
time n will take its values into a Polish space E. E is endowed with a Borel -eld
B(E). We denote by M1(E) the space of all probability measures on E furnished with
the weak topology. We recall that the weak topology is generated by the bounded
continuous functions. We will denote Cb(E) the space of these functions.
The particle system (
; Fn; (n)n>0; P) under study will be a Markov process with
state space EN , where N>1 is the size of the system. The N -tuple of elements of E,
i.e. the points of the set EN , are called particle systems and will be mostly denoted by
the letters x; z.
Our dynamical system is then described by
P(0 2 dx)=
NY
p=1
0(dxp) P(n 2 dx= n−1 = z)=
NY
p=1

0@n; 1
N
NX
q=1
zq
1A (dxp) ;
(3)
where dx def= dx1      dxN . Our goal is to prove large deviation principles for the
law of the empirical distribution of the N -particle system (3)
N ([0; n]) =
1
N
NX
i=1
(i0 ; :::; in) (4)
which is a random measure on the path space n=En+1. Our results will then basically
be stated under the following form.
Theorem 1.1. If the functions ((n; :))n>1 are \good enough" then we have that
N ([0; n]) −!
N!1
[0; n]
def= 0 ⊗    ⊗ n a:s: (5)
In addition
1. The law (QnN )N>1 of 
N ([0; n]) satises a large deviation principle (LDP) with
rate function In which reads
(a) In :n! [0;1] has compact level sets, that is fIn6Mg is a compact subset
of n.
(b) For any closed set C M1(n)
lim sup
N!1
1
N
logQnN (C)6− infC In: (6)
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(c) For any open set AM1(n)
lim inf
N!1
1
N
logQnN (A)>− infA In: (7)
2. In has a unique minimizer which is [0; n].
The LDP precise the rate of the convergence (5). Let us give an explicit upper
bound for this rate. To do so, let us introduce a metric d on M1(n) compatible with
the weak topology :
d(; ) def=
X
m>1
2−(m+1)jfm − fmj; (8)
where (fm)m>1 is a suitable sequence of uniformly continuous functions uniformly
bounded by 1 (Theorem 6.6, p. 47, Parthasarathy, 1968). We consider the function
n :M1(n)!M1(n) so that
n()= 0 ⊗ (1; T0)⊗    ⊗ (n; Tn−1); (9)
where Tk, 06k6n, is the k-marginal of . Clearly,
d(n(); )= 0 () = [0; n]:
We will see that, owing to the large deviation results proved in Section 2, under
appropriate assumptions, for any >0 there exists N ()>1 so that
8N>N () P(d(N ([0; n]); n(N ([0; n])))>)6e−N2=4:
The crucial point is now to specify the assumptions needed on the (n; :)’s for such
result to hold. Throughout this paper, we shall weaken these hypotheses as much as we
can in order to include as many examples encountered in non linear ltering problems
as possible.
The paper has the following structure: We will derive in Section 2 large deviation
principles for the particle system (3) keeping in mind to weaken the assumptions on
the functions (n; :)’s as much as we can in order to apply it to non linear ltering
particle systems. In Section 2.1, we consider the empirical measure on path space. In
Section 2.2, we considerably weaken the hypotheses needed in the latter and get large
deviation principles for the time marginals.
The applications of the large deviation results obtained in Section 2 to non-linear
ltering problems will be explored in Section 3.
We end this paper with some generalizations of the former large deviation results
to some random particle approximations which includes branchings and interactions.
2. LDP for interacting particle systems
Our interest is in large deviation results for the laws of the empirical measures
associated to our interacting particle systems (3). The study of the minimizers of the
rate functions governing these large deviations will in turn provide convergence of the
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empirical trajectories towards [0; n] and an exponential speed for this convergence. A
general formulation for studying such problems was given by Varadhan (1966) and by
Azencott (1980). More recent developments can be found in Deuschel-Stroock (1989)
and Dembo-Zeitouni (1993).
Our developments will be mainly based on Laplace method, Gartner-Ellis and Baldi
theorem.
2.1. LDP for the empirical measures on the path space
In this section, we focus on the empirical trajectories N ([0; n])2M1(n) dened
by Eq. (4) until a given nite time n2N. With these notations, we can rewrite the
law QNn of 
N ([0; n]) for our particle system (3) as the probability so that, for any
F 2Cb(M1(n)),
QNn F =
Z
Nn
F(N (x))(n; Tn−1N (x))⊗N (dxn) : : : (1; T0N (x))⊗N (dx1)⊗N0 (dx0);
where (k; )⊗N , 16k6n, 2M1(E), is the N -fold product of the measure (k; ).
To prove large deviations for fQNn ; N>1g we will always assume that
(A) For any time n>1 there exists a probability of reference n 2M1(E) such that
82M1(E); (n; )  n:
This condition might seem dicult to check in general but in fact covers many typical
examples of non-linear ltering problems (see Section 3). It is obvious that the situation
becomes considerably more involved when dispensing with this assumption. As we will
see in Section 2.2, it turns out that a continuity assumption on the functions (n; :) is
sucient to obtain an inductive LDP for the time marginals.
The main simplication due to assumption (A) is that each law QNn is equivalent to
the distribution RNn 2M1(M1(E)) given by
RNn F =
Z
Nn
F(N (x))⊗N0 (dx0) : : : 
⊗N
n (dxn)
for any F 2Cb(M1(n)), with the convention 0 = 0. We notice that the latter formula
can be written in the form
RNn F =
Z
Nn
F(N (x))R⊗Nn (dx) with Rn= 0 ⊗    ⊗ n
It is also easily seen that
dQNn
dRNn
= exp(NFn); RNn -a:s: (10)
where Fn :M1(n)!R is the function dened by
Fn()=
nX
k=1
Z
E
log
d(k; Tk−1)
dk
dTk=
Z
n
log
dn()
dRn
d (11)
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with the notation of Eq. (9). In a rst stage for analysis it is reasonable to suppose that
(B) For any time n>1 the function
(; )!
Z
log
d(n; )
dn
d
is bounded continuous.
If I(j) denotes the relative entropy of  with respect to , that is the function
I(j)=
 R
log dd d if .
+1 otherwise;
Sanov’s theorem and Varadhan’s lemma yields
Theorem 2.1. Under (A) and (B), fQNn ; N>1g satises a LDP with good rate
function
In()= I(jn()):
[0; n] is the unique minimizer of In.
Indeed, Fn is bounded continuous under (B) so that fQNn ; N>1g satises a LDP
with good rate function In= I(:jRn)−Fn according to Sanov’s theorem and Varadhan’s
lemma (see Deuschell and Stroock, 1989, for instance). From the denition of I(jRn)
and Fn, it is obvious that In is also given by In()= I(jn()) from which it is easily
seen that
In()= 0, = [0; n]:
At this point it is appropriate to address a deciency in the preceding result. An
approximatively equivalent condition of (B) is given by the two following assumptions
(C0) For any time n>1,
(x; )! log d(n; )
dn
(x)
is uniformly continuous w.r.t. x and continuous w.r.t. .
(C) For any time n>1 there exists a non-negative real number an so that
8(x; )2E M1 a−1n 6
d(n; )
dn
(x)6an :
A clear disadvantage of condition (C) is that it is in general not satised when E is
not compact and in particular in many non-linear ltering problems. Yet we are going
to see that this condition can be relaxed considerably. The relevance of the foregoing
results will be illustrated in Section 3 when applied to non-linear ltering problems.
It is now convenient to introduce some additional notations. For any M>0 we note
 M : R!R the cut-o function given by
 M (x)=
(
x if jxj6M;
sign(x)M if jxj>M;
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and FMn :M1(n)!R the function
FMn ()=
nX
k=1
Z
E
 M

log
d(k; Tk−1)
dk

dTk:
Under (C0), FMn is bounded continuous (beware here that this statement requires the
uniform continuity (and not only the continuity) property of hypothesis (C0). Next
conditions relax assumption (C).
(C1) For any time n>0 and >0 there exists a function Ln;, Ln;(M) goes to innity
when M goes to innity, so that
RNn (e
−NFn5(jFn−FMn j>))6e
−NLn; (M):
(C2) For any time n>0 and for any A2B(M1(n)) we have
lim
M!1
inf
A
(I(:jRn)− FMn )= infA (I(:jRn)− Fn):
Let us describe the main result of this section
Theorem 2.2. Assume that the functions (n; :), n>1, satisfy conditions (A), (C0),
(C1) and (C2). Then, for any n>0, fQNn : N>1g satises a LDP with good rate
function In.
The proof is based on the ideas of Azencott and Varadhan and amounts to replace
the functions Fn (which are a priori nor bounded nor continuous) by the functions FMn
to get the LDP up to a small error  in the rate function by (C1) and then pass to the
limit M !1 by (C2) to let nally  # 0. We leave the details to the reader.
Conditions (C1) and (C2) are hard to work with. In practice we will check the
following more elegant conditions
(D1) For any time n>1, there exists constants cn<1, n>1 such that
RNn (e
nNFn)6ecnN (12)
and, for every >0 there exists a function Ln; , Ln; (M) goes to innity when M goes
to innity, so that
RNn (jFn − FMn j>)6e−NLn; (M): (13)
(D2) For any time n>1, there exists constants n>0, Cn<1, Dn<1 and a function
n, n(M) is going to zero when M is going to innity, such that for any 2M1(n)
and M 2R [ f1g
I(jRn)− FMn ()>nI(jRn)− Cn;
jFn()− FMn ()j6n(M)(I(jRn) + Dn):
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Using Holder’s inequality it can be checked directly that (D1) ) (C1). On the other
hand, for any A2B(M1(n)) and any integer number L we have
inf
A
fI(:jRn)− FMn g
= inf

inf
A\fI(:jRn)6Lg
fI(:jRn)− FMn g; inf
A\fI(:jRn)>Lg
fI(:jRn)− FMn g

: (14)
Let us rst assume that inf A In<1: Then, the second assumption of (D2) yields infA\fI(:jRn)6LgfI(:jRn)− FMn g − infA\fI(:jRn)6LgfI(:jRn)− Fng
6n(M)(L+ Dn):
(15)
On the other hand, the rst assumption shows that, uniformly in M ,
inf
A\fI(:jRn)>Lg
fI(:jRn)− FMn g>nL− Cn:
Thus, for L and M large enough, it is clear that Eq. (14) implies
inf
A
fI(:jRn)− FMn g= inf
A\fI(:jRn)6Lg
fI(:jRn)− FMn g; infA In= infA\fI(:jRn)6Lg In
and thereforeinf
A
fI(:jRn)− FMn g − infA fI(:jRn)− Fng
6n(M)(L+ Dn):
Also, if inf A In= +1, inf A\fI(:jRn)6Lg In= +1 for any integer number L and therefore
Eq. (15) gives, for any integer number L,
inf AfI(:jRn)− FMn g= inf
A\fI(:jRn)>Lg
fI(:jRn)− FMn g>nL− Cn:
Letting L going to innity implies
inf
A
fI(:jRn)− FMn g= +1= infA In
which completes the proof of (D2)) (C2).
We end this section with an example of how the preceding theorem can be applied.
This corollary will be one of the key tools used in most of the applications of our
results to non-linear ltering problems (cf. Section 3). It is quite remarkable that the
weakening of condition (B) is compensated by an exponential moment condition.
Corollary 2.3. Suppose the functions (n; :), n>1, satisfy (A) and (C0) and that for
any 16k6n, x2E and 2M1(E)log d(k; )dk (x)
6’(x) + ( ) (16)
for some non-negative and B(E)-measurable functions ’ and  . In addition, assume
that there exists constants ; 2 ]1;1] and >0 such that 1= + (1=)<1 and for
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any 16k6nZ
exp (’1+) dk _
Z
exp ( 1+) dk<1: (17)
Then, fQNn : N>1g satises the LDP with good rate function In.
Proof. Recalling our discussion preceding the corollary we only have to check that
Eq. (17) implies (D1) and (D2). For any n>1, choose and x constants ; >1 and
>0 so that Eq. (17) is satised. Dene p; q>1 and >1 by
1

=
1

+
1

1
p
=1− 

1
q
=1− 1
p
:
Let us now state some useful bounds which are needed in the sequel. From Eq. (16)
we nd that for any 2M1(n) and n>1
jFn()j _ jFMn ()j6
nX
k=0
Tk(+  ) (18)
and
jFn()− FMn ()j6

2
M
 nX
k=0
Tk(1+ +  1+) (19)
The last inequality is a clear consequence of Holder’s inequality and the fact that
(a+ b)1+62(a1+ + b1+) for any a; b>0 and j M (x)− xj6jxj1jxj>M .
Let us now establish the moment condition (12). Using Eq. (18) we have
1
N
logRNn (e
NFn)6
nX
k=0
log
Z
exp ((’+  )) dk
using Holder’s inequality this shows that RNn (e
NFn)6 exp (NCn) with
Cn=
nX
k=0
log
Z
exp(’) dk _
Z
exp ( ) dk

:
On the other hand, we see from Eq. (19) that, for any positive ,
RNn (jFn − FMn j>)6 RNn
 (
:
nX
k=0
Tk(1+ +  1+)>

M
2


)!
6 exp (−N2−M)
 
nY
k=0
Z
exp (1+ +  1+) dk
!N
:
Again using Holder’s inequality and recalling that >p and >q one concludes
1
N
logRNn (jFn − FMn j>)6− Ln; (M)
with
Ln; (M)= 2−M −
nX
k=0
log
Z
exp (’1+) dk _
Z
exp ( 1+) dk

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Now we proceed to the proof of (D2). Taking into consideration the inequality (18)
we have for any 2M1(n) and M<1
jFMn ()j6(n) with n(x0; : : : ; xn)=
nX
k=0
’(xk) +  (xk):
Using the well-known property of the relative entropy
I(j)= sup
V2Cb(X)
((V )− (eV )) (20)
and the monotone convergence theorem it follows that
jFMn ()j6I(jRn) + log
Z
exp(n) dRn:
Thus, we arrive at
I(jRn)− FMn ()>

1− 1


I(jRn)− 1
nX
k=0
log
Z
exp((’+  )) dk :
Now, by a further use of Holder’s inequality one gets
I(jRn)− FMn ()>

1− 1


I(jRn)− C
with
C =
nX
k=0
log
Z
exp(’) dk _
Z
exp( ) dk

:
By a method similar to that used above one can also establish that for any 2M1(n)
jFn()− FMn ()j6

2
M

(I(jRn) + D)
with
D=
nX
k=0
log
Z
exp(’1+) dk _
Z
exp( 1+) dk

:
This ends the proof.
Before closing this section we examine how Theorem 2.2 makes it possible to esti-
mate in a simple way the probability of the events Bn;  := f: d(; n())<g, >0.
Under (C0), !n() is continuous so that Bn;  is open for the weak topology.
Recalling that d(; n())= 0 i = [0; n], we see that this event is an open neigh-
borhood of [0; n]. If we denote k :kTV denotes the total variation norm then using the
well-known inequalities
d(; n())6k − n()kTV6(2I(jn()))1=2
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and the large deviation upper bound one concludes that
lim sup
N!1
1
N
logQNn (f: d(; n())>g)6−
2
2
:
It follows that there exists N ()>1 such that for any N>N ()
QNn (f: d(; n())<)>1− exp−

N 2
4

:
2.2. LDP for the particle density proles
The large deviations results presented in Section 2.1 rely entirely on the existence of
a family of reference distributions fn: n>1g satisfying condition (A) and therefore
does not apply to some ltering problems (see Section 3). To remove this assumption
we shall be dealing with the law PNn , n>0, N>1, of the particle density proles
N (n)
def=
1
N
NX
i=1
in :
We also can relax the continuity assumption (C0) into
(CW): For any time n>1, (n; :) is continuous.
To insure an exponential tightness property we shall propose the following assump-
tion which is motivated for its applications in non-linear ltering problems.
If, for any Markov transition M and any 2M1(E) we denote M the probability
so that for any f2Cb(E),
Mf=
Z
f(y)M (dy; x)(dx);
this hypothesis reads
(ET) For any n>1, >0 and for any Markov transition M on E, there exists a
Markov kernel ~M and 0<6 such that
 ~M (Ac)<)(n; )M (Ac)<
for any 2M1(E) and for any compact set AE.
Remark 2.4. Observe that condition (ET) holds if, for any n>1, there exists a Markov
transition Kn on E and a non-negative constant c(n) so that
(n; )(Ac)6c(n)Kn(Ac)
for any compact set AE.
Proposition 2.5. Assume that condition (ET) holds. Then; for any L>0 and n>0 we
can nd a compact set KLM1 so that
P(N (n)2KcL)64e−NL: (21)
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Proof. For every sequence of real numbers m=(ml)l>1 satisfying liml!1ml=1
and ml>1 and, every sequence of compact subsets A=(Al)l>1 of E we shall denote
C(A;m) the compact subset of M1(E) given by
C(A;m)=
\
l>1
G(Al; ml); G(Al; ml)=

2M1(E): (Acl)6
1
ml

8l>1:
We shall need a modication of Azencott and Stroock lemma (see for instance
Lemma 6.13, p. 125 in Stroock (1984)).
Lemma 2.6. For any L<1 and for any sequence of real numbers m=(ml)l>1 sat-
isfying liml!1ml=1 and ml>1, l>1, there exists a sequence of real numbers
~m=( ~ml)l>1 so that ~ml>ml for any l>1, and
M 2C(A; ~m)) ⊗N
 
1
N
NX
i=1
xiM 2C(A;m)c
!
62 exp(−NL)
for any 2M1(E), any Markov transition M on E, any sequence of compact sets
A=(Al)l>1 and any N>1.
Using this lemma we see that for any
 N>1,
 Markov kernel M on E,
 sequence of compact sets A=(Al)l>1,
 sequence of real numbers m(0)= (ml(0))l>1 satisfying
lim
l!1
ml(0)=1 and ml(0)>1 8l>1;
we have
P(N (n)M 2C(A;m(0))c)
6P(fN (n)M 2C(A;m(0))cg\ f(n; N (n−1))M 2C(A;m(0))g)
+P((n; N (n−1))M 2C(A;m(0))c)
62e−N (n+1)L + P((n; N (n−1))M 2C(A;m(0))c)
for any sequence of real numbers m(0)= (ml(0))l>1 chosen according to Lemma 2.6.
Hence, using (ET) there exists a sequence of real numbers m(1)= (ml(1))l>1 satisfying
ml(1)>ml(0) for any l>1 and a Markov transition M! so that
P(N (n)M 2C(A;m(0))c)62e−N (n+1)L + P(N (n−1)M1 2C(A;m(1))c): (22)
Using repeatedly Eq. (22) one concludes
P(N (n)2C(A;m(0))c)62
n−1X
k=0
e−NL(n+1−k) + P(N (0)Mn 2C(A;m(n))c) (23)
for some sequence of real numbers m(n)= (ml(n))l>1 and a Markov transition Mn.
Since E is separable and complete 0M1 : : : Mn is tight. Then, for any sequence or
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real numbers ~m=( ~ml)l>1 satisfying liml!1 ~ml=1 one can choose the sequence of
compact sets A=(Al)l>1 so that
0Mn 2C(A; ~m):
Using Lemma 2.6 it follows that
P(N (0)Mn 2C(A;m(n))c)62e−NL
which, plugged in Eq. (23), gives a compact set KL=C(A;m(0))M1(E) such that
P(N (n)2C(A;m(0))c)64e−NL:
We are now in position to state the main result of this section.
Theorem 2.7. Assume that conditions (CW ) and (ET ) hold. Then, for any n>1,
fPNn : N>1g obeys a LDP with convex good rate function Hn given by
Hn() = sup
V2Cb(E)

(V ) + inf
2M1(E)
(Hn−1()− log((n; )eV ))

; n>1;
H0() = I(j0):
In addition Hn()= 0 i = n, for any n>1.
Proof. We show by induction on the parameter n>0 that fPNn : N>1g obeys a LDP
with rate function Hn. Consider rst the case n=0. The particle system 0 = (10; : : : ; 
N
0 )
consists of N i.i.d. variables with common law 0. Thus Sanov’s theorem tells us that
the family fPN0 : N>1g obeys a LDP with rate function H0()= I(j0). Assume that
fPNn−1: N>1g obeys a LDP with rate function Hn−1 for some n>1 and that n−1 is
the unique minimizer of Hn−1.
Observe that the moment generating function at rank n is given for any V 2Cb(E)
by
E
 
exp
NX
i=1
V (in)
!
= E(((n; N (n−1))eV )N )
= E(eN	(
N (n−1))) with 	() def= log(n; )eV
	 is clearly bounded. It is also continuous under (CW). Thus, Varadhan’s lemma (see,
for instance, Stroock, 1984, Theorem 2.6, p. 24) and the induction hypothesis at rank
(n− 1) imply that
lim
N!1
1
N
log
Z
exp(N(V ))PNn (d)=n(V )
with
n(V )=− inf
2M1(E)
(Hn−1()− log((n; )eV )):
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Thus, according to Dembo{Zeitouni, Corollary 4.6.14 and Proposition 2.5 all that re-
mains is to check that n is nite-valued and Gateaux dierentiable. The rst point is
obvious. Introduce
IVn () :=Hn−1()− log((n; )eV ):
For given bounded continuous function V , IVn has compact level sets. Thus, it achieves
its minimal value −(V ) and for any >0
−(V )= inf
IVn 6−(V )+
fIVn g:
Let now v be a bounded continuous function with supremum norm less or equal to
one. We easily see that, for any positive ,
−(V + v)> inf
IVn 6−(V )++

IVn ()− 
R
veV d(n; )R
eV d(n; )

+O(2):
As a consequence,
−(V + v)> inf
IVn 6−(V )++
fIVn ()g −  sup
IVn 6−(V )++
R
veV d(n; )R
eV d(n; )

+O(2):
Letting  and  going to zero, we deduce, since IVn is a good rate function that
lim sup
!0
1

((V + v)− (V ))6 sup
IVn 6−(V )
R
veV d(n; )R
eV d(n; )

:
On the other hand, for any  2M1(E), we have that
−(V + v)6IVn ()− 
R
veV d(n; )R
eV d(n; )
+ O(2):
Choosing  in fIVn 6− (V )g so that
sup
IVn 6−(V )
R
veV d(n; )R
eV d(n; )
=
R
veV d(n; )R
eV d(n; )
;
we get
−(V + v)6− (V )−  sup
IVn 6−(V )
R
veV d(n; )R
eV d(n; )
+ O(2)
which leads to
lim inf
!0
1

((V + v)− (V ))> sup
IVn 6−(V )
R
veV d(n; )R
eV d(n; )
:
Thus,  is Gateaux-dierentiable with
D(V )[v] = sup
IVn 6−(V )
R
veV d(n; )R
eV d(n; )
:
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To prove the nal assertion let us introduce
hn−1(0)=inffHn−1(); 0=(n; )g:
Since (n; :) is continuous and Hn−1 a good rate function, hn−1 is as well a good rate
function. Moreover,
Hn()= sup
V2Cb(E)

(V ) + inf
2M1(E)
(hn−1()− log((eV ))

is the ane regularization of hn−1. If hn−1 were convex, it is well known that we
would conclude that Hn−1 = hn−1 (see, for instance, Theorem 4.5.10 in Dembo and
Zeitouni, 1993). In any case, it follows that, since hn−1 has only a minimizer n, Hn
has also a unique minimizer which is n. This ends the proof of the theorem.
Let us nally quote that Hn is smaller than the rate given in Theorem 2.2 since, for
any probability measure 
Hn()6 sup
V2Cb(E)

(V ) + inf
2M1(E)
(Hn−1()− log(n; )(eV ))

= Hn−1() + I(j(n; ))
so that, with = n−1,
Hn()6I(jn)= inf

fIn(): Tn= g:
3. Applications to non-linear ltering
3.1. Introduction
The basic model for the general non-linear ltering problem consists of a time inho-
mogeneous Markov process X and a non linear observation Y with observation noise
V . Namely, let (X; Y ) be the Markov process taking values in ERd, d>1, and
dened by the system:
F(X=Y )

X =(Xn)n>0
Yn= hn(Xn) + Vn; n>0;
(24)
where E is a locally compact and separable metric space, hn :E!Rd, d>1, are
bounded continuous functions and Vn are independent random variables with continu-
ous and positive density gn with respect to Lebesgue measure. The signal process X
that we consider is assumed to be a non-inhomogeneous and E-valued Markov process
with Feller transition probability kernel Kn, n>1, and initial probability measure ,
on E. We will assume the observation noise V and X are independent.
The classical ltering problem is concerned with estimating the distribution of Xn
conditionally to the observations up to time n. Namely,
n(f)
def= E(f(Xn)=Y0; : : : ; Yn) (25)
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for all f2Cb(E). This problem has been extensively studied in the literature and, with
the notable exception of the linear-Gaussian situation or wider classes of models (Benes
lters; Benes, 1981) optimal lters have no nitely recursive solution (Chaleyat-Maurel
and Michel, 1983). Although Kalman ltering (Jazwinski, 1970; Liang and McMillan,
1989) is a popular tool in handling estimation problems its optimality heavily depends
on linearity. When used for non-linear ltering (extended Kalman lter) its performance
relies on and is limited by the linearizations performed on the concerned model. The
interacting particle systems approach developed hereafter can be seen as a non-linear
ltering method which discards linearizations. More precisely these techniques use the
non-linear system model itself in order to solve the ltering problem. The problem
of assessing the distributions (25) is of course related to that of recursively comput-
ing the conditional distributions n, n>0, which provides all statistical informations
about the states variables Xn obtainable from the observations (Y0; : : : ; Yn), n>0. For
a detailed discussion of the ltering problem the reader is referred to the pioneering
paper of Stratonovich (1960) and to the more rigorous studies of Shiryaev (1966) and
Kallianpur-Striebel (1967). More recent developments can be found in Ocone (1980)
and Pardoux (1991). Some collateral readings such as Kunita (1971), Stettner (1988)
and Michel (1983) will be helpful in appreciating the relevance of our approximations.
3.2. Formulation of the non-linear ltering problem
Let us introduce the ltering model in such a way that the techniques of Section 2
can be applied. To this end it is convenient to study the distribution of the state process
Xn conditionally on the observation up to time (n− 1). Namely,
nf
def= E(f(Xn)=Y0; : : : ; Yn−1) 8n>0 8f2Cb(E)
with the convention 0 = . The following result shows that the dynamics structure of
the conditional distributions n, n>0, can be viewed as a special case of (2).
Lemma 3.1 (Kunita, 1971; Stettner, 1988). Given a xed observation record Y=y,
(n)n>0 is solution of the M1(E)-valued dynamical system
n+1 =n+1(yn; n); n>0; 0 =  (26)
where yn 2Rd is the current observation and n is the continuous function given by
n+1(yn; )=  n(yn; )Kn+1 (27)
with
 n(yn; )f
def=
R
f(x)gn(yn; x)(dx)R
gn(yn; z)(dz)
8f2Cb(E); 2M1(E):
Eq. (26) is usually called the non-linear ltering equation. Even if it looks innocent,
it can rarely be solved analytically and its solving requires extensive calculations. To
obtain a computationally feasible solution some kind of approximation is needed.
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We observe that the recursion (27) involves two separate mechanisms. Namely, the
rst one
(dx) 7! gn(Yn; x)R
gn(Yn; z)(dz)
(dx)
updates the distribution given the current observation. The second one
 7! Kn
does not depend on the current observation. It is usually called the prediction.
3.3. Interacting particle systems approximations
Recalling the description (3), and using the fact that
n+1
 
Yn;
1
N
NX
i=1
zi
!
=
 
NX
i=1
gn(Yn; z
i)PN
j=1 gn(Yn; z
i)
zi
!
Kn+1 (28)
the N -particle system associated to Eq. (26) is dened by
PY (n+1 2 dx= n= z)=
NY
j=1
NX
i=1
gn(Yn; z
i)PN
j=1 gn(Yn; z
i)
Kn+1(zi; dx j):
Thus, we see that the particles move according the following rules.
1. Updating: When the observation Yn=yn is received, each particle examines the
system of particles n=(1n; : : : ; 
N
n ) and chooses randomly a site 
i
n with proba-
bility
gn(yn; 
i
n)PN
j=1 gn(yn; 
j
n)
:
2. Prediction: After the updating mechanism each particle evolves according the
transition probability kernel of the signal process.
This particle approximation of the non-linear ltering equation belongs to the class of
algorithms called genetic algorithms. These algorithms are based on the genetic mecha-
nisms which guide natural evolution: exploration=mutation and updating=selection. They
were introduced by Holland (1975) to handle global optimization problems on a nite
set.
3.4. Large deviation for interacting particle systems
In Del Moral (1996) we proposed some exponential bounds to prove that for a xed
observation record Y =y, for every f2Cb(E) and for every n>0, N (n)f converges
P-a.s. to nf as the size N of the systems is growing.
Our aim is now to show how the LDP developed in Section 2 can be applied to
obtain the exact exponential rate of convergence of our random particle approximation.
We will use the following assumptions.
86 P. Del Moral, A. Guionnet / Stochastic Processes and their Applications 78 (1998) 69{95
(H0) For any time n>1, Kn is Feller so that ! Kn is continuous for the weak
topology. For any time n>0, hn is bounded continuous and gn is a positive continuous
function.
(H1) For any time 16k6n there exists a reference probability measure k 2M1(E),
>1, >0 and a B(E)-measurable function ’ so that
xKk  k :
In addition z! log(dxKk=dk)(z) is Lipschitz, uniformly on the parameter x such thatlog dxKkdk (z)
6’(z) and Z exp(’1+) dk<1: (29)
Let the condition (H0) be satised. Then, it is not hard to see that there exists positive
functions an :Rd!R+ such that
an(y)−16gn(y; x)6an(y) 8(y; x)2Rd E: (30)
We conclude that for any observation record Y =y, (n+1(yn; :); n>0) satises (C).
Moreover, for any B(E)-measurable function f :E!R+ and for every n>0, y2Rd
and 2M1(E) we have
an(y)−2Kn+1f6n+1(y; )f6an(y)2Kn+1f:
Therefore, one concludes easily that under (H0) Theorem 2.7 applies without further
work. More precisely we have proved the following proposition
Proposition 3.2. Assume that condition (H0) holds. Then, for any observation record
Y =y and n>0, the laws fPNn : N>1g, of the particle density proles
N (n)=
1
N
NX
i=1
in ; N>1
satisfy a LDP with rate function Hn given by
Hn() = sup
V2Cb(E)

(V ) + inf
2M1(E)
(Hn−1()− log( n−1(yn−1; )KneV ))

; n>1;
H0() = I(j);
Hn()= 0 i = n, for any n>0.
Under condition (H1) we now study LDP for the law QNn , n>0, N>1, of the
empirical distribution on path space
N ([1; n]) =
1
N
NX
i=1
(i1 ;:::; in):
We see from Eq. (29) and (H0) that for any 16k6n, y2Rd, 2M1(E) and z 2Elog dk(y; )dk (z)
6’(z):
From this and Corollary 2.3 we have
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Proposition 3.3. Let (H0) and (H1) be satised. Then, for any observation record
Y =y, fQNn : N>1g obeys a LDP with rate function In()= I(j	n()) where
	n()= ⊗  0(y0; T0)K1 ⊗    ⊗  n−1(yn−1; Tn−1)Kn
and Tk, 06k6n is the kth marginal of a given probability measure .
Remark 3.4. To see the strength of the preceding propositions, let us rst quote that
(H0) only depends on the functions gn and hn; the LDP results stated in Proposition 3.2
does not depend on the form of the Feller signal process X .
In contrast to the latter, the condition (H1) depends on the transitions Markov kernels
Kn, n>1. As the preceding proposition shows, so long as (H1) holds, the law of the
empirical measure on path space satises a LDP. Moreover, referring to the remarks
preceding Section 3, the rate functions Hn, n>0, are smaller than the corresponding
contractions of the rate functions In, n>0.
We now turn to some applications of these propositions.
Example 1. As a typical example of non-linear ltering problem assume the functions
hn : E!Rd, n>1, are bounded continuous and the densities gn given by
gn(v)=
1
((2)djRnj)1=2 exp

−1
2
v0R−1n v

;
where Rn is a dd symmetric positive matrix. This correspond to the situation where
the observations are given by
Yn= hn(Xn) + Vn 8n>1; (31)
where (Vn)n>1 is a sequence of Rd-valued and independent random variables with
Gaussian densities.
After some easy manipulations one gets the bounds (30) with
log an(y)=
1
2
kR−1n kkhnk2 + kR−1n kkhnkkyk;
where khnk= supx2E jhn(x)j and kR−1n k is the spectral radius of R−1n .
Let us now investigate assumption (H1) through the following example
Example 2. Suppose that E=Rm; m>1 and Kn, n>1 are given by
Kn(x; dz)=
1
((2)mjQnj)1=2 exp

−1
2
(z − bn(x)
0
Q−1n (z − bn(x)))
where Q is a mm symmetric non-negative matrix and bn :Rm!Rm is a bounded con-
tinuous function. This correspond to the situation where the signal process is given by
Xn= bn(Xn) +Wn 8n>1 (32)
where (Wn)n>1 is a sequence of Rm-valued and independent random variables with
Gaussian densities.
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It is not dicult to check that (H1) is satised with
n(dz)=
1
((2)mjQnj)1=2 exp

−1
2
z0Q−1n z

dz:
Indeed, we then nd out that
log
dxKn
dn
=const:− bn(x)0Q−1n z
which insures the Lipschitz property as well as the growth property with
’(z)=
1
2
kbnk2kQ−1n k+ kQ−1n kkbnkjzj 8z 2R:
Thus, the Gaussian example satises (H1). Let us notice that it does not satises
condition (B) ( or even (C)). We discuss this hypothesis below.
Example 3. Let us suppose that E=R and
Kn(x; dz)=
1p
2
e−(1=2)(z−bn(x))
2
dz (33)
where bn :R!R is a bounded B(E)-measurable function such that bn(0)= 0 and
bn(1)= − 1. Then, hypothesis (C) is not satised.
Suppose Kn satises (C) for some bounded function ’. Clearly, there exists an
absolutely continuous probability measure with density pn such that
8x; z 2R c−1n pn(z)6e−(1=2)(z−bn(x))
2
6cnpn(z)
for some positive constant cn. Using the fact that bn(1)= − 1 we obtain
lim
z!1pn(z)e
z2=2 = 0:
On the other hand, bn(0)= 0 implies pn(z)ez
2=2>c−1n which is absurd.
In fact, the failure of hypothesis (C) is linked in general with the non compactness
of E.
We have already pointed out that Proposition 3.3 is a renement of Proposition
3.2. To be more precise the exponential moment condition (H1) allows us to prove a
LDP for the empirical measure on the path space. Now, it is natural to examine some
examples where the condition (H1) is not met but still hypothesis (H0) is fullled.
Example 4. Let us suppose that E=R and
Kn(x; dz)=
r
n(x)
2 exp

−1
2
n(x)z2

dz;
where n : R!R is a continuous function such that
8x2R n(x)>0 and limjxj!1 n(x)= 0:
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It is not dicult to see that Kn satises (H0). On the other hand, let us assume that Kn
satises (H1) for some function ’. Since xKn is absolutely continuous with respect
to Lebesgue measure for any x2E, the probability measure n described in (H1)
is absolutely continuous with respect to Lebesgue measure. Therefore, there exists a
probability density pn such that
8x; z 2R e−’(z)pn(z)6
p
n(x) exp

−1
2
n(x)z2

6e’(z)pn(z):
Letting jxj!1 one gets e−’(z)pn(z)= 0 for any z 2R which is absurd since we also
assumed
R
e’
1+e(z)pn(z) dz<1:
Our interacting particle system approach is not restricted to non linear ltering prob-
lem with Gaussian transitions Kn or with observations corrupted by Gaussian perturba-
tions. As a result we have a great freedom in the design and the physical construction
of the non-linear ltering model.
It can be argued that in practice it is commonly assumed that the signal X and its
noisy observation Y are given by Eqs. (32) and (31). Under such assumptions the
synthesis of the optimal lter is carried out recursively by the well known Kalman{
Bucy lter. More precisely, the conditional distributions are Gaussian and the structure
of the optimal lter is determined by a recursion relation on the conditional means and
on the matrix of errors of observations.
In several practical problems the conditional distribution may have several dierent
modes and the conditional expectation is not meaningful. On the other hand the ob-
served signal process X has no reason to be \linear and Gaussian" and we have to
nd a more realistic model.
We now present some examples of other kind of densities that can be handled in
our framework.
Example 5. Suppose that d=1 and gn is a Cauchy density
gn(v)=
n
(v2 + 2n)
; n>0
In this situation the weight functions gn is given by
gn(y; x)=
y2 + 2n
(y − hn(x))2 + 2n
8(y; x)2RE:
Notice that
y2 + 2n
y2 + 2n + khnk2 + 2jyjkhnk
6gn(y; x)61 +

y
n
2
:
It follows that Eq. (30) holds with
an(y)= 1 +
 
y
n
2
_ (jyj+ khnk)
2
y2 + 2n
!
:
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Example 6. Suppose d=1 and gn is a bilateral exponential density
gn(v)= 12n exp(−njvj); n>0:
In this case the weight functions gn is given by
gn(y; x)= exp(n(jyj − jy − hn(x)j)):
Observe that
−khnk6jyj − jy − hn(x)j6khnk 8(y; x)2RE:
One concludes that Eq. (30) is satised with an(y)= exp(nkhnk).
Example 7. Suppose E=R and Kn, n>1, are given by
Kn(x; dz)= 12 exp(−jz − b(x)j) dz; >0; b2Cb(R):
This corresponds to the situation where the signal process X is given by
Xn= b(Xn−1) +Wn; n>1;
where (Wn)n>1 is a sequence of Rm-valued and independent random variables with
bilateral exponential densities. Note that Kn may be written
Kn(x; dz)= 12 exp((jzj − jz − b(x)j))n(dz) with n(dz)= 12 exp(−jzj) dz:
It follows that (H1) holds since j log(xKn=dn)(z)j has Lipschitz norm 2+ kbk.
3.5. Large deviations for interacting and branching particle systems
The interacting particle system approach described previously is the crudest of the
random particle methods introduced in Del Moral (1996). The goal of this section
is to study large deviation of the particle density proles associated to a branching
renement method. As we shall see this algorithm is a clear extension of the genetic
type algorithm described in Section 3.3.
The description of the branching particle particle system under study rst appears
in Del Moral (1996). It diers from the branching particle algorithms introduced by
Crisan and Lyons (1997, 1996) and Crisan et al. (1998). Intuitively speaking, our
branching approach consists in introducing at each mutations a xed number of aux-
iliary branching particles but at the end of the selection mechanism most of them are
killed. Several numerical investigations have revealed that a clear benet can be ob-
tained by introducing auxiliary branching particles. In Del Moral (1996b) we proved
that the corresponding particle density proles weakly converge to the desired condi-
tional distribution as the size of the system is growing but we let open the question
whether or not much loss of performance is incurred by one of these algorithms.
The main purpose of this section is to study the LDP associated to such approxi-
mations and to compare its rate function with the rate function Hn which governs the
LDP associated to the interacting particle approach described in Section 3.3.
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From such constructions we will show that its rate function is greater than the rate
function Hn.
Let us describe our new process. Let Y =y be a given sequence of observation
records. The idea is to replace the Mutation=Prediction transition by a branching mech-
anism. Namely, the system of particle is now described by the following Markov
model:
P[y](0 2 dz) =
N1Y
p1=1
N2Y
p2=1
(dzp1 ; p2 )
P[y](bn 2 dx= n= z) = N1Y
p1=1
N1 ; N2X
i1 ;i2=1
gn(yn; z
i1 ; i2 )PN1 ; N2
j1 ; j2=1 gn(yn; z
j1 ; j2 )
zi1 ; i2 (dx
p1 );
P[y](n+1 2 dz=bn= x) = N1Y
p1=1
N2Y
p2=1
Kn+1(xp1 ; dzp1 ; p2 );
where dx (resp. dz) is an innitesimal neighborhood of x=(x1; : : : ; xN1 ) and z=
(zi1 ; i2 )16i16N1 ; 16i26N2 . Note that
n+1(yn; N1 ; N2 (n))=
 
N1 ; N2X
i1 ; i2=1
gn(yn; 
i1 ; i2
n )PN1 ; N2
j1 ; j2=1 gn(yn; 
j1 ; j2
n )
i1 ; i2n
!
Kn+1:
and
P[y](bn 2 dx= n= z) = N1Y
p1=1
N1X
i1=1
PN2
k2=1 gn(yn; z
i1 ; k2 )PN1 ; N2
j1 ; j2=1 gn(yn; z
j1 ; j2 )

N2X
i2=1
gn(yn; z
i1 ; i2 )PN2
k2=1 gn(yn; z
i1 ; k2 )
zi1 ; i2 (dx
p1 ): (34)
The evolution in time of the particle systems is now described as follows :
1. At the time n=0: The particle system 0 = (
i1 ; i2
0 ; 16i16N2; 16i26N2) consists
of N1N2 i.i.d. variables with the same distribution .
2. At the time n>1: At the time n, the particle system n=(i1 ; i2n ; 16i16N1; 16i2
6N2) consists of N1N2 particles.
(a) When the observation Yn=yn is received, each particle bi1n , 16i16N1 chooses
a sub-system of auxiliary particles (j1 ;1n ; : : : ; 
j1 ; N2
n ), 16j16N1, at random with
probabilityPN2
k=1 gn(yn; 
j1 ; k
n )PN1
i=1
PN2
j=1 gn(yn; 
i; j
n )
and moves randomly to the site j1 ; j2n , 16j26N2, in the chosen sub-system with
probability
gn(yn; 
j1 ; j2
n )PN2
k=1 gn(yn; 
j1 ; k
n )
Therefore, the particle system bn consists of N1 particles.
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(b) In the branching mechanism each particle bi1n , 16i16N1, branches independently
into a xed number N2 of auxiliary i.i.d. particles with common law Kn+1(bi1n ; ).
Namely,
bi1n 2E ! (i1 ;1n+1; : : : ; i1 ; N2n+1 )2EN2 i:i:d:  Kn+1(bi1n ; )
Therefore, at the time (n+1) the particle system n+1 consists of N1N2 particles.
Remark 3.5. In view of the preceding description we see that the selection=updating
mechanism (a) is decomposed into two separate transitions. In the rst one each particlebi1n , 16i16N1, chooses one of the N1 sub-systems
f(j1 ; kn )16k6N2 : 16j16N1g
in accordance with the observation and the position of the N2 auxiliary particles.
When the sub-system (j1 ; kn )16k6N2 , 16j16N1 is chosen the particle b i1n moves to
a given site in this sub-system according to the distribution
N2X
k=1
gn(yn; 
j1 ; k
n )PN2
l=1 gn(yn; 
j1 ; l
n )


j1 ; k
n
:
We begin by noting that the latter transition can be written as
gn(yn; x)R
gn(yn; z)
1
N2
PN2
l=1 j1 ; ln (dz)
1
N2
N2X
k=1


j1 ; k
n
(dx): (35)
By denition of the sub-system (j1 ; kn )16k6N2 , with n>1, the empirical measure
1
N2
N2X
k=1


j1 ; k
n
(dx)
is a particle approximation of the probability measure Kn(b j1n−1; dx). Thus, intuitively
speaking, Eq. (35) approximates
gn(yn; x)R
gn(yn; z)Kn(b j1n−1; dz)Kn(b
j1
n−1; dx)
which is the conditional distribution of Xn with respect to Yn=yn and Xn−1 = b j1n−1. In
other words the second transition in the mechanism (a) can be viewed as a mutation
for each particle in accordance with the observation. In this situation we see that the
particles track the unknown process by using mutations depending on the observation
records.
Our next objective is to study large deviations for the laws PN1 ; N2n of the particle
density proles
N1 ; N2 (n)=
1
N1N2
N1X
i1=1
N2X
i2=1
i1 ; i2n :
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The arguments are similar to those used to prove Theorem 2.7. We will also work with
the condition (ET) p. 12. If this condition takes place then, using the same line of
arguments as those used in the proof of Proposition 2.5, one has the following result:
Proposition 3.6. Assume that condition (H0) holds. Then for any L>0, N2>1 and
n>0 we can nd a compact set KLM1(E) so that
P(N1 ; N2 (n)2KcL)64e−N1L: (36)
We state now the main result of this section.
Theorem 3.7. Assume that (H0) and (H1) hold. Then, for any n>0 and N2>1,
the family fPN1 ; N2n :N1>1g obeys a LDP with rate function HN2n given by8<:HN2n ()= supV2Cb(E)

(V ) + inf
2M1(E)
(HN2n−1()− log  n−1(yn−1; )((KneV=N2 )N2 ))

HN20 ()=N2I(j):
Moreover, Hn6HN2n 6N2Hn for any n>0, where Hn is the rate function introduced
in Proposition 3.2.
Proof. By denition of 0, for any N2>1 fPN1 ; N20 : N1>1g obeys a LDP with rate
function
HN21 ()= sup
V2Cb(E)
((V )− N2 log (eV=N2 ))=N2I(j)
Let us examine how to obtain a LDP at time n from a LDP at time (n− 1).
Assume that fPN1 ; N2n−1 :N1>1g obeys a LDP with rate function HN2n−1() for some
n>1.
By denition of the particle system n, one gets for every V 2Cb(E)
1
N1
logEy(exp(N1N1 ; N2 (n)(V ))) =
1
N1
logEy(exp(N1FN2n (
N1 ; N2 (n−1))))
with
FN2n ()= log
Z Z
eV (z)=N2Kn(x; dz)
N2
 n−1(yn−1; )(dx):
Under our assumptions we have FN2n 2Cb(M1(E)). Thus, Varadhan’s lemma and the
induction hypothesis at rank (n− 1) imply that
lim
N1!1
1
N1
logEy(exp(N1N1 ; N2 (n)(V )))=N2n (V )
with
N2n (V )
def= − inf 2M1(E)(HN2n−1()− FN2n ()):
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By the same reasoning as we use in the proof of Theorem 2.7 we see that N2n is nite
valued, convex and Gateaux dierentiable with
DN2n (V )[v] = sup
:I
V; N2
n ()6−N2n (V )
R
Kn(veV=N2 )(x)Kn(eV=N2 )(x)N2−1 n−1(yn−1; )(dx)R
Kn(eV=N2 )(x)N2 n−1(yn−1; )(dx)
for any v2Cb(E), where IV;N2n =HN2n−1 − FN2n .
Thus, according to Dembo-Zeitouni (1993), Corollary 4.6.14 and Proposition 3.6,
for any N2>1 the family of probability measures fPN1 ; N2n :N1>1g obeys a LDP with
convex rate function HN2n with value at 
supV2Cb(E)
 
(V ) + inf
2M1(E)
 
HN2n−1()
− log
Z Z
eV (z)=N2Kn(x; dz)
N2
 n−1(yn−1; )(dx)
!!
:
A clear induction gives the last assertion. This completes the proof of the theorem.
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