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Abstract 
The asymptotic behavior of the solutions of the second-order difference equation A2x(n) =f(n, x(n)) is considered. 
Keywords: Difference quations; Asymptotic formulae; Asymptotic behavior 
1. Introduction 
The asymptotic behavior of solutions of second-order differential equations has been considered 
by Belohorec [2], Moore and Nehari [11], Trench [17], Waltman [18] and many other authors. 
Similar problems for second-order difference quations have been investigated by Hooker and 
Patula [4], Popenda and Werbowski [15], Szmanda [16] and Peterson and Ridenhour [14] (also 
see [19, 10, 3, 12, 13]). 
The asymptotic behavior of the solutions of an equation of the form 
A2y(n -  1) + q(n)yr(n) = 0, n = 1,2,. . . ,  (1) 
where V is a quotient of odd positive integers, has been studied by many authors (see [4, 15, 19]). 
The results of our paper are also valid for Eq. (1). 
In the present paper the asymptotic behavior of the solutions of the second-order difference 
equation 
A 2x(n) = f (n ,  x(n)) (2) 
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will be considered. It is more general than Eq. (1) and includes the case 
m 
f (n ,x )= ~ qi(n)x ~', 7i1> 1, meN.  (3) 
i=1  
The operators A and E are defined by the equations 
Au(n) = u(n + l) - u(n) and Eu(n) = u(n + l), 
A2u(n) = A(Au(n)) respectively. N(no) = {no, no + 1, ..., no + k, ... } (no is a nonnegative integer). 
We will prove that certain summability conditions on qi (1 ~< i ~< m) ensure that the solutions 
with initial conditions mall enough satisfy 
x(n) = (61 + o(1))n + t~ 2 "[- o(1) as n --* 0% (4) 
where 6i (i = 1, 2) are constants. Among these solutions, for 7i >/1, there exist solutions x(n) for 
which 6~ :~ 0, that is, which are nonoscillatory. 
In Section 3, the results on asymptotic behavior are extended to 
A(p(n)Ay(n)) + q(n)y(n) = f(n, y(n)), n e N(no), (5) 
where fsatisfies (9) below. We prove that all the solutions y(n) such that ly(no)l + IAy(no)l <<, c, 
where c can be computed, satisfy 
y(n) = (6x + o(1))zl(n) + (62 + o(1))z2(n), n ~ oo, (6) 
where {Zl, z2 } is a fundamental system of solutions of 
A (p(n)Az(n)) + q(n)z(n) = 0. (7) 
Finally, for f satisfying (9) below, we give sufficient summability conditions to obtain 
y(n)=f ln+62+o(1)  asn-~oo (8) 
instead of (4). 
In  general, the function f=f (n ,  x) is defined on N(no) x R, and satisfies 
If(n, x)[ ~< ~ 2~(n)co~(Ixl), m e ~, (9) 
i=1  
where 2i = 2i(n) (1 ~< i ~< m) are suitable sequences defined on N(no) and the functions ~oi satisfy 
condition (H~) below. 
The proofs of our results are based on a theorem which gives an explicit pointwise estimate, 
independent of u, for a function u = u(n) which satisfies the inequality 
1 u(n) <~ c + 2i(k)coi(u(k)) , p e N, (10) i=1  I_k=no 
where: 
(H~) The functions eoi:[d, ~)  -~ [0, oo) (1 ~< i ~< p) are continuous and nondecreasing, toi(u) > 0 
for u > d and ~i+ l/a~i (1 ~< i ~< p - 1) are nondecreasing on (d, ~). 
(H2) u: t~ --~ [d, oo) and 2~: N ~ [0, oo) are functions, c is a constant such that c > d. 
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We define the functions 
(i) Wi(u) = ~,, ds/ooi(s), u > O, ui > 0 (1 ~< i ~< p) and Wi- 1 their inverse function. 
(ii) q~o(U) = u and 
q)i = gi°gi-1 . . . . .  gl, 1 ~< i ~< p, (11) 
where g~(u) -- W~- 1 [W~(u) + ai], ai/> 0 is a constant. Thus, we can establish the following theorem. 
Theorem A (Medina and Pinto [9]). Let d ~ R and assume (H1) and (H2) hold. Let m ~ N such that 
m--  1 
~ ds (1 ~<i~<p), 
~i(m) =: ~ 2i(k) ~< 3 o~i(s) 
k = 1 tPi- 1 (c) 
where the functions qgi (0 <% i <% p - 1) are given in (11) with ~i = ~i(m). I f  the sequence u satisfies the 
inequality (10), then 
u(n) <. W~ -1 qgp-l(c)) + Z 2p(k , 
k=l  
for any n <<. m. 
2. Asymptotic behavior and nonoscillation theorems 
Now, we establish results on the asymptotic behavior and nonoscillation of the solutions of 
Eq. (2). We begin by considering functions f such that 
If(n, x)[ ~< ~ 2i(n)lx[ ~', 7i > 1. (12) 
i=1  
Theorem 1. Let no > 0 an integer and 1 <~ 71 <~ ]12 ~ " ' "  ~ ?ra. Suppose: 
(F) f=f (n ,x )  satisfies (12) where 21=2i(n) are functions defined 
2i(n)n ~' ~ I1 (N(no)). 
(G) Let c be a positive constant such that 
~i(no) = ~ s~,)~i(s ) ~< 1 ~p(c) 1-r', i = 1,2 ..... m -- 1, 
S=,o 2 (? , -  1) 
~ 1 
am(no) = S~',~m(S) < e(C) 1 - " ,  
S=.o 2(?,,, - 1) 
where ~o = ~o(u, no) is the positive and continuous function on (0, ~)  x (0, ~)  given by 
q~ = 0,.o0,._1 . . . . .  01, gi(u) = W,- ' [Wi(u)  + 3~i(no)] 
and Wi is the primitive defined in (i) of (Hz) for the functions COl(S) = s ~'. Then: 
(a) Every solution x = x(n, no, x(no), Ax(no)) of Eq. (2) such that 
]Ax(no)] + Ax(no) -  x(no) <. c 
no 
on N(no) and 
(13) 
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is defined on all of N(no) and satisfies 
x(n) = (61 + o(1))n + 62 + o(1) as n --* oo, 
where 6i (i = 1, 2) are constants. 
(b) Let e ~ (0, c) and ~ = q~m(c, 1), ~p,, = qgm(u, no) is 9iven by 
qg,, = g,,o gin- 1 . . . . .  gX, gi(u) = IV/- x EW/(u) + 3~i(no)]. 
Then any solution x = x(n, no, eno, e) of Eq. (2) with no > 1 such that 
0~i(no)x ~'' < e 
i=1  
satisfies 
lim x(n) = 61 > O. 
n--* oo n 
Proof. Let A(n) = Ax(n) and B(n) = x(n) - n/Ix(n). Then 
x(n)=nA(n)+B(n)  and (n+I )AA+AB=0.  
Hence A and B are solutions of the system 
dA(n) = f(n, nA(n) + B(n)), 
/iB(n) = - (n  + 1)f(n, nA(n) + B(n)). 
By summing, we obtain 
n- -1  
A(n) = A(no) + E f(k,  kA(k) + B(k)), 
k=no 
n-1 
B(n) = B(no) - ~ (k + 1)f(k, kA(k) + a(k)). 
k=no 
Thus, by (12) we have 
[A(n)[<~lA(no)]+ ~ ,~1 [ [~] r , ,  2,(k)k~' Ih(k)l + 
i=1  k=no 
IB(n)l ~< IB(no)[ + )-', 2i(k)(k + 1)k" IA(k)l + 
i=1  k=no 
Also 
[B(n)l 
u(n) = IA(n)[ +- -  
n 
satisfies 
u(n) <~ u(no) + 3 ~, 
i= I k=no 
kV'2i(k) u(k) ~'. 
(14) 
(15) 
(16) 
(17) 
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Now for @(u) = u ~' , ?i ~< ~'i + 1 is equivalent to oi + ~/o9i nondecreasing, so, if u(no) <% c, we can apply 
Theorem A to inequality (17) and we obtain 
u(n) <<. W~, 1 Wm(q~m-x(U(nO))) + 3 ~ kr'2,.(k) 
k=no 
for n ~ too, mo e ~. 
By (G), the last estimate is valid for every n/> no. Moreover, for any n ~ N(no) 
u(n) <<. W,2 ~ Wm(~Om-~(U(no))) + 3 2 k"2m(k) 
k=no 
= q~m(u(no), no), (18) 
where ~0,. = %.(u, no) is given by (14). 
So, if u(no) = IAx(no)[ + lAx(no) - x(no)/no[ <~ c, then u is bounded on the interval where it is 
defined and hence u is defined and bounded on all of N(no). So, A and B are defined and bounded 
on N(no) and hence lim._.~ A(n) and lim.-.oo B(n)/n exisT. Thus, the same is true for 
B(n) 
v(n) = a (n)  + - -  
n 
x(n)  
n 
Therefore, the corresponding solution x is defined on all of N(no) and lim.-.oov(n)= 
lira._, o~ x(n)/n exist. So (a) follows. 
Now we prove (b). Let vo(n) = Ao(n) + Bo(n)/n be the solution with initial conditions 
Ao(no) = e, Bo(no) = O. 
Then, 
, -1 (n--  k -  1) 
vo(n) = e + Z f (k ,  kvo(k)). (19) 
k=no n 
From (18), we have 
Ivo(n)l ~< qgm(Vo(no), no) 
= q~m(~, no) 
~< tp,.(e, 1) ~< %.(c, 1) = ~, (20) 
since no > 1, e < c and ~o,.(u, no) is nondecreasing in the variable u and nonincreasing in the 
variable no. 
On the other hand 
n-l( 
Ivo(n)l f> e -  Y~ 1 - - - -  
k=no 
m n-1  
i= l  k=no 
k +n 1)  I f (k,  kvo(k))l 
2i(k)k~'lvo(k)l ~'. 
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Finally, (12) and (20) yield 
rtl 
Vo(~) > e - ~, ~i(no)£r' > 0. 
i=1 
Then any solution x of Eq. (2) as it is indicated in (b) satisfies (15). [] 
Remark 2. Reordering the sub-index i, Theorem 1 is valid for any usual order between the 7~- 
Remark 3. Since for 7i 1> 1 (1 ~< i ~< m) it is easy to prove that tp(0 +) = 0, then for any no > 0 there 
exists c which satisfies (G). 
Corollary 4. Under the hypotheses of Theorem 1, Eq. (2) has nonoscillatory solutions. 
Theorem 1 gives sufficient conditions for the existence of solutions x of Eq. (2) which satisfies (15). 
However, if in (3) either qi t> 0 or qi ~< 0, the condition 
m 
~, k~q,(k) ~ l,(N(no)) (21) 
i=1 
is equivalent to the existence of solutions with the property (15). 
Theorem 5. If f satisfies (3) and Eq. (2) has a solution x defined on N(no) satisfying (15), then 
] ~ ~ k"qi(k) < oo. 
i=1 k=no 
Moreover, if the functions qi satisfy either qi ~ 0 or qi ~ 0, then Eq. (2) has solutions atisfying (15)/f 
and only/f(21) holds. 
Proof. Summing (2) from no to (n - 1) we have 
~ n-1  
Ax(n) = Ax(no) + 2 qi(k)x(k) ~'. 
i=1 k=no 
Then (15) implies that 
qi(k)x(k)r'~ ll(N(no)) for i = 1,2 .... ,m, 
or equivalently 
Iqi(k)lk~' < 
k=no 
for i = 1, 2,. . . ,  m provided 
x(n)=(f +o(1))n asn-~.  
Hence, the result follows. [] 
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Theorems 1and 5 extend some results of Hooker and Patula [4], Popenda nd Werbowski [15-l, 
Szmanda [J6] and M/Lt6 and Nevai 1-6], and it is related to results of Agarwal [1]. 
3. Asymptotic formulae for semilinear equations 
We now obtain an extension of Theorem 1 in 1-7] to difference quations with a perturbation 
independent of the first difference but with several nonlinearities. 
Consider the difference quation 
A (p(n)A y(n)) + q(n)y(n) =f(n,  y(n)), (22) 
where p(n) is a positive function defined on N(no) with p(no) = 1 and q(n) is a function defined on 
N(no). 
Let {zl(n), z2(n)} be a fundamental system of solutions of 
A (p(n)Az(n)) + q(n)z(n) = 0. (23) 
We will prove that solutions of Eq. (22), whose initial conditions do not exceed an amount to be 
specified, are defined on all of N(no) and satisfy 
y(n) = (fix + o(1))zx(n) + (62 + o(1))z2(n) as n ~ oo. (24) 
In order to establish (24), it is enough to do it for the fundamental system of solutions {zx, Zz }, 
which satisfies 
zl(no) = 1, Aza(no) = O, 
(25) 
z2(no) = 0, Azz(no) = 1. 
Theorem 6. Suppose that the function f=f (n ,  y)is defined on N(no) x R and satisfies 
I f(n,y)[ ~< ~ 2,(n)ogi(ly[), (26) 
i=1  
where: 
(I) o9i (1 <~ i <~ m) satisfies conditions (H1), and for any i there exists a nonnegative function ri 
defined on (0, ~)  such that 
~oi(o~u) <~ ri(~)ogi(u); ~ > 0, u > 0. (27) 
(II) 2i (1 <<. i <~ m) are nonnegative sequences on N(no) such that 
2i'Ve ~ ll(N(no)), 
where 
(IEzxl + IEz=l) e,= 
C(zl, zz, p) 
r,([zl[ + [z2[), (28) 
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{Zl ,  Z 2 } is the fundamental system which satisfies (25) and 
V E21 Ez2 ] 
C(zl,zz,p) = det LE(pAzl) E(pAz2)J" 
In addition we assume that: 
(III) There exists a positive constant c such that 
f~  ds (1 ~<i~<m-1) ,  ~i(no) = 2i(k)~,i(k) <~ col(s) 
k = no ~o(C) f as 
am(no) = 2.,(k)3,.(k) ~< corn(s) ' 
k = no ~a (c) 
where q9 is the function defined by tp =Om ° Ore-a . . . . .  01, as in (11). Then any solution y of Eq. (22) 
such that ly(no)[ + [Ay(no)l <<. c is defined on all of N(no) and satisfies (24). 
Proof. Let 
y(n) = A(n)zl(n) + B(n)z2(n) 
be such that 
Ezx " AA + Ez2" AB = O. 
Then A and B are solutions of the system 
AA(n)= - 
Ez2(m) 
C(zl, z2, p)(n) 
f(n, A(n)zl(n) + B(n)z2(n)), 
AB(n)= 
Ezl (m) 
C(za,z ,p)(n) 
f(n, A(n)zl (n) + B(n)z2(n)), 
and summation from no to (n - 1) yields 
. -  x Ez2(k) 
A(n) = A(no) -  Z 
k =.o C(z~, z2, p)(k) 
f(k,A(k)zx(k) + B(k)z2(k)), 
B(n) = B(no) + "-x~" C(zl,EZ'(k)p)(k)f(k'z2, A(k)zl(k) + B(k)z2(k)). 
k=no 
Hence from (26) we obtain 
Ia(n)l + In(n)l ~< IZ(no)l + In(no)l 
"-~ (IEzl! + lEz2l) 
+ ~ C(zl z2,p)(k) i=1  k=no 
2i(k)coi(lA (k)Zl (k) + B(k)z2 (k)[). 
So, by using 
(29) 
IAz  + Bz2[ ([AI + IB[)(Iz l + [z21) 
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and (28), we have that v = [A[ + [B[ satisfies 
m n-1  
v(n) <~ v(no) + E E 2i(k)5i(k). 
i=1  k=no" 
Thus, if [A(no)[ + [B(no)[ ~< c where c satisfies condition (III), then we obtain 
v(n) <. Wr~l [Wm((Pm-l(c)) q - ~ 2,(k)~m(k) 1 
k=no 
= K, 
where K > 0 is a constant. Consequently, v and, hence, A and B are bounded, so 
Ezi(n) n 
C(z 11 ~2,p)(n) f (  ' A (n)zl (n) + B(n)z2 (n)) e ll (N(no)) 
and the series in (29) are convergent. Therefore, we have proved that if 
Ih(no)l + In(no)l ~< c, 
then A and B are defined on N(no) and convergent as n ~ oo. 
Finally, provided that y(no) = A(no) and Ay(no) = B(no), the conclusions of Theorem 6 fol- 
low. [] 
Remark 7. In Theorem 6 we can also consider a perturbation f=f (n ,  y, Ay) which depends also 
on Ay, assuming, instead of (26), that 
Nt m 
If(n, y, Ay)l <~ ~ 2/(n)o/(ly[) + ~ 2/(n)ogi(lAyl), (30) 
i=1  i=NI+I  
for some 1 ~< N1 < m. So, if (I) of Theorem 6 holds then (II) and (III) become: 
(II)' The functions 2/ (1 ~<i~< m) are nonnegative on N(no) such that 21"~.ie lt(N(no)), 
1 -%< i ~< N1, ,~,i'Y, i e  lx(N(no)) (Nx + 1 <~ i <% m), where 
(IEzxl + IEz2l) 
~/= r/(Iz~l + Iz2l) (1 ~< i ~< N1), 
C(Z1, Z2, P) 
(IEzxl + lEe21) 
2i = 
C(zl, z2, p) 
and {z~, z: } is the fundamental system which satisfies (25). 
(III)' There exists a positive constant c such that 
oil(no) = 2/(s)~/(k) ~< co-~) (1 ~< i ~< Nt), 
k = no (c) 
oo f f  ds 
~i(nO) = ~, 2/(s)7,i(k) ~ t.oi(s )
k = no (c) 
r~(lAzl[ + IAz2l) (N1 -b 1 ~ i ~ m) 
(N1 + 1 <. i<~m - 1) 
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and 
f c ~i(no) = 2m(S)~m(k) < ( )  
Then, under these conditions, the conclusion of Theorem 6 remains valid. 
In fact, by proceeding as in the proof of Theorem 6, we will obtain the estimate 
v(n) <~ W~'  [Wm(qgm-l(c)) + ~ 2,(k)z~(k)], 
k=8o 
which is valid for all n e N(no). The conclusions of Theorem 6 follow in the same way. 
Remark 8. If in Theorem 6 and in Remark 7 above, the functions coi further satisfy 
f 
oo ds _ 
d+l o~i(s) oo (1 ~< i ~< m), (31) 
then (III) and (III)' are valid for all c > 0 and hence the conclusion of Theorem 6 is true for all the 
solutions of Eq. (22). On the other hand, if the functions ogi satisfy 
f d+ 1 ds d* egi(s) -- ~ (1 ~<i~<m), (32) 
then there always exists a positive constant c which satisfies (III) of Theorem 6 and (III)' of 
Remark 7. The last assertion follows provided (32) implies that for any i = 1, 2 .... , m we have 
gi(d +) = 0 and therefore q~ = gm o gin-1 . . . . .  g~ satisfies tp(d + ) = 0. Then letting c--, 0, ( I I I )and 
(III)' are always satisfied. 
This was the situation in Theorem 1. Furthermore, the computation of such a c, if it exists, is 
always possible (see [8]). 
Now we apply Theorem 6 in order to obtain an asymptotic formula more precise than those in 
(a) of Theorem 1. 
Theorem 9. Assume that f = f (n, y) satisfies the hypotheses of Theorem 6, where the nonnegative 
functions 2i (1 <<. i <~ m) satisfy that 
n2i(n)ri(n - no + 1) e ll(N(no)). 
I f  c satisfies (III) of Theorem 6, then any solution y(n) of Eq. (2) with l y(no)[ + [Ay(no)[ <~ c is defined 
on N(no) and there exist constants t~i, i = 1, 2, such that 
y (n )=61n+J2  +o(1) asn-~.  
Proof. We take p(n) = 1 and q(n) = 0 in Eq, (23) and the fundamental system of solutions of 
A2z = 0 to be Zl(n) = 1 and z2(n) = n - no. The system {zl, z2} satisfies (25), and by Theorem 6 
every solution y of Eq. (2) such that ly(no)l + IAy(no)l <~ c is defined on N(no) and may be written 
as  
y(n) = A(n) + (n - no)B(n) where lim B(n) = 61, 
n--~ O0 
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lim,-.oo A(n) = 63, 61, 63 constants. By observing that 
(n - no)In(n) - 611 <<. ~ ~ (k - no)2,(k)r,(k - no + 1)co,(Ia(k) + In(k)l), 
i=1  k=n 
it follows that 
(n - no)In(n) - 611 = o(1). 
Hence 
B(n) = n61 + 62 -'[- 0(1) as n ~ 00, 
where 62 = 63 - n061, and the proof is complete. [] 
This theorem extends ome results of Hooker and Patula [4] from the equation 
A2y(n -- 1) + q(n)y~(n) = O, n = 1,2,3 . . . . .  
to (2). It extends also some results of Popenda nd Werbowski [15] and Szmanda [16]. Moreover, 
our techniques are different. 
Example 10. Consider the difference quation 
y(n + 2) - 2fly(n + 1) + fl2y(n) = ~. q,(n)y~'(n), (33) 
i=1  
Yi > 0, where qi (1 ~< i ~< m) are sequences defined on N(0); 0 < fl < 1 is a given constant. Let 
y(n) = fl"z(n), where z(n) is a new dependent variable. Then substituting this into Eq. (33) we obtain 
AZz(n) = ~ qi(n)fl"~'z~'(n). (34) 
i=1  
The set {zl(n), z2(n)} with zl(n) = 1, z2(n) = n is a fundamental system of solutions of A2z(n) = 0 
which satisfies (25); the function 
f (n ,z )= ~ q,(n)fl"~'z~'(n) 
i=1  
satisfies conditions (I) and (II) of Theorem 6 with ogi(u)=u ~', r i=toi and 2i=fl"r'lqil if 
nfl"r'qi(n) E/I(N(0)), i=  1,2, ...,m. 
Note that cOi+a/tO~ are nondecreasing if and only if 0 ~ Vl ~< 72 ~< "'" ~< 7m (but, by Remark 2, 
Theorem 6 can be applied to any usual order between the y~). Now, we first suppose that 7~ ~ 1 
(1 ~< i ~< m). Since in this case co~ (1 ~< i ~< m) satisfies (32), by Remark 8 the conclusion of Theorem 
6 is valid for any solution z of Eq. (34), that is, all the solutions z of Eq. (34) satisfy the asymptotic 
formula 
z(n) = (61 + o(1)) + (62 + o(1))n as n ~ oo, 
where 6i (i = 1, 2) are constants. 
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On the other hand, suppose that for i = 1,2,.. . ,m, we have that Yl > 1 and c is a positive 
constant (which always exists by Remark 8) such that 
~ti(O) = ~ (k + 2)flkr'lqi(k)[ <~ q9(c)1 -~--------~' 1 <<. i <~ m -- 1, 
k-O y i - -1  ' 
o~ ~p(c) l -~-  
otto(O) = ~ (k + 2)flkr-lqm(k)l <<. 
k=O ~)m-- 1 ' 
where 
~o = o.,o 0,.- 1 . . . . .  a~,  o~(u) = w~- 1 [W,(u) + 0~,(0)]. 
Then by Theorem 6 we conclude that any solution y of Eq. (33) such that ly(0)l + ly (0 ) -  
fl-~y(1)l ~< c is defined on N(0) and satisfies 
y(n) = (61 + o(1))fl- 1 + (62 + o(1))nfl-" as n ~ oo. 
Finally, we remark that the constant c can be computed because the 0~(0) (1 ~< i ~< m) are known 
and the nondecreasing function ~o may be computed as a function of W~ (see Remark 8). 
Now, we show that Theorem 1 is not valid without the restriction on the initial conditions. 
,h (n )  - 
because 
Example 11. Consider the equation 
2 1 
A2y(n)  - d n2(n - 1) 2 y2(n)' [dl > zs, n e N(2). 
This equation has a solution y(n) = dn(n  - 1). The function 
2 1 
f (n ,  y) - d n2(n - 1) 2 y2(n) 
satisfies (F) of Theorem 1 with m = 1, 71 = 2 and 
2 1 
Idl n2(n-  1) 2, 
2 1 
2(n)nr' - d (n - 1) 2 e/1(N(2)). 
The function ~p in Theorem 1 is simply tp(u) = tpo(U) = u. Thus, the condition on c becomes 
2 1 1 
0q(2) = Idl (k - 1) 2 < c-  . 
k=2 
That is, c < 31dl/n 2, since 
1 rc 2 
~(k  1) 2 -  6 k=2 
(see [5]). 
(35) 
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By Theorem 1, any solution y of Eq. (35) such that 
y(2)] 3ld] 
Idy(2)l + Ay(2)--~--- < rt---- T- 
is defined on N(2) and satisfies 
y(n)=(61  +o(1) )n+62+o(1)  asn- - .~ ,  
where 6i (i = 1, 2) are constants. 
The solution y(n) = dn(n - 1), which does not satisfy (36), does satisfy 
I y(2) 4 31dl IAy(2)]+ Ay(2) -T  ~>8[d l - I  > n-- ~ .  
(36) 
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