This paper presents an automatic coding scheme for representing the output layer of a neural network. Compared t o local representation where the number of output unit is p , the number of output unit required for the proposed representation is close to logp. The output of seven different printers were used for evaluating the performance of the system. The proposed automatic representation gave the average recognition rate of 98.7 % for 71 categories.
Introduction
Neural networks architectures have sparked of great interest in recent years because of their intriguing learning capabilities. Several learning algorithms have been developed for trainin the networks and out of them Back Propagation [lf is probably most widely used.
Previous work performed on recognizing zip-codes, Cun 1989[2]-[3], has shown that a fair amount of generalization on complex tasks can be obtained by designing a network architecture that contains a certain amount of a priori knowledge about the task. In their work they have shown through several experiments that the number of free-parameters in the network influences the network's generalization performance. In their method they have used weight sharing techniques which works in the same way as Neocognitron network model [4] . Raveendran and Oomatsu [5] have shown that cascaded neural networks can be a powerful tool in case of noisy input images. They have used a network to extract the features of the characters and the output of that network is fed to another network which works as a classifier.
On the other hand, there are several researches on Kanji recognition using Neural Networks [S] -[SI.
However, due to the enormous number of Kanji category, in most of the cases after preprocessing the rough classification is performed, and depending on the result of the rough classification the input data is fed to different modules where the output layer is represented locally i.e, one unit for each category. However, if the number of category to be recognized is very large and the output layer is represented in a conventional (each output unit representing a single category) way, then the number of connection from the hidden to output layer would become extremely large and it would cause the need for much more storage/memory.
In the present approach the output layer is represented distributedly and it is designed according to the feature of the input image. In [9], it has been shown that some heuristic knowledge can also be employed for designing a network.
Kana characters which are a subset of Japanese Kanji characters are used for the evaluation of the proposed method. In reality, by having a cursory look at any Japanese document, it can be seen that the percentage of Kana characters appearing in any text is almost 50 %. Generally, Kana characters are much more simpler than the Kanji characters. So, if the Kana characters are recognized separately with high accuracy then it will reduce the load of classifying simple characters along with complex characters and upgrade the overall performance of a Kanji recognition system. This paper is divided into 5 sections. The next section describes the database along with the preprocessing steps. The third section describes the proposed representation of output layer. The fourth section presents experimental results. Finally, the last section is devoted to conclusion and further researches. 
Representation of Output Layer
In case of local representation p cells are required for representing p categories. However, if we can identify r-critical features so that no two categories get the same features, then we could represent p objects as a pattern of r output cells and it would become a distributive representation. So, in contrast to local representation distributive representation would need less storage. For example, in case of representing 16 objects the local representations would need 16 output units. Whereas, in case of distributed representation, the output layer would be encoded by using only 4 (log, 16) units. This would need less storage and connections compared to the local representation. However, this kind of binary encoding is very sensitive to error. This is because if we invert the output of one unit, then we will get an ambiguous pattern that might be of 2 categories. This is also applicable to local presentation (because 2 values will be 1 ) .
On the other hand, it is also well known that if we assign totally different code or teaching signal to similar objects then irrespective of the similarity the network would try to generate totally different weights for the objects and the learning would become complex.
In the present study, the above mentioned problems are considered carefully. In the present approach, the number of output unit lies closer to the log2 p bound. Here, the basic idea is to code the output layer or the training signal in a way such that the similar characters get similar code or similar teaching signal.
Automatic coding scheme
The proposed automatic coding scheme is related to the inplut data and the method is as follows. At first each training data x, (n = 1, -. e , N ) (16 x 16 pixels) is split into four parts (8 x 8 pixels) in the following way.
As a result the following set ofpattern is generated for each pi& i = 1,*..,4.
Next, etach yi i = 1, 2, 3, 4) is clustered. Here the LBG method ' r 101 was applied for clustering and the number of cluster was set t o 16. At this stage for each wl (1 = l , . . . , L ) the cluster to which the part belongs is checked and the final cluster is determined by considering the maximum number of characters belonging to a specific cluster. So, in this way, for each category ~c r l there will be a four dimensional vector qr = (qrl, 412,413, q14) where each element of the vector will correspond to the cluster to which the corresponding part of the training sample belongs. Now, each Figure 2: Automatic coding procedure element of vector ql is mapped to a 5-bit binary pattern. The binary patterns are hand picked and they are mapped in a way such that for any two clusters whose parent is the same, the Euclidean distance between the binary patterns becomes one. Finally, q1 is transformedl to a feature vector which is a 20-bit code.
In this way ffor each training sample x, (n = 1, . , N ) there will be a feature vector c(,) with 20 elements.
(Here (n) represents the category number to which x,, belongs.) The entire process is summarized in Fig. 2. 
Recognition process
The recognition process is divided in to two parts. Rough classification and final classification.
VQ is performed for rough classification and the number of centroid was set to 3. After VQ, for each category ~1 (1 = l , . . . , L ) , the group to which the category belongs is determined by considering the first two candidates. In this way, the whole training set is divided in to three groups.
During testing, the module to which the character is to be fed is determined by calculating the Euclidean distance among the input vector 2, and the patterns belonging tal each group G; (i = 1,2,3).
As described in the previous section, the automatic codes will provide a feature vector for each category. These feature vectors are utilized for representing the output units of the network.
The feature extraction procedure is performed by the feature extractor network which consists of one input layer, one output layer and a hidden layer. The network is totally connected. The output layer consists of P units.
After training, the network is fed with the training data and the output vectors for each category are stored. The prototypes are formed by calculating the average for each category and this process can be described by the following expression: ml = + CxCEw, o . Here, N , o, and x stand for the number of samples used for each category during training, the output vector, and the input data respectively. These prototypes are later used for recognition.
During final classification, Euclidean distance is taken in between each prototype and the output vector given by the network during testing. The category for which the corresponding prototype gives the closest distance to the output vector is treated as the recognized category. The whole process, formation of prototypes to evaluation is summarized in Fig. 3 . 
Experiments
After rough classification the remainder of the recognition is performed entirely by the proposed feature extractor network. The input to the network is a 16 x 16 floating point image. The output layer is composed of 20 units (20 dimensional feature vector). Here, all simulations were performed using the Aspirin/MIGRAINES Neural Network Software [lo transfer function used at each node calculates the output in the range of (0,l). Before training the weights running on SUN work station. The normal sigmoi d are initialized with a random value with weights uniformly distributed in the range of (-0.1,O.l). The backpropagation learning algorithm is used in determining the ideal weights for all connections. The weights were updated according to the gradient method (averaging over the whole training set before updating the weights). Each training set contained 12 (6 x 2) samples per category and each test set contained 2 open samples per category. For each dataset, rough classification was performed as mentioned in Sect, 3.2 and in each case the centroid vetors were rebuild from the training data. The rough classification rate was 100 % for all datasets.
Results
I Dataset I Accuracy (%) I Average 1
98.7
Table 2: Classification rate Experiments were performed for each dataset by applying the proposed automatic coding scheme. The network had one input layer, one hidden and one output layer. A number of experiments were performed by setting the number of hidden units in between 10 and 45. And for each of them 5 different initial weights have been used. The network gave the best performance with 26 hidden units. The open Recognition rate for each dataset is summarized in Table. 2.
Relation of problem complexity and generalization
3 -- Table. 2, it can be seen that the network gave 100 % accuracy in respect to dataset B, D, E and G. And the accuracy rate for A, C and F were slightly dropped. However, it can be thought that the drop in the classification accuracy is related to the number data used during the open exeperiments and the complexity of the problem. Due to the small amount of testing data, even a single missclassification has largely effected the accuracy rate. In order to find the relation between problem complexity and gneneralization, the complexity of each problem Cm(m = 1,2, ... 7) is calculated in the following way. (i = 1,2, .... N ) . The templates are formed by calculating the average of each category. In this way the complexity of each problem is calculated and they are summarized in Table. 3. F'rom Table. 3, it can be said that the complexity of the problems are related t o the generalization of the network. The generalization capacity of the network went down for datasets A, C and F. However, in case of B and G , irrespective of the complexity of the problems the network could classify the characters with 100 % accuracy. This assures that the proposed distributive representation generalizes well against complex problems.
In 111, experiments were performed for evaluating that case, any two clusters that had the same parent before they were split were given a pair of totally different codes i.e., one of them was kept the same as it was with the proposed coding scheme and the code for the other cluster was simply the inverted version of the former. It was found that the proposed coding results in better generalization. The performance of the proposed automatic coding procedure could have been compared to the conventional output layer representation where each of the output unit represents a single category, however this is not considered for the present study. This is because, if the real world problems where the number of category t o be recognized is too large (for example Kanji) are considered, then it is unrealistic t o apply the conventional method which would need much more storage/memory than the proposed method.
Conclusion
We have classified 71 Kana characters with an average of 98.7 % accuracy. Although the small amount of testing data have largely effected the overall recognition rate, with more training and testing data the accuracy can be improved. In the proposed method it is not necessary to detect features as it was with [8]. In contrast t o the conventional method, the proposed output unit representation reduces the number of connections and free parameters. By employing Kana characters which are a subset of Japanese Kanji character set, it has been shown that the coding scheme effects the generalization of the network. The next step would be to apply the present method for recognizing the whole Kanji character set.
The proposed automatic coding scheme was also applied in [ll] for recognizing 41 Devanagari characters and it gave a recognition rate of 98.09 %. The present recognition accuracy of Kana character is also encouraging. Therefore, it is largely hoped that the same method would be extended for other classification problems.
I the e f f ectiveness of the proposed automatic coding. In
