When several sources of speech are present, attention must be directed to the appropriate talker, and competing talkers must be ignored. Whereas this basic role of attention is relatively straightforward, the process(es) by which attention facilitates speech segregation and selection has been debated for 60 years. Early theories of attention invoked the concept of a filter, wherein the unattended signals were either blocked or attenuated prior to higher level processing ([@bibr8-2331216520915110]; [@bibr51-2331216520915110]). One limitation of these early works is that the specific dimension(s) operated on by the attentional filter is not made explicit ([@bibr9-2331216520915110]). More recent work has described *object selection* as the process of choosing a particular auditory object (i.e., the talker) to be the focus of attention and subsequent higher level processing ([@bibr48-2331216520915110]). This is distinct from the process of separating a mixture of concurrent voices into separate auditory objects, referred to here as *perceptual segregation*. Object selection is often guided by a priori knowledge or expectations about the target such as an expected spatial location, overall level relative to the background, and/or voice features ([@bibr10-2331216520915110]; [@bibr29-2331216520915110]; [@bibr34-2331216520915110]). Listener expectations of the target prime low levels of the auditory pathway for preferential representation of signals matching those expectations, such that perception of the auditory scene is biased toward the salient signals in the foreground, with irrelevant competing signals in the background ([@bibr28-2331216520915110]; [@bibr47-2331216520915110]). Thus, certain dimensions of listener expectations may describe the attentional filter. For example, expectations of a signal's pitch, duration, or temporal structure can improve the detection of simple acoustic signals, relative to equally detectable, but unexpected, signals ([@bibr11-2331216520915110]; [@bibr12-2331216520915110]; [@bibr22-2331216520915110]; [@bibr44-2331216520915110]; [@bibr45-2331216520915110]; [@bibr53-2331216520915110]). Here, we investigate more complex acoustic signals (i.e., speech) to determine the extent to which expectations of a talker's voice improve object selection as indicated by improved speech recognition in a two-talker context.

Recently, [@bibr9-2331216520915110] proposed a model of early speech processing that captures the interplay between bottom-up stimulus features and top-down attentional control. In this model, attentional control operates a feedback loop that facilitates *fast top-down selection* where primitive features, such as the voice characteristics of a talker, are compared with an attentional set determined by the listener's task and goals. Bottom-up sensory priming enhances the representation of expected signals prior to object selection. In a typical real-world scenario, this is akin to enhancing the salience of an expected voice in anticipation of that talker's turn in the conversation. Physiological evidence supports this interplay between attention and the sensory system; short-term plasticity of cortical spectrotemporal receptive fields is guided by task demands and functionally increases the contrast between target and competing objects in the auditory scene (see [@bibr17-2331216520915110] for review). This contrast enables listeners to identify and track the target over time as well as avoid unwanted intrusions by irrelevant competing signals ([@bibr57-2331216520915110]). This complex network requires efficient use of processing resources as well as coordination between selective attention and inhibition, all of which may be susceptible to age-related declines.

Numerous studies have demonstrated that older adults are poorer than younger adults at understanding speech in multitalker environments, even after accounting for differences in hearing sensitivity ([@bibr5-2331216520915110]; [@bibr23-2331216520915110]; [@bibr39-2331216520915110]). In many cases, these results have been interpreted as age-related declines in perceptual segregation of speech (e.g., [@bibr3-2331216520915110]; [@bibr15-2331216520915110]; [@bibr33-2331216520915110]). Others have suggested a more general explanation, that older adults have slower cognitive processing or limited processing resources ([@bibr41-2331216520915110]). Another possible explanation is that age-related declines in attention reduce the extent to which expected voices are enhanced relative to competing talkers. [@bibr4-2331216520915110] demonstrated the effects of age and hearing loss on the ability to identify talkers based on their voice features, suggesting that older adults may be poorer than younger adults at learning and/or storing representations of a talker's voice. Studies of speech recognition with competing talkers have noted that responses from older adults are more likely than younger adults to contain words from the masker sentence ([@bibr23-2331216520915110]; [@bibr33-2331216520915110]). These *masker-intrusion errors* reflect a form of informational masking and can be used to quantify the extent to which competing signals intrude on the foreground of perception, presumably due to failures in selective attention or inhibition. Taken together, these results suggest that age-related declines in object selection may affect speech recognition with competing talkers for older adults, separately or in conjunction with declines in perceptual segregation.

Most real-world environments allow listeners to generate expectations of a talker's voice based, minimally, on the talker's sex. Talker sex affects primarily two acoustic characteristics: F0, corresponding to the rate of vocal fold vibration and the perception of voice pitch, and the overall shape of the spectral envelope, corresponding to vocal tract length and the perception of voice timbre ([@bibr14-2331216520915110]). Extensive research has demonstrated that these acoustic cues provide a basis for perceptual segregation of concurrent talkers (e.g., [@bibr14-2331216520915110]; [@bibr34-2331216520915110]). These cues also serve a role in object selection by helping listeners generate expectations of the target voice and direct attention to the appropriate talker (e.g., [@bibr27-2331216520915110]; [@bibr36-2331216520915110]). While perceptual segregation and object selection can be viewed as distinct processes, few studies have attempted to isolate their respective contributions to speech perception ([@bibr26-2331216520915110]). Since these two processes are often driven by the same cues, one of the challenges in studying object selection is to control for potential effects associated with perceptual segregation.

The purpose of this study was to compare the effect of attentional filtering by voice features between younger and older adults. This was achieved by designing a speech recognition task where the burden of perceptual segregation was equivalent across trials, but the benefit of focused attention to an expected voice was variable across trials. Listeners' expectations of the target voice were manipulated by adjusting both F0 and spectral envelope to alter the perceived sex of the talker from relatively more male-like to relatively more female-like or vice versa (i.e., [@bibr14-2331216520915110]). We hypothesized that speech recognition would be best when listeners could use their expectations of the target's voice to identify and attend to the target talker. In contrast, speech recognition was expected to decline when the target's voice features differed from the listener's expectation. We predicted that age-related declines in attention would be revealed by an interaction effect, such that older adults would demonstrate less benefit from focused attention to voice features than younger adults. Younger and older adults completed the speech recognition task to test these predictions and determine the extent to which the benefit of voice expectations declines with age. Responses were scored for correct keywords (i.e., from the target talker) as well as for masker-intrusion errors (i.e., from the competing talker) to test the hypothesis that age-related declines in keyword recognition of the target talker can be partially explained by an increase in intrusions from the competing talker.

Methods {#sec1-2331216520915110}
=======

Participants {#sec2-2331216520915110}
------------

Two groups were tested, 20 younger adults ranging in age from 18 to 29 years (*M*: 24.7 years, *SD*: 2.8 years) and 20 older adults ranging in age from 63 to 84 years (*M*: 69.9 years, *SD*: 5.7 years). Hearing sensitivity was assessed in all the participants by measuring air-conduction thresholds at audiometric frequencies ([@bibr1-2331216520915110]). Hearing thresholds for younger participants were ≤25 dB HL for .25 to 8.0 kHz. For older participants, thresholds were ≤30 dB HL for .25 to 6.0 kHz. A pure-tone average (PTA; 0.5, 1.0, 2.0, 4.0 kHz) was calculated for each participant so that the effects of hearing sensitivity could be modeled along with other subject- and task-related factors. Each participant reported their level of education in years of formal schooling (i.e., 12 years for high school diploma, 16 years for 4-year bachelor's degree, etc.). The two age groups reported similar levels of education (younger group *M*: 16.8 years, *SD*: 2.3 years; older group *M*: 16.4 years, *SD*: 2.4 years). Normal cognitive functioning of older participants was confirmed by a score of 25 or greater on the Mini Mental Status Examination ([@bibr16-2331216520915110]). All participants were native speakers of American English and reported normal or corrected-to-normal vision. Participants were paid for their participation and gave informed consent for the protocol, as approved by the Institutional Review Board at the Medical University of South Carolina (Pro00031785).

Stimuli and Apparatus {#sec3-2331216520915110}
---------------------

Speech stimuli were sentences spoken by male and female talkers from the TIMIT corpus (e.g., "A huge tapestry hung in her hallway"; [@bibr19-2331216520915110]), which were compiled into phonetically balanced lists for the Perceptually Robust English Sentence Test Open-set (PRESTO; [@bibr21-2331216520915110]). These materials include sentences from 630 unique talkers from 8 dialect regions in the United States. Each PRESTO list contains 18 sentences spoken by 18 talkers (9 males and 9 females). The diversity and unpredictability of talkers in this corpus were ideal for this experiment, where the listener's expectation of the target talker's voice features was manipulated. In addition, this allowed for a generalizable analysis of sentences with male versus female target talkers to determine whether talker sex influences the pattern of results or interacts with the age of the listener.

Sentences from the PRESTO lists served as targets and were paired with equal duration, opposite-sex competing talker sentences from the TIMIT corpus. To manipulate voice features, target and competing sentences were processed in Praat with the Pitch Synchronous Overlap and Add algorithm (PSOLA) ([@bibr35-2331216520915110]), such that each sentence pair had an eight-semitone difference in F0. For each sentence pair, the geometric mean between male and female F0 was calculated to serve as a midpoint. Next, pitch contours for each sentence were extracted and shifted higher or lower in frequency such that the mean F0 was exactly four semitones above or below the midpoint. This process resulted in sentences with natural pitch contours and variations in F0 across male and female talkers, while maintaining an equivalent eight-semitone difference in average F0 for each sentence pair.

In addition to shifting the pitch contour, the spectral envelopes of the target and competing talkers were manipulated in Praat based on methods described by [@bibr14-2331216520915110]. Linear extrapolation of average male/female ratios for the formant and F0 data reported by [@bibr37-2331216520915110] were used to obtain spectral envelope shift factors (vt) corresponding to a specific semitone shift of F0. For a given sentence, the semitone shift in F0 applied to the pitch contour was used to find the corresponding vt value to scale the spectral envelope. This method of changing the spectral envelope is similar, but not identical, to a true change in vocal tract length and has been used in previous studies of talker sex differences in speech recognition with competing talkers ([@bibr14-2331216520915110]; [@bibr34-2331216520915110]). Example spectrograms are displayed in [Figure 1](#fig1-2331216520915110){ref-type="fig"} for a single sentence that has been processed for a downward shift in voice features (*male talker*) or an upward shift in voice features (*female talker*). After processing, the mean F0 was 125.2 Hz (*SD* = 11.1 Hz) for male talkers and 198.3 Hz (*SD* = 17.7 Hz) for female talkers.

![Example spectrograms illustrating a sentence processed for male voice features (left panel) and the same sentence processed for female voice features (right panel). When processing a male talker for female voice features, the fundamental frequency is shifted to a higher voice pitch and spectral envelope is broadened such that formants occur in a higher frequency range.](10.1177_2331216520915110-fig1){#fig1-2331216520915110}

For each target talker, a cue phrase (" ... greasy wash water all year") was excised from a standard sentence in the TIMIT corpus spoken by that target talker ("She had your dark suit in greasy wash water all year"). These cue phrases were processed using the same methods described earlier to create *standard trials* (no change in voice features) and *probe trials* (parametric changes in voice features). Schematic diagrams of the two trial types are shown in [Figure 2](#fig2-2331216520915110){ref-type="fig"}. The majority of trials were standard trials (top panel), in which the cue phrase was processed such that F0 and spectral envelope matched those of the target talker (i.e., ±4.0 semitones from the midpoint). For a small percentage of randomly occurring probe trials (bottom panel), the cue phrase was processed such that F0 and spectral envelope were shifted 3.0, 3.5, or 4.0 semitones toward the midpoint between the target and competing talker. Note that the four-semitone shift placed the cue phrase at the exact midpoint between the target and competing talker, such that the F0 and spectral envelope of the cue phrase provided ambiguous information on the identity of the target. Whereas the voice shifts only affected the F0 and spectral envelope of the cue phrase, suprasegmental features such as prosody and intonation remained similar between the cue phrase and the target. For all trials, the cue phrase was followed by 1.5 s of silence and then the target/competing talker sentence mixture. Thus, the only difference between standard trials and probe trials was the voice characteristics of the cue phrase, which either matched the target (standard trials) or did not match the target (probe trials).

![Schematic diagram of standard trials (top panel) and probe trials (bottom panel). All trials began with the cue phrase, followed by 1.5 s of silence, and then the target and competing talker mixture. On standard trials, F0 and spectral envelope of the cue phrase matched the target talker exactly. On probe trials, F0 and spectral envelope of the cue phrase were parametrically shifted toward the midpoint between the target and competing talker.](10.1177_2331216520915110-fig2){#fig2-2331216520915110}

A total of 16 PRESTO lists were processed as standard trials and 3 PRESTO lists were processed as probe trials, corresponding to the 3 shift conditions (3.0, 3.5, and 4.0 semitones). Each PRESTO list contained 76 preidentified keywords across 18 sentences (3--6 keywords per sentence). To match the number of target keywords, 76 important content words were selected from the competing talker sentences to serve as masker keywords. In some cases, the number of target and masker keywords differed slightly for a specific sentence pair, but each list pair contained a total of 76 target and 76 masker keywords. There were 54 probe trials (3 lists × 18 sentences per list) and 288 standard trials (16 lists × 18 sentences per list); that is, probe trials accounted for 18.75% of all trials. Probe trials were randomly assigned to lists with the restriction that each list contained at least 1 probe trial for each shift condition. The order of sentences within each list was randomized for each participant to ensure that probe trials occurred randomly throughout testing and were not presented in a consistent pattern across participants. The last remaining PRESTO list was reserved to be used as a practice list containing only standard trials.

Stimuli were generated prior to data collection and saved as separate .wav files with 16-bit resolution at a sampling rate of 16000 Hz. The target and competing talker mixtures were presented at 78 dB sound pressure level (SPL) with a 0 dB signal-to-noise ratio (SNR; 75 dB). These levels were verified by acoustic calibration using an acoustic coupler with a Larson Davis model 2559 ½-in. microphone and a Larson Davis Model 824 sound level meter with flat weighting.

Procedures {#sec4-2331216520915110}
----------

Measurement of speech recognition was completed in a sound-attenuating booth. Participants were instructed to listen to the sentence mixture and repeat the sentence spoken by the target talker and ignore the other voice. They were instructed to use the voice characteristics of the cue phrase preceding the sentence mixture to identify the target talker. They were not informed about the manipulation of voice characteristics or the presence of probe trials. Presentation and keyword scoring were controlled by Token software ([@bibr32-2331216520915110]) with a Lynx Two multichannel audio interface, Tucker--Davis Technologies programmable attenuator (PA4), Tucker--Davis Technologies headphone buffer (HB6), and Sennheiser HDA 200 headphones. Stimuli were presented monaurally to the right ear unless that ear did not meet hearing criteria; four older participants were presented with speech to their left ear. Participant responses were scored for target keywords online by the experimenter using a strict scoring rule (i.e., no missing or additional suffixes) without requiring correct word order. Responses were also recorded using a Realistic Highball Dynamic 33-984C microphone so that they could be subsequently rescored for masker-intrusion errors.

Additional data from a battery of cognitive measures were available for these participants from two other studies completed at the same time ([@bibr5-2331216520915110], [@bibr6-2331216520915110]). The cognitive measures were included in statistical models described later to assess the contributions of several cognitive abilities to speech recognition and object selection. The test battery included measures of processing speed (Connections, [@bibr43-2331216520915110]; Purdue Peg Board, [@bibr50-2331216520915110]), working memory capacity (Reading Span, [@bibr13-2331216520915110]; [@bibr40-2331216520915110]), inhibitory control (Stroop Test, [@bibr49-2331216520915110]; [@bibr52-2331216520915110]), and visual linguistic closure (Text Reception Threshold \[TRT\], [@bibr56-2331216520915110]); descriptions of these measures and scoring can be found in [@bibr5-2331216520915110]. Initial modeling results revealed collinearity between age and cognitive factors, which was resolved by residualizing cognitive factors for effects of age. As such, the cognitive factors reflect variance in cognitive abilities within each age-group.

Results {#sec5-2331216520915110}
=======

Keyword recognition for the target talker (percent correct) and the masker (percent masker-intrusion errors) are plotted in [Figure 3](#fig3-2331216520915110){ref-type="fig"}. These data were analyzed using item-level logistic regression implemented in R ([@bibr38-2331216520915110]) using a Generalized Linear Mixed Model (GLMM; R-package: lme4; [@bibr2-2331216520915110]). Two separate GLMMs were constructed; one for target keywords and one for masker-intrusion errors. Each model specified recognition of each individual keyword as the dependent variable (*W *=* *0 if the subject's response did not contain the keyword, 1 if the response included the keyword) and estimated separate β coefficients for each independent variable included in the model. GLMM analyses were performed across all keywords independently for all participants with the following factors: age-group of the participant (*Age*), sex of the target talker (*Sex*), voice shift of the cue phrase (*Shift*, treated as a single continuous predictor), number of keywords in the sentence (*nWords*), position of the keyword within the sentence (*Pos*), participant's scores on the cognitive measures, participant's PTA, participant's level of education, interactions between these factors, and random subject effects (*Subj*). A combination of stepwise factor addition and elimination was performed using model testing ([@bibr24-2331216520915110]) to optimize model fit with all significant factors and interactions.

![Recognition of keywords in target sentences in percent correct (filled symbols with solid lines) and masker-intrusion errors (open symbols with dotted lines) for younger (blue) and older (red) adults are plotted as a function of semitone shift of the cue phrase. Symbols are offset for clarity. Keyword recognition was higher for standard trials (shift of 0 semitones, left most data points) and declined for probe trials with increasing shift of the cue phrase. Masker-intrusion errors were rare on standard trials and are not plotted. Masker-intrusion errors increased for probe trials with increasing shift of the cue phrase. Keyword recognition for target sentences was higher for younger than older adults for standard and probe trials, but both groups demonstrated a similar number of masker-intrusion errors on probe trials.](10.1177_2331216520915110-fig3){#fig3-2331216520915110}

Data were scored at the keyword level (rather than the sentence level) so that the effect of keyword position could be included in the model. This factor has been shown in previous studies to predict keyword recognition and provides some insight into the time course of speech segregation and selection (e.g., [@bibr3-2331216520915110]; [@bibr5-2331216520915110]). Initial attempts to model the data included a sentence identifier as an additional random effect to improve model fit. However, computational overhead associated with attributing variance to the nearly 250 different sentences in the dataset was intractable. Thus, keyword recognition was modeled independently for each keyword without sentence-level nesting. Overall fit of the model was evaluated by binning data points by their predicted probability from the model and calculating the observed probability of a correct response within each bin. A plot of these values revealed close correspondence between the observed data and the model predictions, even without accounting for the interdependence of keyword recognition within a sentence.

Target Keywords {#sec6-2331216520915110}
---------------

[Table 1](#table1-2331216520915110){ref-type="table"} shows factor descriptions, coding details, standard estimates, standard errors, and *z* statistics for each significant factor in the target keyword model, including split factors from post hoc models. Modeling results indicated that younger adults significantly outperformed older adults ([Figure 3](#fig3-2331216520915110){ref-type="fig"}, blue vs. red; β*~Age~ *= −0.28; *z* = −4.83; *p *\<* *.001). Target keyword recognition was higher for sentences with a female target talker than a male target ([Figure 4](#fig4-2331216520915110){ref-type="fig"}, right vs. left; β*~Sex~* = 0.09; *z *=* *8.33; *p *\<* *.001). Keyword recognition declined on probe trials with increasing voice shift of the cue phrase ([Figure 3](#fig3-2331216520915110){ref-type="fig"}; β*~Shift~* = −0.25; *z* = −34.22; *p *\<* *.001), indicating that the shifted voice characteristics of the cue phrase misled the listeners' expectations of the target voice, leading to poorer keyword recognition. Target keyword recognition was better for sentences with fewer keywords (β*~nWords~ *= −0.13; *z* = −12.61; *p *\<* *.001) and was better for keywords at end of sentences compared with the beginning (β*~Pos~* = 0.34; *z *=* *32.92; *p *\<* *.001). Participants with faster speed of processing and better linguistic closure, as measured by Connections and TRT, respectively, were more likely to respond with correct target keywords (β*~Connections~* = 0.20; *z *=* *3.44; *p *\<* *.001; β*~TRT~* = 0.16; *z *=* *2.72; *p *\<* *.01). Three interaction terms significantly contributed to the fit of the model; *Sex* × *Age*, *Shift* × *Sex*, and the three-way interaction *Age* × *Sex* × *Shift*. These interactions were interpreted using separate post hoc models with split factors to describe the effect of a given factor across the two levels of its interacting factor.

###### 

Target keyword GLMM factors, coding, standard estimates, standard error, and *z* statistics are displayed for each significant fixed effect and interaction term.

![](10.1177_2331216520915110-table1)

  Factor                Description and Coding                                                                                                                                    Standard Estimate (β)   Standard Error   *z* Statistic
  --------------------- --------------------------------------------------------------------------------------------------------------------------------------------------------- ----------------------- ---------------- ---------------
  *Age*                 Age-group of listener (older = 1; younger = --1)                                                                                                          −0.28                   0.06             −4.83\*\*\*
  *Sex*                 Sex of target talker (female = 1; male = −1)                                                                                                              0.09                    0.01             8.33\*\*\*
  *Shift*               Shift in voice characteristics of cue phrase (0 for standard trials; 3.0, 3.5, or 4.0 for probe trials)                                                   −0.25                   0.01             −34.22\*\*\*
  *nWords*              Sentence length (number of keywords in the sentence, normalized *M* = 0, *SD* = 1)                                                                        −0.13                   0.01             −12.61\*\*\*
  *Pos*                 Position of keyword within the sentence (serial order position of keyword scaled by total number of keywords in sentence, normalized *M* = 0, *SD* = 1)   0.34                    0.01             32.92\*\*\*
  *Connections*         Listener's score on Connections Test (residualized for effects of age, normalized for *M* = 0, *SD* = 1)                                                  0.20                    0.06             3.44\*\*\*
  *TRT*                 Listener's score on Text Reception Threshold Test (residualized for effects of age, normalized for *M* = 0, *SD* = 1)                                     −0.16                   0.06             2.72\*\*
  *Sex × Age*           Interaction between target sex and age-group of listener                                                                                                  −0.10                   0.01             −8.42\*\*\*
   *Sex_O*              Effect of target sex for older listeners                                                                                                                  \<0.01                  0.01             \<0.01*ns*
   *Sex_Y*              Effect of target sex for younger listeners                                                                                                                0.19                    0.02             11.12\*\*\*
  *Shift × Sex*         Interaction between voice shift of cue phrase and target sex                                                                                              0.09                    0.01             11.98\*\*\*
   *Shift_F*            Effect of voice shift on female targets                                                                                                                   −0.16                   0.01             −15.67\*\*\*
   *Shift_M*            Effect of voice shift on male targets                                                                                                                     −0.33                   0.01             −33.61\*\*\*
  *Age × Sex × Shift*   Interaction between age-group, target sex, and voice shift                                                                                                −0.03                   0.01             −3.54\*\*
   *Shift_F × Age*      Interaction between voice shift and age-group for female targets                                                                                          \<0.01                  0.01             −0.27*ns*
   *Shift_M × Age*      Interaction between voice shift and age-group for male targets                                                                                            0.05                    0.01             4.63\*\*\*
    *Shift_M\_O*        Effect of voice shift on male targets for older listeners                                                                                                 −0.26                   0.01             −19.23\*\*\*
    *Shift_M\_Y*        Effect of voice shift on male targets for younger listeners                                                                                               −0.41                   0.01             −30.09\*\*\*

*Note*. Each interaction was explored with a separate post hoc model with split factors, and statistical results are indented below interactions. Asterisks indicated significance levels for *z* statistics (\*\*\**p* \< .001; \*\**p* \< .01). *ns =* not significant; TRT = Text Reception Threshold.

![Recognition of keywords in target sentences in percent correct (filled symbols with solid lines) and masker-intrusion errors (open symbols with dotted lines) for younger (blue) and older (red) adults are plotted as a function of semitone shift of the cue phrase for male target talkers (left panel) and female target talkers (right panel). Symbols are offset for clarity. Standard trials are presented on the far left in each panel. Probe trials with male target talkers demonstrate poorer performance and more masker-intrusion errors than trials with female target talkers. Keyword recognition for target sentences with female targets was higher for younger than older adults for standard and probe trials, but the two groups performed more similarly for target sentences with male targets.](10.1177_2331216520915110-fig4){#fig4-2331216520915110}

The effect of target talker sex interacted with listener age-group (*β~Sex~*~×~*~Age~ *= --0.10; *z* = --8.42; *p *\<* *.001). Post hoc modeling indicated that the effect of talker sex was driven by the younger group, whose keyword recognition was better for female targets than male targets (average of 83.2% vs. 75.4%). In contrast, older adults did not demonstrate this asymmetry in performance (70.0% for female targets, 69.2% for male targets). This suggests that for younger listeners keywords spoken by female talkers were easier to recognize than those by male talkers, but older adults recognized keywords equally well for male/female talkers.

The effect of shifting the voice of the cue phrase also interacted with the sex of the talker (*β~Shift~*~×~*~Sex~ *= 0.09; *z *=* *11.98; *p *\<* *.001). Post hoc modeling indicated that shifting the voice characteristics of the cue phrase was more disruptive to recognition of male target keywords than female keywords; as the cue phrase was shifted from three semitones to four semitones, keyword recognition decreased from 75.8% to 53.5% for female targets and 73.3% to 38.2% for male targets. This effect can be observed in [Figure 4](#fig4-2331216520915110){ref-type="fig"}, where keyword recognition declines more precipitously in probe trials with male target talkers (left) than in probe trials with female target talkers (right) for both younger and older adults.

The three-way interaction between age-group, talker sex, and voice shift also improved the fit of the model (β*~Age~*~×~*~Sex~*~×~*~Shift~ *= −0.03; *z* = −3.54; *p *\<* *.01). To explore this interaction, it was modeled as the interaction between age-group and voice shift for male targets and the (nonsignificant) interaction between age-group and voice shift for female targets (see [Table 1](#table1-2331216520915110){ref-type="table"}). Because the effect of voice shift for female targets did not interact with age-group, this interaction term was replaced with the factor describing the effect of voice shift for female targets described earlier (*Shift_F*). The significant two-way interaction between age-group and voice shift for male targets was split into two factors describing the effect of voice shift for male targets among younger adults and among older adults (see [Table 1](#table1-2331216520915110){ref-type="table"}). These results indicated that shifting the voice characteristics of the cue phrase for male target talkers was more disruptive for younger adults than older adults. Taken together, the pattern of significant effects and interactions indicates that shifting the voice characteristics of the cue phrase was most disruptive to keyword recognition when the target was male and the listener was younger, less disruptive when the target was male and the listener was older, and least disruptive when the target was female for all listeners (similar effect for both age groups).

Many factors and interaction terms were tested for significance using model testing but did not significantly improve the fit and were not included in the final models. Most notable were effects of hearing sensitivity, based on PTA. Whereas all participants were selected to have essentially normal hearing, subtle threshold elevation may have still affected speech recognition. Effects of PTA were modeled to explore this possibility, but model testing revealed that this factor did not significantly improve model fit. However, model results indicated collinearity between the effects of hearing sensitivity and age, which can disrupt reliable estimation of regression coefficients. To address this potential problem, PTA was residualized for effects of age and reentered into the model, but did not significantly improve model fit (χ^2^ \< 2.53, *ns*). These results indicate that a measure of hearing sensitivity was not a good predictor of keyword recognition for these participants in this two-talker speech recognition task.

Masker-Intrusion Errors {#sec7-2331216520915110}
-----------------------

[Table 2](#table2-2331216520915110){ref-type="table"} shows factor descriptions, coding details, standard estimates, standard errors, and *z* statistics for each significant factor in the masker-intrusion error model, including split factors from post hoc models. Note that this model is based on keyword responses from the single-talker masker sentence, and so significant effects in the model are interpreted as increasing the likelihood of a masker-intrusion error. Modeling results indicated that masker-intrusion errors were more likely to occur as the voice of the cue phrase was shifted toward the midpoint between the target and masker voice (β*~Shift~* = 0.64; *z *=* *37.45; *p *\<* *.001). Masker-intrusion errors were also more likely to occur for sentences with male target talkers than female targets (β*~Sex~ *= −0.39; *z* = −8.37; *p *\<* *.001). Masker keywords at the ends of sentences were more likely to be reported by listeners than those at the beginnings of sentences (β*~Pos~ *= 0.22; *z *=* *7.73; *p *\<* *.001). Participants with faster speed of processing, as measured by Connections, were less likely to respond with masker keywords (β*~Connections~ *= −0.21; *z* = −2.59; *p *\<* *.01). Two interaction terms significantly contributed to the fit of the model; *Sex* × *Age*, *Shift* × *Sex*. Post hoc models with split factors were constructed to explore significant interaction terms.

###### 

Masker-intrusion error GLMM factors, coding, standard estimates, standard error, and *z* statistics are displayed for each significant fixed effect and interaction term.

![](10.1177_2331216520915110-table2)

  Factor          Description and Coding                                                                                                                                    Standard Estimate (β)   Standard Error   *z* Statistic
  --------------- --------------------------------------------------------------------------------------------------------------------------------------------------------- ----------------------- ---------------- ---------------
  *Sex*           Sex of target talker (female = 1; male = −1)                                                                                                              −0.39                   0.05             −8.37\*\*\*
  *Shift*         Shift in voice characteristics of cue phrase (0 for standard trials; 3.0, 3.5, or 4.0 for probe trials)                                                   0.64                    0.02             37.45\*\*\*
  *Pos*           Position of keyword within the sentence (serial order position of keyword scaled by total number of keywords in sentence, normalized *M* = 0, *SD* = 1)   0.22                    0.03             7.73\*\*\*
  *Connections*   Listener's score on Connections Test (residualized for effects of age, normalized for *M* = 0, *SD* = 1)                                                  −0.21                   0.08             −2.59\*\*
  *Sex × Age*     Interaction between target sex and age group of listener                                                                                                  0.22                    0.03             7.18\*\*\*
  * Sex_O*        Effect of target sex for older listeners                                                                                                                  −0.17                   0.05             −3.12\*\*
  * Sex_Y*        Effect of target sex for younger listeners                                                                                                                −0.61                   0.06             −10.44\*\*\*
  *Shift × Sex*   Interaction between voice shift of cue phrase and target sex                                                                                              −0.10                   0.02             −5.77\*\*\*
  * Shift_F*      Effect of voice shift on female targets                                                                                                                   0.55                    0.03             19.05\*\*\*
  * Shift_M*      Effect of voice shift on male targets                                                                                                                     0.74                    0.02             39.08\*\*\*

*Note*. Each interaction was explored with a separate post hoc model with split factors, and statistical results are indented below interactions. Asterisks indicated significance levels for *z* statistics (\*\*\**p* \< .001; \*\**p* \< .01).

The effect of target talker sex on masker-intrusion errors interacted with listener age-group (β*~Sex~*~×~*~Age~ *= 0.22; *z *=* *7.18; *p *\<* *.001). Post hoc modeling indicated that the effect of talker sex on masker-intrusion errors was greater for the younger group than the older group (see [Table 2](#table2-2331216520915110){ref-type="table"}). Masker-intrusion errors were more common for male targets than female targets for both younger and older adults, and the asymmetry in masker-intrusion errors by talker sex was greater for younger adults than older adults.

The effect of shifting the voice characteristics of the cue phrase also interacted with the sex of the talker for masker-intrusion errors (β*~Shift~*~×~*~Sex~ *= −0.10; *z* = −5.77; *p *\<* *.001). Post hoc modeling indicated that shifting the voice characteristics of a male cue phrase was more likely to result in a masker-intrusion error than the same shift applied to a female voice. The asymmetry of this effect can be observed in [Figure 4](#fig4-2331216520915110){ref-type="fig"}; dotted lines indicate masker-intrusion errors increased from 3.6% to 22.8% for probe trials with male target talkers (left), whereas masker-intrusion errors increased from 0.7% to 8.1% for probe trials with female talkers (right). This asymmetry mirrors the asymmetry in target keyword recognition described earlier, such that masker-intrusion errors were greatest for conditions in which keyword recognition was poorest.

Discussion {#sec8-2331216520915110}
==========

This study investigated the effects of age and listener expectations on object selection using a speech recognition task with a competing talker. Sentence mixtures were spoken by male and female talkers with a standard difference in F0 and spectral envelope corresponding to an eight-semitone difference in F0. The eight-semitone difference ensured that the effects of these acoustic characteristics on perceptual segregation were roughly equivalent across trials, and both target and masker sentences were equivalently processed to prevent any processing artifacts from serving as a cue to distinguish the target from masker. Listener expectations of the target talker's voice features were manipulated with a cue phrase that preceded each trial. On most trials (standard trials), F0 and spectral envelope of the cue phrase were identical to the target, which facilitated accurate selection of the target talker in the two-talker mixture. For a small percentage of randomly occurring probe trials, F0 and spectral envelope of the cue phrase were parametrically shifted toward the competing talker's voice. Larger shifts in the voice characteristics of the cue phrase resulted in poorer keyword recognition and more masker-intrusion errors. These results suggest that listeners used the voice characteristics of the cue phrase to prime their attention for selection of an upcoming expected voice, resulting in enhanced recognition on standard trials compared with probe trials.

In the context of the model proposed by [@bibr9-2331216520915110], standard trials would elicit fast top-down selection based on the listener's expectation of hearing specific voice features in the mixture. The unexpected deviation in voice features on probe trials would activate a slow selection process; listeners would compare their memory trace of the cue to the individual voices in the two-talker mixture in sensory memory to find a closest match. This process is slower and more prone to error because the sensory trace is decaying while the listener is selecting a target. We observed the expected decline in performance; probe trials contained fewer correct keywords and more masker-intrusion errors than standard trials. However, the decline in keyword recognition was similar for younger and older adults. This result suggests that advancing age does not affect fast top-down selection or the sensory priming mechanisms that underlie fast top-down selection. Rather, advancing age is better characterized by broad changes and generalized effects on object selection.

The pattern of decline in performance on probe trials suggests fairly broad tuning of attention for voice features in a two-talker context (i.e., [@bibr44-2331216520915110]; [@bibr45-2331216520915110]). Probe trials in which the voice of the cue phrase was shifted by three semitones toward the midpoint between talkers resulted in essentially equivalent performance to standard trials. In addition, performance was greater than chance for probe trials in which the voice of the cue phrase was shifted by four semitones (i.e., the midpoint between target and competing talkers). An intuitive hypothesis would propose that when the voice characteristics of the cue phrase was positioned midway between the target and competing talker, listeners would be forced to select a talker at random, resulting in equal numbers of target keywords correct and masker-intrusion errors. However, responses from both younger and older adults for the four-semitone probe trials contained more correct keywords than masker-intrusion errors, suggesting that performance of both groups was greater than chance for this ambiguous condition for selection of the correct target talker. A likely explanation for this effect is that listeners relied on other cues to identify the target talker when F0 and spectral envelope cues were ambiguous. For example, the TIMIT corpus contains talkers from many dialect regions. Because cue phrases were always taken from the target talker's recording of a standard sentence, listeners may have been able to identify the target talker based on dialectal variations, prosody, intonation, and other suprasegmental cues present in both the cue phrase and the target sentence. Thus, broad attentional tuning for voice features may reflect the same multidimensionality of attentional tuning that has been observed with nonspeech sounds (e.g., [@bibr11-2331216520915110]; [@bibr53-2331216520915110]; [@bibr54-2331216520915110]).

The pattern of performance on standard and probe trials can be interpreted in terms of the benefit of voice-feature continuity from the cue phrase to the target. The benefit of voice-feature continuity for attention was proposed by [@bibr7-2331216520915110] and recently supported by [@bibr30-2331216520915110]. In these studies, participants listened to digit sequences in a background of competing digit sequences. In separate conditions, the digits in the target sequence were spoken either by the same talker or by different talkers. When the voice of the target talker changed from digit-to-digit, listeners identified fewer correct digits and made more masker-intrusion errors compared with sequences with a consistent target voice ([@bibr7-2331216520915110]). Similar results were observed by [@bibr30-2331216520915110] for digit sequences in which F0 and/or spectral envelope were either consistent across the sequence or changed from digit-to-digit. In both previous studies, digit recognition improved over the course of the sequence, similar to the pattern of improvement observed with later keyword position in this study. Importantly, the benefit of voice-feature continuity was greatest when the listener correctly identified the previous digit in the sequence. This was interpreted as evidence that voice continuity automatically primes the listener to organize the auditory scene with the previously selected voice in the foreground. This continuity benefit was described as obligatory or automatic because it was observed even in conditions in which listeners were unable to predict whether the target voice would be consistent or change from digit-to-digit. The assumption in this study was that listeners were *intentionally* focusing attention on the voice features of the cue phrase in anticipation of the need to segregate the two-talker mixture that followed. The task and instructions in this study encouraged this goal-directed behavior, which was expected to result in preferential representation of the expected voice in the perceptual foreground. Regardless of whether this effect is achieved consciously or subconsciously, the benefit to speech recognition would be strongest on standard trials and weaker on probe trials as the voice features of the cue phrase were shifted toward the midpoint between the target talker and competing talker. Thus, the continuity interpretation is consistent with the pattern of results observed in this study. However, we expect that any automatic benefit of voice continuity would be considerably weaker in this study than reported previously, as our stimulus design included a 1.5-s period of silence between the cue phrase and the sentence mixture, as opposed to the 50-ms inter-digit intervals used to demonstrate continuity benefit in previous studies ([@bibr30-2331216520915110]). Nevertheless, the current results complement these recent findings by demonstrating that listener expectations of voice features can also guide attention and facilitate organization of an auditory scene.

Effects of Age on Object Selection {#sec9-2331216520915110}
----------------------------------

We predicted that age-related declines in object selection would result in poorer keyword recognition by older adults compared with younger adults on standard trials, where focused attention on the voice characteristics of the cue phrase would be most beneficial. On probe trials, the benefit of focused attention on the voice characteristics of the cue phrase would be reduced, as these voice characteristics did not provide an accurate method of selecting the target talker from the mixture. Performance of younger and older adults was expected to converge on probe trials as the cue phrase was shifted further toward the midpoint between the target and competing talker. Limited support for this hypothesis can be drawn from the data. Older adults performed more poorly than younger adults overall but shifting the voice characteristics of the cue phrase had a similar effect on performance by younger and older adults (see [Figure 3](#fig3-2331216520915110){ref-type="fig"}). Thus, the sensory priming afforded by the cue phrase had a similar effect on performance among the two groups. Separating trials based on the sex of the target talker revealed subtle differences in the pattern of decline on probe trials for younger and older adults. When the talker was male (see [Figure 4](#fig4-2331216520915110){ref-type="fig"}), shifting the cue phrase disrupted performance more for younger adults than older adults, but the effect was modest and no interaction with age was observed for female talkers. Collapsed across talker sex, the effect of shifting the cue phrase was similar for younger and older adults (see [Figure 3](#fig3-2331216520915110){ref-type="fig"}). Thus, older adults performed more poorly than younger adults regardless of whether focused attention to an expected voice facilitated performance overall.

Better keyword recognition and fewer masker-intrusion errors were predicted by faster speed of processing. That is, age-related declines in speed of processing (e.g., [@bibr42-2331216520915110]) may have limited the extent to which older adults could quickly attend to an unexpected voice on probe trials. In contrast, variance in working memory capacity did not predict performance, suggesting that overall processing capacity was less critical for keyword recognition than efficient use of available cognitive resources (as measured by Connections). Additional variance in keyword recognition was predicted by the TRT, a measure of the use of partial linguistic information ([@bibr56-2331216520915110]). The TRT has been shown to predict performance on a variety of speech recognition tasks, further supporting the hypothesis that an amodal cognitive ability to use partial linguistic information is important for speech recognition in challenging listening conditions ([@bibr5-2331216520915110], [@bibr6-2331216520915110], [@bibr20-2331216520915110]; [@bibr25-2331216520915110]; [@bibr31-2331216520915110]).

Effects of Talker Sex {#sec10-2331216520915110}
---------------------

The sex of the target talker had a widespread effect on the results, both in terms of the number of correct target keywords and the number of masker-intrusion errors on probe trials. In general, probe trials with a male target talker contained fewer correct keywords and more masker-intrusion errors for both younger and older adults. This suggests that shifting the voice characteristics of a male cue phrase to make it sound more like a female talker was more disruptive to object selection than the opposite shift applied to a female voice. The reason for this asymmetry is unclear. On probe trials, the voice characteristics of the cue phrase were shifted toward a midpoint between talkers that was determined mathematically, rather than a *perceptual* midpoint between voices that sound male-like versus female-like. Characteristics of female voices vary over a larger range than male voices ([@bibr37-2331216520915110]). Thus, the voice characteristics of the cue phrase on the most difficult probe trials (four-semitone shift) may have fallen more in line with the perception of a low-pitched female voice than a high-pitched male voice. Alternatively, the asymmetry may be related to the effective masking of a female voice by a male voice and vice versa. In this experiment, the two talkers were always opposite sex, and so we cannot disentangle poorer intelligibility of a male target talker (relative to a female target talker) from greater masking effects by a female masker (relative to a male masker). Similar asymmetry in sentence recognition with opposite sex maskers has been noted previously with other speech corpora ([@bibr18-2331216520915110]). Future research using this same task design can distinguish between these alternatives by including same-sex talker pairs.

The sex of the target talker differentially affected the performance of younger and older adults. Across standard and probe trials, younger adults performed better for recognition of female target talkers relative to male target talkers, whereas older adults did not demonstrate this asymmetry. Difficulty understanding female voices is a very common complaint among older adults, even among those with relatively normal hearing thresholds, like the older participants in this study. Investigations of the effects of talker sex and age are sparse but provide some insight. [@bibr34-2331216520915110] noted that the benefit of increasing F0 difference between talkers was only apparent when the target had the higher F0. Age-related declines have been shown for the ability to distinguish talker sex for noise-band vocoded speech ([@bibr46-2331216520915110]). Older adults are also poorer than younger adults at identifying talkers they have heard previously ([@bibr4-2331216520915110]; [@bibr55-2331216520915110]). The generalizability of these results, particularly for evaluating asymmetric effects for male/female voices, are limited by the relatively small number of different talkers typically included as stimuli. In contrast, stimuli used in this study come from an extremely diverse sentence corpus ([@bibr21-2331216520915110]), characterized by large numbers of male and female talkers from a broad range of dialect regions around the United States. This provides a means for evaluating talker sex effects that are relatively unaffected by talker-specific findings noted in previous studies. The pairing of opposite sex talkers in this study means that an age-dependent asymmetry in masking effects cannot be ruled out. However, across a wide range of male and female voices, older adults were particularly poor at recognizing speech from female talkers masked by male competing talkers.

Conclusions {#sec11-2331216520915110}
===========

Listeners can use expectations of a talker's voice to attend to a sentence spoken by that talker and ignore competing speech. In this study, when the target voice unexpectedly deviated from the listener's expectations, speech recognition declined and masker-intrusion errors increased. However, declines in speech recognition were observed only when the target voice deviated considerably from listener expectations, particularly when the target voice was female. Older adults performed more poorly than younger adults overall, but results did not support the hypothesis that age-related declines in attention underlie age-related differences in performance. Other cognitive factors, such as speed of processing and linguistic closure, may contribute to the overall decline in speech recognition with competing talkers among older adults.
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