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Abstract
We discuss estimation of autoregressive models with a prior about
initial growth rates of the modeled series. This prior allows to specify
prior beliefs about the behavior of time series in a natural way and
it serves to replace arbitrary assumptions on initial conditions. To
implement this prior we develop a technique for translating priors
about observables into priors about coefficients. The posterior mean
is attractive even from the frequentist point of view: it is often less
biased than the OLS estimate and has better frequentist risk than bias
corrected estimates. We apply our prior to some empirical studies from
the literature and find that it makes a big difference for the estimated
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persistence of output responses to monetary policy shocks in a vector
autoregression for the United States.
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1 Introduction
It has been known since the fifties that the ordinary least squares (OLS)
estimator does not work well in auto-regressive models when a small sample is
available. The OLS estimate is biased towards stationarity and it has a large
mean squared error.1 This compounds to a large bias in impulse response
functions. Many alternative techniques have been designed to estimate auto-
regressions in small samples both from the classical and Bayesian approaches,
but it is safe to say that there is no widely accepted way to proceed. In
fact, many applied papers still use OLS in highly overparameterized Vector
Autoregressions (VAR’s). Any deviation from OLS, whether inspired by
classical or Bayesian procedures, is liable to criticism for having made certain
ad-hoc choices that may be crucial for the results.
Our aim is to design a widely acceptable procedure for estimating auto-
regressions with small samples. We begin by re-examining the following well
known puzzle: despite the small sample bias in auto-regressions, OLS is the
best estimator for a Bayesian with a flat prior and quadratic loss.2 One
interpretation is that a Bayesian with a flat prior and a classical econometri-
cian will proceed very differently. In section 2 we show that there is no such
puzzle: in fact, given the same treatment of initial conditions, Bayesian and
classical econometricians agree about the appropriateness or not of OLS. In
particular, both would adjust the OLS estimate towards non-stationarity for
“reasonable” treatments of the initial condition.
Therefore, it is fundamental to relate initial conditions and parameter
estimates. Our proposal is to use informative priors based on the apriori
distribution of the observed series in the first few periods of the sample.
For example, if GDP is one of the variables in the VAR, the econometrician
should ask the question “what is your apriori distribution for yearly output
growth?”. The answer to this question should be incorporated in the poste-
rior distribution. To see the importance of this a-priori information we can
1The earliest references are Quenouille (1949), Hurwicz (1950), Marriott and Pope
(1954) and Kendall (1954). A general characterization of the effects of the bias on the
highest root is in Stine and Shaman (1989). Abadir et al. (1999) show that the bias
becomes more severe in multivariate models, see also Doornik et al. (2003) and Abadir
et al. (2003).
2This has been known for a long time. Sims and Uhlig (1991) revived this point and
illustrated it with graphical and analytic arguments.
3
now reconsider whether OLS is indeed a good Bayesian estimator by asking:
what is the growth rate implied by a flat prior in an auto-regression?, a flat
prior on the parameters implies an a priori belief that the growth rate of
output in the first few periods is very likely to exceed, say, 100%!. Since
this is a view that no reasonable economist would hold, estimating a VAR
by OLS is unjustified, even on Bayesian grounds.
Using priors on observables has many advantages: i) it clearly relates
initial conditions with parameters, as required by our previous discussion,
ii) it may be a near consensus prior: a room full of economists is sure to be
full of disagreements, but the range of opinions about the prior distribution
of output growth is bound to be relatively narrow, and whatever differences
remain will have a clear interpretation, iii) operationally it is much easier to
express an opinion about a prior distribution of observed variables than of
VAR parameters,3 iv) as we demonstrate in section 5, the resulting estimator
works well from a classical point of view, therefore it should be appealing to
classical econometricians as well, v) it entirely sidesteps the issue of what is
a “truly” uninformative prior in time series,4 we prefer to think of priors that
are indeed informative but that are commonly acceptable among economists.
A substantial technical difficulty arises in using a-priori information about
observable time series, because the standard Bayesian analysis requires a
prior for parameters, not for observables. A classical discussion of priors
specified in terms of observables can be found in Berger (1985, Ch.3.5). The
translation involves solving a Fredholm equation similar to those found in
inverse problems recently studied in microeconometrics.5 The techniques
discussed in Berger (1985, Ch.3.5) and standard techniques for solving inverse
problems are not appropriate in our case due to the very high dimension of
our problem and because we are only interested in approximate solutions. In
section 3 we design an algorithm based on a fixed point formulation of the
Fredholm equation. We show that this algorithm works very well in various
empirical applications. A side product of the fixed point formulation is that
it shows the connection between our prior and others in the literature. The
3We have asked many famous economists the following two questions. Question 1,
“consider a bivariate AR(4) with output and interest rates, what is your prior distribution
about the third highest root of the AR polynomial?”. Obviously, there was no answer to
this question, as if these experts had no opinion on the matter. Then we asked question
2- “what is your prior about the likely value of output growth”. Now all experts had
definite answers. But their answer to question 2- had implications for question 1-. The
reason they could not answer question 1- is not that they had a flat prior, it is just that
it was difficult or impossible to translate in their head their answer to question 2- into the
implications for the distribution of the parameters in a bivariate AR(4).
4This is the point in Phillips (1991) who suggests Jeffrey’s prior is truly uninformative.
5See Carrasco et al. (2007) for a summary of such applications.
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techniques we design should be useful for translating priors on observables
based on prior knowledge arising from other sources.
Section 4 discusses two empirical applications of our prior. First, we show
how this prior affects the estimates of persistence of Stock Prices from the
well known Extended Nelson-Plosser dataset. Second, we show how it affects
impulse responses to monetary policy shocks in the US estimated in a VAR
of Christiano et al. (1999).
We touch on many issues that have been studied previously. Within the
frequentist approach there are many methods for correcting OLS in small
samples.6 But these corrections focus only on some aspects of the problem,
(for example, correcting the mean bias of a particular transformation of a
coefficient), and they have no decision-theoretical justification.7 Their justi-
fications are at best ad-hoc, and their virtues can be only demonstrated by
Monte-Carlo simulations for specific models and specific parameter values.
Despite the flat prior justification, Bayesians have shown some dissatis-
faction with OLS. For example Sims (2000) argues that a flat prior tends to
ascribe an unreasonably large share of dynamics to the deterministic conver-
gence of the process towards a steady state. Some popular prior distributions,
such as the Minnesota prior and ‘dummy observations’ priors, push the poste-
rior towards unit roots, and thus mitigate the problem pointed out by Sims.8
However, these are rarely seen as actually representing prior knowledge and
they are often considered ad-hoc.9,10
The importance of initial conditions in autoregressions has been discussed
6Some examples of such estimators are Quenouille (1949), Orcutt and Winokur (1969),
Andrews (1993), MacKinnon and Smith (1998), Kilian (1998) and Roy and Fuller (2001).
A large literature using local to unity asymptotics is also justified in terms of it small
sample properties.
7Berger and Wolpert (1988) discuss how a concern about frequentist properties of
statistical procedures can lead to unreasonable inferences.
8See Doan et al. (1984), Sims (1996), Sims and Zha (1998) and Sims (2006). Motivation
for these priors is sometimes close to a concern about frequentist bias. For example
Sims and Zha (1998, p.959) refer to the bad properties of the flat-prior posterior as “the
other side of the well-known bias toward stationarity of least-squares estimates of dynamic
autoregressions.”
9Sims (2000, p.452) recognizes that these priors are unsatisfactory, when he concludes:
“There are open research questions here, and few well-tested procedures known to work
well in a wide variety of applications. More research is needed - but on how to formulate
reasonable reference priors for these models, not on how to construct asymptotic theory for
nested sequences of hypothesis tests that seem to allow us to avoid modeling uncertainty
about low-frequency components.”
10Villani (2009) is related to our work, he specifies an informative prior about the steady
state growth rates of variables in a VAR in differences.
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before.11 What is new in our paper is the point that the treatment of the
initial condition is what drives much of the disagreement about OLS between
a classical and a Bayesian with a flat prior. The literature on the so-called
“exact likelihood” is one attempt to relate parameters and initial conditions.
But this approach has well recognized problems: first, it often makes the
unlikely assumption that the model has been stable for very many periods
before the start of the sample; second, there is a discontinuity at a unit root.
Instead we focus on informative priors about the initial behavior of the series
which, we think, are much more likely to generate consensus.
Layout of the paper is following. In section 2 we discuss the role of initial
conditions and motivate our prior about initial growth rates. In section 3 we
discuss translating priors about observables into a prior distribution of model
parameters. In section 4 we present two empirical applications. Finally, in
section 5 we present a frequentist evaluation of our priors in the case of the
AR(1) process. We conclude in section 6.
2 Initial conditions, initial growth rates and
the properties of the OLS estimator
This section motivates our priors about initial growth rates. Bayesians have
an ambivalent approach to the issue of the frequentist bias in the OLS: they
dismiss it on theoretical grounds, because it is a frequentist concept, but in
practice they use ad hoc priors which push the posterior in the same direction
as bias corrections. We propose priors which are similar, but have a more
intuitive justification. We think that the above ambivalence results from
the fact, that frequentist bias corrections of the OLS reflect the information
contained in the initial conditions, which is missing in the OLS estimate. This
information is also relevant to a Bayesian (if he believes in the same initial
condition). A straightforward way to incorporate it, would be to specify an
initial condition. However, specifying initial conditions is difficult and often
ad hoc too. But we argue that a subjective prior about initial growth rates
is a convenient and intuitive way to specify initial conditions.
Throughout this section we use, as an illustration, a normal AR(1) model
11For example, DeJong et al. (1992) and Mu¨ller and Elliott (2003) show how it influ-
ences the power of frequentist unit root tests. The issue is also mentioned among others in
Blundell and Bond (1998); Chamberlain (2000); Arellano (2003) from the classical perspec-
tive and in Schotman and Van Dijk (1991); Uhlig (1994); Sims (2000) from the bayesian
perspective.
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with an intercept
yt = α + ρyt−1 + ut ut i.i.d. N(0, σ2u) for t = 1 . . . T (1)
2.1 The conditional likelihood
Given (1), the density of the data satisfies:
p(y1...yT |y0, ρ, α, σ2u) ∝ σ−T/2u exp
(
− 1
2σ2u
T∑
t=1
(yt − α− ρyt−1)2
)
(2)
This density, viewed as a function of parameters, is often called the condi-
tional likelihood, to highlight that it is conditional on y0. It is well known
that the conditional likelihood has a maximum at ρOLS and is symmetric
around it. When the prior for the parameters of this likelihood is flat, the
Bayesian posterior density is proportional to the likelihood, and therefore
this posterior also has a maximum at ρOLS and is symmetric around it.
The key feature of the conditional likelihood is that it has no term for
the first observation y0. This fact has well known consequences. When
|ρ| < 1, which is the region which usually gets most support from the data,
the process has a steady state µ = α/(1 − ρ). The errors of the process
(which enter squared in the summation in (2)) can be written as:
(yt − µ)− ρ(yt−1 − µ)
It is clear that these errors are small (and therefore, the likelihood is high)
whenever the process approaches the level µ at the rate close to ρ and they
are large whenever the process fails to do so, e.g. when it departs from µ. The
conditional likelihood contains no term for y0, and therefore no punishment
for parameter values implying a large initial deviation from the steady state.
As a result, the conditional likelihood has a built-in tendency to overstate the
initial deviation and, as a flip-side, the speed of convergence (i.e. understate
the persistence of the process). An implausibly large share of dynamics in the
sample is explained by a deterministic and predictable convergence towards
a remote steady state.12
2.2 Initial condition, the ‘exact’ likelihood
The conditional likelihood can be complemented by an additional term for
the first observation y0, to form the ‘exact’ likelihood. This additional term,
12On this topic see e.g. Sims (1991), Falk (1999) and Sims (2000).
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which we call ‘initial condition’, reflects an assumption about the relationship
between y0 and model parameters. It is most common in the literature to
specify the initial condition for a model parameterized in terms of (µ, ρ)
instead of (α, ρ):13
yt − µ = ρ (yt−1 − µ) + ut for t = 1 . . . T (3)
Consider the following initial condition:
y0 = µ+
1√
1− ρ2 u0 if |ρ| < 1 (4a)
y0 = µ+ u0 if |ρ| ≥ 1 (4b)
with u0 ∼ N(0, σ20)
When the initial shock u0 has the same variance as the shocks in t > 0, i.e.
when σ20 = σ
2
u, the condition (4a) is intuitive: it implies that the model has
been operating since infinite past, and therefore y0 is drawn from the ergodic
distribution of the process. This assumption makes sense conditionally on
the model being stationary, i.e. |ρ| < 1. One option is to simply rule out
unit root or explosive behaviour. But in practice, in macroeconometrics,
one can rarely be comfortable with such assumption, because the conditional
likelihood is usually highest in the neighbourhood of the unit root (see e.g.
Nelson and Plosser, 1982), and truncating it at unity has a great impact on
the results. Therefore we specify a separate assumption (4b) for the case
of |ρ| ≥ 1. The condition (4a)-(4b) is intended to be representative for the
literature.14 The crucial feature of the various initial conditions used in the
literature, which is also shared by our initial condition, is that when the
model is stationary, it constraints the initial deviation from the steady state
|y0 − µ|.
2.3 Implications of initial conditions for the Bayesian
and frequentist properties of the OLS
To illustrate the effect of the initial condition assumptions, we consider two
cases of the condition (4a)-(4b) which differ in the variance σ20. The baseline
13This reparameterization implies that the quantity µ is defined also when the proces is
not stationary. It also involves a restriction that the constant term α disappears for ρ = 1.
This reparameterization is not important for our point in this section, and we use it only
in order to stay close to the standard practice.
14It is actually an amalgam of approaches we found in various papers. Many papers use
(4a) complemented with something arbitrary for the case of ρ = 1, and rule out ρ > 1.
This is the case e.g. in Andrews (1993) or Schotman and Van Dijk (1991). Others, like
Bhargava (1986) or MacKinnon and Smith (1998), assume (4b) for all values of ρ. For
another, more general approach to specifying initial conditions see Uhlig (1994).
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case is σ0 = σu, i.e. conditionally on stationary values of ρ, the process starts
in the stationary distribution. In the alternative case we relax the constraint
on the initial deviation y0 − µ, and we take σ0 = 10 × σu. Figures 1 and
2 allow to compare the implications of these alternative initial conditions
for a frequentist and a Bayesian, when it comes to assessment of the OLS
estimation of (1). These figures are inspired by Sims and Uhlig (1991) - see
Appendix A for details on their construction.
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Figure 1 – Densities of ρOLS conditional on ρ = 0.95, T = 100 and initial
condition (4a-4b) for σ0 = σu (continuous line) and σ0 = 10σu (dashed line).
Construction of these densities is explained in Appendix A.
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Figure 2 – Densities of ρ conditional on ρOLS = 0.95, T = 100 and initial
condition (4a-4b) for σ0 = σu (continuous line) and σ0 = 10σu (dashed line).
Construction of these densities is explained in Appendix A.
Figure 1 shows the frequentist point of view: the densities of the OLS
estimator ρOLS when the true parameter is ρ = 0.95. Both densities are
skewed towards values lower then the true parameter, reflecting the well
9
known small sample bias. But the size of the small sample bias depends on
the initial condition - it is much smaller when σ0 = 10 × σu. It has already
been observed in the literature that the small sample bias vanishes when the
initial condition gets relaxed. In the panel data context Arellano (2003, p.86)
and Chamberlain (2000) prove this result in special cases.
The initial condition is important, because when the initial deviation
from the steady state is larger, realizations of the process become much more
informative about the parameters. This is illustrated in Figure 3. This
figure shows two realizations of the process (1) picked from the Monte Carlo
simulations underlying Figure 1. One is starting at the steady state (the first
row of plots) and another is starting far from it (the second row of plots).
The second column shows a scatterplot of the right-hand-side variable (yt−1)
against the left-hand-side variable (yt) in the regression on equation (1). This
is the ”cloud of points” that it is shown in undergraduate econometrics books
motivating that a regression line has to fit the data. Clearly, the explanatory
variable (yt−1) shows much higher dispersion in the second row. When the
explanatory variable has a high variance, OLS has a low variance (the term
(X ′X)−1 is small). This is why the fitted regression line in the second row
(drawn with the dashed line) is much closer to the true regression line (drawn
with the continuous line).
This illustrates the role of the initial condition for the size of the OLS
bias and, by implication, for frequentist bias corrections.
Figure 2 shows, that the implications of the initial conditions for the
bayesian correction of the OLS estimate are analogous. This figure presents
the posterior densities of ρ conditional on the information that the OLS
estimator is ρOLS = 0.95. As before, the continuous line is obtained with
σ0 = σu and the dashed line with σ0 = 10 × σu. The first posterior is
strongly asymmetric and its mean is higher than the OLS estimate. In this
example, given the OLS estimate of 0.95, a Bayesian would believe that the
true parameter ρ is around 0.96, adjusting the OLS estimate upwards, (in
the same direction as a frequentist concerned about the bias). The second
posterior, assuming σ0 = 10 × σu, is much more concentrated around the
ρOLS.
The conclusion from confronting Figures 1 and 2 is following: The practi-
cal implications of Bayesian and frequentist analyses are not very different, as
long as similar initial conditions are assumed. When initial conditions carry
little information (σ0 is large) both Bayesians and frequentists believe that
ρ is close to the ρOLS. When the initial condition is tighter (σ0 is low) they
both believe that ρOLS should be adjusted upwards (although the precise size
of a frequentist bias correction and the Bayesian adjustment will in general
be different). Although the motivation of the frequentist bias correction is
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Figure 3 – Two cases of the AR(1) process and the performance of the OLS
estimator of the coefficients. The first column plots yt against time. The
second column shows scatter plots of yt against yt−1, along with true and
fitted regression lines.
completely alien to the bayesian thinking, this similarity of implications is
not surprising. The reason is that part of a frequentist bias correction of the
OLS estimate reflects the incorporation of the information about parameters
contained in the initial observation. This information is relevant also for a
Bayesian.15
2.4 The delta prior
The above discussion means that it is crucial to have a plausible joint distribu-
tion relating the initial observation and parameters. We are dissatisfied with
the solutions that have been so far proposed in the literature. The standard
assumption in the ‘exact’ likelihood approach that, for a stationary process,
15Note, however, that initial condition becomes unimportant to a Bayesian in the special
case when the constant term is known, as e.g. in the AR(1) model: yt = ρyt−1 +ut (where
the constant term is known to be zero). This is the case studied by Sims and Uhlig (1991).
11
the initial observation is drawn from the stationary distribution (σ0 = σu) is
often implausible. It makes the identifying assumption that the model has
been stable for very many periods before the start of the sample, an unlikely
situation in economics. Furthermore, separate arbitrary assumptions need
to be specified for case of nonstationarity, giving rise to a discontinuity.16
Finally, this assumption is unreasonable for secularly growing time series.
Indeed few applied papers have used exact likelihood in VAR’s.
Our proposal is that the analyst specifies instead his prior beliefs about
the initial growth rates of the series, conditional on the first observation.
This approach has several advantages. First, it seems much easier to build
a consensus (or near-consensus) view about what are reasonable values of
growth rates for many variables, than to specify credible assumptions on
the model that has, in the past, generated the initial condition. Another
advantadge is that this prior is easy to elicit: most economists would find it
easy to express their views about the likely behavior of the series. Finally,
such conditional growth rate is well defined regardless of the model being
stationary or not, so the discontinuity is avoided.
If asked to deliver a precise statement about their beliefs, economists
might produce a distribution for the growth rate in period 1. As usual we
consider logs of growing variables so that ∆y is the growth rate. Then the
answer might be
∆y1 ∼ N(µ∆, σ2∆) (5)
for some values µ∆, σ
2
∆. Here, for reasons to be discussed below, we need to
assume σ2∆ > σ
2
u. The assumption of normality is convenient in this section.
However, the techniques discussed in section 3 and applied in section 4 do
not need this assumption at all.
Clearly this is an alternative way of formulating a model for the initial
condition. To see this, the reader can first check that (5) and the model (1)
are compatible with
(1− ρ)y0 − α = u0 (6)
for u0 ∼ N(µ∆, σ2∆−σ2u). This equation plays the role of (4a)-(4b) in restrict-
ing the joint distribution for (α, ρ, y0) and, to a Bayesian, it gives a prior
distribution of the parameters given the observed initial condition. This
clarifies that a prior on growth rates such as (5) works in a similar way as a
prior on initial conditions.
16Uhlig (1994) proposes to link parameters and initial conditions by specifying how many
periods the model has been operating before the sample start (Uhlig’s parameter S) and
by relating the value of the process at the beginning of these periods to the parameters.
This avoids the discontinuity at the unit root, but in practice it is difficult to convincingly
specify both these parameters.
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Notice that the prior statement (5) is not a prior distribution of the unob-
served parameters α, ρ as is usually required in the application of Bayes’ rule.
For this purpose we have to translate the statement (5) into a prior distri-
bution of parameters α, ρ such as (6). To clarify our semantics: throughout
the paper we call a statement such as (5) a “prior for growth rates”, we re-
serve the name “delta prior” for the distribution of unobservable coefficients
implied by the prior for growth rates.
In the above example we could obtain algebraically the delta prior (6).
Together with an assumption on the marginal distribution for either α or
ρ this gives the distribution of the other parameter. If no additional prior
knowledge is available, we can complement (6) with a flat prior for either ρ
or α. The posterior will be the same in either case, because the kernel of the
prior is the same.
In the case y0 = 0 the prior for growth rate simply translates to a prior
for the constant term
α ∼ N(µ∆, σ2∆ − σ2u) (7)
which can be completed e.g. with a flat prior for ρ.
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Figure 4 – Densities of ρ conditional on ρOLS = 0.95, T = 100. Initial condition
(4a-4b) for σ0 = σu (continuous line); delta prior with µ∆ = 0, σ∆ = 0.065
(dashed line); delta prior with µ∆ = 0.03, σ∆ = 0.065 (dotted line). In all
cases σu = 0.057. Construction of the these densities is explained Appendix
A.
When y is, for example, annual Real GNP of the United States, most
analysts would have some idea about the appropriate values of µ∆ and σ∆.
In Figure 4 we show the Bayesian distribution of ρ|ρOLS assuming two priors
about initial growth rates. With dashed line we plot the distribution of
ρ|ρOLS when the prior mean growth rate in the first period is zero and the
prior standard deviation is 6.5%. The implications of this prior are roughly
13
similar to the implications of the standard frequentist initial condition (4a-4b)
for σ0 = σu (the corresponding posterior of ρ|ρOLS is repeated from Figure
2, with a continuous line). In particular, a Bayesian using this prior also
believes, upon seeing the OLS estimate, that the process is more persistent
than this OLS estimate.
Here we can note an advantage of considering priors about growth rates.
Standard specifications of the exact likelihood amount to a prior such as this
one, that the series is equally likely to grow or to go down. Whether this is
appropriate or not will depend on the exact series that is being analyzed. In
the case of Real GNP, the assumption of zero expected growth rate is ques-
tionable. When the prior about growth rate is centered at a more reasonable
value of 3% per annum, the resulting posterior (plotted with the dotted line)
is concentrated on values closer to the OLS estimate, i.e. the implied upward
correction of ρOLS is smaller.
We can also reexamine the appropriateness of the flat prior which, recall,
meant σ0 = ∞. It is clear that this implies a prior belief that the growth
rate is very likely to be very large. Since this is a prior belief that matters a
lot for the estimation (because only in this case OLS is justified) and since
this is a crazy belief for most economic time series, we hope that applied
economists will never again use OLS in macroeconomic autoregressions.
This discussion should motivate the use of priors about growth rates in
autoregressions as a way to incorporate useful information, that is more likely
to generate consensus than other approaches. But in models with more than
one lag, the initial condition involves more time periods. When we impose
priors about growth rates in more than one period, analytic solutions like (7)
are not available. Therefore, in the next section we discuss the translation
of general priors about observables to priors about model parameters, using
numerical methods.
3 Translating Priors for Observables
We discuss how to translate a prior about observables into a (standard)
prior distribution of unobservable parameters. We focus on translating priors
on growth rates in VAR models, but the discussion and the methods we
propose in this section are quite general, they can be used to incorporate
other information on VAR’s, for example arising from experience or formal
economic models, or they can be used in other time series models.
The issue of translating priors about observables into priors for coeffi-
cients has been discussed before: Chapter 3.5 of Berger (1985) is devoted to
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this issue.17 The techniques discussed there are hard to apply for the large
scale time series models that are often used in practice, because they involve
solving a very large system of equations by gradient methods which would
be unfeasible. In section 4.2 we discuss a standard macroeconomic applica-
tion which involves more than 20,000 parameters. To handle such cases, we
develop a novel approach.
3.1 Defining the prior for coefficients
Let us consider a general N -dimensional stochastic process {yt}. We define
Y T ≡ [y1, ..., yT ]′ as a T × N matrix gathering the random variables from
which the sample of T observations is drawn, while YT represents the actual
observed realization of these variables. A model (say, a VAR with a given
lag length) determines the likelihood function LY T |B(Y
T
;B), known to the
researcher.
We now assume that the researcher is willing to state a prior density of
Y ≡ [y1, ..., yT0 ]′, the studied variables in periods 1 . . . T0 for some T0 which
needs not be equal to T . This prior represents the likely behavior of the series
the researcher has in mind before observing the sample. (For consistency, we
should be using Y T0 but we omit the superscript for brevity.) It is, therefore,
a marginal density of the observable data. This density will be denoted as ϕY
and the likelihood function, consistent with the same model as before, will be
denoted as LY |B(Y ;B). The uncertainty represented in ϕY is a combination
of the analyst’s uncertainty about the actual values of coefficients B and the
error terms of the model in LY |B.
It is clear that knowledge of LY |B and ϕY places a restriction on the
marginal density of the parameters fB which is consistent with these func-
tions. In particular, the prior has to satisfy∫
LY |B(Y ;B) fB(B) dB = ϕY (Y ) for almost all Y (8)
This just says that the joint density of observables Y and parameters, in-
tegrated over the parameters, has to equal the marginal density of Y as
specified by the prior ϕY . Our task will be, given the known density ϕY
and the likelihood LY |B, find the prior density of parameters fB that satisfies
17A related approach is the ‘predictive approach’ to elicitation, where a prior about
observables takes the form of a statement about one step ahead predictive density condi-
tional on the known right hand side variables (Kadane, 1980; Kadane et al., 1980). This
approach has been applied in the time series context in Kadane et al. (1996). However,
the existing tools of the ‘predictive approach’ are not applicable to priors about growth
rates in dynamic models over several periods, which will be studied in this section.
15
the functional equation (8). Equations of this type are known in calculus
as Fredholm equations of the first kind. There has been a recent interest
in microeconometrics on this kind of equations, in statistics they are often
referred to as inverse problems. See, for example, Carrasco et al. (2007) for
a review.
The above problem may not have any solution for arbitrary ϕY and LY |B.
For example, we already pointed out in the AR(1) case analyzed in subsection
2.3 that in order for (5) to be consistent with the model (1) we needed
σ2∆ ≥ σ2u. If this is violated, the researcher’s belief in ϕY is just incompatible
with the model LY |B, the researcher is asking the model to do something it
can not do. As we will see later, in practice this needs not be a problem
because even if the exact solution does not exist, one may be able to find a
prior for parameters approximately delivers the desired distribution ϕY to a
satisfactory degree.
Another possibility is that the above problem has multiple solutions. This
is the case e.g. when the dimension of B is larger than the dimension of Y ,
like in section 2.4 above, in this case the resulting prior is improper. Then
additional prior information is needed to pick one of the proper solutions of
(8).
There are many techniques in applied math to solve Fredholm equations.
These techniques are usually designed to obtain very accurate solutions to
relatively low-dimensional problems. But we have many parameters in a
VAR so that these techniques will often be too computationally demanding.
Further, and perhaps more important, we are not too worried about matching
ϕY exactly, it is unlikely that the analyst will hold very strong views about
the exact mean and variance and functional form of the prior on growth rates,
we are happy if we find a prior on parameters that matches “reasonably well”
the prior on growth rates that has been specified.
3.2 Fixed point formulation
We now reformulate the problem of translating the prior as the solution to
a fixed point problem. This serves two purposes: first, it will suggest an
algorithm to find an approximate prior by successive iterations that works
well in the examples we have tried. Second, this fixed point formulation
will be useful in subsection 3.5 to compare the delta prior with other priors
proposed in the literature.
Let g be any density defined on the parameter space of B and define the
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functional Fϕ as
Fϕ(g)(B) ≡
∫
LY |B(Y ;B) g(B)∫
LY |B(Y ; B˜) g(B˜) dB˜
ϕY (Y ) dY for all B (9)
This functional can be interpreted in the following way: note that the
term
LY |B(Y ;B) g(B)∫
LY |B(Y ;B˜) g(B˜) dB˜
is the posterior of the parameters obtained with the
prior g and data realization Y . Therefore, F(g) is a mixture of posteriors for
different realizations Y and weighted by ϕY .
Applying this functional repeatedly is like learning better and better
about the coefficients B by repeatedly computing posteriors given samples
drawn from ϕY . In the fixed point of such iteration the coefficients prior is
fully consistent with the prior about observables. The relationship between
this fixed point and problem (8) is given in the following proposition:
Proposition 1. 1. Fϕ maps the space of densities of B into itself.
2. If fB satisfies (8) then fB is a fixed point of Fϕ:
Proof. Part 1: the first term in the integral is a posterior density of B, and
the whole term inside the integral is a mixture of (posterior) densities of B.
Therefore, it is a density of B.
Part 2: If fB solves (8) then, for all B
F(fB)(B) =
∫
LY |B(Y ;B) fB(B)∫
LY |B(Y ; B˜) g(B˜) dB˜
ϕY (Y ) dY (10)
=
∫
LY |B(Y ;B) fB(B) dY = fB(B)
∫
LY |B(Y ;B) dY = fB(B)
(11)
where the first equality holds from the definition of F , the second equality
follows from (8) and the third equality takes fB(B) before the integral since
it does not depend on Y and the fourth equality holds because L is a density
on Y so it integrates to 1 over its domain. Therefore F(fB) = fB.
At this writing we do not have a proof of sufficiency that any fixed point
of F is indeed a prior consistent with ϕY . But this is not a problem in
practice since, having found a fixed point, it is relatively easy to check if (8)
is approximately satisfied. If it is we can be sure that the density on B has
the desired property. This is not a big drawback, since we can only aspire at
finding approximate solutions and therefore we will have to check (8) anyway,
to see if the approximation is acceptable.
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3.3 Gaussian approximate fixed point
Iterating on Fϕ in order to find a fixed point means iterating on densities.
Only in very special cases these iterations can be performed analytically: we
discuss one such special case in Appendix C. In general, this is a difficult
numerical task, and there are various possible strategies to approach it. We
propose here one strategy that has worked well for us in practice.
The strategy is designed for the case of a normal likelihood. The idea
is to start at a normal density for B and iterate on Fϕ only approximately,
always staying within the realm of normal densities along the iterations.
This is convenient for three reasons. First, it guarantees that along the way
we always have a proper density for B.18 Second, a normal density is fully
described by its mean and variance, which greatly reduces the dimensionality
of the problem. Third, and most important, when likelihood is normal,
normal priors produce closed form formulas for the posteriors involved in the
definition of Fϕ, which speeds up the calculations. This approach can be
adapted to other cases where the likelihood and the parameterized prior are
such, that the posterior is known in closed form.
We specify the likelihood LY |B corresponding to a gaussian VAR. Assume
{yt} to be an N−dimensional VAR(P ) process:
yt =
P∑
i=1
Φi yt−i + γ + ut t > 0
ut ∼ N(0,Σu) i.i.d., Φi are N × N matrices and γ is vector of N constant
terms (generalizing this to the case with other exogenous variables is straight-
forward). The VAR(P ) can be written in matrix form as
Y = XB + U (12)
Here Y is defined as above, X collects lagged values of Y in the usual
way and it also has a column of ones which multiplies the constant terms,
B ≡ [Φ1, . . . ,ΦP , γ]′ and U ≡ [u1, ..., uT ]′. We condition on P actual initial
observations Y0 ≡ [y−P+1, ...,y0]′ and we assume for simplicity the error vari-
ance Σu to be known. This implies that the likelihood LY |B is the standard
likelihood function of a gaussian VAR:
LY |B = NvecY ((IN ⊗X) vecB, (Σu ⊗ IT )) (13)
18A well-known problem with trying to solve Fredholm equations is that common ap-
proximation schemes will fail because the approximation is outside the admissible set of
functions. For example, one might be tempted to solve (8) by discretizing LY |B , fB and
ϕY . But this is known to be a bad approach, among other reasons, because it is likely to
yield an approximate discrete fB that is not a density.
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We now look for successive approximate iterations on the mapping Fϕ
within the space of normal distributions. A standard result in Bayesian
econometrics is that if we compute Fϕ(g) when g is a gaussian prior
g(B) = N (µg,Σg) (14)
for some mean µg and variance Σg, then conditional on observing a value Y
the posterior defined as
pg(B|Y ) ≡ LY |B(Y ;B) g(B)∫
LY |B(Y ; B˜) g(B˜) dB˜
is also gaussian with variance and mean respectively
Varpg(·|Y )(B) =
(
Σ−1g + Σ
−1
u ⊗X ′X
)−1
(15)
Epg(·|Y )(B) = Varpg(·|Y )(B)
(
Σ−1g µg + vec(X
′
Y Σ−1u )
)
(16)
This implies, according to the above definition of Fϕ, that Fϕ(g) is a
mixture of normal distributions. This means that Fϕ(g) needs not be a
normal distribution but we can think of approximating F(g) itself with a
gaussian distribution with the mean and variance of F(g). To evaluate the
mean and the variance of B under the distribution F(g) we use a simple
Monte Carlo procedure based on the following result:
Result 1.
EFϕ(g)(B) = EϕY
(
Epg(·|Y )(B)
)
(17)
VarFϕ(g)(B) = EϕY
(
Varpg(·|Y )(B)
)
+ VarϕY
[
Epg(·|Y )(B)
]
(18)
Proof. Given g, for any function h we have
EF(g)(h(B)) =
∫
h(B) F(g)(B) dB =
∫
h(B)
(∫
pg(B|Y ) ϕY (Y ) dY
)
dB
=
∫ (∫
h(B) pg(B|Y ) dB
)
ϕY (Y ) dY = EϕY
(
Epg(·|Y )(h(B))
)
(19)
where the first equality follows by definition of EF(g), the second by definition
of F(g), the third by Fubini theorem and the fourth by definition of EϕY .
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Clearly, (17) follows when we consider h(B) = B. To prove (18) we notice
VarF(g)(B) = EF(g)(B2)−
[
EF(g)(B)
]2
= EϕY
(
Epg(·|Y )(B
2)
)− EϕY ([Epg(·|Y )(B)]2)
+ EϕY
([
Epg(·|Y )(B)
]2)− [EϕY ( Epg(·|Y )(B) )]2
= EϕY
(
Epg(·|Y )(B
2) − [Epg(·|Y )(B)]2)+ VarϕY [Epg(·|Y )(B)]
= EϕY
(
Varpg(·|Y )(B)
)
+ VarϕY
(
Epg(·|Y )(B)
)
where the first equality follows from the basic fact that Var(X) = E(X2)−
(E(X))2, the second equality uses (19) for h(B) = B2, simple algebra, and
(17); the third equality uses the “basic fact” about variances just mentioned
and that EϕY is a linear operator, and the fourth equality applies the “basic
fact” about variances again inside of the operator EϕY .
This result immediately suggests the following Monte-Carlo approxima-
tion to compute EFϕ(g) and V arFϕ(g): draw M realizations of Y from ϕY ; for
each draw Y compute Epg(·|Y )(B) and Varpg(·|Y )(B) using the above closed-
form expressions, finally approximate the desired mean and variance by aver-
aging the expressions inside the expectations in the right side of (17) and (18)
over the M draws. The normal density with mean EFϕ(g)(B) and variance
VarFϕ(g)(B) found in this way is our proposed approximation to Fϕ(g).
In the empirical application below we found approximate fixed points of
Fϕ by successive iterations on the above scheme: starting with a relatively
flat distribution as an initial guess we find successive means and variances
using the approximate iteration described above until the scheme delivers
satisfactory approximation to the desired marginal distribution of the data.
We have no theorem that such an algorithm will work, but in all practical
applications we have tried it delivered priors which implied marginal data
densities quite close to the desired one. In all cases it worked similarly as the
analytically tractable special case in Appendix C: after the first few itera-
tions the means of coefficients stabilized, and subsequent iterations were only
shrinking the prior variances. Obviously if such iteration failed to converge
there are a number of search algorithms that could be used to find a fixed
point of the mean and variance.
Since this fixed point is at best and approximation and since we lack a
sufficiency result it is important to check for accuracy. This is done in a
straightforward way by a Monte Carlo simulation, in which coefficients are
drawn from the candidate prior, and then data are drawn from the likeli-
hood function for T0 periods. To generate data we draw gaussian errors and
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simulate the series starting from the initial condition in the data (Y0). Such
data Y are distributed with the marginal distribution of the data, implied
by the candidate fixed point prior. This distribution is then compared with
the desired marginal distribution of the data ϕY to see if (8) approximately
holds.
It can be seen that ϕY can be completely general for this scheme to work,
all we need is that we can generate random draws from it. It is also not
necessary to restrict our attention to normal distributions, all that is needed
is that the posterior inside the integral that defines Fϕ(g) has a closed-form
expression. Therefore, this idea should be applicable to a wide range of priors
about observables and to a wide range of approximations.
3.4 The case T0 = 1
In the case that the prior is imposed only on the growth rate of the first date
of the sample one can actually find an analytic expression for the delta prior.
This is expressed in the following
Result 2. Assume that, in a VAR(P) model, the state of the process is given
by y0, y−1 . . . y−P+1, and define a vector x0 ≡ (y′0, y′−1, y′−P+1, 1)′. (As before,
we are also assuming that the variance of the VAR shocks is known to be
Σu.) Consider the prior about one growth rate, ∆y1:
∆y1|x0 ∼ N(µ∆,Σ∆) (20)
Then this prior about growth rates is implemented by the following prior about
a linear combination of the VAR coefficients:
B′x0 ∼ N (y0 + µ∆,Σ∆ − Σu) (21)
Proof. The VAR model implies
∆y1 = B
′x0 + u1 − y0 (22)
Taking expectations we see that the prior about growth rates implies
E(B′x0) = y0 + µ∆
Taking variances we see that
var(∆y1) = var(B
′x0) + Σu + cov(B′x0, u′1) + cov(u1, x
′
0B)
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Since the uncertainty about B′x0 comes only from the uncertainty on pa-
rameters these covariances are zero. Therefore
var(B′x0) = Σ∆ − Σu
Furthermore, normality of B′x0 is clearly compatible with (22).
Collecting all these observations implies that (21) is compatible with the
prior about growth rates (20).
Comment 1 : Prior (20) restricts N linear combinations of parameters.
Therefore, we can use it as a proper prior about any N parameters which
multiply nonzero entries in x0, conditional on the remaining K −N param-
eters (where K is the total number of coefficients).
Comment 2 : The delta prior in section 2.4 was derived using the above
results, and taking the initial observation y0 equal to the actual observation
in the data, y0 and completing this prior with a flat prior in the remaining
dimensions.
Analytic solutions such as this are unlikely to be available for T0 > 1.
Then, the prior about growth rates does not anymore imply a restriction on
a fixed linear combination of coefficients. Let us now consider a univariate
AR(1) as in section 2. Assume now that the analyst is willing to state prior
growth rates for two periods, say t = 1, 2 so that, in addition to (20) he has
a prior
∆y2|y0 ∼ N(µ∆,Σ∆)
This will incorporate more information in the estimation.
In this case the density on the parameters has to satisfy
α + (ρ− 1)α + (ρ− 1)ρy0 + ρu1 + u2 ∼ N(µ∆, σ∆)
in addition to (6). It should be clear that now the analytic solution is impos-
sible: change of variable formula can not be used since we can not express
the parameters α, ρ as a function of variables with a known distribution.19
3.5 Relationship with dummy observations priors
The closest prior in the literature, to the priors we use in this paper, is
the ‘one-unit-root’ dummy observation prior. This prior has been found to
improve the forecasting performance of VAR models. It is implemented by
19Note, for example, that we could put the u’s to the right side of the equation, but this
would not help to use the change of variable formula, since the joint distribution of u’s
and growth rates is unknown.
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augmenting the sample with a ‘dummy observation’ for an artificial date
d. In this ficticious observation both the current, and the past values of
the process are equal to λy¯, where λ is a constant specified a priori, which
determines the weight of the prior in the posterior, and y¯ is the mean of the
initial observations, that is y¯ ≡ 1
P
∑P−1
i=0 y−i. So, the observation is:
20
yd = B
′xd + ud (23)
for ud ∼ N(0,Σu) independent of U , xd = λ(y¯′, ..., y¯′, 1)′ and yd = λy¯. From
our Result 2 it is clear that this prior is equivalent to the following prior
about growth rates in one period:
∆y|(y¯, y¯ . . . y¯) ∼ N (0, (λ−2 + 1)Σu)
Therefore, this is a special case of prior about growth rates with four restric-
tions: First, the prior about growth rates is conditional on a particular state
of the process given by (y¯, y¯ . . . y¯), i.e. after P periods of no growth. Second,
mean growth rate is zero. Third, the variance of growth rates is a scalar
multiple of the variance matrix of the error terms Σu. Fourth, the prior is
restricted to growth rate in one period only. As we have argued before, this
approach cannot be generalized to T0 > 1.
The main difference with our approach is not really in these restrictions,
but in the interpretation of the prior. The dummy observation approach
seems to have been interpreted as ‘mental observations’ on parameters, but
not on the observables themselves. This makes it difficult to interpret and
elicit the variance of the ‘one-unit-root’ prior. The key advantage of our
approach is that we are explicit about the interpretation of the prior about
observables, which allows a meaningful elicitation of this prior. In addition,
we show how to relax the above restrictions on the prior.
4 Empirical Applications
In this section we show the effect of priors on growth rates in two empirical
time series studies taken from the literature. In all cases we specify the
baseline prior on growth rates with the mean and standard deviation equal
to the mean and standard deviation of growth rates in the sample. This is
a data-based prior, so it has well known shortcomings, but its main virtue
here is simplicity. This prior conveys the assumption that initial observations
20See Sims and Zha (1998, eq.22 and Table 3) or Sims (2006, section 2.1).
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behave, in terms of growth rates, similarly as the rest of the sample.21 We
specify T0 = P , the number of lags in the VAR, so that our prior carries as
much information as the additional terms for initial observations that would
enter an ‘exact likelihood’. Finally, we assume that growth rates are normally
distributed, and the variance matrix is diagonal. This is an incomplete prior
since the number of parameters is larger than N×T0. The prior is completed
with with an approximately flat prior on the remaining dimensions of the
parameter space.
We always start the iterations with a candidate prior which is normal
with mean zero and variance equal to 104I (where I is an identity matrix of
the appropriate dimension). In most cases after about 100-250 iterations the
fit of the growth rates implied by the normal prior is quite good. By this
time most variances have shrunk by many orders of magnitude, but some of
them remain barely different from the starting point, consistently with the
pure delta prior not being proper in some dimensions.
As in the previous sections, we assume for simplicity that the variance of
shocks is known and we set it equal to the variance of OLS residuals from
the analysed autoregressive model.
4.1 Persistence of Stock Prices
In this subsection, we show the effect of the delta prior on the estimated
persistence of Stock Prices measured by the log of the S&P500 index, ob-
served annually from 1871 to 1988, taken from the Extended Nelson-Plosser
(ENP) dataset (Nelson and Plosser, 1982; Schotman and Van Dijk, 1991).
Many papers have tested for unit roots in this dataset. However, it has been
argued that unit root tests usually have low power. Therefore, it is of interest
to just characterize the uncertainty about long run properties of these series,
without reference to a particular point null hypothesis. The model used in
these papers is AR(3) with intercept and trend:
yt = α + γt+ ρ1yt−1 + ρ2yt−2 + ρ3yt−3 + ut
As in Andrews and Chen (1994) we focus on the sum of the autoregressive
coefficients
∑3
i=1 ρi, which they argue is a relevant measure of persistence.
21A proper Bayesian specification of the prior would not involve information from the
sample, but instead would reflect information about the conditions at the beginning of the
sample. For example, for a sample starting after the end of a war the analyst may want
to specify a higher intial growth rate of GNP than if the sample started after a period of
undisturbed growth. One could also use a training sample to inform this prior, but in our
case earlier data is not available.
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The prior about growth rates has mean 3.5% and standard deviation
of 16%. Figure 5 illustrates the match between prior densities of growth
rates and the densities of growth rates implied by the delta prior after 100
iterations. In other words, the solid line represents the left-hand side of
equation (8) while the dashed line represents the right side of this Fredholm
equation. It is clear from the picture that the match is very good, and that
the normal approximation of section 3.3 works very well.
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Figure 5 – Stock Prices, AR(3) with trend: density of growth rates in periods
t = 1, 2, 3, obtained by Monte Carlo simulation; ’delta prior’ - the marginal
density of the data (growth rates) implied by the delta prior; ’desired’ - the
assumed growth rate which is to be matched by the delta prior.
Figure 6 displays the posterior density of the persistence measure
∑
i ρi
estimated with the baseline delta prior (drawn with the thick continuous
line). It also displays the same posterior obtained with the flat prior (drawn
with the thin continuous line). Consistently with our discussion in section 2,
the delta prior implies a higher persistence of the Stock Prices series compared
with the flat prior.
To get a sense of the sensitivity to the prior specification, Figure 6 also
shows the posterior for different priors on growth rates. A summary of the
sensitivity analysis is that the posterior persistence increases, when T0 in-
creases, prior variance falls, or the prior correlation between growth rates
across time increases. The posterior for the prior with T0 = 1 (labeled
‘T0 = 1’) is a bit more spread out, but has only marginally lower mean, than
for the baseline prior. When we double the prior variance, so that the stan-
dard deviation of growth rate is 22.3%, the prior becomes very weak and the
posterior (labeled ‘double variance’) is very close to the flat-prior posterior.
Assuming no serial correlation in the prior growth rates is questionable. One
reason for this is that there is a built-in positive correlation due to parame-
ter uncertainty. Therefore we make an effort to use empirically based serial
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correlation. Namely, we fit an AR(1) model, with a flat prior, to the first dif-
ference of the series. Then we simulate the marginal density of growth rates
in the first 3 periods, repeatedly drawing the parameters from their poste-
rior distribution. This density of growth rates has a mean of 4.5%, standard
deviation of 17.2%, correlation of consecutive growth rates of about 0.24 and
the correlation between the first and the third growth rate of about 0.07.
This prior has, therefore, both higher standard deviation and higher corre-
lation than the baseline. The resulting posterior for the persistence measure
(labeled ‘correlation, higher variance’) is rather similar to the baseline case.
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Figure 6 – Stock Prices, AR(3) with trend: Posterior density of the sum of
autoregressive coefficients
∑
i ρi. Various priors about initial growth rates.
Finally, in Figure 7 we compare the baseline delta prior with some other
Bayesian and frequentist procedures that have been used in applied work.
First, perhaps surprisingly, the Minnesota prior in this example pushes per-
sistence downward even compared with the flat prior, even though it is cen-
tered at a unit root model. The reason is that the Minnesota prior shrinks
the lagged coefficients towards zero, and this dampens the contributions of
ρ2 and ρ3 to the persistence measure more than the fact that it pushes ρ1
towards unity. Sims dummy observation with λ = 1 has a very weak effect
here, and it delivers a similar persistence as the flat prior. As another com-
parison, we try the bootstrap-after-bootstrap correction of the mean bias
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proposed for VARs by Kilian (1998).22 This produces a frequency distri-
bution of the estimator, but we compare it with the Bayesian posteriors.
Kilian’s bias corrected estimation implies that the process is much more per-
sistent than under all considered Bayesian procedures. Our baseline delta
prior provides, in this case, the middle ground between the flat prior (OLS)
and the bootstrap bias-corrected estimates of persistence.
We also compare the lessons from our Bayesian estimation with those
from the approximately median unbiased estimation of Andrews and Chen
(1994). They do not report the results as a density, and instead they report
for the Stock Prices persistence measure the point estimate of 1 the 90%
confidence interval of [0.91, 1] (see their Table 4 p.197). The limits of their
confidence interval coincide with the 5th and 95th percentiles of our baseline
posterior density, but the fact that their point estimate is 1 (and they rule out
values greater than 1 by assumption) suggests support for more persistence
in Stock Prices compared with our Bayesian analysis.
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Figure 7 – Stock Prices, AR(3) with trend: Various priors and estimation
methods.
We conclude that available Bayesian and frequentist techniques would
deliver a wide range of estimates of persistence, with little intuition for which
22We do not restrict the polynomial in ρ1...ρ3 to be stationary. When we do shrink all
nonstationary draws towards the unit root, as recommended by Kilian (1998), the density
is simply truncated at 1 and has a spike there.
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one to choose. Our prior on observables, if tight enough, delivers quite robust
results, and a higher persistence compared with the flat prior.
4.2 Responses to Monetary Policy Shocks in a VAR
In this subsection we repeat the estimation of the effects of the monetary
shock in the US from Christiano et al. (1999). They estimate a VAR with
quarterly data on output, prices, commodity prices, federal funds rate, total
reserves, nonborrowed reserves and money. (Details about data and sam-
ple are provided in Appendix D.) Residuals are orthogonalized with the
Choleski decomposition of the variance, with the above variable ordering,
and monetary shock is the one corresponding to the federal funds rate.
Means and standard deviations of growth rates of the variables in the
sample, which are used in the baseline prior, are reported in Table 1. Note
that with our default choice of T0 = 4, the dimension of the prior is only
4 × 7 = 28, compared with the 4 × 72 + 7 = 203 coefficients, so the prior is
quite weak.
After about 200 iterations the match between the 28 assumed distribu-
tions of growth rates and their distributions implied by the actually used
gaussian prior is very good, similar to that in the previous subsection in
Figure 5, so we do not report it to conserve space.
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Figure 8 – Impulse responses of output to monetary shocks, 95% probability
bands generated with various priors about initial growth rates.
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Figures 8 and 9 display the responses of output to a monetary shock,
estimated with alternative approaches. We focus on the response of output
for brevity, because they happen to be one of the most affected both by
the frequentist small sample bias and by alternative prior assumptions, and
because the output cost of monetary policy shocks is a key policy issue.
Responses of the remaining variables are reported in the Appendix.
Our benchmark is the posterior distribution of the impulse responses ob-
tained with the standard flat prior p(B,Σ) ∝ |Σ|−N+12 . This benchmark is
displayed in all plots to facilitate comparisons, plotted as the shaded region.
This is the region enclosed between quantiles 0.025 and 0.975, calculated
separately for each horizon, of the posterior distribution of the impulse re-
sponses. This distribution is simulated by Monte Carlo following the algo-
rithm from the RATS package manual (Doan, 2000, example 13.4). The flat
prior band is almost symmetric around the OLS point estimate, which is also
displayed in the first plot of Figure 9 as the dashed line. Pairs of lines on
each plot present 95% bands constructed with alternative approaches.
Figures 8 compares the baseline prior about initial growth rates (labeled
‘baseline’) with some other specifications of such a prior. First, we note that
specifying the prior on just the first growth rate has practically no effect in
this model: bands labeled ’T0 = 1’ almost overlap with the flat prior bands.
Only when we increase T0, the effect of the prior kicks in. On the other
hand, assuming that the prior mean growth rate is zero, while keeping the
baseline variance, makes the output responses more persistent (bands labeled
‘zero mean’). Finally, we construct a prior which allows for correlations
between all growth rates, both contemporaneously and accross time. This
prior follows the same approach as in the study of Stock Prices, namely we
obtain it from the posterior of a VAR(1) model in differences estimated on the
studied sample. Output response with this prior (labeled ‘correlation, higher
variance’) are slightly wider and less persistent than in the baseline case.
Responses for all other variables are presented in the appendix. The main
lessons from this figure are that, first, in large models it may be important
to use priors about growth rates in more than period. Second, specifying a
mean growth rate of zero makes the prior considerably tighter, and results
in much more persistence.
Figures 9 compares the baseline prior about initial growth rates with
other approaches. The first plot reproduces the results in Christiano et al.
(1999) who use a bootstrap procedure which is a frequentist attempt to pro-
vide an idea of uncertainty about impulse responses, while disregarding the
small sample bias. In this bootstrap procedure, the OLS point estimate of
the coefficients is taken to be the data generating process, and the series
are repeatedly generated with these coefficients, from resampled errors. The
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band shows the percentiles of the distribution of the impulse responses es-
timated by OLS from the generated series (this procedure is also known as
‘other-percentile’ bootstrap, see Sims and Zha, 1999)). Although this was
not the intention of the authors, this experiment is essentially a study of the
frequentist small sample bias in this context. It shows that when the data
generating process exhibits as much persistence as the dashed line, the OLS
estimates on the data coming from this DGP tend to be less persistent, and
output response to the monetary policy shock is weaker and dies out sooner.
In contrast to the non-informative prior, which is centered around the
OLS estimate, and in an even starker contrast with the bootstrap bands, the
delta prior results in posterior impulse responses (displayed in the second
plot) which are more persistent than the OLS estimates. They are also
stronger in the medium run. The effect on the economic interpretation of
the results is striking. The cumulative effect of the shock after 4 years is
-6.6% of the quarterly GDP (at the median) when estimated with the delta
prior, but only -4.6% when estimated with OLS, and only -3.1% according
to the bootstrap bands. Therefore, using the flat prior we underestimate
the cumulative effects of monetary shock by about one third, and when using
bootstrap bands - by more than a half, compared with the effects obtained with
what we think is a reasonable prior.23
In the second row of Figure 9 we display the effects of the standard VAR
priors designed to push the persistence of the process upwards the Minnesota
prior of Doan et al. (1984) and the ’initial dummy observation’ prior of Sims
(2006). The Minnesota prior (with the default hyperparameters, set following
the RATS manual) has little effect in this case, and the impulse responses are
close to the flat prior ones. The Sims’ one-unit-root prior (with the weight
on the initial dummy observation equal to 1) increases the persistence of the
response similarly to the delta prior, but it produces wider bands. with the
baseline delta prior. They are, however, much less persistent than delta prior
bands for the growth rates prior centered at zero, but with the same variance
as in the baseline case (displayed in the third plot). Our interpretation is
that Sims’ prior is centered at zero growth rates which are further from those
in the sample, which makes it ’tighter’, but ends up having a larger variance
then the variance of our baseline specification.
In the third row of Figure 9 we display, for comparison, the effect of
applying frequentist bias correction procedures in the present context. Of
23The width of the delta prior bands is underestimated, in these calculations, relative to
the flat prior bands, because we do not incorporate the uncertainty about error variance,
and instead fix it at the OLS estimate. We have also looked at other posteriors conditional
on the same fixed error variance, and the pictures look almost the same, so this does not
affect our comparisons.
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Figure 9 – Impulse responses of output to monetary shocks, 95% probability
bands generated in alternative ways. In all plots the grey area shows the 95%
probability band obtained with the flat prior.
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course, the resulting bands correspond to the frequentist distribution of the
impulse response, which is a different statistical object than the posterior
distribution. However, such bands are in practice casually interpreted as
delivering a Bayesian post-sample uncertainty about impulse responses. We
apply the bootstrap-after-bootstrap procedure to construct error bands for
impulse responses proposed in Kilian (1998). We present results with two
versions of this procedure: the one in which stationarity is imposed, and the
one in which we allow for nonstationarity.
In the present example the VAR has roots close to unity and the results
differ quite a lot depending on the handling of the nonstationary roots. The
bands obtained with shrinking of explosive roots actually exhibit a marginally
faster mean reversion even than the flat prior bands. The bands obtained
without shrinking are much more spread out at farther lags, and put even
more weight on the explosive behavior, then the posterior results with delta
or Sims’ priors. Overall, the figure illustrates the dilemma involved in apply-
ing bootstrap-after-bootstrap, when the root of the system is close to unity:
imposing stationarity discards much of the bias correction. Allowing non-
stationarity, on the other hand, exposes the results to the inaccuracy of the
assumption of constant bias, underlying the procedure. We conjecture that
it is because of the failure of this assumption in practice, that the bands put
so much weight on the nonstationary region.
We draw several conclusions from this example. First, it shows that our
procedure for approximately solving equation (8) works very efficiently in
practice. With a standard pc it took us about two hours find a fixed point
in the space of 20,909 parameters! (we have 203 VAR coefficients, so the
gaussian prior is described by 203 means and a 203 × 203 variance matrix)
This procedure can be applied to solving inverse problems in other contexts.
Second, imposing priors about initial growth rates in this case pushes the
posterior estimates in the same direction as bias corrections. With the flat
prior, the cumulative effects of monetary policy shocks on output are strongly
underestimated, compared to our results. Other available procedures also
produce more persistent responses of output, but there is no intuitive guid-
ance on which of them to choose.
5 Frequentist Evaluation of the Delta Esti-
mator
In this section we study the delta prior from the classical point of view. We
define the delta estimator to be the point estimate obtained with the delta
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prior and the loss function which is square in the error of ρ. We will see that
the delta estimator, although inspired by Bayesian principles, can be also
justified from a classical perspective. Classical bias corrections (as discussed
earlier) have an element of arbitrariness in that a full bias correction is never
achieved. For that reason, in the end, much the literature on bias corrections
ends up checking the virtues of an estimator in terms of the MSE reduction
it achieves for certain “relevant” parameter values. We show that the delta
estimators, in fact, show a substantially lower mean square error for a wide
range of parameter values that include the ranges considered of interest in
many papers.
The Bayesian posterior mean is guaranteed to have the lowest MSE on av-
erage over the parameter space, where the average is taken with the weights
given by the prior. However, classical evaluations focus on estimators’ per-
formance for specific parameter values, within relevant ranges. We show
the bias and MSE properties of the delta estimator compared to alternative
estimators from this point of view.
To study the frequentist properties of the delta estimator in model (1) we
repeat the Monte Carlo study of MacKinnon and Smith (1998, section 5),
adding the delta estimator. In order to highlight the small sample problems,
we take the case of T = 25. As in the above paper, the initial condition is
generated as y0 = α/(1−ρ) +u where u ∼ N(0, σ2). This ensures invariance
of the results with respect to α and σ (see the Appendix A). To compute the
values in the following figures we took 100,000 realizations of the process for
each value of ρ = 0, 0.05, . . . , 1.2. We consider the delta estimators following
from the prior for growth rates stating that the initial growth rate is normally
distributed with mean zero (as in equation (5)), with standard deviations:
0.2 (the estimator called delta1) and 0.05 (the estimator called delta2).
The performance of the delta estimator is compared with that of OLS
and the constant-bias-correcting (CBC) estimator in the nomenclature of
MacKinnon and Smith (1998) (which is analogous to the estimator of Kil-
ian (1998)). Figure 10 shows the biases of all considered estimators for an
empirically relevant range of values of ρ, from 0.4 to 1.2. It is clear from
this figure that the largest bias is exhibited by the OLS estimator. The CBC
estimator is seen to be only approximately unbiased, but CBC reduces the
bias considerably relative to OLS. We can see that for high values of ρ the
bias of the delta estimator is in between that of OLS and CBC. Therefore,
the Bayesian estimator also achieves an approximate bias correction in this
parameter region. The correction is not as precise as in the CBC estimator.
However, less biased estimators can have larger MSE.
Figure 11 reports the root MSE for the three estimators under consider-
ation at various values of ρ. For the positive ρs, the CBC has lower MSE
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Figure 10 – Bias of the OLS, CBC and two delta estimators in a Monte Carlo
experiment, sample size: T=25.
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then the OLS estimator when ρ is above 0.5.24 The figure shows that delta
estimators beat OLS and the CBC for sufficiently high values of ρ. This
surely contains the relevant roots in practice for possibly non-stationary se-
ries. Actually, the delta estimator can be substantially better, for example,
at ρ = 1 the RMSE under CBC is around 30% larger than with the delta2
estimator. This loss in efficiency is very large, close to the one that would
result from throwing away half of the sample.
Notice that, in this case, all the cards seem to be stacked in favor of the
CBC: the bias correction is obtained taking into account the actually used
initial condition. In the real world this (or any other) assumption on the
initial condition is quite unwarranted, so we would expect CBC to be at an
even larger disadvantage in practice. We have repeated the Monte Carlo
study using other initial conditions used in the literature and we obtain
similar results.
Our conclusion is that, as long as one is willing to believe that the true
ρ stays between, say, .7 and 1.1, the delta estimator is a better alternative
than available bias corrections, even from the frequentist point of view.
6 Conclusions
There are numerous approaches, both Bayesian and frequentist, to inference
with autoregressive models. In practice they tend to imply that the process is
more persistent than the OLS estimates. But the motivations underlying this
conclusion are not always intuitive, and they may matter for the quantitative
results. Therefore, our preferred alternative is the delta prior. Contrary to
the contenders, this prior has a clear interpretation and it is really possible
to elicit it.
Even from the classical perspective, our Bayesian posterior estimates are
attractive. Correcting the bias does not really deliver (mean-) unbiasedness
anyway, while our estimator, which also reduces the bias, can have an edge
in terms of mean squared error.
We illustrate the effect of the delta prior in a macroeconomic VAR for the
US economy. Compared with the flat prior, it implies much more persistent
responses of output to monetary policy shocks.
Specifying a prior through features of the observables is often more con-
venient than specifying directly a density for model coefficients. The tools
developed in this paper allow to handle such situations in practice even in
24This threshold is approximately 0.5 also for other sample sizes and for more sophis-
ticated bootstrap bias correcting estimators (see MacKinnon and Smith, 1998, Figures 4
and 6) and for other bias correcting estimators (see Roy and Fuller, 2001, Tables 1 and 3).
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large scale models like VARs. This opens a possibility of many more in-
teresting applications. Priors for VARs implied by DSGE models are one
promising application on which we plan to work.
Appendices
Appendix A Construction of Figures 1, 2 and
4
To generate each density in Figure 1 we simulated 20,000 realizations of the
AR(1) process (1) with ρ = 0.95 and length T = 100, computed ρOLS for
each realization and approximated its frequentist density from the obtained
sample of 20,000 estimates. We took y0 = 0 and for each realization drew µ
from a normal distribution consistent with (4a-4b) i.e. from N(0, σ20/(1−ρ2)),
and set α = µ(1− ρ). We could have equivalently kept α fixed at some value
and drawn y0 from N(α/(1 − ρ), σ20/(1 − ρ2)), which would only affect the
intercepts estimated in each realization, but not the ρOLS. We set σu = 1,
but the distribution of ρOLS is unaffected by the choice of σu, as shown e.g.
in Result 3.
We generated densities in Figure 2 following Sims and Uhlig (1991). That
is, we performed a Monte Carlo simulation analogous to that underlying
Figure 1 for each value of ρ on the grid 0.70, 0.71, ... 0.99. For the values
of ρ on the grid 1,1.01,...,1.20 we drew µ from N(0, σ20). As before, we set
α = µ(1 − ρ). Then we lined up the obtained histograms to obtain the
bivariate density of ρ and ρOLS. Each density in Figure 2 is a cross-section
of this bivariate density for ρOLS = 0.95. Such cross-section is the Bayesian
posterior density of ρ conditional on a value of ρOLS.
The prior underlying this posterior is specified as the product p(ρ)p(α|y0)
which are defined below, and σ2u is treated as a known constant equal to 1.
The marginal prior for ρ is flat, i.e. p(ρ) = 1dρ. This is reflected by the
uniformly spaced grid of ρs in the Monte Carlo simulations. We verified that
the truncation of the grid at 0.7 and 1.2 introduces only a negligible error,
since, with the sample size T = 100, values of ρ beyond these bounds are
quite unlikely to yield realizations that produce ρOLS = 0.95.
The prior for α (conditional on y0) implied by condition (4a-4b) is
p(α|y0 = 0, ρ) =
{
N (0, σ20(1− ρ)2/(1− ρ2)) if |ρ| < 1,
N (0, σ20(1− ρ)2) otherwise
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Both distributions in Figure 2 have a discontinuity at ρ = 1 which comes
from two sources. First, the above prior has two cases. Second, the prior has
a singularity: it is degenerate at ρ = 1.
The construction of the densities in Figure 4 was similar to the one de-
scribed above, except that now to generate each realization we drew α from
(7). We took σu to be 0.057, which is the standard error of an AR(1) model
fitted by OLS to the Real GNP data for the years 1909-1988, taken from
the Extended Nelson-Plosser dataset of Schotman and Van Dijk (1991). The
assumption that σu is known is a shortcut which serves to simplify the expo-
sition, and we maintain it throughout this version of the paper. Generalizing
the analysis to unknown σu is planned for a future research.
A question arises how sensitive this pictures are to various choices of
parameter values. The following results proves that the shapes of a density
of ρOLS|ρ is invariant to the choice of µ and σ. As a consequence, the shape
of the densities ρ|ρOLS is also invariant to these choices.
Result 3. Assume the initial condition in model (3) is given by:
y0 = µ+ σψ (A.1)
where ψ is a random variable. Then, if ψ independent of the shocks u and its
distribution is independent of µ and σ, the distribution of the OLS estimator
of ρ in (1) is independent of µ and σ.
Proof. Define normalized errors: v ≡ u/σu. (A.1) allows to write:
yt = µ+ σu
(
t∑
i=1
ρt−ivi + ρtψ
)
= µ+ σy˜t
where y˜ is the process with the zero mean, which would obtain from the same
realization of errors, but rescaled to have a unit variance. Then it is a matter
of simple algebra to show that:
ρˆ ≡ T
∑
ytyt−1 −
∑
yt−1
∑
yt
T
∑
y2t−1 − (
∑
yt−1)
2 =
T
∑
y˜ty˜t−1 −
∑
y˜t−1
∑
y˜t
T
∑
y˜2t−1 − (
∑
y˜t−1)
2
Similar results about invariance of ρOLS have been used in the literature.
Andrews (1993, Appendix A), contains a verbal proof for |ρ| ≤ 1 and for a
particular distribution for ψ. DeJong et al. (1992) contains a similar proof for
a fixed initial displacement y0 − µ. As can be seen, the proof is very simple,
but we could not find a formal result focused on giving a general form of the
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initial condition which guarantees independence of the distribution of ρOLS
from nuisance parameters, so we offer it here for completeness.
The next question is how sensitive are the densities of ρ|ρOLS and of
ρOLS|ρ to the form of the initial condition. In Figure 12 we present densities
obtained using the initial condition (4b) for all values of ρ, both station-
ary and explosive. This is the approach of Bhargava (1986), used also in
MacKinnon and Smith (1998), and is is also a special case of Uhlig (1994)
(for S = 1). The lessons from these figures is the same as discussed in the
main text, and the only difference is that for stationary values of ρ the initial
displacement has a smaller variance, and therefore ρOLS has a larger error.
To compensate for this, we also show the plot for the shock in the initial
condition with standard deviation 30σu.
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Figure 12 – Densities of ρOLS |ρ = 0.95 (left panel), and ρ|ρOLS = 0.95 (right
panel) assuming T = 100 and initial condition (4a) for σ0 = σu (continuous
line) and σ0 = 10σu (dashed line) and σ0 = 30σu (dotted line).
Appendix B Our prior is not a reparameter-
ization
This section illustrates the problem involved in obtaining the delta prior by
a reparameterization. The problem is that such attempts generate distri-
butions of coefficients which are not independent of the error terms, which
we find quite unappealing. The complication in the reparameterization is
that there is no one-to-one mapping between observables and parameters,
because the mapping involves another random term: the errors u. Obtaining
the delta prior through a reparameterization would therefore involve specify-
ing the joint distribution of (y, u), then obtaining the distribution of (B, u)
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through a change-of-variable technique. For the sake of example, consider the
AR(1) model with the constant term and T0 = 2. In this case, the mapping
from (B, u) to (y, u) is as follows:
y1 = α + ρy0 + u1 (B.1)
y2 = α + αρ+ ρ
2y0 + ρu1 + u2 (B.2)
u1 = u1 (B.3)
u2 = u2 (B.4)
It is easy to verify that the Jacobian matrix of this transformation is:
1 y0 1 0
1 + ρ α + 2ρy0 + u1 ρ 1
0 0 1 0
0 0 0 1

The determinant of this matrix is α+(ρ−1)y0 +u1, and the absolute value of
this term multiplies the distribution in the new parameter space (α, ρ, u1, u2).
This term cannot be factorized into terms involving only us and only the pa-
rameters, and therefore the obtained density will not, in general, be consis-
tent with independence of the model parameters and errors. In principle, we
could specify a joint distribution of observables and errors in which this term
would cancel, and which therefore would deliver independence of parameters
and errors. However, specifying such a distribution is a challenge that may
not be easier then solving the functional equation (8).
Appendix C Analytical iteration on the map-
ping F for AR(1)
Consider the AR(1) model without the constant term, with y0 6= 0 given.
The first observation must be nonzero, because if we are unlucky to start
exactly at the mean, growth rate in the first period does not depend on
the coefficients and the prior for growth rate will not carry any information
about ρ. But we only require (8) to hold in a probability one set of ys. For
simplicity, σ2u is given. Everywhere we will implicitly condition on y0 and σ
2
u.
The model:
yt = ρyt−1 + ut ut i.i.d. N(0, σ2u) (C.1)
that is, the likelihood of a hypothetical observation in period 1:
Ly1|ρ(y1; ρ) = N(ρy0, σ
2
u) (C.2)
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Introduce the prior assumption about zero (without loss of generality) growth
rate in the first period:
f∆y1(∆y¯1) = N(0, σ
2
∆) (C.3)
which implies:
ϕ(y¯1) = N(y0, σ
2
∆) (C.4)
Let’s find the marginal prior fρ(ρ) which will be consistent with the above L
and ϕ, i.e. which will satisfy∫
L(y¯1; ρ)fρ(ρ)dρ = ϕ(y¯1) (C.5)
C.1 Guess of the solution
Analyzing the structure of the problem, we can easily guess that the solution
is:
f guessρ (ρ) = N
(
1,
σ2∆ − σ2u
y20
)
(C.6)
Verifying (we skip algebraic details which are tedious, the integral can be
performed by completing the square):∫
Ly1|ρ(y1; ρ)f
guess
ρ (ρ)dρ = ... = (2pi)
− 1
2σ−1∆ exp
(
−1
2
(y1 − y0)2
σ2∆
)
= ϕ(y¯1)
(C.7)
so the guess was right: f guessρ (ρ) satisfies condition (C.5).
C.2 Approaching the prior by fixed point iteration
In the context of the AR(1) model one iteration with mapping F produces
f
F(1)
ρ (ρ) (as before, the integral is tedious but easy to compute by ’completing
the square’ approach):
fF(1)ρ (ρ) =
∫
L(y1; ρ)× 1∫
L(y1; ρ˜)× 1dρ˜ϕ(y1)dy1 = ... = N
(
1,
σ2∆ + σ
2
u
y20
)
(C.8)
Verifying if it satisfies C.5, i.e. if it is consistent with the desired marginal
distribution of y1 yields:∫
Ly1|ρ(y1; ρ)f
F(1)
ρ (ρ)dρ = ... = N
(
y0, σ
2
∆ + 2σ
2
u
) 6= ϕ(y¯1) (C.9)
The marginal distribution of y1 implied by f
F(1)
ρ (ρ) is not what we wanted.
It has a correct mean, but the variance is too high. In the second iteration,
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first we compute the prior f
F(F(1))
ρ (ρ) by applying mapping F to the prior
obtained in the first step
fF(F(1))ρ (ρ) =
∫
L(y1; ρ)× fF(1)ρ (ρ)∫
L(y1; ρ˜)× fF(1)ρ (ρ˜)dρ˜
ϕ(y1)dy1 = ... = N
(
1,
σ2∆ + σ
2
u
y20
× σ
4
∆ + 2σ
2
∆σ
2
u + 2σ
4
u
(σ2∆ + 2σ
2
u)
2
)
(C.10)
Conveniently, we already computed the integral in the denominator while
verifying F(1) (equation C.9 above). This prior has a smaller variance then
the prior from the first step, because the second quotient in the variance is
less then 1, which can be seen after expanding the denominator:
σ4∆ + 2σ
2
∆σ
2
u + 2σ
4
u
σ4∆ + 4σ
2
∆σ
2
u + 4σ
4
u
< 1 (C.11)
So the prior F(F(1)) has a smaller variance then the prior F(1). However,
it still does not satisfy (C.5):∫
Ly1|ρ(y1; ρ)f
F(F(1))
ρ (ρ)dρ = ... = N
(
y0,
σ6∆ + 4σ
4
∆σ
2
u + 8σ
2
∆σ
4
u + 6σ
6
u
(σ2∆ + 2σ
2
u)
2
)
6= ϕ(y¯1)
(C.12)
The marginal distribution of y1 implied by f
F(F(1))
ρ (ρ) is still not right, the
mean remains correct, but the variance is still too big, although smaller than
in the first step because it can be transformed to
σ2∆ <
(σ2∆ + 2σ
2
u)
3 − (2σ4∆σ2u + 4σ2∆σ4u + 2σ6u)
(σ2∆ + 2σ
2
u)
2
< σ2∆ + 2σ
2
u (C.13)
(The transformation is intended to facilitate seeing the second inequality.
The first inequality is easy to prove too.) So in the second iteration we got
closer to the right prior. Further iterations can be seen as observing more and
more samples of size T0, and learning better and better about the marginal
distribution of parameters.
Appendix D Data
The data for the Christiano et al. (1999) VAR were downloaded from Chris-
tiano’s webpage. All data are quarterly and the sample is from 1965Q3 to
1995Q2. Table 1 reports means and variances of their first differences.
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Table 1 – Average growth rates and standard deviations of the endogenous
variables in the sample (1965Q3:1995Q2)
variable definition
mean
annualized
growth rate
annualized
standard
deviation
Y real GDP, logs 2.7 3.6
P implicit GDP deflator, logs 5.0 2.5
PCOM
smoothed change in
an index of sensitive
commodity prices
3.2 206
FF Federal Funds rate 0.1 4.8
NBR nonborrowed reserves, logs 5.4 9.1
TR total reserves, logs 5.2 6.6
M1 M1, logs 6.5 4.0
Note: The quarterly growth rates and their standard deviations are multiplied by 4. The
original quarterly values were used in the prior.
Appendix E Impulse responses of all variables
In Figure 13 we report impulse responses for all variables. OLS point estimate
is plotted with the dashed line, the same on all plots, and the 95% bands
are delimited with continuous lines. The first column of Figure 13 shows
that frequentist bias towards stationarity affects most clearly the response of
output, and to a much smaller extent federal funds rate (FF), total reserves
(TOTR) and money (M1). We are identifying only one shock, so we do not
check what happens to the remaining 7 × 6 = 42 impulse responses of this
system. Interestingly, the effect of delta prior is strongest exactly where the
bias, indicated by the deviation of the bootstrapped median from OLS, was
strongest.
References
Abadir, K. M., Hadri, K., and Tzavalis, E. (1999). The influence of VAR
dimensions on estimator biases. Econometrica, 67(1):163–181.
Abadir, K. M., Hadri, K., and Tzavalis, E. (2003). Rejoinder to comment by
Doornik, Nielsen, and Rothenberg. Econometrica, 71(1):385–386.
42
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
bootstrap
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
OLS
pct 2.5
pct 97.5
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
flat
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
delta - baseline
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
Minnesota
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
Sims dummy
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
Kilian
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0  2  4  6  8  10  12  14  16
Kilian nonst.
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.008
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.006
-0.004
-0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
-0.01
-0.005
 0
 0.005
 0.01
 0  2  4  6  8  10  12  14  16
Y
P
P
C
O
M
F
F
T
R
N
B
R
M
1
Figure 13 – Impulse responses to monetary shocks: OLS point estimate
(dashed line) and the 95% uncertainty bands (continuous lines) generated by
alternative methods
43
Andrews, D. W. K. (1993). Exactly median-unbiased estimation of first order
autoregressive / unit root models. Econometrica, 61(1):139–165.
Andrews, D. W. K. and Chen, H.-Y. (1994). Approximately median-unbiased
estimation of autoregressive models. Journal of Business and Economic
Statistics, 12(2):187–204.
Arellano, M. (2003). Panel Data Econometrics. Oxford University Press,
first edition.
Berger, J. O. (1985). Statistical Decision Theory and Bayesian Analysis.
Springer Series in Statistics. Springer, New York, second edition.
Berger, J. O. and Wolpert, R. L. (1988). The Likelihood Principle, volume 6
of Lecture Notes - Monograph Series. Institute of Mathematical Statistics,
Hayward, California, second edition.
Bhargava, A. (1986). On the theory of testing for unit roots in observed
time-series. Review of Economic Studies, 53(3):369–384.
Blundell, R. and Bond, S. (1998). Initial conditions and moment restrictions
in dynamic panel data models. Journal of Econometrics, 87(1):115 – 143.
Carrasco, M., Florens, J.-P., and Renault, E. (2007). Chapter 77 linear
inverse problems in structural econometrics estimation based on spectral
decomposition and regularization. volume 6, Part 2 of Handbook of Econo-
metrics, chapter 77, pages 5633 – 5751. Elsevier.
Chamberlain, G. (2000). Econometrics and decision theory. Journal of
Econometrics, 95(2):255 – 283.
Christiano, L. J., Eichenbaum, M., and Evans, C. L. (1999). Monetary
policy shocks: What have we learned and to what end? In Taylor, J. B.
and Woodford, M., editors, Handbook of Macroeconomics, number 1A,
chapter 2, pages 65–148. Amsterdam: North-Holland.
DeJong, D. N., Nankervis, J. C., Savin, N. E., and Whiteman, C. H.
(1992). Integration versus trend stationary in time series. Econometrica,
60(2):423–433.
Doan, T., Litterman, R., and Sims, C. (1984). Forecasting and condi-
tional projections using realistic prior distributions. Econometric Reviews,
3(1):1–100.
44
Doan, T. A. (2000). RATS version 5 User’s Guide. Estima, Suite 301, 1800
Sherman Ave., Evanston, IL 60201.
Doornik, J. A. (2002). Object-Oriented Matrix Programming Us-
ing Ox. London: Timberlake Consultants Press and Oxford:
www.nuff.ox.ac.uk/Users/Doornik, third edition.
Doornik, J. A., Nielsen, B., and Rothenberg, T. J. (2003). The influence of
VAR dimensions on estimator biases: Comment. Econometrica, 71(1):377–
383.
Falk, B. (1999). Fitting autoregressive trend stationary models with finite
samples. International Journal of Forecasting, 15:11–25.
Hurwicz, L. (1950). Least-squares bias in time series. In Koopmans, T. C., ed-
itor, Statistical Inference in Dynamic Economic Models. Wiley, New York.
Kadane, J. B. (1980). Predictive and structural methods for eliciting prior
distributions. In Zellner, A., editor, Bayesian Analysis in Econometrics
and Statistics, chapter 8, pages 89–93. North-Holland, Amsterdam.
Kadane, J. B., Chan, N. H., and Wolfson, L. J. (1996). Priors for unit root
models. Journal of Econometrics, 75(1):99–111.
Kadane, J. B., Dickey, J. M., Winkler, R. L., Smith, W. S., and Peters, S. C.
(1980). Interactive elicitation of opinion for a normal linear model. Journal
of the American Statistical Association, 75(372):845–854.
Kendall, M. G. (1954). Note on the bias in the estimation of autocorrelation.
Biometrika, XLI:403–404.
Kilian, L. (1998). Small-sample confidence intervals for impulse response
functions. The Review of Economics and Statistics, 80(2):218–230.
MacKinnon, J. G. and Smith, A. A. (1998). Approximate bias correction in
econometrics. Journal of Econometrics, 85:205–230.
Marriott, F. H. C. and Pope, J. A. (1954). Bias in the estimation of auto-
correlations. Biometrika, XLI:393–403.
Mu¨ller, U. K. and Elliott, G. (2003). Tests for unit roots and the initial
condition. Econometrica, 71(4):1269–1286.
Nelson, C. R. and Plosser, C. R. (1982). Trends and random walks in macroe-
conmic time series : Some evidence and implications. Journal of Monetary
Economics, 10(2):139 – 162.
45
Orcutt, G. H. and Winokur, H. S. (1969). First order autoregression: Infer-
ence, estimation, and prediction. Econometrica, 37(1):1–14.
Phillips, P. C. (1991). To criticize the critics: An objective bayesian analysis
of stochastic trends. Journal of Applied Econometrics, 6(4):333–364.
Quenouille, M. H. (1949). Approximate tests of correlation in time-series.
Journal of the Royal Statistical Society Series B, 11:68–84.
Roy, A. and Fuller, W. A. (2001). Estimation for autoregressive time series
with a root near 1. Journal of Business and Economic Statistics, 19(4):482–
493.
Schotman, P. C. and Van Dijk, H. K. (1991). On bayesian routes to unit
roots. Journal of Applied Econometrics, 6(4):387–401.
Sims, C. A. (1991). Comment by Christopher A. Sims on ’to criticise the
critics’ by Peter C.B. Phillips. Journal of Applied Econometrics, 6(4):423–
434.
Sims, C. A. (2000). Using a likelihood perspective to sharpen econometric
discourse: Three examples. Journal of Econometrics, 95:443–462.
Sims, C. A. (2006). Conjugate dummy observation priors for VAR’s. Tech-
nical report, Princeton University.
Sims, C. A. (revised 1996). Inference for multivariate time series models
with trend. Discussion paper, presented at the 1992 Americal Statistical
Association Meetings.
Sims, C. A. and Uhlig, H. (1991). Understanding unit rooters: A helicopter
tour. Econometrica, 59(6):1591–1599.
Sims, C. A. and Zha, T. (1998). Bayesian methods for dynamic multivariate
models. International Economic Review, 39(4):949–68.
Sims, C. A. and Zha, T. (1999). Error bands for impulse responses. Econo-
metrica, 67(5):1113–1155.
Stine, R. A. and Shaman, P. (1989). A fixed point characterization for bias
of autoregressive estimators. The Annals of Statistics, 17(3):1275–1284.
Uhlig, H. (1994). On Jeffreys prior when using the exact likelihood function.
Econometric Theory, 10(3-4):633–644.
Villani, M. (2009). Steady state priors for vector autoregressions. Journal of
Applied Econometrics, 24(4):630–650.
46
