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Abstract
String diagrams are a powerful and intuitive graphical syntax for terms
of symmetric monoidal categories (SMCs). They find many applications
in computer science and are becoming increasingly relevant in other fields
such as physics and control theory.
An important role in many such approaches is played by equational
theories of diagrams, typically oriented and applied as rewrite rules. This
paper lays a comprehensive foundation of this form of rewriting. We
interpret diagrams combinatorially as typed hypergraphs and establish
the precise correspondence between diagram rewriting modulo the laws
of SMCs on the one hand and double pushout (DPO) rewriting of hyper-
graphs, subject to a soundness condition called convexity, on the other.
This result rests on a more general characterisation theorem in which we
show that typed hypergraph DPO rewriting amounts to diagram rewriting
modulo the laws of SMCs with a chosen special Frobenius structure.
We illustrate our approach with a proof of termination for the theory
of non-commutative bimonoids.
1 Introduction
Symmetric monoidal categories (SMCs) are algebraic structures that feature
sequential ( ; ) and parallel (⊕) composition. This phenomenon seems common-
place, and indeed SMCs have found many applications in computer science,
physics and related fields. Focussing on computer science, they have recently
featured in concurrency theory, where they describe the concurrent nature of
executions of Petri nets [28] as well as serving as their compositional alge-
bra [6, 37], quantum information, where they have been used to model quantum
circuits [8, 9], and in systems theory, where they provide a calculus of signal
flow graphs [3, 4, 2].
In each case, the algebra of SMCs gives us a syntax to talk about domain-
specific artefacts. However, the two composition operations in an SMC are
related by functoriality, and symmetries are natural: this imposes a non-trivial
structural equality relation on terms from the outset—something that researchers
in process algbera might refer to as a structural congruence—that makes using
ordinary tree-like syntax ineffectual. Functoriality, in particular, means that,
given terms A,B,C,D where A,B and C,D can be composed sequentially, we
have that
(A⊕ C) ; (B ⊕D) = (A ; B)⊕ (C ; D).1
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This equation is sometimes reffered to as the middle-four interchange. As
a consequence, the syntax is intrinsically 2-dimensional, and for this reason
diagrams—in this context often referred to as string diagrams—are a more ef-
ficient representation for arrows of SMCs. Using string diagrams, both sides of
the equation above are represented diagrammatically as
A B
C D
and so middle four interchange is built into the representation, along with other
equational properties such as associativity of both composition operations.
String diagrams has been pioneered by Feynman and Penrose, but they re-
mained just a tool for calculations, ultimately excluded from papers. This was
likely due to a lack of foundational results that justified the soundness of their
use: the careful mathematician checked each step in a diagrammatic proof us-
ing standard term-based means. This changed with the 1991 paper [18] of Joyal
and Street who formalised diagrams as topological structures and understood
diagrammatic manipulation as homotopy. Their framework allowed them to
show that the resulting diagrams-up-to-homotopy-equivalence served as a de-
scription for the arrows of free braided monoidal categories, of which SMCs are
a special case. Subsequently, the use of diagrammatic notation exploded, see
e.g. the survey [35]. The results of Joyal and Street mean that we have a formal
description of the nature of 2-dimensional syntax, and so of the arrows of free
braided monoidal categories.
Most applications, however, do not feature free categories but rather rely
on the presence of additional equations: for example, algebraic structures such
as bimonoids and Frobenius monoids are commonplace. Adding equations to a
theory of string diagrams means that diagrammatic proofs include rewriting : if
the left hand side of an equation can be found in a larger string diagram, it can
be deleted and replaced with its right hand side. Rewriting plays a similar role if
string diagrams represent the topology of a system that may change dynamically
during execution. From a mathematical point of view, one can formulate rewrite
rules as generator 2-cells (this data structure is variously called a computad [38]
or a polygraph [7]) and consider the resulting free 2-category, where the 2-cells
witness the possible rewriting trajectories. This does not solve the problem of
how to implement rewriting, and the approach of Joyal and Street does not offer
an immediate solution either; we do not have an off-the-shelf rewriting theory
for their diagrams.
One of the fundamental difficulties with working with terms modulo the laws
of SMCs is finding matches. For example, consider the following rewrite rule
U V W)
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then, using naturality, we ought to be able to find a match in
VU
U
W
which, viewed as a term, does not contain the left hand side as a subterm, and
requires a non-trivial deformation in order for this to be the case.
Our approach is to think of string diagrams neither as terms nor as topo-
logical entities, but rather as combinatorial structures: i.e. as certain “open”
(hyper-)graphs. Roughly speaking—since we are considering the symmetric
monoidal case—the geometry of diagrams is discarded, and only connectivity
information remains. Rewriting of diagrams then becomes an instance of graph
rewriting, in particular the double pushout (DPO) approach, a well-trodden
research topic that goes back to the 1970s [13]. The correspondence between
rewriting modulo the laws of SMC and DPO is surprisingly tight, as we explain
below.
To establish the connection between rewriting of string diagrams on the one
hand and graph rewriting on the other, we extend and connect together two
existing research threads. First, there has been work on understanding the
algebraic nature of cospans of graphical structures e.g. [32], where the algebra
of special Frobenius monoids was shown to play a crucial role. In a cospan
n → G ← m, the open nature of graphs is given by the ‘`ınterfaces” n and m
which, like “dangling wires” in string diagrams, allow composition on the left
and on the right.
Second, there has been work connecting computads in cospans [33,
15] and DPO graph rewriting: the key observation is that DPO
rules, which are usually presented as spans of graphs L ← j → R,
corresponds to rewrite rules in the cospan category as displayed on
the right, where 0 is the initial object in the category of graphs.
j

L +3 R
0
OO OO
Our starting point is the extension of the result in [32] from graphs to hy-
pegraphs. This is essential to tackle arbitrary symmetric monoidal signatures
Σ: the category of cospans of hypergraphs with type Σ is isomorphic to the
free hypergraph category, that is the SMC freely generated by Σ together with
a chosen special Frobenius structure. Hypergraph categories have previously
been called well-supported compact closed categories by Walters [39].
By connecting this result with the observations in [33, 15], we are able to
show that DPO is just rewriting modulo the laws of SMCs “plus” Frobenius.
More formally, a DPO system on hypergraphs of type Σ amounts to a rewriting
system on the free SMC generated by Σ together with a chosen special Frobenius
structure. Intuitively speaking, the special Frobenius structure brings a self-
dual compact closed structure, which in turn allows us to bend rules around:
an arbitrary rewriting rule of cospans, as below on the left, can always be
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transformed into the DPO rule on the right.
j

L +3 R
i
OO OO
i+ j
		
L +3 R
0
SS JJ
Next we tackle rewriting modulo the equations of SMCs in isolation. We can
still consider DPO, but we must be more careful about rule application: since
we may not have a compact closed structure on the algebraic side, it may be
the case that a graph rewriting rule is unsound when considered as a rewrite
of string diagrams. We introduce a restricted form of DPO rewriting, called
convex DPO rewriting, and we prove that it is sound and complete with respect
to rewriting modulo symmetric monoidal structure.
Rewriting modulo SMC
Rewriting modulo SMC
+ chosen special 
Frobenius structure
DPO rewriting of hypergraphs
convex
DPO rewriting of 
hypergraphs
We conclude the paper with an illustrative example of our approach. We show
termination for the theory of non-commutative bimonoids (a.k.a. bialgebras).
As any non-commutative group yields a bialgebra whose multiplication is non-
commutative, these play an important role in representation theory, and the
case where neither the multiplication nor the comultiplication is commutative
forms the basis of the study of quantum groups [20].
Related work. The correspondence between terms of algebraic structures
with sequential and parallel composition (ultimately representing arrows of a
free SMC) and flow diagrams (i.e., suitable hyper-graphs) has been recognized
early on in computer science, and formalized at least since the work of Ste-
fanescu (see the references in the survey [35]). After [18], and especially after
the paper on traced monoidal categories by Joyal, Street and Verity [19], there
has been a flourishing of interest in 2-dimensional diagrams. A 2-categorical
equivalent for rewriting has also been devised almost immediately after, includ-
ing the aforementioned correspondence with DPO rewriting [15], even if usually
for restricted kinds of diagrams. Our results duly extend those previous works.
On the one-side, the correspondence between string diagrams and SMCs (and
their rewriting theories) is put on a theoretical firm foundation, paving the way
for a general theory encompassing different kind of diagrams, e.g. by enforcing
constraints on the input and output degrees of nodes. On the other, it clearly
4
recast the current development of PROP rewriting, establishing a fruitful link
with the well-established, operational world of DPO rewriting.
A long tradition, pioneered by the work of Burroni on polygraphs [7], gener-
alises term rewriting to higher dimensions, including the three-dimensional case
of string diagram rewriting — see e.g. [29] for a survey. In these works, the laws
of SMCs are usually encoded as rewriting rules, resulting in rather elaborated
rewriting systems whose analysis is often challenging (see e.g. [25, 16]). On the
one hand, this traditional approach is far more general than ours that only deals
with SMCs. On the other hand, our graphical representation allows to abstract
away all the laws of SMCs, so to reduce considerably the number of rewriting
rules and simplify the analysis of the rewriting systems.
In [11], the authors use cospans of string graphs (a.k.a. open graphs) to en-
code morphisms in a symmetric monoidal category and reason equationally via
DPO rewriting. There is an evident encoding of the hypergraphs we use to string
graphs, which yields an equivalence between the category of directed cospans
from [11] and our subcategory of monogomous acyclic cospans in FTermΣ (char-
acterised in Theorem 3.12). However, the notion of rewriting considered by those
authors is more permissive, and is only sound in general when there is at least
traced structure on the SMC.
Structure of the paper. Section 2 provides some background on SMCs and
the rewriting of the associated diagrams. Section 3 introduces the combina-
torial structures for interpreting diagrams and characterise them algebraically
in terms of Frobenius monoids. Section 4 properly establishes the correspon-
dence between DPO rewriting and rewriting in a free SMC with a chosen special
Frobenius monoid. Section 5 characterises a restriction of DPO rewriting, called
convex, that is adequate for rewriting in any free SMC. Section 6 shows termi-
nation for the theory of non-commutative bimonoids. Appendix A contains the
proofs omitted in the main text.
2 Background
Notation. We write f ; g : a→ c for composition of f : a→ b and g : b→ c in
a category C. For C a symmetric monoidal category (SMC), ⊕ is its monoidal
product and σa,b : a ⊕ b → b ⊕ a is the symmetry associated with a, b ∈ C.
Given C with pushouts, its cospan bicategory has the objects of C as 0-cells,
cospans of arrows of C as 1-cells and cospan morphisms as 2-cells. We denote
with Cospan(C) the category obtained by identifying the isomorphic 1-cells and
forgetting the 2-cells.
SMTs and PROPs. A standard way of expressing the algebraic structure
borne in SMCs is through the notion of symmetric monoidal theory (SMT).
A one-sorted SMT is determined by (Σ, E) where Σ is the signature: a set of
generators o : n → m with arity n and coarity m where m,n ∈ N. The set of
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(c ; c′) ; d = c ; (c′ ; d) idn ; c = c = c ; idm
(c⊕ c′)⊕ d = c⊕ (c′ ⊕ d) id0 ⊕ c = c = c⊕ id0
(c ; c′)⊕ (d ; d′) = (c⊕ d) ; (c′ ⊕ d′)
σ1,1 ; σ1,1 = id2
(c⊕ idz) ; σm,z = σn,z ; (idz ⊕ c)
Figure 1: Laws of SMCs instantiated to a PROP X.
Σ-terms is obtained by combining generators in Σ, the unit id : 1 → 1 and the
symmetry σ1,1 : 2 → 2 with ; and ⊕. This is a purely formal process: given
Σ-terms t : k → l, u : l→ m, v : m→ n, we construct new Σ-terms t ; u : k → m
and t ⊕ v : k + n → l + n. The set E of equations contains pairs of Σ-terms of
the form (t, t′ : i→ j); the only requirement is that t and t′ have the same arity
and coarity.
Just as regular (cartesian) algebraic theories have a categorical rendition as
Lawvere categories [17], the corresponding (linear) notion for SMTs is the one
of PROP [26] (product and permutation category). A PROP is a symmetric
strict monoidal category with objects the natural numbers, where⊕ on objects is
addition. Morphisms between PROPs are identity-on-objects strict symmetric
monoidal functors. PROPs and their morphisms form a category PROP. Any
SMT (Σ, E) freely generates (presents) a PROP by letting the arrows n → m
be the Σ-terms n → m modulo the laws of symmetric monoidal categories (in
Figure 1) and the (smallest congruence containing the) equations t = t′ for any
(t, t′) ∈ E.
When the set of equations E is empty, we use SΣ to denote the PROP freely
generated by (Σ, E). There is a natural graphical representation of these terms
as string diagrams, which we now sketch referring to [35] for the details. A
Σ-term n → m is pictured as a box with n ports on the left and m ports on
the right, to which we shall refer with top-bottom enumerations 1, . . . , n and
1, . . . ,m. Composition via ; and ⊕ are rendered graphically by horizontal and
vertical juxtaposition of boxes, respectively.
t ; s is drawn st t⊕ s is drawn ts (1)
There are specific diagrams for the Σ-terms generating the underlying symmetric
monoidal structure: these are id1 : 1 → 1, represented as , the symmetry
σ1,1 : 1 + 1 → 1 + 1, represented as , and the unit object for ⊕, that is,
id0 : 0→ 0, whose representation is an empty space . Graphical representa-
tion for arbitrary identities idn and symmetries σn,m are generated according
to the pasting rules in (1). Note that, of the equations displayed in Figure 1,
the first five are implicit in the diagrammatic language.
It will be sometimes convenient to represent idn with the shorthand diagram
n and, similarly, t : n→ m with mn t .
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Example 2.1.
(a) A basic example is the theory (ΣM , EM ) of commutative monoids. The
signature ΣM contains two generators: multiplication — which we depict
as the string diagram : 2→ 1 — and unit, represented as : 0→ 1.
Equations in EM are given in the leftmost column of Figure 2: they assert
commutativity, associativity and unitality. We call M the PROP freely
generated by the SMT (ΣM , EM ). A useful observation is that we can
give a concrete representation to M: it is isomorphic to the PROP F with
arrows n→ m the functions {0, . . . , n− 1} → {0, . . . ,m− 1}, see e.g. [23]
for details.
(b) An example which will play a key role in our exposition is the theory
(ΣF , EF ) of special Frobenius monoids. The signature ΣF contains four
generators: : 2 → 1, : 0 → 1, : 1 → 2 and : 1 → 0. Equa-
tions EF are displayed in Figure 2. They subsume the theory of commu-
tative monoids, in the leftmost column.
Dually, the middle equations state that and form a cocommutative
comonoid. Finally, the two rightmost equations describe the interaction
between these two structures. We call Frob the PROP freely generated
by (ΣF , EF ). Just as M, also Frob enjoys a concrete representation: it is
isomorphic to the PROP Cospan(F) of cospans in F [23]. The isomorphism
ξ : Frob → Cospan(F) is the unique PROP morphism defined as follows
on the generators of ΣF .
7−→ (2→ 1← 1) 7−→ (0→ 1← 1)
7−→ (1→ 1← 2) 7−→ (1→ 1← 0)
(c) The theory of non-commutative bimonoids consists of a signature:
{ , , , }
and the following equations:
=
=
=
=
= =
=
==
=
(2)
We call NB the PROP freely generated by these data. Section 6 will
show that the induced rewriting system terminates. For this purpose, it
will be sometimes convenient to use labels µ, η, ν,  resepctively to refer to
the four generators of the signature.
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==
=
=
=
=
=
=
Figure 2: The equations EF of special Frobenius monoids.
Compact-closedness. SMTs containing a Frobenius monoid will play a spe-
cial role in our work. We say that an SMT (Σ, E) is equipped with a chosen
special Frobenius structure if Σ = Σ′+ ΣF and E = E′+EF for some signature
Σ′ and set of equations E′. It is relevant for us that PROPs freely generated by
such SMTs possess a self-dual compact closed structure [21]. This amounts to
the existence, for each n, of “cups” n : n+n→ 0 and “caps” n : 0→ n+n,
subject to the condition that
n
n
n
n
= n = n
n
nn
. (3)
The equations of a Frobenius monoid allow to prove (3) with cups defined ac-
cording to the following pattern
0 :=
2 :=
1 :=
3 :=
and similarly for caps, using instead and . The compact-closed structure
also yields a contravariant PROP morphism ·? (cf. [34, Rmk 2.1]) defined as
cn m 7→ c nm ? :=
n
c
n
m
m .
Rewriting in a PROP. We now fix an arbitrary PROP X. A rewriting
rule is a pair 〈l, r〉 where l, r : i→ j are arrows of X with the same source and
target. We say that i → j is the type of the rule 〈l, r〉, and sometimes write
〈l, r〉 : (i, j). A rewriting system R is a set of rewriting rules. The rewriting
step d ⇒R e is defined for any two arrows d, e : n → m in X as d ⇒R e iff
∃〈l, r〉 : (i, j) ∈ R, c1 : n→ k + i, c2 : k + j → n such that d = c1 ; (idk ⊕ r) ; c2
and e = c1 ; (idk ⊕ r) ; c2, i.e., diagrammatically:
d
n m
= l
c2c1n
k
ji
m
n me = c2c1n
k
ji
m
r .
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When the PROP under consideration X is SΣ for some signature Σ, the
above notion of rewriting step can be equivalently reformulated as follows: in
order to apply a rewrite rule 〈l, r〉 : (i, j) to a diagram d in SΣ we need to find a
match of l in d. This means that we need to find a context C, namely a term in
SΣ+{• : i→j} with exactly one occurrence of •, such that d = C[l/•]. The rewrite
then takes d⇒R e, where e = C[r/•].
Remark 2.2. Another common way of viewing a rewrite system on (the ar-
rows) a monoidal category is a to view a collection of rules 〈l, r〉 : (i, j) as a
computad [38] or polygraph [7]. One can then consider the free 2-category on
this data, in a similar way to how one obtains a free category on a directed
graph.
With these definitions, diagrammatic reasoning can now be seen as a special
case of rewriting. Given an arbitrary SMT (Σ, E) we can obtain a rewriting
system RE as
RE = { 〈t, t′〉 | (t, t′) ∈ E} ∪ { 〈t′, t〉 | (t, t′) ∈ E }.
Proposition 2.3. Let c, d be two diagrams in SΣ. Then c = d in the PROP
freely generated by (Σ, E) iff c⇒∗RE d.
3 Frobenius termgraphs
In order to implement rewriting of string diagrams, we shift our focus away
from viewing them as essentially a shorthand for terms, in favour of considering
them as combinatorial hypergraph-like structures. In the following let F be the
PROP of functions, introduced in Example 2.1.(a). We start by defining the
category of hypergraphs.
Definition 3.1 (Hypergraphs). The category of finite directed hypergraphs
Hyp is the functor category FI where I has as objects pairs of natural numbers
(k, l) ∈ N × N together with one extra object ?. For each k, l ∈ N, there are
k + l arrows from (k, l) to ?.
The idea is that an object f of FI is the hypergraph with set of nodes f(?)
and, for each k, l, f(k, l) the set of hyperedges with k (ordered) sources and l
(ordered) targets. We shall visualise hypergraphs as follows: is a node and
is an hyperedge, with tentacles attached to the left boundary linking to
sources and the ones on the right linking to targets. Here is an example.
In order to serve as an interpretation for string diagrams, we need to ex-
tend such vanilla hypergraphs in two ways, leading to the notion of Frobenius
termgraph (Def. 3.2). The first is to assign hyperedges to the generators in a
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given signature. Formally, this is achieved as follows. Any symmetric monoidal
signature Σ can be considered as a hypergraph with a single node, in the obvi-
ous way. We can then express Σ-typed hypergraphs as the objects of the slice
category HypΣ
def
= Hyp/Σ. The typing is represented pictorially by labeling
hyperedges with generators in Σ.
o2
o1o2
Henceforward we shall only work in the slice, thus referring to its objects
directly as (Σ-)hypergraphs.
The second piece of data needed to properly represent string diagrams is
to identify the “left and right dangling wires”. A natural solution is to use
discrete cospans, that is, the full subcategory of Cospan(HypΣ) (the category
of cospans)1 with objects discrete hypergraphs, i.e. those hypergraphs with no
edges.
Such discrete cospans can encode terms, termgraphs [36, 10] (where variable
sharing can occur), but also cyclic structures where, for example, an output
of an operation can be fed back as an input. As we shall see (Theorem 3.3),
there is a deep connection with the theory of special Frobenius monoids; for this
reason, we will refer to these discrete cospans as Frobenius termgraphs.
Definition 3.2 (Frobenius termgraphs). The PROP FTermΣ of Σ-Frobenius
termgraphs is the full subcategory of Cospan(HypΣ) with objects the discrete
hypergraphs. Discrete hypergraphs are in 1-1 correspondence with the objects
of F, i.e. the natural numbers, whence FTermΣ is a PROP for the same reasons
as Cospan(F).
The terminology Frobenius termgraph is justified by the following algebraic
characterisation of FTermΣ.
Theorem 3.3. FTermΣ ∼= SΣ + Frob
Theorem 3.3 is crucial for our exposition as it serves as a bridge between
algebraic and combinatorial structures. It provides a presentation by generators
and relation for the PROP FTermΣ, which is the union of the SMTs generating
SΣ and Frob.
We remark that Theorem 3.3 generalises results already appearing in the
literature (see e.g. [32, Proposition 3.2] and [15, Theorem 12], and the references
therein) which however dealt only with operations of type 1 → 1. Here we
consider operations with arbitrary (co)arities, thus drawing a tighter connection
with PROPs.
Proof of Theorem 3.3. It suffices to verify that FTermΣ satisfies the universal
property of coproducts in PROP. First we define morphisms
bb·cc : SΣ → FTermΣ and ψ : Frob→ FTermΣ.
1Since F has pushouts, so does Hyp, where they are calculated pointwise in the usual way.
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Since SΣ is the PROP freely generated by an SMT with no equations, it suffices
to define bb·cc on the generators: for each o : n → m in Σ, we let bbocc be the
following cospan of type n→ m.
o1
0
1
0
n  1 m  1
(4)
For the definition of ψ, recall the isomorphism Frob
∼=−→ Cospan(F) of Exam-
ple 2.1.(b). We let ψ be its composition with the trivial embedding Cospan(F)→
FTermΣ given by regarding a set as a discrete graph. Now, given a PROP X
and morphisms α : SΣ → X, β : Frob → X we must show that there exists a
unique morphism υ : FTermΣ → X making the following diagram commute.
SΣ
α ''
bb·cc // FTermΣ
υ

Frob
ψoo
βww
X
(5)
To do this, we decompose—in an essentially unique way—any Frobenius term-
graph into an expression where all the basic constituents lie in the image of φ
and ψ. This is possible because we are working with discrete cospans: all of
the action happens on the nodes, that intuitively serve as coat-hangers for the
edges.
Let n
f−→ G g←− n be in FTermΣ. Then G = (N,E, τ) where N is the ordinal
of nodes, E =
⋃
k,l∈NEk,l is a family of (typed) hyperedges and τ : E → Σ is the
type morphism. Since n,m are discrete, we actually have a cospan of functions
n
f−→ N g←− m.
Given a hyperedge e ∈ E, bbτecc is as illustrated in (4). Define
n˜
i−→ E˜ o←− m˜ :=
⊕
e∈E
bbτecc. (6)
Intuitively, E˜ is the collection of the hyperedges of G, but disconnected, and
n˜ and m˜ are the finite ordinals of all the inputs and outputs, concatenated.
There are the induced canonical maps j : n˜ → N and p : m˜ → N that send
a “disconnected” input or output node to the corresponding node in N . Now
consider the following composition of three arrows in FTermΣ.
N N ⊕ E˜ N
n
f
@@
N + n˜
[id j]cc
id⊕i
88
N + m˜
id⊕o
ff [id p] ;;
m
g^^ (7)
It is straightforward to compute the resulting pushouts in F and conclude
that we obtain n
f−→ G g←− m as a result. Indeed, it suffices to focus on the nodes
(see Fig. 4 in appendix). Since the constituents of (7) are all in the image of
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φ and ψ, this means that we can define υ on G: this assignment is well-defined
and moreover unique since the decomposition is unique up-to permutation of
E˜, and X is symmetric monoidal.
We are interested in FTermΣ as a combinatorial universe for rewriting in
SΣ. In the remainder of this section we thus focus on the coproduct injection
bb·cc : SΣ → FTermΣ. Our first observation is that bb·cc is faithful ; we refer the
reader to Appendix A for the proof, which relies on properties of coproducts in
PROP.
Proposition 3.4. bb·cc : SΣ → FTermΣ is faithful.
We conclude this section with a combinatorial characterisation of the image
of bb·cc. A preliminary series of definitions introduces the relevant hypergraph
notions: monogamicity and acyclicity.
Definition 3.5 (Degree of a node). The indegree of a node v in hypergraph G
is the number of pairs (h, i) where h is an hyperedge with v as its i-th target.
Similarly, the outdegree of v is the number of pairs (h, j) where h is an hyperedge
with v as its j-th source.
Definition 3.6 (Monogamicity). Given m
f−→ G g←− n in FTermΣ, let in(G) be
the image of f and out(G) the image of g. We say that G is monogamous if f
and g are mono and, for all nodes v of G,
the indegree of v is
{
0 if v ∈ in(G)
1 otherwise.
the outdegree of v is
{
0 if v ∈ out(G)
1 otherwise
Example 3.7. The following three cospans are not monogamous.
1 −→ ←− 1 1 −→ ←− 1 1 −→ ←− 1.
Remark 3.8. There is a more compact characterisation of monogamicity that
uses the decomposition (7): the factorised cospan is monogamous precisely when
[f p] : n+ m˜→ V and [g j] : m+ n˜→ V
are bijections.
The standard notion of directed path from a node v to a node v′ in a di-
rected graph generalises to (directed) hypergraphs in the expected way. See
Appendix A for the details.
Definition 3.9 (Acyclicity). A hypergraph G is directed acyclic if there exists
no directed path from a node to itself. We also call a cospan n −→ G ←− m
directed acyclic if the property holds for G.
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Definition 3.10 (Convex sub-hypergraph). A sub-hypergraph H ⊆ G is convex
if, for any nodes v, v′ in H and any directed path p from v to v′, every hyperedge
in p must also be in H.
Lemma 3.11. Let m → G ← n be a monogamous directed acyclic cospan and
L a convex sub-hypergraph. Then L extends to a unique cospan i→ L← j such
that G factors as:
(n −→ C1 ←− i+k) ;
(
k
id−→ k id←− k
)
⊕
(i −→ L←− j)
; (j+k −→ C2 ←− m) (8)
where all cospans in (8) are monogamous directed acyclic.
Theorem 3.12. n −→ G ←− m in FTermΣ is in the image of bb·cc if and only
if n −→ G←− m is monogamous directed acyclic.
Proof. The only if direction is easily verifiable by induction on d such that
bbdcc = n −→ G←− m. For the converse direction, we can reason by induction on
the number of hyperedges in G. If G does not contain any, then monogamicity
and acyclicity imply that n −→ G and m −→ G are bijections, so that n −→ G ←−
m is in the image of an arrow only consisting of identities and symmetries.
Otherwise, suppose that G consists of a single hyperedge E: it must have a
Σ-type, say the generator o ∈ Σ. Because n −→ G←− m is monogamous directed
acyclic, omust have source n and targetm as an arrow of SΣ and bbo : n→ mcc =
n −→ G←− m.
For the inductive step, we pick any hyperedge E of G. By monogamicity and
acyclicity, E must be a convex sub-hypergraph of G. Hence, by Lemma 3.11,
n −→ G ←− m factors as (8), with L being E. The lemma guarantees that all
the above cospans are monogamous directed acyclic. Therefore, by inductive
hypothesis they are in the image of bb·cc, allowing us to conclude by functoriality
that the same holds for n −→ G←− m.
4 DPO rewriting on Frobenius termgraphs
In this section, we exploit Theorem 3.3 to establish an equivalence between
rewriting in a PROP and DPO rewriting, defined below.
Definition 4.1 (DPO rewriting). A DPO rule is a span L←− j −→ R in HypΣ
where j is a discrete hypergraph. A DPO rewriting system R is a set of DPO
rules. Given d, e : 0 → m in FTermΣ, namely d = 0 → G ← m and e = 0 →
H ← m, we write that d  R e if there exist a rule L ←− j −→ R in R and a
cospan j → D ← m such that the following diagram in HypΣ commutes and
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the two squares are pushouts.
L

j
q q
oo // R

G Coo // H
m
OO
q
99
p
ee (9)
The arrow L→ G is called a matching of L in G.
The above definition, already appearing in [12], extends the standard one [13]
with the “interface”m: the standard definition can be retrieved by simply taking
m to be the empty graph 0. For examples, we refer the reader to Example 4.8
and 4.9.
The first step in relating PROP and DPO rewriting consists in observing
that the latter coincides with ground PROP rewriting.
Definition 4.2. A ground rewriting system on a PROP X is a collection of
rules 〈l, r〉 : (i, j) with i = 0.
Lemma 4.3. Let R be a ground rewriting system on a PROP X and d, e :
0 → m be in X. Then d ⇒R e if and only if there are 〈l, r〉 : (0, j) ∈ R and
c : j → m such that
d = l ; c and e = r ; c. (10)
Proof. Suppose that d⇒R e. By definition d is like below left. It is equal to the
diagram below right by the equations of SMCs. We define the context c : j → m
as the dashed diagram.
c1
m
c2l
k
j
c1
mc2l
k
j
Similarly, we have e = r ; c. The other direction is trivial.
Observe that there is a 1-1 correspondence between ground systems in FTermΣ
and DPO systems. Indeed, any DPO rule L←− j −→ R uniquely induces, by ini-
tiality of 0 in HypΣ, a ground rule 〈0 → L ←− j, 0 → R ←− j〉, and viceversa.
Moreover, this correspondence lifts to the rewrite relations.
Theorem 4.4. Let R be a ground rewriting system in FTermΣ. Then, d⇒R e
iff d R e.
Proof. The conditions in (9) are the same as those on (10): it is enough to take c
in (10) as j → C ← m in (9) and recall that composition in FTermΣ is defined
by pushout.
This correspondence can be further extended to arbitrary – not necessarily
ground – rewriting systems. Indeed, in PROPs freely generated by an SMT
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equipped with a chosen Frobenius structure, for any rewriting system there
exists an equivalent ground one. The idea is to bend a rule 〈l, r〉 of type n→ m
into a ground rule of type 0→ n+m by exploiting the compact closed structure
introduced in Section 2. To make this intuition formal, for any morphism c : n→
m, we define pdq : 0→ n+m as
d
n mn
n
.
Then, for a system R, we define the ground rewrite system pRq as
{〈plq, prq〉 | 〈l, r〉 ∈ R}
which, as stated by the following result, is equivalent to R.
Lemma 4.5. Let R be a rewriting system on a PROP freely generated by an
SMT equipped with a special Frobenius structure. Then, d ⇒R e iff pdq ⇒pRq
peq.
Proof. For the left-to-right direction, let 〈l, r〉 : i→ j be the applied rule. That
means, for some c1, c2 and k,
d
n m
= l
c2c1n
k
ji
m
n me = c2c1n
k
ji
m
r . (11)
Now, using the compact-closed structure and the laws of SMCs we can transform
pdq as
d
n mn
n
=
l c2c1
k
ji
mn
n
n
=
i
c1
? n
j
k
c2 ml
(12)
= i
c1
c2
?
m
ni
j
k
l
.
There is an analogous computation for peq exploiting (11).
en m
n
n
= i
c1
c2
?
m
ni
j
k
r
(13)
To conclude, observe that the outcome of (12) rewrites into the outcome of (13)
with the rule 〈plq, prq〉 : i→ j.
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For the converse direction, suppose that pdq⇒pRq peq via 〈plq, prq〉 : i→ j.
By Lemma 4.3 this means that, for some c,
mpdq
n
= l
i
i j mc
n
(14)
m
n
peq =
i
i j mc
n
r . (15)
Now, by (14) we can suitably shape d as follows using the compact-closed
and symmetric monoidal structure.
d
n m
=
n
n
mpdq
=
l
i
i j
n
n
mc (16)
= l
i
i j
n
n
mc
n
We act analogously on e exploiting (15).
n me =
i
i j
n
n
mc
n
r (17)
Note that the outcome of (16) is of shape d1 ; (id⊕r) ; d2 and the one of (17)
is of shape d1 ; (id⊕r) ; d2, whence d⇒R e by application of rule 〈l, r〉.
We now combine the insights provided by Theorem 4.4 and Lemma 4.5 into
the following theorem, which gives a tight correspondence between rewriting in
SΣ+Frob and DPO rewriting in FTermΣ. First, given a rewriting systemR on
SΣ +Frob, we define the system Φ(R) on FTermΣ as {〈Φ(l),Φ(r)〉 | 〈l, r〉 ∈ R}
where Φ: SΣ + Frob→ FTermΣ is the iso of Theorem 3.3.
Theorem 4.6. Let R be any rewriting system on SΣ + Frob. Then,
d⇒R e iff Φ(pdq) Φ(pRq) Φ(pdq) .
Proof. The proof follows immediately by Lemma 4.5 and Theorems 3.3, 4.4.
A wide corpus of theorems, algorithm and tools has been developed in the
last decade for DPO rewriting on adhesive categories [24]. These can be reused
to deal for rewriting SMTs equipped with a Frobenius structure because of
Theorem 4.6 and the following.
Proposition 4.7. HypΣ is adhesive.
Proof. The PROP F of functions is adhesive for the same reasons that Set is.
Adhesivity of HypΣ then follows since it is a functor category over F, see [24,
Prop. 3.5].
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The theory of adhesive categories says that pushout complements for a DPO
rewriting as in (9) are uniquely defined when the arrow j → L is mono. How-
ever, this situation is not enforced by our approach, as shown by the following
example.
Example 4.8. Consider Σ = {e1 : 0→ 1, e2 : 1→ 0, e3 : 1→ 1} and a rewriting
system R with the rule 〈 , e3 〉 : (1, 1). It gets interpreted in FTermΣ as
the DPO rule
0
1
e3 .
The left leg of the span is not mono, and therefore pushout complements are not
necessarily unique for the application of this rule, as testified by the following
two DPO rewriting steps.

0
1
q
g

oo //
p
e3

e2e1 e1 e2oo // e1 e2e3
(18)

0
1
q
g′

oo //
p
e3

e2e1 e1 e2oo //
e3
e2e1
(19)
The different outcome is due to the fact g maps 0 to the leftmost and 1 to the
rightmost node, whereas g′ swaps the assignments. Note that, as guaranteed
by Theorem 4.6, both rewriting steps can be mimicked at the syntactic level in
SΣ + Frob. In the second case, one needs to use the compact closed structure.
e1 e2 ⇒R e3e1 e2
e1 e2 =
e1
e2
= e1 e2 ⇒R e1 e2
e3
Example 4.9. In a similar fashion we would like to study the rewriting theory of
the SMTs introduced in Example 2.1, in particular the case of non-commutative
bialgebras (Ex.2.1.(c)). First, we orient left-to-right the equations (2), creating
a rewriting system RNB. We then obtain the ground rewriting system pRNBq
by bending each rule in RNB and, finally, via the translation Φ: SΣ + Frob
∼=−→
FTermΣ we obtain the DPO system Φ(pRNBq) — see Figure 3. In Section 6,
we will show termination of Φ(pRNBq). However, for this to work we first need
a rewriting procedure that is sound and complete for rewriting in SMTs, like
NB, that miss the extra Frobenius structure required in Theorem 4.6. This
extension of our approach is the content of the next section.
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5 The general symmetric monoidal case
In the general case, where there is no chosen special Frobenius structure, we
can still use FTermΣ for rewriting, but we need to careful about how we find
legal contexts. For instance, the context in (19) relies on the extra Frobenius
structure being present.
The remit of this section is to tailor a suitable restriction of DPO rewrit-
ing that adheres to rewriting for an SMT, just as generalised DPO rewriting
corresponds to rewriting for an SMT with a chosen Frobenius structure (Theo-
rem 4.6).
Before the formal developments, let us sketch the intuition. Given a rewriting
system R, we are interested in the shape of contexts for pRq-rewriting in SΣ +
Frob ∼= FTermΣ that “look like” legal contexts for R-rewriting in SΣ. By
Lemma 4.5, a generic context in SΣ + Frob for a rule 〈plq, prq〉 has shape
l
j
i
m
n
c
Now, this context corresponds to a legal one in SΣ only when we can find c1,
c2 in SΣ such that
m
n
c
i
j =
c1
c2
?
m
ni
j
k . (20)
Indeed, in that case, we are in presence of the bent version of a legal context in
SΣ for rule 〈l, r〉 (cf. (12)):
i
c1
c2
?
m
ni
j
k
l
=
l c2c1
k
ji
mn
n
n
Our task is to characterise legal contexts like (20). We proceed in two
steps. First, we introduce the notion of boundary complement (Definition 5.1),
which rests on monogamicity (Definition 3.6). It clarifies the role that interfaces
i, j,m, n play in the legal context (20): j, n serve as inputs and i, m serve as
outputs of its un-bent version. Contrary to arbitrary contexts in FTermΣ (cf.
Example 4.8), boundary complements are uniquely defined up-to iso when they
exist (Proposition 5.2). The second notion is convex matching (Definition 5.4),
which enforces that the only communication between c1 and c2 happens along
the interface k, cf (20).
A convex matching always allows to pick a (unique) boundary complement as
context: we call this situation a convex a DPO rewriting step (Definition 5.5).
The main result of the section is the adequacy of convex DPO rewriting for
rewriting in an SMT (Theorem 5.6).
Definition 5.1 (Boundary complement). For monogamous cospans i
a1−→ L a2←−
j and n
b1−→ G b2←− m, and a mono f : L → G, a pushout complement as (†)
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below
L
f

(†)
i+ j
a:=[a1,a2]oo
c:=[c1,c2]
q
G L⊥
g
oo
n+m
[b1,b2]
hh
[d1,d2]
OO
is called a boundary complement if c is mono and there exists d1 : n→ L⊥ and
d2 : m→ L⊥, making the above triangle commute, such that
j + n
[c2,d1]−−−−→ L⊥ [c1,d2]←−−−− m+ i (21)
is a monogamous cospan.
Proposition 5.2. Boundary complements in HypΣ are unique, when they ex-
ist.
As mentioned, the notion of boundary complement does not tell the whole
story about which matches in FTermΣ are legal in SΣ. The missing requirement
is that c?1 and c2 in (20) can only communicate through interface k, which
connects outputs of c1 to inputs of c2. The following counterexample shows
that, even in presence of a boundary complement, linking outputs of c2 to
inputs of c1 may still yield an illegal rewriting step in SΣ.
Example 5.3. Fix Σ = {e1 : 2→ 1, e2 : 1→ 2, e3 : 1→ 1,
e4 : 1→ 1} and consider the following rewriting rule in SΣ.
〈 e1 e2 ,
e4
e4
〉 : (2, 2) (22)
Left and right side are interpreted in FTermΣ as cospans
2 −→ e1 e2 ←− 2 2 −→
e4
e4 ←− 2.
We introduce another diagram c : 1→ 1 in SΣ and its interpretation in FTermΣ:
e1 e2
e3 
bb·cc // 1 −→ e3 e2e1 ←− 1.
Now, the left-hand side of the rule (22) cannot match in c. However, their
interpretation yields a DPO rewriting step in FTermΣ as below, where f maps
grey nodes to grey nodes.
e1 e2
f 
2 + 2oo

// e4
e4

e3e1 e2
e3oo // e3e4 e4
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Observe that the leftmost pushout above is a boundary complement: the input-
ouput partition is correct. Still, mimicking this rewriting step in SΣ fails because
the context does not fit the legal shape (20). This is best evident by showing
how matching in bbccc appears under the isomorphism FTermΣ ∼= SΣ + Frob:
e1 e2
e3 =:
c1
c2
?
l
2
2
2
The diagrams l, c1 and c2 on the right side are defined in terms of the dotted
squares on the right. The difference with the prescription of (20) is apparent:
the topmost output interface of c2 connects to the bottommost input interface
of c1. For this reason, we cannot un-bend our context to obtain a legal matching
in SΣ.
In order to rule out situations (22) and complete the characterisation of legal
contexts like (20), we recover the notion of convexity (Def. 3.10) to introduce
convex matchings. The intuition is that a convex matching cannot leave “holes”
as f does in Example 5.3.
Definition 5.4 (Convex matching). We call m : L → G in HypΣ a convex
matching if it is mono and its image is convex.
The importance of the above notion is best revealed by Lemma 3.11 and
Theorem 3.12: given a convex matching, it is always possible to recover the ap-
propriate context in SΣ. We now combine the notions of boundary complement
and of convex matching to tailor a family of DPO rewriting steps which only
yield legal SΣ-rewriting.
Definition 5.5 (Convex DPO rewriting step). Let R be a DPO rewriting sys-
tem. A convex DPO rewriting step
D
0
44
n+m
[q1,q2]kk VR E0
44
n+m
[p1,p2]kk
happens when there is a rule L
[a1,a2]←−−−− i + j [b1,b2]−−−−→ R in R such that the
following diagram in HypΣ commutes, the two squares are pushouts
L
f 
i+ j
q p
[a1,a2]oo [b1,b2] // R

D Coo // E
n+m
OO
[p1,p2]
99
[q1,q2]
ee
(23)
and the following two restrictions hold:
• f : L→ G is a convex matching;
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• in the leftmost pushout i+ j → C is a boundary complement.
Note that the relation VR is contained in  R (Definition 4.1), the differ-
ence being that the leftmost pushout has to rest on a convex matching and a
boundary complement.
We have now all the ingredients to prove the adequacy of convex DPO rewrit-
ing with respect to rewriting in SΣ.
Theorem 5.6. Let R by any rewriting system on SΣ. Then,
d⇒R e ⇔ Φ(pdq)VΦ(pRq) Φ(peq).
Proof. For the only if direction, by Theorem 4.6 d⇒R e implies Φ(pdq) Φ(pRq)
Φ(peq). It is not hard to verify that the argument actually constructs a convex
DPO rewriting, thus yielding the desired statement. The reader may consult
Appendix A for details.
We now turn to the converse direction. Let
Φ(pdq) =:
D
0
AA
n+m
[q1,q2]dd
Φ(peq) =:
E
0
AA
n+m
[p1,p2]dd
.
Our assumption gives us a diagram as in (23), with application of a rule 〈Φ(plq),Φ(prq)〉
in Φ(pRq). We now want to show that d⇒R e with rule 〈l, r〉, say of type (i, j).
Now, because n
q1−→ D q2←− m = bbdcc, it is monogamous directed acyclic by The-
orem 3.12. Since the matching f : L→ D in (23) is convex, Lemma 3.11 yields
a decomposition of n
q1−→ D q2←− m in terms of monogamous directed acyclic
cospans:
(n −→ C1 ←− i+k) ;
(
k
id−→ k id←− k
)
⊕
(i −→ L←− j)
; (j+k −→ C2 ←− m) .
Applying again Theorem 3.12 we obtain c1, c2 in SΣ such that
bbc1cc = n −→ C1 ←− i+ k bbc2cc = j + k −→ C2 ←− m.
By functoriality of bb·cc, bbdcc = bbc1 ; (id⊕ l) ; c2cc and, since bb·cc is a faithful
prop morphism, d = c1 ; (id⊕l) ; c2. Thus we can apply the rule 〈l, r〉 on e, which
yields e = c1 ; (id⊕r) ; c2 such that d⇒R e. We can conclude that bbecc = n p1−→
E
p2←− m because boundary complements are unique (Proposition 5.2).
6 Case study: non-commutative bialgebras
Thanks to Theorem 5.6, we are now in position to recover Example 4.9 and study
the DPO rewriting theory of non-commutative bialgebras (Example 2.1.(c)),
shown in Figure 3. As a proof of concept, we focus on proving termination for
this system. First, we construct a metric based on two kinds of paths and a
weight.
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Figure 3: DPO Rewriting system Φ(pRNBq) — cf. Example 4.9.
NB1 := µ1
0 µ
2
3 ← 4→ µ1 0µ
2
3
NB2 :=
1⌫
2
0
⌫
3
← 4→ 1 ⌫ 20 ⌫
3
NB3 :=
1
0
⌘ µ ← 2→ 01
NB4 := 10 ⌫
" ← 2→ 01
NB5 :=
10
⌘ µ ← 2→ 01
NB6 :=
1
0
⌫ " ← 2→ 01
NB7 :=
1
0
⌫⌘ ← 2→
0
1
⌘
⌘
NB8 :=
1
0
"µ ← 2→
0
1
"
"
NB9 :=
1
0 2
3
⌫µ ← 4→
0
1
2
3
µ
µ⌫
⌫
NB10 := ⌘ " ← 0→
• A U-path is a path p from an input or an η-hyperedge to an output or an
-hyperedge.
• An M-path is a path from a µ-hyperedge to a ν-hyperedge.
A µ-tree with root x is a maximal tree of µ-hyperedges with output x.
Similarly, a ν-tree with root x is a maximal tree of ν-hyperedges with input x.
For a µ-hyperedge h, let the L-weight `(h) be the size of the µ-tree whose
root is the first input of µ. Similarly, for a ν-hyperedge, let `(h) be the size of
the ν-tree whose root is the first output of h. Let `(h) = 0 otherwise and:
G L H ⇐⇒
∑
h∈EG
`(h) ≤
∑
h∈EH
`(h).
Next, define orders U , M , µ, ν based on counting the number of U-paths,
M-paths, µ-hyperedges, and ν-hyperedges, respectively. Armed with the five
orders, we define the following lexicographic ordering that combines them as its
components:
 := lex(U ,M ,µ,ν ,L) (24)
Clearly,  is well-founded, thus we can conclude as follows.
Theorem 6.1. NB is strictly decreasing in , thus it terminates.
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Proof. We argue rule-by-rule, showing that each is strictly decreasing in one
of the orders from (24), and non-increasing in every order that is prior in the
lexicographic ordering.
Since every rule NBj has a unique path from every input to every output
on the LHS and RHS, applications of these rules have no effect on paths which
start and finish outside of their image. Hence, for each rule, we only need to
consider paths which start or terminate in the image of the LHS.
NB1 has no effect on η or  hypereges, hence no effect on U . No M-path can
terminate in NB1 and any M-path originating on NB1 must exit through the
unique output. Since there are precisely two µ-hyperedges in the LHS and RHS,
there is a 1-to-1 correspondence between M-paths before and after applying the
rule. NB1 also leaves the number of µ and ν hyperedges fixed, so we only need
to show it strictly decreases L. Applying the rule has no effect on the L-weight
of any µ-hyperedges outside of the image of the LHS. Suppose there are µ-trees
of size a, b, c connected to inputs 0, 1, 2 of the LHS, respectively. Then, the
L-weight of the two µ-hyperedges on the LHS are a and a + b + 1, whereas on
the LHS they are a and b. Hence L is strictly decreased. NB2 follows via a
symmetric argument.
Since NB3–NB6 and NB10 remove η- and -hyperedges from the hyper-
graph, they will strictly decrease the number of U-paths.
For NB7, no U-path can terminate in the LHS, and any U-path starting
in LHS must exit through one of the two outputs. Hence it corresponds to a
unique U-path exiting the RHS. M-paths are unaffected, as is the number of
µ-hyperedges. However, the number of ν-hyperedges is strictly decreased, so
NB7 strictly decreases ν . The argument for NB8 is again symmetric.
NB9 has no η or -hyperedges in its LHS or RHS, so it leaves the number
of U-paths fixed. Consider an M-path which enters the LHS from the left. It
must enter either from input 0 or input 1, hence it corresponds to a unique
M-path entering the RHS. We can argue similarly for M-paths exiting on the
right. Hence, the only M-path left to consider is the one from the µ-hyperedge
to the ν-hyperedge in the LHS, which is eliminated. Thus NB9 strictly reduces
M .
Hence, the combinatorial presentation gives a short and simple proof of
termination. We conjecture that one can construct a similarly simple proof of
confluence, via analysis of critical pairs. There is an existing notion of critical
pair in the DPO literature, of which NB rewrite system has 24 (all of which
are ‘joinable’). There are, however, subtleties arising in critical pair analysis
for DPO rewrite systems [30] and general rewriting for SMCs [25]. We leave
development of a comprehensive theoretical framework for critical pair analysis
on convex DPO rewrite systems as future work.
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7 Conclusions and future work
Our approach centered on building a bridge between algebraic and combinatorial
descriptions of string diagrams, in the form of the isomorphism SΣ + Frob ∼=
FTermΣ. We used it to spell out two fundamental ways in which rewriting in
symmetric monoidal categories and DPO hypergraph rewriting are compatible.
The first is that we can use DPO to rewrite SMCs generated by theories
containing a special Frobenius structure. Theories of that kind are appearing
in different research threads: they play a role in the compositional study of
Petri nets [6, 37, 31], in the algebra of concurrent connectors [5], in signal
flow diagrams [3, 4, 2, 14] and in the ZX-calculus [8, 9], just to mention a
few examples. Our approach enables the use of the technology that has been
developed for DPO in the last decades in those diverse areas.
The second approach – convex DPO rewriting – allows to rewrite in cate-
gories presented by arbitrary symmetric monoidal theories. Our results lay the
theoretical foundations for the development of comprehensive tool support for
reasoning about rewriting in SMCs. Emerging tools such as Globular [1] do not
factor in the symmetric structure, whereas Quantomatic [22] relies on additional
structure, requiring for example that the ambient category be traced. Our the-
ory overcomes these limitations and can be effectively implemented: matching is
efficient with respect to the size of the target hypergraph and the two conditions
in the definition of a convex rewriting step – convexity and boundary comple-
ment – can be be automatically checked. Furthermore, under the encoding of
hypergraphs as string graphs (the underlying theory used by Quantomatic), it
is now possible to extend Quantomatic to support rewriting in a generic SMC.
We leave the algorithmic details as future work.
Just as in term rewriting, commutative operators pose a interesting problem:
naively encoding commutativity in a rule immediately yields a non-terminating
system. We leave this issue as future work, but preliminary results suggest that
the commutativity of some operators can be effectively encoded in the graphical
structure.
From a theoretical point of view, we intend to build on this work to inves-
tigate the relationship between distributive laws of PROPs [23] and rewriting.
Compatibility conditions expressed by a distributive law come with an orienta-
tion, making natural to think of them as rewriting rules. Just as in our approach,
these conditions are defined modulo the laws of SMCs: it thus appears promising
to explore the correspondence between the two perspectives.
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A Omitted proofs
Preliminaries on hypergraphs The following terminology will be used through-
out the proofs of this appendix. Given an hypergraph G, we write NG for its
set of nodes and EG for the set of hyperedges. Given an hyperedge h with k
(ordered) sources and l (ordered) targets, we write sj(h) for the j-th source
node of h and tj(h) for the j-th target node of h.
For a pair of hyperedges h, h′ such that for some i, j and node v, ti(h) = v =
sj(h), then h is called a predecessor of h
′ and h′ a successor of h.
For a hypergraph G and hyperedges h, h′, a directed path p from h to h′ is
a sequence of hyperedges [h1, . . . , hn] such that h1 = h, hn = h
′, and for i < n,
hi+1 is a successor of hi. We say p starts at a subgraph H if H contains a node
in the source of h, and terminates at a subgraph H ′ if H ′ contains a node in
the target of h′. We say p starts at a subgraph H if there exists some i such
that si(h) ∈ H, and terminates at a subgraph H ′ if there exists some j where
tj(h
′) ∈ H ′.
Note that, by regarding nodes as single-node subgraphs, it clearly makes
sense to talk about directed paths from/to nodes as well.
Proof of Lemma 3.11. Let C1 be the smallest sub-hypergraph containing the
inputs of G and every hyperedge h which is not in L, but has a path to it.
Let C2 then be the smallest sub-hypergraph containing the outputs of G such
that C1 ∪ L ∪ C2 = G. By construction, C1 and L share no hyperedges. If C2
shared a hyperedge with C1 or L, then there would exist a smaller C
′
2 such that
C1 ∪ L ∪ C ′2 = G, so C2 shares no hyperedges with either C1 or L. Hence, the
three sub-hypergraphs only overlap on nodes. Now let:
i := NC1 ∩NL
j := NC2 ∩NL
k := (NC1 ∩NC2)\NL
Since p is disjoint from m′ and n′, it follows that:
k + i = NC1 ∩ (NL ∪NC2) k + j = NC2 ∩ (NL ∪NC1)
Now, define the following cospans, where arrows are all inclusions:
n→ C1 ← k + i
i→ L← j
k + j → C2 ← m
Then (8) is computed as the colimit of the following diagram:
n→ C1 ← k + i→ k + L← k + j → C2 ← m
The two spans identify precisely those nodes from G which occur in more than
one sub-hypergraph, so this amounts to simply taking the union:
n→ C1 ∪ L ∪ C2 ← m = n→ G← m
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C1, C2, and L are all directed acyclic because G is, so it only remains to show
each of these cospans is monogamous. C1 and C2 follow straightforwardly from
the observation that C1 is closed under predecessors and C2 under successors.
The interesting case is L, which relies on convexity. Suppose v does not
have a in-hyperedge in L. Then either v is an input or there exists a hyperedge
with a path to v. One of these two is true precisely when v ∈ i. Suppose v
does not have an out-hyperedge in L. Then, either v is an ouput or it has an
out-hyperedge in C1 or C2. But, if it has an out-hyperedge h in C1, then there
is a path from v to another node v′, going through h. But by convexity, h must
then be in L, which is a contradiction. Hence v ∈ C2, which is true if and only
if v ∈ j.
We now introduce the necessary ingredients for the proof of Proposition 3.4.
The initial object in the category PROP is the PROP P of permutations:
arrows n→ m in P exist only if m = n, in which case they are the permutations
of the finite ordinal with n elements. Given a PROP X, the unique PROP
morphism P → X need not be, in general, faithful; an extreme example is the
terminal prop 1 where all hom-sets are singletons. We will say that X is faithful
if P → X is faithful. Roughly speaking, faithfulness says that no two different
permutations are identified. Proposition 3.4 will follow as corollary of the next
lemma about faithful PROPs.
Lemma A.1. Coproducts of faithful PROPs are faithful and have faithful co-
product injections.
Proof. We use the fact that the category of PROPs can be identified with a
full subcategory of the coslice P/PRO, see e.g.[40, Prop. 2.8]. Here PRO is
the category of PROs, with: (i) object strict monoidal categories that have the
natural numbers as the set of objects, where monoidal product on objects is
addition, and (ii) arrows strict monoidal identity-on-objects functors. Since P
is symmetric monoidal, PROP is then the full subcategory of P/PRO with
objects the symmetric monoidal functors.
To calculate the coproduct X+Y of two faithful PROPs X and Y in PROP
is to take the following pushout in PRO.
P
x
vv
y
((
X
i1 ''
Y
i2ww
X + Y
Since x and y are symmetric monoidal, it follows that i1 and i2 are symmetric
monoidal [40, Prop. 2.10]. It thus remains to show that they are faithful.
Here we use a result of MacDonald and Scull [27, Th. 3.3] about amalgama-
tion in the category of categories Cat. Indeed, since x and y are identity-on-
objects, i1 and i2 are also identity-on-objects. It suffices to show that x and y
satisfy the so-called 3-for-2 property: for x, this requires that given h = g ◦ f in
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Figure 4: Pushout of diagram (7)
n
f 
N + n˜
∧
[id j]
||
id⊕i1
''
N + m˜
∧
id⊕i2
ww
[id p]
""
m.
g  
N
i1 ""
N + n˜+ m˜
∧
[id j]⊕id
ww
([id p]⊕id)σn˜,m˜
''
N
i1||
N + m˜
[id p] ''
N + n˜
[id j]ww
N
X, if any two of f, g, h are in the image of x then so is the third. It is enough to
consider x since the argument for y is identical. And here the 3-for-2 property
trivially holds, since every arrow of P is an isomorphism.
Proof of Proposition 3.4. Immediate from Lemma A.1 since the top row of (5)
is a coproduct diagram in PROP, and SΣ, Frob are both faithful.
Proof of Proposition 5.2. Since HypΣ is a presheaf category, a pushout of hy-
pergraphs consists of pushouts on the underlying sets of nodes and hyperedges
and an appropriate choice of source and target maps. Hence the underlying sets
of L⊥ must give pushout complements in F:
NL
fV

i+ j
aVoo
cV
q
NG NL⊥
gVoo
EL
fE

0oo
q
EG EL⊥
gEoo
Since i + j is discrete, EG is a disjoint union, so EL⊥ must be EG\EL. Since
these are diagrams in F, and c, f are mono, we can rewrite the left pushout
square as:
l + x
fV

i+ j
aVoo
cV
q
l + x+ y i+ j + z
gVoo
where the two downward arrows are coproduct injections and l is the image of
aV . One can easy verify that l + x+ z also gives a pushout for the given span,
so we obtain a commuting isomorphism l + x + y ∼= l + x + z, from which we
conclude y ∼= z and that, up to isomorphism, the pushout complement on nodes
30
must be:
l + x
fV

i+ j
aVoo
cV
q
l + x+ y i+ j + y
gV
oo
from whence it follows that gV = aV + idn.
So far, we have proved that the set of nodes NL⊥ and EL⊥ are defined
uniquely by the property of being a pushout complement. The only thing that
remains is the source sp : EL⊥ → NL⊥ and target tp : EL⊥ → NL⊥ maps. Since
g is a homomorphism, we have that for all hyperedges h:
gV (sp(h)) = sp(gE(h)) =⇒ sp(h) ∈ g−1V (sp(gE(h)))
Since gV is of the form [(a1)V , (a2)V ]+1n, where a1 and a2 are mono, the inverse
image g−1V (sp(gE(h))) contains at most two elements. In the case where it has
1 element, sp is uniquely fixed, so consider when it has two. It must then be
the case that:
g−1V (sp(gE(h))) = {v1 ∈ i, v2 ∈ j}
But monogamicity of (21) says that the image of i in L⊥ cannot be the
source of any hyperedge. Therefore, it must be sp(h) = v2. Similarly if:
g−1V (tp(gE(h))) = {v1 ∈ i, v2 ∈ j}
then tp(h) must be v1. Since there is at most one choice of source and target
maps for L⊥ making g a homomorphism, L⊥ must be unique.
Proof of Theorem 5.6. We report here the argument for the only if direction of
the statement, which is not detailed in the main text. Our assumption gives
that
d
n m
= l
c2c1n
k
ji
m
n me = c2c1n
k
ji
m
r .
whence the following equalities hold in SΣ + Frob, see (12)-(13).
d
n mn
n
= i
c1
c2
?
m
ni
j
k
l
(25)
en m
n
n
= i
c1
c2
?
m
ni
j
k
r
(26)
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We now define(
0 −→ D [q1,q2]←−−−− n+m
)
:= Φ(pdq) = Φ
(
d
n mn
n )
(
0 −→ E [p1,p2]←−−−− n+m
)
:= Φ(peq) = Φ
(
en m
n
n )
(
0 −→ L [a1,a2]←−−−− i+ j
)
:= Φ(plq) = Φ
(
l
j
i
)
(
0 −→ R [b1,b2]←−−−− i+ j
)
:= Φ(prq) = Φ
(
j
i
r
)
(i+ j −→ C ←− n+m) := Φ
(
c1
c2
?
m
ni
j
k
)
.
By these definitions and (25)-(26) it follows that
(0 −→ D ←− n+m) = (0 −→ L←− i+ j) ; (i+ j −→ C ←− n+m)
(0 −→ E ←− n+m) = (0 −→ R←− i+ j) ; (i+ j −→ C ←− n+m) .
Since composition of cospans is defined by pushout, we have a commutative
diagram with two pushouts as in (23). It remains to check that the matching
L→ D is convex and that C is a boundary complement: these conditions can be
verified by definition of the involved components. Therefore, Φ(pdq) VΦ(pRq)
Φ(peq) by application of the rule 〈Φ(plq),Φ(prq)〉.
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