We assess investors' reaction to new information arrivals in financial markets by examining the relationships between trading volume and the higher moments of returns in 18 international equity and currency markets. Our volume-volatility results support extant information theories and further contribute new evidence of cross market relations between volume and volatility. We also find that the direct impact of volume on the level of negative skewness is less significant for more diversified regional portfolios. Furthermore, the negative interaction between volume and kurtosis can be explained by the differences of opinion in financial markets. We observe stronger interdependence among higher moments in reaction to significant events, but the strength is dampened by trading volume. This result is consistent with trading volume being a source of heteroskedasticity in asset returns.
Introduction
Understanding the role of trading volume in the reactions of financial market participants has long been an interesting area of research within Finance. That research contributes prominently to the knowledge of how investors process and react to unobservable information arrivals within different financial markets. A number of previous studies have highlighted the role of trading volume as a signal of informed trading.
2 However, the extant research has mainly focused on the explanatory power of trading activities for return volatility. This narrow focus can limit our understanding of different aspects of market participants' reactions. While the volume -volatility analysis can explain the sensitivity of investor behaviour towards new information, different reactions towards good or bad news (captured by skewness) and levels of "over-reaction" (captured by kurtosis) may be overlooked. Hence, there may be crucial, yet not well analysed, information transmission channels driven by the relationships between trading activities and skewness/kurtosis.
Our study provides an improved understanding on the influence of trading activities on the higher moments in financial return distributions that capture different aspects of market reactions.
Fundamentally, these potential interactions between trading volume and the higher moment risks (volatility, skewness and kurtosis) characterizing empirical return distributions can be explained by three relevant information-based theories in the extant literature -specifically the mixture of distributions hypothesis (MDH), the sequential arrival of information hypothesis (SAIH) and the differences of opinion hypothesis (DOH) 3 .
For the volume -volatility relation, the theories of MDH (e.g., Clark, 1973; Epps and Epps, 1976; Tauchen and Pitts, 1983; Andersen, 1996) and DOH (e.g., Shalen, 1993; Harris and Raviv, 1993 ) suggest a positive contemporaneous link; whereas, a lead-lag relationship between them is added by an implication of SAIH (e.g., Copeland, 1976 , 1977 . Empirically, these theories have been widely tested and accepted in many studies conducted within stock or foreign exchange (FX) markets (e.g., Karpoff, 1987; Gallant et al., 1992; Chan and Fong, 2000; Kalev et al., 2004; Bjønnes et al., 2005; Bauwens et al., 2005; Chan and Fong, 2006; Giot et al., 2010) . While stock market reactions are well explained by information-based trading models (e.g., Epps and Epps, 1976; Copeland, 1976; Andersen, 1996) , there is also much evidence to suggest that FX trading activities also convey information for currency market participants (see Ito et al., 1998; Naranjo and Nimalendran, 2000; Evans and Lyons, 2002 among others) . Similarly, equity and currency futures contract volume (amongst other futures contracts) are known to be informative for information flow in futures markets (Eastman and Lucey, 2008) . However, little is known about the cross asset market (i.e., cross stock-FX market) relation between volume and volatility. Yet investor's crossmarket investment and hedging activities are likely to form the basis of an information transmission mechanism between stock and FX markets. This explanation is supported by Francis et al. (2006) , who emphasize the role of FX trading activities as an economic mechanism through which information is transmitted between stock and FX markets.
In terms of the volume -skewness relationship, the DOH theory predicts that the degree of negative skewness in returns is conditional on higher trading volumes (see Hong and Stein, 2003) .
However, in contrast to the volume -volatility literature, empirical studies on the volumeskewness relationship shows mixed results. The theory of Hong and Stein (2003) is supported by Chen et al. (2001) and Hutson et al. (2008) but not supported in Hueng and McDonald (2005) and see Chan and Fong (2006) ; Girard and Biswas (2007) ; Chen and Daigler (2008) and Giot et al. (2010) . Furthermore, the main explanations of these theories are provided in conjunction with our empirical results presented in section 4.
3 Charoenrook and Daouk (2008) . While a direct volume -skewness relationship is verified with firm-level data, the use of market level data shows little support for the relationship. Even though Hutson et al. (2008) provide empirical evidence on the theory postulated in Hong and Stein (2003) with national stock market data, the direct effect of volume on skewness only exists in 3 out of 11
cases. Albuquerque (2012) suggests that these conflicting results relating to skewness may be due to the different nature of skewness in firm-and aggregate market returns. While firm-level returns are always right-skewed, market-level skewness is almost always negative due to the "crosssectional phenomenon". As firm-and market-level data clearly exhibit different degrees of diversification, it is also possible that portfolio diversification is responsible for the conflicting results. We verify the rationale of our conjecture by investigating the direct volume -skewness relationship with a particular focus on a regional portfolio context.
We further contribute to the literature by testing for the existence of volume -kurtosis interactions and whether it is consistent with the aforementioned information-based theories. New information arrival and the mechanism that incorporates information in the market are primary factors causing movements of asset prices (Andersen, 1996) . Hence, the occurrence of extreme returns on the up-or down-side may be influenced subsequently. Wagner et al. (2005) support this assertion by uncovering the role played by "surprise volume" (i.e., unanticipated above-average trading activity) for volatility persistence and excess kurtosis. However, they exploit kurtosis as an additional variable in an attempt to extend knowledge about the relationship between trading volume and volatility clustering (see Lamoureux and Lastrapes, 1990) only highlight the transmission of risk across countries but also allow the probability of interaction between risks across markets. Empirically, some preliminary examinations using the correlation approach have revealed interdependence among higher-moment risks (e.g., Cooley et al., 1977; Gupta et al., 2004) . Recently, Caporale et al. (2014) found evidence of causality-in-variance across stock and currency markets in advanced countries during the 2007-2010 crisis period. In our study, we support potential interdependence among higher-moment risks in both static (impulse response analysis) and dynamic (spillover index) approaches.
Additionally, this evidence of interconnections among higher moments motivates the need to investigate the influences of trading volume on the dynamic structure of cross-moment interrelationships. The appearance and importance of higher-moment risks have been increasingly recognized in many financial activities, such as asset pricing, value-at-risk calculations and asset allocation (see Athayde and Flôres, 2003; Mandelbrot and Hudson, 2004 among others) . Therefore, such financial activities can benefit from our analysis since the results from our study can help to evaluate volatility risk, downside risk and fat-tail risk under influences of new information arrival more precisely.
We base our study on intraday data to produce a better representation and more robust estimates for higher moments of asset returns. Furthermore, the use of intraday data is also consistent with the aforementioned market microstructure perspective as this literature is mainly focused on intraday patterns rather than inter-day dynamics.
We find that there is an unambiguously positive and significant relationship between trading volume and realized volatility both within and cross-stock and FX markets. Spillover of higher moment risks are stronger during more volatile periods and the spillover effects of trading volume onto particularly second and fourth moments are also amplified during times of market uncertainty.
However, we find that the relationship between trading volume and negative skewness is starkly different in the context of a well-diversified regional portfolio as is the dampened effect of trading volume on skewness. Lastly, we observe that the strength of the linkages amongst higher moment risks varies over time with intra-regional and global developments.
The remainder of this paper is organized as follows. Section 2 explains the construction of variables used for analysis. Section 3 outlines the econometric framework. Section 4 discusses the empirical results of the impact of trading volume on financial return distribution. Section 5 analyses the influence of trading volume on the dynamic structure of the inter-relationships among higher moments and finally, section 6 concludes.
Data
We extract 5-minute intraday data for stock market indexes and FX transactions in 18 countries from the Thomson Reuters Tick History (TRTH) database provided by the Securities Industry Research Centre of Asia-Pacific (SIRCA). The use of 5 minute intervals is suggested by Andersen et al. (2001a,b) , who demonstrated that simulations of this sampling interval produce mean square errors relatively close to the optimal interval. In the FX market, we use the US dollar (USD) as the base currency against which national local currencies are priced. For stock market indexes, we use the prices denominated in local currencies. The sample extends from January 1, 6 Hansen et al. (2005) proposes to estimate the realized volatility of a stock market for the whole day to account for the potential latent information during non-trading time. However, since our study focuses on a regional context with different countries, this methodology is not applicable because of the different trading and non-trading times in GMT in different stock markets. 7 We prefer to weight countries by GDP rather than by stock market capitalization since the GDP figures are likely to be more stable compared to stock market performance with peaks and troughs.
where rn,t denotes the nth 5-minute regional portfolio return during day t, wi is the GDP weight of market i, ri,n,t denotes the nth 5-minute return of market i during day t and q is the number of markets in the region.
To measure the daily realized volatility of a regional stock market portfolio, we employ the methodology shown in Andersen et al. (2003) :
where N denotes the total number of 5-minute return intervals during any trading day.
As suggested in Dacorogna et al. (2001) , other higher-moment measures can also be constructed by using intraday returns. We follow the formula presented in Chen et al. (2001) to compute realized skewness. The daily realized skewness for any day t is:
This is the negative of the third moment of returns divided by the cubed standard deviation of returns to standardise for differences in variances. The negative sign is included to make sure that an increase in the daily skewness corresponds to a stock having a more left-skewed distribution (Chen et al., 2001) . Therefore, by using this formula we focus on the importance of downside risk in analysing the interdependence with other moments and trading volume.
To compute realized kurtosis, we extend the construct of measuring realized volatility. Since realized volatility is the second moment of realized returns, realized kurtosis, defined as the standardized 4 th moment of realized returns, can be calculated as:
We employ the number of trades as a proxy for trading volume. Our choice is supported by recent studies using high frequency data (e.g., Chan and Fong, 2006; Giot et al., 2010) , who find that the number of trades contains more hidden information than other proxies for volume (e.g.,
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trade size and order imbalance). Theoretically, this is consistent with the existence of stealth trading, which suggests that informed traders may divide a large trade into many smaller transactions to hide their private signals. Therefore, we calculate the daily value-weighted average trading volume of a regional portfolio by summing up the total number of trades across all markets within the region over all 5 minute intervals during the day, weighted by its country's GDP:
where vi,n,t denotes the nth 5-minute number of trades of market i during day t, wi is the weight of market i calculated based on its country's GDP. Table 2 provides descriptive statistics for the (logged) realized volatility, realized skewness, (logged) realized kurtosis and (logged) trading volume 8 series. As expected, the mean levels of realized volatility and realized kurtosis are consistently higher in the Volatile period than in the Stable period for both stock and FX markets.
In addition, the distributions of all the realized measures generally are non-normal with some level of asymmetry and excess kurtosis. However, in line with the literature (e.g., Andersen et al., 2003) the distribution of realized volatility is close to normal in many cases. Interestingly, we observe that this fact also applies to realized skewness and realized kurtosis constructed from our international , 2001a , , 2001b , , 2003 , and Fleming et al., 2011 . Furthermore, we also 8 Realized volatility, kurtosis and trading volume are log transformed since their non-negativity condition needs to be satisfied when they are modelled. Besides, the use of realized logarithmic volatility in empirical analysis is well supported in the literature (e.g., Andersen et al., 2001a, and Andersen et al., 2003) . In addition, we use realized logarithmic kurtosis and logarithmic trading volume to achieve a similar scale for the subsequent impulse response analyses. Therefore, when we refer to realized volatility, kurtosis and trading volume in our study, they are in their natural logarithmic form.
observe the existence of serial correlation in most of the cases for realized kurtosis but only in limited cases for realized skewness.
Econometric framework

Modeling Framework for inter-relationships between trading volume and realized higher moments
The evidence of long-range dependence in realized measures and trading volume supports the utilization of fractional integration techniques. Furthermore, in order to investigate the interdependence and feedback relationships in a system including both long-and short-memory series, a multivariate fractional process allowing for multi-memory parameters is useful. Hence, we employ the specification of a fractionally integrated vector autoregressive (FIVAR) model for our analyses.
Let a vector of jointly determined dependent variables ) ,..., , (
where L is the lag operator and is a (K×1) vector of error terms, which is assumed to be white noise and multivariate normally distributed. The variance-covariance matrix of denoted as
where Ai is the (K×K) matrix of coefficients and p is the order of the lag polynomials in A(L). All the roots of 0 ) (
According to Eq. (6), Yt is assumed to have no trend and drift. Hence, before modelling the realized measures and the trading volume with FIVAR, they are demeaned and detrended whenever the drift and the trend are statistically significant. Details for the existence of a trend in the realized measures and trading volume series are reported in Table   2 .
Given the specification in Eq. (6), we consider the realized higher moments and trading volumes as elements of the vector of endogenous variables, Yt. We estimate all the realized measures and trading volumes for both stock and FX markets in one system 10 . Therefore, we have four FIVAR systems (one for each geographical region) with 8 equations in each system (3 higher moments and the trading volumes for both stock and FX market).
In addition, to investigate the inter-relationship among and between short-memory and longmemory series within a single system, we employ the Generalized Impulse Response function (GIRF, hereafter) recently developed in Do et al. (2013a Do et al. ( , 2013b 11 . The main advantage of this method is that it does not require us to determine the contemporaneous relationship among realized higher moments and trading volumes before the estimation. This plus is particularly important for our investigation since there is no clear economic guidance on the direction of instantaneous causality between our interest variables.
Modelling framework for volume impacts on the inter-relationships among higher moments
We model the dynamic influence of trading volume on the inter-relationship among higher moments by capturing the strength of the inter-relationship both with and without the effects of volume. When the volume impact is not controlled for, we employ a FIVAR model as shown in Eq.
(6) where all realized measures form a vector of endogenous variables, Yt. To control for the volume impacts, we consider realized measures as endogenous variables and trading volumes as exogenous variables in a FIVAR(X) framework. The specification of a FIVAR(X) model can be represented as follows 12 , 10 We provide details of the model estimation method in the Appendix Part A1.
11 A summary of the Generalized Impulse response function in a FIVAR model and its asymptotic theory is presented in Appendix part A2.
12 Since Vt is no longer an endogenous variable in the system, we employ an univariate framework in Shimotsu et al.
(2005) to estimate its degree of fractional integration (dv1 and dv2).
are stock (FX) trading volume and its degree of fractional integration, respectively.
Within the FIVAR(X) system, we construct the time-varying spillover index of the interrelationship among higher moments as a proxy of its strength. This measure is motivated by some recent studies (e.g., Diebold and Yilmaz, 2009, and Bubák et al., 2011) . In these papers, the evolution of volatility spillover is investigated using the spillover index, which measures the proportion of the h horizontal forecast error of a variable's volatility that can be assigned to innovations in other variables within a VAR framework. Accordingly, this idea can be applied to create not only the volatility spillover index but also the index for other types of interdependence.
However, instead of the orthogonalized approach developed in Diebold and Yilmaz (2009) 
Main Results
Model estimation outputs
We report the estimated degree of fractional integration and its associated z-statistics as well as the optimum lag lenghts (p) in Table 3 . The estimated values of memory parameters in our FIVAR systems are generally consistent with information extracted from the Q(20) statistics in our preliminary analysis, which indicates that the realized volatility, kurtosis and trading volume series all strongly exhibit long memory behaviour. Furthermore, realized skewness is mostly a shortmemory series. Among the long-memory measures, realized kurtosis has the lowest degree of fractional integration. Higher values of memory parameters for realized volatility and trading volume may imply a higher degree of predictability than for realized kurtosis or skewness. This is due to greater persistence in realized volatility and trading volume. In addition, we observe higher degrees of fractional integration for all long memory measures during the Volatile period than in the Stable period for stock markets. Hence, these measures are more serially correlated during the volatile period than in the tranquil period.
The optimal lag lengths identified are reasonably short, suggesting that the long memory behaviour is adequately captured for Yt and the filtered series in Xt (
free from long range dependence problems. We confirm this implication by inspecting the sample autocorrelation of Xt (not shown) and check that the autocorrelation dies out quickly and then fluctuates around zero, an indication of short memory processes. In addition, many of the estimated FIVAR coefficients are statistically significant and all inverse roots of the estimate of the lag polynomial matrices in A(L) are inside the unit circle, an indication of covariance stationarity 14 .
Therefore, we can employ the GIRF to capture dynamic linkages within the FIVAR system.
14 To conserve space, we do not report the estimated coefficients in the lag polynomial A(L) and their inverse roots.
However, the full set of results is available upon request.
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We define the GIRF as the spillover effect (i.e., an impulse in the ith variable, which causes a significant response of the jth variable). Hence, we summarize the spillover effects from trading volume, realized volatility, skewness and kurtosis to other variables in Tables 4, 5, 6 and 7, respectively. In this study, we focus on the existence, sign and the direction of the spillover in explaining the properties of the interdependence among and between realized measures and trading volume. The existence and the sign of the spillover effects are inferred from whether the impulse responses are significantly greater or smaller than zero at the 5% significance level. Further, as mentioned earlier, we also conduct sub-sample analyses to analyse the differences between stable and volatile periods in financial markets. Tables 4 and 5 We find that stock and FX markets are highly sensitive to cross-market information flows as a bidirectional relationship is also found between trading volume in FX markets and realized volatility in stock markets in nearly all cases 15 . This finding corroborates with previous studies like Francis et al. (2006) as they show that FX trading activities are channels through which information is transmitted between stock and FX markets. We further uncover a unidirectional spillover from trading volume in stock markets to realized volatility in FX markets during the volatile period.
Inter-relationships between trading volume and higher moments
The Volume -Volatility inter-relationship
Overall, our findings indicate that stock traders do pay attention to the FX market's new information arrivals during both stable and volatile periods whilst FX traders are much more concerned about the stock market's new information arrivals during the volatile periods. In this space, we provide new insights to the literature as no study has addressed the volume-volatility relationship between stock and FX markets. Our new findings are important for better understanding information linkages across different types of asset markets.
A bidirectional relationship between trading volume and volatility is supportive of the MDH, which predicts that volume and volatility should be positively correlated since they are characterized by the same latent information flows. Meanwhile, the unidirectional spillover from trading volume to volatility is in line with the theory of heterogeneous beliefs among investors, which shows that new information arrivals in the market may lead to different interpretations between different types of traders. Therefore, traders experience different expectations regarding the fundamental values of assets, which subsequently results in greater variability in price changes (see Shalen, 1993) . Furthermore, our results, drawn from an impulse response analysis, imply leadlag relations between trading volume and realized volatility, which is also consistent with the SAIH.
We support the view of Chen and Daigler (2008) , who consider the SAIH as being a complementary explanation for the volume-volatility relationship. Information flows may come sequentially to different traders at different times.
The Volume -Skewness inter-relationship
Empirical results shown in Tables 4 and 6 indicates that trading volume has no effect on provides some empirical evidence on the theory. However, the direct effect of volume on negative skewness only exists in 3 out of 11 cases, providing weak support for the theory at the national level. Therefore, based on our findings at the regional level, we conjecture that the direct influence of trading volume on negative skewness is less significant for a portfolio that is more diversified, conditional on the same market conditions. To provide some justification for our argument, we analyse the consequences of differences in investor expectations; say, investor A and investor B (see Hong and Stein, 2003) . Assume that both investors have their own private information, where investor B gets more negative signals, so that his expectation about the asset's price is lower than A's. Due to the short-sales constraint, investor B will sell all of his assets and sit out of the market.
Hence, there is only trade between investor A and the arbitrageurs, that leads to the asset price at this time only reflecting the information of investor A but not investor B. When some of the previously hidden signals of B are revealed in the market, the asset price will drop as investor A wants to get out of the market at the same price as what the arbitrageurs learn of when investor B gets into the market. Hence, the more pessimistic information of B is released, the more an asset's price will drop, which leads to a larger negative skewness in returns. Therefore, the higher is the degree of differences in investors' opinions, the higher the level of negative skewness, conditional on high trading volume and vice versa. Intuitively, if a portfolio is better diversified, we should expect a lower degree of differences in investors' valuations of the portfolio's price. Accordingly, the impact of trading volume on the level of negative skewness should be less significant for a more diversified portfolio.
Regarding the opposite direction of the volume-skewness relationship, we find some (but not strong) evidence of the spillover effect from realized skewness to trading volume during the volatile period. Specifically, realized skewness has a positive impact on trading volume in terms of both within the same and cross-asset markets 17 . One possible explanation is that during the volatile periods, risk-averse investors tend to be more sensitive and panic in response to market downturns, which leads them to evaluate asset prices well below fundamental values. Therefore, they hope to get out of the market before the market gets worse. However, the risk-neutral arbitrageurs are not that pessimistic and are willing to buy at the price at which risk-averse investors want to step out.
Consequently, the market experiences an increase in trading volume.
The Volume -Kurtosis inter-relationship
Empirical results presented in Tables 4 and 7 
Non-linear granger causality between trading volume and higher realized moments
The extant literature has identified the existence of non-linear Granger causality between trading volume and stock returns (e.g., Hiemstra and Jones, 1994; Diks and Panchenko, 2006). Table 9 reports the results on whether higher realized moments are non-linearly Granger causing trading volume. Overall, the test statistics reported are small and we fail to reject the null hypothesis in almost all cases. Hence, we can rule out non-linear Granger causality between trading volumes in currency and stock markets and return higher moments in terms of both uni-direction and bi-direction causality.
18 We follow the approaches of Hiemstra and Jones (1994) and Diks and Panchenko (2006) to set the bandwidth as 1.5 and the number of lags as 1 and we reject the null hypotheses at the 5% level of significance.
Individually, we find limited cases of non-linear Granger causality between trading volume and realized volatility. For example, we observe non-linear bi-directional Granger causality between FX trading volume and stock realized volatility during the volatile period in the Asia Pacific
Developed and the Western European Developed markets corroborating with our linear Granger causality results to indicate that cross-asset-market linkages between stock and currency markets strengthen under turbulent financial conditions.
Evidence of interactions among realized higher moments
As can be seen in Table 6 , we find evidence of spillover effects from realized skewness to realized volatility. The effect of FX realized skewness on the realized volatility (of both stock and FX markets) tends to be negative during the volatile period but insignificant in the stable period.
Meanwhile, the stock and FX realized volatilities both respond positively to an innovation in stock market realized skewness. However, the spillover from stock market realized skewness to FX market realized volatility is only significant during the volatile period; whereas, we observe the unidirectional spillover from realized skewness to realized volatility in all cases within stock markets. Tables 5 and 7 show strong evidence of a positively bidirectional spillover effect between realized volatility and realized kurtosis during both tranquil and volatile periods for all regions.
However, we only observe this relationship within stock or FX markets but not across asset markets.
Hence, the evidence overall indicates that, the volatility risk and fat-tail risk are more likely to interact with each other within the same asset markets. Furthermore, since the interaction is positive, it implies that an innovation in the return's volatility will increase the likelihood of extreme events occurring in subsequent periods. Conversely, if there is a shock to the occurrence of extreme events (captured by kurtosis), we should expect a rise in the dispersion of returns (represented by heightening realized volatility). The practical implication of our results is that investors should include different types of assets (e.g., stocks and currencies) in one portfolio to avoid the "resonance" between volatility and fat-tail risks.
Volume impacts on the inter-relationship among higher moments
The evidence of interactions between higher moments motivates the necessity to investigate volume impacts on not only each of the higher moments separately but also the inter-relationship among all the realized moments. Additionally, based on some recent evidence of time-varying volatility spillover effects (e.g., Diebold and Yimaz, 2009; Bubák et al., 2011) , we are interested in analysing the issue dynamically within the framework presented in section 3.2.
Time-varying interdependence among realized higher moments
We first examine the time-variations in the inter-relationship among higher moments and map the changes over time to some significant real-life events. The total spillover index, a proxy for the strength of the inter-relationship, is graphed in Figure 1 and it is evidently changing over time. On average, we observe a higher degree of interdependence in developed regions (ranging from 20-28%) in comparison with emerging regions (varying from 16-24%). Furthermore, we find clear movements and radically different properties of the inter-relationship, corresponding to significant economic events 19 .
We observe that there is generally a higher degree of interaction among higher-moment risks within a geographical region when countries within the region become more integrated. The higher degree of integration between countries may be because of new policies, agreements that enhance the incorporation between national economies and the regional or international economies (e.g., the Furthermore, we also find evidence of a sudden increase in the degree of the interaction among 19 We provide details of the major economic events that coincided with periods of high and low degrees of interrelationships amongst the higher-order realized moments in Figure 1 .
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higher-moment risks associated with an arrival of pessimistic information in the market (e.g., IMF
warnings about the Australian banking system in late 2006).
Volume impacts
After controlling for the influence of trading volume, the evolution of dynamic structure of the total spillover index is found to be consistent with discussions presented in Section 5.1. Apart from those, Figure 1 clearly reports that trading volume has an impact on the strength of the interrelationship among higher moments of returns.
In particular, trading volume nearly always decreases the total spillover indices of Asia Pacific Developed, Western European Developed and Asia Pacific Emerging region during the analysed period. More specifically, we observe from Figures 2-4 that this difference is mainly due to a decline in the proportion (%) of spillover effects from realized kurtosis to other moments.
Equivalently, this means that trading volume increases the proportion (%) of spillover effects from realized kurtosis to itself in future periods 20 . Since realized kurtosis measures the occurrence of extreme returns (fat-tailedness), such increases may cause more clusters of return volatility, which last for longer periods of time. This result is consistent with Girard and Biswas (2007) , who find that the volatility persistence is reduced after controlling for both expected and unexpected trading volume. Our finding can be fundamentally explained by a prominent result found in the trading volume -GARCH effect literature (initially reported in Lamoureux and Lastrapes, 1990), which indicates that trading volume is a source of heteroskedasticity (volatility clustering).
An exceptional case is the Latin American region, where we observe the inter-relationship among higher moments to increase with shocks to trading volume (Figure 1) . Even though the behaviour of realized kurtosis under the volume impact is consistent with the above cases ( Figure   20 The spillover from one variable is built on two components: (1) spillover to all other variables in the system and (2) spillover to itself. The first (1) component is the proportion (%) that a shock in the variable contributes to the forecast error of all others; whereas, the second (2) component is the proportion (%) that a shock in the variable contributes to the forecast error of itself.
5), significant elevations in spillover effects from realized volatilities of both stock and FX markets to other higher moments leads to this difference.
Conclusion
This paper comprehensively examines the effects of trading volume on financial return distributions in a behavioral context for regional portfolios. We assess not only how trading volume affects each higher moment but also how volume impacts on their dynamic inter-relationship. We shed new light on the volume -skewness relationship within a regional portfolio context using high-frequency data. The use of high-frequency data provides us with more robust estimates and treats higher moment return measures as observable variables, which can be appropriately modelled in a FIVAR(X) framework.
Empirical findings in our volume -volatility analysis provide support for current information based theories. Hence, we support Chen and Daigler (2008), who interpret these theories as complementary hypotheses rather than treating them as opponents. Further, we add to the literature on volume -volatility relations by also providing evidence of their positive and lead-lag relationship across stock and FX markets. Regarding the volume -skewness interaction, our regional-level analyses is not consistent with Hong and Stein's (2003) findings. Possible explanation of our findings is that the direct impact of trading volume on the level of negative skewness is less significant for a more diversified portfolio. Our explanation is based on the extension of the theory of DOH used in Hong and Stein (2003) with an intuitive expectation that a better diversified portfolio should generate a lower degree of differences in opinions regarding an asset's fundamental value.
Lastly, we investigate the impact of trading volume on the dynamic linkages between higher moments by using a spillover index. We find clear evidence that the strength of the linkages between higher moments is affected by trading volume. The level of the inter-relationship in Asia
Pacific Developed, Western European Developed and Asia Pacific Emerging region decreases with shocks to trading volume. This is mainly due to a decline in the proportion (%) of spillover from 22 realized kurtosis to the lower moments; or equivalently, an increase in the proportion (%) of spillover from realized kurtosis to itself in future periods. This has policy implications for financial market regulations (e.g. the imposition of short-selling bans) that affect trading volume and in turn, financial return distributions and risks. We leave the investigation of short-selling activities on volume spillover for future research.
APPENDICES Part A -Methodologies
A1. Estimation of a FIVAR model
Due to high dimensional systems as well as large sample size in our study, we employ the two-step estimation method, whereby the memory parameters are consistently determined in the first step and the estimation of remaining parameters is subsequently performed with standard econometric techniques. In the first stage, we estimate the memory parameters under a multivariate framework proposed by Shimotsu (2007) 
Operationally, we can generate the term
with the following binomial expansion:
Γ is the gamma function; 1 
A2. Generalized Impulse Response function in a FIVAR model
27
According to Do et. al (2013a) , the GIRF for FIVAR at the horizon h can be expressed by, 
. EK is a (K 2 ×K) matrix of 0 and 1 represented as, 
is the Moore-Penrose inverse of the duplication matrix DK.
With these notations, the asymptotic distribution of the generalized impulse responses for a FIVAR can be written as,
A3. The spillover index in a FIVAR(X) model
Similar to the idea of a generalized variance decomposition of a VAR model (see Pesaran and Pesaran, 2009, section 22.6 .2), we can easily obtain the ( ) { }
= element in the matrix of the h step-ahead variance decomposition of a FIVAR(X) process using the generalized approach as follows, 
The total spillover index evaluates the contribution of all spillover effects from the innovations across all variables to the total forecast error variance. However, as this index cannot separately identify the contribution of spillover from shocks in each variable, we also calculate the directional spillover index to investigate the contribution of each of the realized higher-moments to the total degree of the inter-relationship among them. The directional spillover from variable i to all other variables in the system can be estimated as, (20) denotes the Ljung-Box statistics for up to twentieth order serial correlation; *, ** and *** denote the serial correlation up to lag 20 is significant at 10%, 5%
and 1% significance level, respectively. Further, ‡ and ‡ ‡ indicate the linear trend and quadratic trend are significant at 5% significance level, respectively. Note: *, ** and *** denote that degree of fractional integration is significant at 10%, 5% and 1% significance level, respectively. The z-statistics are reported in parentheses. Note that we include both stock and FX markets of a region in one FIVAR system so the optimal lag reported for Panels A and B are the same. 
Panel B: Spillover from the Trading Volume of Stock market
Notes: RV, RS, RK and Volume denote realized volatility, realized skewness, realized kurtosis and trading volume, respectively. S and V denotes the Stable and Volatile period, respectively. ⊕ denotes the spillover is positively significant. ϴ denotes the spillover is negatively significant.
• denotes the spillover is insignificant. We make conclusion about the significance of spillover effect using the asymptotic 95% confidence interval of the generalized impulse response in FIVAR derived in Do et al. (2013b) , (see Eq. (12)). 
Spillover from the Realized Volatility of Stock market
• denotes the spillover is insignificant. The significance of a spillover effect is based on the asymptotic 95% confidence interval of the generalized impulse response in the FIVAR derived in Do et al. (2013b) , (see Eq. (12)). 
Panel B: Spillover from the Realized Skewness of Stock market
Latin America
• denotes the spillover is insignificant. The significance of a spillover effect is based on the asymptotic 95% confidence interval of the generalized impulse response in the FIVAR derived in Do et al. (2013b) , (see Eq. (12)). (2006) non-parametric test with the null hypothesis that trading volume is not non-linearly Granger causing a higher realized moment. The figures in bold indicate a rejection of the null hypothesis at 5% significance level (i.e., trading volume is non-linearly Granger causing a higher realized moment).
RV, RS and RK denote the realized volatility, skewness and kurtosis, respectively. 
