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る．図 2.1のように，三次元空間の座標系 (X,Y, Z)と，それぞれの画像における画
































d = x1 − x2 (2.4)
ここで，fはカメラの焦点距離，Bはカメラの焦点間距離であり，dは視差である．














図 2.1の配置では，対応点である p1(x1, y1)，p2(x2, y2)は同じ垂直座標をもち，










基準となる画像を I1とし I1内の注目点 I1(x1, y1)に対して，その画素を中心と
した矩形領域 (ウィンドウ)Rを設定し，比較する画像 I2 内のエピボーラ線上の
各画素で輝度値の差の 2乗和 (SSD:Sum of Squared Difference)を計算する．画
像 I1内の画素 I1(x1, y1)に対する画像 I2内の探索範囲を aとし，I2の対応画素を
I2(x2(a), y2(a))とすると，I1(x1, y1)に対する SSDは，
SSD(x1, y1, a) =
∑
(u,v)∈R
(I1(x1 + u, y1 + v) − I2(x2(a) + u, y2(a) + v))2 (2.6)
で求められる．SSDはウィンドウ内の輝度値が近いほど小さくなり，完全に一致












る．図 2.3のように，画像 I1の注目点 pの探索の際に，画像 I2で真の対応点
































差 dからなる視差空間をボクセルV（r, c, d）に分割し，各ボクセルV (r, c, d)に，そ
のボクセルが物体境界に対応する確からしさLt(r, c, d)を設定する．確からしさの
初期値 L0(r, c, d)は次のように決定する．
1. 各ボクセル V (r, c, d)に対応する画像上の点 p1(r, c)と p2(r, c)の画素値の一
致度 (輝度値の差など)を計算
(物体境界に対応するボクセルV (r, c, d)では，対応する画像上の点 p1(r, c)と
p2(r, c+d)が類似した画素値を持つことになり，画素値の差は小さくなる．)
2. 物体境界に対応する可能性が高いほど (画素値の差が小さいほど)大きくなる
ような確からしさの初期値 L0(r, c, d)を計算 (0 ≤ L0 ≤ 1)
次に，以下の式を用いて，ボクセル V (r, c, d)の確からしさ Lt(r, c, d)を伝播さ


















Lt+1(r, c, d) = L0(r, c, d) ×






ここで，α > 1，注目ボクセル V (r, c, d)と各画像の焦点 Cnを通る直線上に存在







更新される．確からしさ Ltを更新することで，例えば，図 2.5の V (r1, c1, d1)を
注目ボクセルとしたときに，V (r1, c1, d1)と焦点 C2を通る直線上のボクセルであ






















計測対象の三次元空間にボクセル V (x, y, z)を定義し，ある V (x, y, z)と各カメ
ラの焦点Cnを結ぶ直線を各々求め，各カメラで撮影された画像へ V (x, y, z)が投
影される位置を決定する．そして，全ボクセルについて投影された各画素間で画素
の一致度（輝度値の差など）を求める．もし，V (x, y, z)が物体境界に対応し，か
つ，全てのカメラから見える場合，各画像上の対応する画素は同様な輝度値を持












ボクセル V (x, y, z)とカメラの焦点Cnを結ぶ直線上に，物体境界に対応すると判
定された他のボクセルが存在する場合，Cnで撮影された画像中では V (x, y, z)が
遮蔽されることになる．そこで，V (x, y, z)での一致度を求める際には，Cn で撮影
された画像を使用しないことにする．例えば，図 2.6において，点 V (xa, ya, za)に
位置するボクセルが物体境界に対応すると判断されたとする．点 V (xb, yb, zb)は，
カメラの焦点 C3と V (xa, ya, za)を通る直線上に位置するため，C3で撮影された
画像 I3中では，V (xb, yb, zb)が V (xa, ya, za)により遮蔽されることなる．そこで，
V (xb, yb, zb)に対応するボクセルでの一致度を求める場合，I3を用いた一致度は使
用せず，カメラC1, C2で撮影された画像 I1, I2のみを用いた一致度を計算する．こ














では，各ボクセル V (x, y, z)について以下のような値
• wn(x, y, z) : V (x, y, z)が画像 Inで可視となる (遮蔽されない)確からしさ
• S(x, y, z) : V (x, y, z)を各画像に投影した箇所の画素の一致度の総和




Step 0. 処理の開始 (物体境界に対応する確からしさを e(x, y, z) = 0とする)
Step 1. 各ボクセル V (x, y, z)の e(x, y, z)の設定を行うため，以下の Step 1.a 1.b
1.cの順に計算
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a. V (x, y, z)が画像 Inで可視となる確からしさwn(x, y, z)を計算
b. V (x, y, z)を各画像に投影した箇所の画素の一致度の総和 S(x, y, z)を
計算
c. V (x, y, z)が物体境界に対応する確からしさ e(x, y, z)を計算




Step 3. ボクセル V (x, y, z)の e(x, y, z)に基づき,物体境界に対応するボクセルを
決定
この処理の流れを図 2.7に示す．Step1,Step2による e(x, y, z)の反復更新により，
物体境界に対応する可能性の高いボクセルは e(x, y, z)が上昇し，物体境界に対応
する可能性の低いボクセルは e(x, y, z)が低下する．反復により e(x, y, z)は収束す
るため，最終的な e(x, y, z)の値に基づき物体境界に対応するボクセルを決定する．
物体境界に対応する確からしさの計算
Step1,Step2では，各ボクセルV (x, y, z)の e(x, y, z)を設定し，他のボクセルの状
態を参照しながらe(x, y, z)を反復更新する．以降では，wn(x, y, z), S(x, y, z), e(x, y, z)
の計算について詳しく説明する．
なお，以下では，図 2.8，2.9に示すように，各視点 on (n = 1, 2, 3, . . . , N)から
撮影された画像を Inとし，V (x, y, z)を Inへ投影した箇所を中心とする矩形領域
をRn(x, y, z)で表す．また，V (x, y, z)と各 onとを通る直線上に位置するボクセル
の集合を ϕn(x, y, z)，V (x, y, z)と各 onとを結ぶ線分上に位置するボクセルの集合
を ϕ′n(x, y, z)とし，各 V (x, y, z)に対する ∪Nn=1ϕn(x, y, z)をΦ(x, y, z)で表す．
• 各ボクセル V (x, y, z)が画像 Inで可視となる確からしさwn(x, y, z)を計算
大きな e(x, y, z)を持つボクセルが ϕ′n(x, y, z)内に存在する場合，V (x, y, z)
は，Inにおいて，そのボクセルにより遮蔽される可能性が高い．そこで，式
(2.8)により，可視となる確からしさwn(x, y, z)を計算する．
wn(x, y, z) = 1 −
maxϕ′n(e(x, y, z)) − avgϕn(e(x, y, z))
maxϕn(e(x, y, z)) − avgϕn(e(x, y, z))
(2.8)
ここで，maxϕn e(x, y, z)と avgϕne(x, y, z)は，ϕn(x, y, z)内での e(x, y, z)の
最大値と平均値を，maxϕ′n e(x, y, z)は，ϕ
′








• 各ボクセルV (x, y, z)を各画像に投影した箇所の画素の一致度の総和S(x, y, z)
を計算
全ての画像対について，V (x, y, z)を Inへ投影した箇所を中心とする矩形領
域Rm(x, y, z), Rn(x, y, z)間の SSDm,n(x, y, z)を求め，式 (2.9)により，画素
の一致度 S(x, y, z)を計算する．
S(x, y, z) =
∑
1≤m<n≤N




式 (2.9)では，V (x, y, z)が可視となる確からしさが低い画像を用いたSSDへ
小さなwm,nを与えることで，遮蔽の影響により S(x, y, z)が増加することを
防いでいる（wm,nには，2つの重みwm, wnの内，値が小さいものを用いる）．
• 各ボクセル V (x, y, z)が物体境界に対応する確からしさ e(x, y, z)を計算
S(x, y, z)が小さい V (x, y, z)は，各 Inで同じように見えており，物体境界に
対応する可能性が高いと考えられる．そこで，式 (2.10)により，物体境界に
対応する確からしさ e(x, y, z)を求める．
e(x, y, z) = 1 − S(x, y, z) − minV S(x, y, z)
maxV S(x, y, z) − minV S(x, y, z)
(2.10)
ここで，maxV SとminV Sは，全ボクセルV (x, y, z)内でのS(x, y, z)の最大
値と最小値を各々表す．
• 物体境界に対応する確からしさ e(x, y, z)の反復更新
Step2では，他のボクセルの状態を参照しながら物体境界に対応する確からし
さ e(x, y, z)の反復更新を行う．注目する V (x, y, z)の e(x, y, z)が，Φ(x, y, z)
内で相対的に小さな値であるならば，その V (x, y, z)が物体境界に対応する
可能性は低いと考えられる．そこで，Φ(x, y, z)内での相対的な大きさに基づ
き，式 (2.11)により，e(x, y, z)の値を更新する．
et+1(x, y, z) = e0(x, y, z) ×
(
et(x, y, z) − avgΦet(x, y, z)
maxΦ et(x, y, z) − avgΦet(x, y, z)
)α
(2.11)
ここで，e0(x, y, z)は，更新される初期値を表し，Step 1cで求めたe(x, y, z)の
値を用いる．また，αは1より大きい定数である．maxΦ et(x, y, z)とavgΦet(x, y, z)




注目するV (x, y, z)のe(x, y, z)が各ϕn(x, y, z)上で極大となるかを調べ，極大とな
るϕn(x, y, z)におけるwn(x, y, z)の総和が閾値γ以上であれば，V (x, y, z)が物体境
界に対応するものと判定する．例えば，図2.9の例で，e(x, y, z)がϕ1(x, y, z), ϕ3(x, y, z)




ことで「対応点決定の曖昧さ」の問題に対処し，また，V (x, y, z)が画像 Inで可視











を参照することで判定精度を向上させる手法では，各 V (x, y, z)において，他のボ
クセルの状態の参照と自身の状態の更新を反復するため，さらに膨大な計算時間























第 2.3.3小節で説明した三次元情報の整合性を考慮した手法では，V (x, y, z) ∈ V
である一つ一つのボクセル V (x, y, z)に対して各ステップの計算が行われるため，
ボクセル空間を P (P ≥ 1)分割して P 個のボクセル領域 Vl(l = 0, 1, . . . , P − 1)を
構成し，P 台のプロセッサ (PEl : ProcessingElement)で並列処理をする手法が
考えられる．このときに，次の 3種類のデータを通信する必要が生じる．
1. Step 1b の式 (2.9)の計算後に各ボクセルV (x, y, z)についてS(x, y, z)の計算の
可否情報 (初回のみ)．
2. Step 1c の式 (2.10)でmaxV S(x, y, z), minV S(x, y, z)の計算に必要な
maxVl S(x, y, z), minVl S(x, y, z)の値．
3. Step 1a の式 (2.8)と Step 2の式 (2.11)，Step 3で計算に必要な e(x, y, z)の値
1.については，あるボクセル V (x, y, z)から視点 onへ投影した時に，画像 In中
に矩形領域Rn(x, y, z)を作れない場合が生じる．この時の V (x, y, z)は SSDを求
められないため，S(x, y, z)が求められない．S(x, y, z)の計算の可否は，直線上の
ボクセルを数え上げる時に計算から省くために必要になる．そのため，各 PEが
担当するV (x, y, z)についてS(x, y, z)の計算の可否を調べ，それを他の全てのPE
へと通信をする．
19
2.については，maxV S(x, y, z), minV S(x, y, z)の計算のために，各PElに割り当
てられたボクセル領域 Vl内でのmaxVl S(x, y, z), minVl S(x, y, z)を各PEそれぞれ
で求め，その値を代表としてPE0が集めて，PE0がmaxV S(x, y, z), minV S(x, y, z)
の値を求めて各 PEへと返す．
3.については，あるボクセル V (x, y, z)の計算に使用するデータは，図 3.1のよ
うに ϕn(x, y, z)，ϕ′n(x, y, z)，Φ(x, y, z)で示す，カメラの視点 onと V (x, y, z)を通
る直線 (または線分)上のボクセルが持つデータである．そのため，あるボクセル










法や，垂直方向に P 分割する手法がある．しかし，あるボクセル V (x, y, z)の計
算に使用するデータは，ϕn(x, y, z)，ϕ′n(x, y, z)，Φ(x, y, z)で示されているように，








め，その傾きの大きさの順にソートして，ボクセル全体を P 分割し，P 台の PE
で並列処理をする．
以下に，本研究で提案する並列計算法の手順を示す．
1. 各視点 on(x, y, z)に配置されるカメラの座標の平均から視点の平均 o′(x, y, z)の
座標を次式により求める．






2. 求めた視点の平均 o′(x, y, z)が原点となるように，元の on(x, y, z)と V (x, y, z)
を o′n(xn, yn, zn)と V
′(x, y, z)へ次式により平行移動する．
o′n(xn, yn, zn) = on(x, y, z) − o′(x, y, z) (3.2)
V ′(x, y, z) = V (x, y, z) − o′(x, y, z) (3.3)
3. o′n(xn, yn, zn)との距離が最小となる直線 at = 0(原点を通る)を次式により計算









































有ベクトルを a1 = (a1x, a1y, a1z)，a2 = (a2x, a2y, a2z)，a3 = (a3x, a3y, a3z)
とする．
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4. o′n(xn, yn, zn)との距離が最小となる直線 a1t(原点を通る)をX軸として座標変
換し，求めた視点の平均 o′(x, y, z)から全てのボクセルに対して引いた各直
線の傾き g(x, y, z)を次式により求める．
g(x, y, z) =
Y (x, y, z)√
X(x, y, z)2 + Z(x, y, z)2
(3.5)
ただし，X(x, y, z), Y (x, y, z), Z(x, y, z)はそれぞれ視点の平均 o′(x, y, z)から
各ボクセル V (x, y, z)までの座標変換したX軸，Y 軸，Z軸方向の距離とし
て次式のように定める．
X(x, y, z) = V ′(x, y, z) · a1(a1x, a1y, a1z) (3.6)
Z(x, y, z) = V ′(x, y, z) · a2(a2x, a2y, a2z) (3.7)
Y (x, y, z) = V ′(x, y, z) · a3(a3x, a3y, a3z) (3.8)
5. 求めた傾き g(x, y, z)の大きさの順にソートしてボクセル全体をP 分割し，P 個
のボクセル領域 Vl(l = 0, 1, . . . , P − 1)を構成する．この時，V = V0 ∪ V1 ∪
. . . ∪ VP−1であり，各ボクセル領域 Vlは傾き g(x, y, z)の小さい順に V0から
VP−1 まで ∥ V ∥ /P 個のボクセルで構成される．ここで，∥ V ∥は全ボクセ
ル V の要素数である．
6. 各ボクセル領域 Vlを PElに割り当てて，PElは割り当てられたボクセル領域
Vlの V (x, y, z)についてのみ計算を行うことで並列的に処理を行う．
ボクセルを P = 4として分割する場合の概略図を図 3.2に示す．図に示すよう
に，各カメラの視点 onとの距離が最小になる直線 a1tを求め，その直線を軸とし
た座標変換をし，その直線上にある視点の平均の座標 o′(x, y, z)から各ボクセルを
通る直線の傾き g(x, y, z)を求め，その傾きの大きさの順にソートして，ボクセル
全体を P 分割し，P 台の PEで並列処理をする．このとき,各 PElがボクセル領
域 Vlの V (x, y, z)について計算をすることで並列計算が行われる．この手法によ
り，同一直線上のボクセルデータが同一 PE内に比較的多く配置されるため，単







図 3.2: ボクセルを視点の平均からの傾きにより分割し各 PEに割り当て
3.3.1 実験内容
ボクセル全体を水平方向 (x-z平面に平行な方向)に P 分割して，P 台の PEで
並列処理をした場合と，前節で提案した並列化手法を用いて，直線の傾きにより
ボクセル全体を P 分割して，P 台の PEで並列処理をした場合の計算時間の結果
を比較し，評価を行う．
3.3.2 実験環境
実験には 4台のカメラと 2個の物体Object1,2を用い，図 3.3，3.4 に示すように
各々を配置した．各カメラで撮影し実験に用いた画像 I1～I4を図 3.5に示す (画像
サイズは 680× 480画素)．計測範囲である三次元空間は，x，y，z方向に各々100
× 100× 100個のボクセルに分割している (1ボクセルのサイズは 8× 2× 8mm)．
また，式 (2.9)中の SSDを求める際には，並行化した画像対を用い，Rn(x, y, z)と
して 17× 17画素の矩形領域を使用している．
なお，式 (2.11)中のパラメータをα = 1.5とし，物体境界に対応するボクセルを
判定する際の w(x, y, z)に対する閾値は γ = 1.3とし，Step 2の反復回数を 10回，
Step 1, 2の反復回数を 2回とした時の計算時間を測定した．
また，実験で用いたクラスタマシンの性能を表 3.1に示す．クラスタマシンには，
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図 3.3: 視点と物体 (object1,2)の配置







CPU AMD Opteron DP Model 246 Processor
2.0GHz
Memory PC3200 ECC Registered DDR-SDRAM
2GB
Number of Nodes 23




図 3.7に，ボクセル V を水平方向にP (P = {1, 2, 4, 8, 16})分割して三次元形状
計測を行った際の計算時間の内訳を示す．ここで，横軸は計算に使用したプロセッ
サ (PE)数，縦軸は計算に要した時間である．PE数が 1の場合は，グラフの下か
ら，初期設定に必要な計算時間，Step 1，Step 2，Step 3の各計算時間が積み上げ
られている．また，PE数が 2以上の場合には，Step 1と Step 2の計算時間の間









方向に P 分割したときの全体の計算時間は，PE数が 8前後で頭打ちになってし












図 3.8に，提案した並列計算法によりボクセル V を P 分割して三次元形状計測
を行った際の計算時間の内訳を示す．水平方向にP 分割した場合と同様に，各PE
がそれぞれの担当ボクセル領域内に存在するボクセルの計算だけを行うため，各
Stepとも計算時間が削減されていることがわかる．あるボクセルV (x, y, z)の計算
に使用するデータは，カメラの視点 onと V (x, y, z)を通る直線 (または線分)上の
ボクセルが持つデータであるため，視点の平均 o′(x, y, z)から V (x, y, z)に引いた







P = {1, 2, 4, 8, 16}の時の計算時間
(3.9)















図 3.7: 全体の計算時間 (水平分割)















信が発生する．P 台のPEで並列処理を行う場合，以下に示す通り 2P − 2回の逐
次通信を行う必要がある．ここで矢印はボクセルデータの通信の流れを示す．
1. PE0 → PE1
2. PE1 → PE0
3. PE1 → PE2
4. PE2 → PE1
...
(2P − 3).　 PEP−2 → PEP−1
(2P − 2).　 PEP−1 → PEP−2
図 4.1に，P = 8の場合に逐次通信を行った時のタイムチャートを示す．縦軸
は通信をする時の送信元PEであり，四角の中のPEは送信先 PEを表している．






1. PE0 → PE1　 PE2 → PE3　 · · ·　 PEP−2 → PEP−1
2. PE0 ← PE1　 PE2 ← PE3　 · · ·　 PEP−2 ← PEP−1
3. PE1 → PE2　 PE3 → PE4　 · · ·　 PEP−3 → PEP−2
4. PE1 ← PE2　 PE3 ← PE4　 · · ·　 PEP−3 ← PEP−2
図 4.2に，P = 8の場合に並列通信を行った時のタイムチャートを示す．各PE
がなるべくアイドル状態にならないように並列通信を行うことで通信に必要な時
間を削減することができる．特に，P ≥ 3の時には，P の値に関わらず 1.～4.ま
での 4段階で隣り合った PE間の通信を完了させることができるため，P の値が
大きいほど通信時間の短縮効果が大きくなる．
なお，P の値を増やしていくにつれて，PElの計算に必要なボクセルデータが

















上比が向上し，図 4.5に示すように PE数が 16のときに速度向上比が 8.7と改善
された．
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図 4.1: 逐次通信する場合 (P = 8)
図 4.2: 並列通信する場合 (P = 8)
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を行わないボクセル V (x, y, z)が存在することがある．例えば，Step 1b の式 (2.9)
では，全ての画像対について，ボクセルV (x, y, z)を Inへ投影した箇所を中心とす
る矩形領域Rm(x, y, z), Rn(x, y, z)間の画素値の差の 2乗和である SSDm,n(x, y, z)
を求め，画素の一致度 S(x, y, z)を計算するが，この画素の一致度 S(x, y, z)が計
算できない V (x, y, z)が生じることがある．図 4.6に示すような場合は，ボクセル
V (x, y, z)を Inへ投影した箇所を中心とする矩形領域Rm(x, y, z), Rn(x, y, z)を作
成できるため，全ての画像対について SSDm,n(x, y, z)を求め，S(x, y, z)を計算す
るが，図 4.7に示すように，定義したボクセルの内，端に V (x, y, z)がある場合は，
矩形領域Rm(x, y, z), Rn(x, y, z)を作成できないことがあり，SSDm,n(x, y, z)が求
められず，S(x, y, z)を計算できない．S(x, y, z)を計算できない V (x, y, z)は，式
(2.9)以降，計算を行わないボクセルとなるため，ボクセルV を傾き g(x, y, z)を用
いてP 分割してP 台のPEで並列処理をした場合，上下のボクセル領域を担当す





割を行う．Step 1b の式 (2.9)で画素の一致度 S(x, y, z)を計算終了後，各 PEは，
自身の担当するボクセル領域 Vl内のボクセル V (x, y, z)についての S(x, y, z)の計
算の可否情報を他の PEへと通信を行う．これにより，どの PEも全ボクセル V
の V (x, y, z)について S(x, y, z)の計算の可否情報を保持する．ここで，S(x, y, z)
を計算できた全ての V (x, y, z)について式 (3.5)で求めた傾き g(x, y, z)の大きさの
順にソートしてP 分割し，P 個のボクセル領域 Vlを構成する．各ボクセル領域 Vl
を PElに割り当てて，PElは割り当てられたボクセル領域 Vlの V (x, y, z)につい
てのみ計算を行うことで並列的に処理を行う．このようにボクセル空間の再分割
をすることで，S(x, y, z)を計算できた V (x, y, z)が各ボクセル領域 Vlに均等に配
分されて，計算負荷のバラつきを軽減することができる．なお，S(x, y, z)を計算





図 4.6: SSDが計算可能なボクセル V (x, y, z)の図
図 4.7: SSDが計算不可能なボクセル V (x, y, z)の図
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じ環境で評価をしている．

















× 200× 200個のボクセルに分割し (1ボクセルのサイズは 4× 1× 4mm)，定義
するボクセルの数を増やすことで三次元形状計測の精度を上げた場合の計算時間
の測定を行う．このとき，その他の実験環境は第 3.3節と同様の条件で測定を行っ
た．図 4.11～4.14に，ボクセル V を水平方向に P 分割して三次元形状計測を行っ






図 4.11～4.14に示されるように，ボクセルの数を 100× 100× 100から 200×
200× 200に増やしたことによりさらに膨大な計算時間が必要になることがわか












つ，視点 onとボクセル V (x, y, z)を通る直線上にあるボクセルの数も増えるため，
必要な計算時間は著しく増加する．しかし，通信時間は，あるボクセル領域 Vl内

























図 4.11: 全体の計算時間 (水平分割)(ボクセル数 2003)
図 4.12: 全体の計算時間 (傾きによる分割)(ボクセル数 2003)
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図 4.13: 全体の計算時間 (傾きによる分割 & 並列通信)(ボクセル数 2003)
図 4.14: 全体の計算時間 (傾きによる分割 & 並列通信 & 再分割)(ボクセル数 2003)
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図 4.15: 通信時間の比較 (ボクセル数 2003)
図 4.16: ボクセル空間の再分割による計算時間の削減量 (ボクセル数 2003)
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