This paper formulates a simple explicit local version of the classical meshless radial basis function collocation (Kansa) method. The formulation copes with the diffusion equation, applicable in the solution of a broad spectrum of scientific and engineering problems. The method is structured on multiquadrics radial basis functions. Instead of global, the collocation is made locally over a set of overlapping domains of influence and the time-stepping is performed in an explicit way. Only small systems of linear equations with the dimension of the number of nodes included in the domain of influence have to be solved for each node. The computational effort thus grows roughly linearly with the number of the nodes. The developed approach thus overcomes the principal largescale problem bottleneck of the original Kansa method. Two test cases are elaborated. The first is the boundary value problem (NAFEMS test) associated with the steady temperature field with simultaneous involvement of the Dirichlet, Neumann and Robin boundary conditions on a rectangle. The second is the initial value problem, associated with the Dirichlet jump problem on a square. Tile accuracy of the method is assessed in terms of the average and maximum errors with respect to the density of nodes, number of nodes in the domain of influence, multiquadrics free parameter, and timestep length on uniform and nonuniform node arrangements. The developed meshless method outperforms the classical finite difference method in terms of accuracy in all situations except immediately after the Dirichlet jump where the approximation properties appear similar.
INTRODUCTION
The problems in science and engineering are usually reduced to a set of coupled partial differential equations. It is not easy to obtain their analytical solution, particularly in nonlinear and complexshaped cases, and discrete approximate methods have to be employed accordingly. The finitedifference method (FDM), the finite-element method (FEM), and the boundary-element method (BEM) are most widely used among them at the present. Despite the powerful features of these methods, there are often substantial difficulties in their application to realistic, geometrically complex, three-dimensional transient situations with moving and/or deforming boundaries. A common complication in the mentioned methods is the need to create a polygonisation, either in the domain and/or on its boundary. This type of (re)meshing is often the most time-consuming part of the solution process and is far from being fully automated.
In recent years, a new class of methods is in development which does not require polygonisation but uses only a set of nodes to approximate the solution. The rapid development of these types of meshfree (meshless, polygon-free) methods and their classification is elaborated in the very recent monographs [1] [2] [3] [4] . A broad class of meshfree methods in development today is based on radial basis functions (RBFs) [5] . The RBF collocation method or Kansa method [6] is the simplest of them. This method has been further upgraded to symmetric collocation [7, 8] , to modified collocation [9] and to indirect collocation [10] . The method has been already used in a broad spectrum of computational fluid dynamics problems [11] such as the solution of Navier-Stokes equations [12] or porous media flow [13] and the solution of solid-liquid phase change problems [14] . In contrast to advantages over mesh generation, all the listed methods unfortunately fail to perform for large problems, because they produce fully populated matrices, sensitive to the choice of the free parameters in RBFs. Sparse matrices can be generated by the introduction of the compactly supported RBFs, and the accuracy of such an approach can be improved by the multilevel technique [15] . One of the possibilities for mitigating the large fully populated matrix problem is to employ the domain decomposition [16] . However, the domain decomposition reintroduces some sort of meshing which is not attractive. The concept of local collocation in the context of an RBF-based solution of the Poisson equation has been introduced in [17, 18] . For interpolation of the function value in a certain node the authors use only data in the (neighbouring) nodes that fall into the domain of influence of this node. The procedure results in a matrix that is of the same size as the matrix in the original Kansa method, however it is sparse. Circular domains of influence have been used in [17] and stencil-shaped domains in [18] . In [17] , the one-dimensional and two-dimensional Poisson equation has been solved by using multiquadries and inverse multiquadrics RBFs with a detailed analysis of the influence of the free parameter on the results. In [18] , a class of linear and nonlinear elasticity problems have been solved with a fixed free parameter. The differential quadrature method that calculates the derivatives of a function by a weighted linear sum of functional values at its neighbouring nodes has been structured with the RBFs in [19] . Despite the local properties, the matrix still has a similar form as in [17, 18] . This paper formulates a simple meshfree solution procedure for solving the diffusion equation which overcomes even the solution of the large sparse matrices.
GOVERNING EQUATIONS
Let us limit our discussion to solution of the heat diffusion equation, defined on a fixed domain gt with boundary F pc~--~T = V. (kVT), (I) with p, c, k, T, t standing for density, specific heat, thermal conductivity, temperature, and time. The material properties p, c, k may depend on the position and temperature, i.e., the problem might be inhomogeneous and nonlinear. The solution of the governing equation for the temperature at the final time to + At is sought, where to represents the initial time and At the positive time increment. The solution is constructed by the initial and boundary conditions that follow. The initial value of the temperature T(p, t) at a point with position vector p and time to is defined through the known function To T(p, t0)=T0(p); p C f~+r.
(2)
The boundary F is divided into not necessarily connected parts F = F > U F N U I "R with Dirichlet, Neumann, and Robin type boundary conditions, respectively. At the boundary point p with normal nr and time to _< t _< to + At, these boundary conditions are defined through known
functions TD, TN T~, R
Wl~ref T = TD; p C F D,(3)--~-0 T = TN; p C F N, (4) 0np 0 On--~T = TF R (T -T~.ef) ; p E F R.(5)
SOLUTION PROCEDURE
The representation of temperature over a set of tN arbitrarily spaced nodes lP,,; n = 1, 2, ..., iN is made in the following way:
k--i where l~k stands for the shape functions, lak for the coefficients of the shape functions, and iK represents the number of the shape functions. The left lower index on entries of expression (6) represents the domain of influence (subdomain) lw on which the coefficients lak are determined. The domains of influence lw can in general be overlapping or nonoverlapping. Each of the domains of influence lw includes iN nodes of which zNa can in general be in the domain and tNr on the boundary, i.e., iN = lNa +INF. The domain of influence of the node IP is defined with the nodes having the nearest iN -1 distances to the node tP. The five node zN = 5 and nine node supports IN = 9 are used in this paper. The coefficients can be calculated fl'om the subdomain nodes in two distinct ways. The first way is collocation (interpolation) and the second way is approximation by the least squares method. Only the simpler collocation version for calculation of the coefficients is considered in this text. Let us assume the known function values iTn in the nodes tP,~ of the subdomain lw. The collocation implies zN T(lp~) = E l~k(IPn)lak.
For the coefficients to be computable, the number of the shape functions has to match the number of the collocation points zK = zN, and the collocation matrix has to be nonsingulm. The system of equations (7) can be written in a matrix-vector notation l~la --lT; ~Ok~ = l~k(IPn), 1T,, = T(Ipn).
The coefficients la can be computed by inverting system (8) ta --10-liT.
By taking into account the expressions for the calculation of the coefficients ic~, the collocation representation of temperature T(p) on subdomain lw can be expressed as zN zN
Let us introduce a two-dimensional Cartesian coordinate system with base vectors i~; g = x, y and coordinates pC; q = x, y, i.e., p -ixpx + i~py. 
where c represents the dimensionless shape parameter. The scaling parameter lr~ is set to the maximum nodal distance in the domain of influence rm(lp,~);
The explicit values of the involved first and second derivatives of ~k(P) are
Py -lPky
What follows elaborates the solution of the heat diffusion equation (1), subject to the initial condition (2) , and boundary conditions (3)-(5). The diffusion equation can be transformed into the following expression by taking into account the explicit time discretization:
pc-~ ~ At
The unknown function value Tl in domain node Pl can be calculated as
T~Tol + at V. (ko~VTol) = Tol + A--L-t [Wo,. VTo, + kol" V2Tol] • (21)

Pol col Pot cot
The explicit calculation of the above expression in 2D is
where formulas (11) and (12) 
The coefficients za are calculated from the system of linear equations
System (24) can be written in a compact form
with the following system matrix entries:
and with the following explicit form of the augmented right-hand side vector:
(27) STEP 4 . The unknown boundary values are set from equation (7).
The steady-state is achieved when the criterion max ITn --To,~l _~ Tste
(2s)
is satisfied in all computational nodes Pn; n = I, 2,..., N. The parameter Tste is defined as the steady-state convergence margin. In case the steady-state criterion is achieved or the time of calculation exceeds the foreseen time of interest, the calculation is stopped.
NUMERICAL EXAMPLES
First Test: Boundary Value Problem
The problem is posed on a two-dimensional rectangular domain t2 : p~-< p~ < p+, p~-< p < y < p+, and boundary F 2 : p~ p~, p, _< py <_ p+, F + : p~ = p+, p~-_< py _< p+, 
t--px)] =h (30)
This solution represents the NAFEMS benchmark test No. 10 [20] . The solution is in reference [20] given in terms of analytical value for temperature TNAFEMS = 18.25°C at PNAFEMS x = 0.6 m, PNAFEMS y = 0.2 iI1. The rounded eight digit accmate analytical solution used in this paper is TNAFEMS = 18.253756°C. The anal~ical solution has been calculated also in all computational nodes in order to be able to calculate the error measures that follow. The maximum absolute temperature error Tm~x and the average absolute temperature error T~vg of the numerical solution at time t are defined as
n=l where T and T~,~ stand for numerical and analytical solution, N represents the total number of all nodes p~ of which first NF nodes correspond to the boundary and the remaining Na to the domain. The node with the maximum temperature error is denoted as Pm~×. The chosen error measures have been made compatible with the studies [21, 22] .
Computational Parameters and Discussion of the First Test Case
The calculations are performed on three uniform node arrangements in maximum error; however the average error can still be significantly improved when changing the parameter c from 8 to 16. The solution with node arrangement 13 x 21 and c = 32 did not converge. Table 4 shows the same type of information as Table 3 , however with the nine-noded domain of influence. In this case the solution with c = 16 and c = 32 did not converge. This result is consistent with the fact that more nodes are used in multiquadrics collocation methods the more the free parameter is restricted to smaller values. Comparison of Tables 3 and 4 shows that better results can be achieved with smaller domain of influence. At the fixed parameter c = 8 the average error is smaller with the smaller domain of influence and the maximum error is smaller with the larger domain of influence.
Next, the calculations are performed on the nonuniform randomly displaced node arrangement. Here, the results did not converge with the five-noded domain of influence. Comparison of Tables 5 and 4 shows the expected degradation of the accuracy with the node arrangement randomisation. Tables 6 and 7 show accuracy of the developed meshfree method in the NAFEMS reference point as compared with the classical FDM. The accuracy of the meshfree method with the uniform 61 x 101 node arrangement and five-noded domain of influence is almost two orders of magnitude higher than with the FDM method structured in the same gridpoints. The error is increased in case of nonuniform node arrangement. However, also in nonuniform case, the error Table 4 . Accuracy of the solution as a function of multiquadrics free parameter c in terms of average and maximum error and the position of maximum error for 61 x 101 node arrangement and nine-noded domain of influence.
Pm.x~ [m]
ATma× Table 7 . Accuracy of the classical FDM solution in NAFEMS reference point as a function of regular grid density. in the reference point is only 0.2143°C (i.e., in the permille range) compared to the characteristic problem temperature difference of 100°C.
Second Test: Initial Value Problem
The geometry of the problem is formally posed on a similar region as the first test case; however the region is square with Px = 0m, p+ = 1.0m, py = 0m, p+ = 1.0m. node arrangement. The accuracy of the method is assessed in terms of the maximum and average errors at times t = 0.001 s, t = 0.01s, t = 0.1s, and t = 1.0s. Tables 8-10 show accuracy of the solution as a function of multiquadrics free parameter c for different grid arrangements and five-noded support. One can observe the improvement of the Table 8 . Accuracy of the solution as a function of nmltiquadrics free parameter c at times t = 0.001s, t = 0.01s, t = 0.1s, and t = 1.0s in terms of average error, maximum error, and the position of the maximum error for 11 x 11 node arrangement with five-noded domain of influence and At = 10 .4 s. Table 9 . Accuracy of the solution as a function of multiquadrics free parameter c at times t = 0.001s, t = 0.01s, t = 0.1s, and t = 1.0s in terms of average error, maximum error, and the position of the maximum error for 21 x 21 node arrangement with five-noded domain of influence and At = 10 .4 s. Table 10 . Accuracy of the solution as a function of multiquadrics free parameter c at times t = 0.001s, t = 0,01s, t = 0.1s, and t = 1.0s in terms of average error, maximum error, and the position of the maximum error for 41 x 41 node arrangement with five-noded domain of influence and At --10 -4 s. Table 11 . Accuracy of the solution as a function of multiquadrics free parameter c at times t = 0.001s, t = 0.01s, t = 0.1s, and t = 1.0s in terms of average error, maximum error, and the position of the maximum error for 41 x 41 node arrangement with five-noded domain of influence and At = 10 -5 s. Tables 10 and 11 shows expected convergence properties of the method, that better results can be achieved with reduction of the timestep from At = 10 -4 s to At = 10 -5 s. Information in Tables 12 and 13 shows Table 13 . Accuracy of the FDM solution at times t = 0.001s, t = 0.0Is, t = 0.1s, and 1 = 1.0s in terms of average and maximum errors and the position of maximum error for 101 x 101 regular grid and At = 10 -5 s. matrix is large and sparse [15, [17] [18] [19] . The method is simple to learn and simple to code. The method can cope with very large problems since the computational effort grows approximately linear with the number of the nodes. The developments in this paper can be straightforwardly extended to tackle other types of partial differential equations. Our ongoing research is focused on the extension of the method to implicit time-marching which might overcome the inherent stability problem of the explicit approach.
CONCLUSIONS
