To overcome the defects of traditional adaptive Least-mean-square(LMS) algorithm, figure out the problem that the existing algorithms' system identification abilities would decline while their input signals are correlated with each other, a novel variable step-size and variable parameters adaptive system identification algorithm based on modified decorrelation principle is proposed. The design theories and process, the selection principles of the adjusting parameters and the performance analysis of the algorithm are all given below. In the algorithm, the rate of its convergence is improved by the modified decorrelation principle. Variable step size in the algorithm is based on hyperbolic tangent function, it is adjusted by the mean value of the gradient vector, so the system can modify it step size by the energy of the input signals and the real-time error. The variable step size also introduce the self-correlation of the real-time error to retrain the influence of the independent noises. Theory and simulation results verified the system identification abilities and the superiorities of the algorithm under different circumstances.
Introduction
Adaptive filter is a special kind of wiener filter who can automatically adjust its own parameters, this characteristic decides it can be used for adaptive system identification. However, there is a contradiction between the convergence speed and the steady-state MSE in traditional LMS algorithm. To overcome this contradiction, numerous variable step-size LMS algorithms were proposed. The step-size was proportional to the cross-correlation function of instantaneous estimation error and input signal in paper [2] ,this algorithm improved the performances compared with NLMS with increase in computation cost, and it can't be used in real-time occasions. Paper [3 ] used the square form of instantaneous error to update step-size, this algorithm got a better performance in stationary environment but it was very sensitivity to measurement noise. Paper [5] was the improvement of paper [4] ,it showed us a simple form of Sigmoid function, this kind of step-size can get a faster convergence speed and better system tracking ability when there is an abrupt system variation, but its performance would getting worse in lower SNR environment. Paper [7] was the improvement of paper [6] ,it employed the self-correlation of instantaneous error signal to reduce the noise disturbance, it also introduced a compensating factor to make sure the step-size vary slowly in steady-state. Actually, the self-correlation of the error signal was very small in high order system, this would make the step-size of the algorithm diminish quickly and get the minimal value before system converged. Paper [8] was the improvement of paper [3] , it achieved a better performance, but the use of the square form of instantaneous error like paper [3] in step-size raised its sensitivity to measurement noise. Paper [9] used a quotient form of filtered versions of the quadratic error to adjust the step-size, but it was also very sensitivity to measurement noise. Paper [10] was inconvenient to use for it proposed two different form of variable step-size corresponding to stationary and nonstationary environment. Paper [11] proposed a algorithm with a gradient-based weighted average, but the weight of the system may fluctuate when the amplitude of input signal was too high. Paper [12] used the cost function to get the optimal step-size. 4th International Conference on Sensors, Measurement and Intelligent Materials (ICSMIM 2015) Based on the analysis above, considering the powerful functions of virtual instrument and the benefits of Hyperbolic tangent function, a novel variable step-size and variable parameters LMS adaptive system identification algorithm was proposed based on LabVIEW for real-time applications. A good algorithm must consider the characters of input signal, but paper [1] [2] [3] [4] [5] [6] [7] were all based on the hypothesis that input signals were all independent to each other. Although paper [8] [9] [10] [11] [12] had better performance with correlated input signal, they didn't deal with the input signal and their performance would decline quickly when the correlation coefficient greater than 0.7.In practice, signals are correlated to each other, the performance and the convergence speed of a system would decline sharply if there are no necessary measures. Therefore, in this paper, modified decorrelation principle was used to decorrelate the correlation between input vectors before we identify the system. Theory and simulation results verified the superiorities of the algorithm proposed in this paper.
Algorithm formulation and its performance analysis
Principle of adaptive system identification Fig.1 (6) Computing the partial derivatives on both side of (4) (9) Adaptive system identification algorithm is combined by (1), (2) , (3)and (9) .This algorithm was wrote in complex form, real form is its special case. LMS is based on general stationary random process, but it also apply to definite or nonstationary environment. Apply this algorithm into system identification, we can get the optimal Wiener solution ()() o nn = ww as long as a suitable step-size µ or variable step-size () n µ was chosen, then the system we identified can be write as ()()() H ynnn =wx .
Variable step-size&Variable parameters adaptive system identification algorithm
According to the principle of variable step-size [2] ,we take the following step-size adjust scheme: σ as the power of measurement noise, we get:
then: 
The convergence in mean sense of a system can be represented by [ only, the system would not be so sensitive to () vn ,but the self-correlation of () en would getting smaller as the length of filter getting longer, this would surely smaller the step-size, slow down the convergence speed and deteriorate the performance of the algorithm in limited time. If we introduce ** ()(1)()() enenenen −+ ,the performance in higher order system would be improved, but it would be still affected by () vn . From Eq. (7) we know that the steepest drop direction of adaptive LMS algorithm is is insensitive to () vn .So we introduce * ()() nen x to adjust step-size in this paper. Actually, the cross-correlation of () n x and () en is stronger than the self-correlation of () en ,hence, the step-size would not decrease sharply in high order system. Besides, this expression can stronger the tracking ability for it considers input signal in variable step-size formula. In this paper, we adopt the average value of the sum of Gradient vector to update step-size. This formula can avoid the weight vector from fluctuating when the amplitude of input signal is too high or fluctuate significantly, so it can improve the performance of the algorithm.
Based on the analyses above, we can get the formula of () n α , () n β and () Fn in Eq.(10) as follows: () n α is the same as paper [18] ,this is mainly because it is proportional to () en and we should ensure smaller () n α as far as possible to avoid the step-size oversizing along with () Fn . () n β uses the recursive form of the self-correlation of () en to restrain the effect of independent measurement noise furtherly. Besides, when the algorithm converging to optimal value, the self-correlation of () en will getting smaller to smaller the steady-state error: . Considering the design principle of the two adjusting factors m and k in (10) . m controls the shape of the function, we can make the step-size vary slowly in steady-state by changing its value. When
Fn < ,the step-size would getting larger as the value of m getting smaller. So, if the value of m is too large, the step-size might equals zero even if the system have not steady, this would surely bigger the steady-state error. If the value of m is too small, the step-size would be too big even if () en is tiny, still, this would bigger the steady-state maladjustment error and interfere the convergence performance of the system. When The variable step-size of this algorithm is combined by (10), (14) and (15) .Replace µ in eq. (9) as () n µ in eq.(10) can finally get our variable step-size LMS adaptive algorithm. Theoretically, the new algorithm has simple structure for it was adjusted by Hyperbolic tangent function; () en and the average value of Gradients vector make the step-size of the algorithm getting smaller along with the convergence progress and would not decrease sharply in high order system, this is corresponding to the principle of variable step-size: speed up the rate of convergence using large step-size at the initial stages, and reduce the estimation error with small step-size in steady-state; The algorithm is able to reduce its sensitivity to the measurement noise () vn and keep in good performances in low SNR environment for it was adjusted by factors independent to () vn ;The algorithm is able to response the variation of the input signals and the whole system no matter in stationary or nonstationary environment for it was adjusted by Gradients vector. However, our algorithm have not considered correlated input signals yet, this will be discussed in latter sections.
Performance of the algorithm convergence in mean sense
The algorithm discussed in the last section was based on general stationary random process, but in nonstationary environment, the weight vector of a system was given by a lowpass filter who was driven by a zero-mean white Gaussian () n γ with 2 γ σ as its variance. When 2 0 γ σ = ,the system would turn into stationary, so we would like to learn the convergence in mean sense of the algorithm in nonstationary environment:
(1)()() oo nnn +=+ ww γ (16) From (11) we get:
is the weight error vector. From (9), (16) and (17),we can get the transient behavior of () n ρ : 
where (1)(1)
.Actually, (1) k n ρ ∧ + is the k th natural mode of our LMS adaptive filter. When system getting stable, natural modes will disappear, weight vector will approach to optimal Wiener solution () o n w and (1)() nn ∧∧ +≈ ρ ρ .So the convergence in mean sense can be learned base on the expectation of () n ∧ ρ .Take expectation on both sides of(19) yields: (21) where η denotes the eigenvalues of () n D , det means get the determinant, λ i is the ith eigenvalue of the input correlation matrix R . We can ensure all the solutions of (21) within the unit circle by making sure both the smallest and the largest solutions to be within the unit circle. That is: Jn denotes the excess mean square error(EMSE) of a system, which is given by paper [15] 
Note that in (32),the eigenvalue decomposition theorem was used, that is, the trace of a matrix equals the sum of its eigenvalues. In the steady-state, we assume lim (1) 
Substituting (36) For 1 r − is tiny, neglect the last term of (43) we get:
Taking the expectation on both sides of (15) 
Eq. (51) and (52) show that the misadjustment, the steady-state mean step-size and the steady-state mean square step-size are all free from the MSE no matter in stationary or nonstationary environment. This is mainly because our algorithm adopted gradient vector to adjust step-size, so the MSE would approach to zero in steady-state. These analytic results corroborate that our algorithm is very insensitive to measurement noise. The superior properties are also indicated.
Decorrelation theorem
The elements of the input vector in the above variable step-size adaptive system identification algorithm are the displacement form of (1) xnN −+,it means that the input signals are all correlated to each other. Simulation results indicated that the performance of the algorithm would decline rapidly if we neglect this problem, and would getting worse as the correlation getting stronger. So we should decorrelate the input signals before we go on into the adaptive algorithm.
Correlation coefficient denotes the correlate degree of signals, which is given by paper [16] as: (1) 2222 ()(1)() (1) [(())( (1))](())( (1) ,(54) equals: simulated in LabVIEW for real-time applications. In the examples, algorithms in paper [5] and paper [18] were compared to demonstrate that our algorithm can lead to better identification abilities no matter in weakly correlated, strongly correlated, stationary, nonstationary, Low SNR or abrupt system variation environments. Besides, the design principles of adjusting factors m and k are also given below. To begin with, let us describe the experimental setup and parameter settings: The functions of different k to the system can be neglected under the environment above when m is fixed as Fig.3 shows. Here we take .It can be seen that our algorithm achieves lower steady-state MSE and faster convergence speed compared to the two other algorithms. And frequently the two other algorithms may diverge and can't converge to optimal weight vector. .It can be easily seen that under this circumstance the two other algorithms may diverge even at the beginning of the system whereas our decorrelation algorithm can still converge to the optimal weight vector quickly, and its performance is no worse than weakly correlated case. Fig.6 shows the learning curves of our algorithm and the two other algorithms with weakly correlated input signal and low SNR, that is ,
It can be easily seen that under this circumstance our algorithm can still converge to the optimal weight vector quickly and its steady-state MSE can still reach to the level of 10 -2 whereas the algorithm in paper [5] may diverge at the beginning of the system and sometimes the algorithm in paper [18] may also diverge. Keep lowing SNR, our algorithm still have incomparable convergence performance. Fig.7 shows the learning curves of our algorithm and the two other algorithms with weakly correlated input signal and an abrupt system variation at iteration 500 such that the weight vector that has already identified turn back to zero again and the optimal weight vector changes to . It can be seen that our algorithm can still keep in good convergence performance and achieve a faster tracking behavior and lower misadjustment whereas the algorithm in paper [5] is totally divergent and sometimes the algorithm in paper [18] may also diverge at iteration 500. paper [5] paper [18] VV-LMS paper [5] paper [18] VV-LMS paper [5] paper [18] VV-LMS σ is tiny for all algorithms. The algorithm in paper [5] may still diverge under these conditions while our algorithm and the algorithm in paper [18] can adaptive converge with the variance of the environment. The performance of our algorithm is obviously better than paper [18] .
Conclusion
This work presented a new variable step-size and variable parameter adaptive system identification algorithm based on modified decorrelation principle. Unlike many existing approaches, we adjust the variable step-size by Hyperbolic tangent function and the mean value of gradient vector, and decorrelate the input signals before go on into the adaptive algorithm. This algorithm can overcome the defects of the existing algorithms that they can't deal with strongly correlated input signals and their performance would decline in nonstationary environment, it is very insensitive to measurement noise and has simple structure. The step-size would adaptively decrease following the convergence progress and can abruptly increase when there is an abrupt system variation. The analytic and simulation results verified that our algorithm has lower steady-state MSE and faster convergence speed no matter the input signals are correlated or noncorrelated, the system is in low SNR, stationary or nonstationary environment and weather there is an abrupt system variation, when compared to the existing representative approaches. The superior properties of our algorithm would be more evident with higher correlated signals. Meanwhile the realization of the algorithm in LabVIEW can satisfy the real-time applications.
