After studying the topological structure of neighboring nodes in the WSN, we present a local localization (LLA) algorithm by combining the ideas of principal manifold learning and nonlinear dimension algorithm. This algorithm is particularly suitable for determining the relative locations of sensor nodes in the large-scale and low-density WSNs, where the low connectivity between nodes and the large ranging error between long-distance nodes usually make accurate localization quite difficult. In this algorithm, based on the pair-wise distance between each node and its neighbor nodes within a certain communication range, the local geometry of the global structure is firstly obtained by constructing a local subspace for each node, and those subspaces are then aligned to give the internal global coordinates of all nodes. Combined with the global structure and the anchor node information, we can finally calculate the absolute coordinates of all unknown nodes in the least squares algorithm.
Introduction
Wireless sensor network (WSNs) is a new information acquisition and processing technology. It makes a wide application prospect in the fields of environmental monitoring, target tracking, intelligent traffic and intrusion detection.
In these applications, most of them get to know the location information of sensor nodes in the WSNs when they get the monitoring information. Obtaining sensor node location information is of great importance. Only the monitoring data of the location information can be used to specify the location of the event and to achieve the target location and tracking.
Position distribution of acquisition sensor nodes can improve the efficiency of network routing, so as to realize the automatic configuration load balancing and network topology of the network coverage, improve the quality of the whole network, can also provide named network space. So, one of the key technologies of WSNs is to design a scientific and effective localization algorithm.
The essence of WSNs node positioning is to explore the positional relationship between nodes by means of the relationship between distribution characteristics of all nodes in the network and metrical information [5, 7, 15] , and then locate the coordinate of unknown nodes or determine the coordinate of nodes through the manifold of node distribution. In the field of machine learning, dimensionality reduction refers to mapping data points in high dimensional space to low space by a certain mapping technique; the essence of it is to realize the conversion from high dimensional space to the low one by finding a kind of mapping relation according to the distribution feature of all separate data points in a data set and the spatial relative information among those data points. Data points after conversion keep as many of their features as possible and remove noise in the high dimension space [6, 13, 14] . If nodes in WSNs are regarded as separately distributed data points and the metrical information relation among neighboring nodes as the spatial relative information of such data points, then the WSNs node positioning problem is transformed to the problem of data dimensionality in the machine learning field [1, 12] . Technology for reducing dimension itself can eliminate redundant information and noisy information in original high dimensional data and can affect the intrinsic structural characteristics of data. Hence, WSNs positioning algorithm based on dimension reduction technology can tolerate measuring noise to a certain degree. Partial algorithms can even suppress measurement noise and make it especially adaptive to the node positioning problem in the case of big measuring error.
Many researchers have conducted related studies. Jenkins [8] applied the most typical dimension reducing technique in machine learning -Principal for Node Positioning in WSNs. However, since PCA dimension reducing method is a linear way of reducing dimensionality, when there is big measuring noise, positioning precision is rather lower. Since MDS is a linear dimension decreasing approach, when nonlinear input is not high, MDS-MAP positioning algorithm can achieve higher accuracy of positioning. But, when metrical information (distance or hop) is of high non-linearity, for instance, RSSI based measuring technology or nodes of lower density in a certain range, measuring error can sometimes reach up to 50%; MDS-MAP positioning algorithm has poor precision and sometimes it even can fail [4, 9] . Patwari et al introduced the idea of manifold learning to WSNs node positioning and successfully realized the WSNs positioning based on Hessian manifold learning algorithm. Those algorithms assume the location of any node can be linearly expressed by the position of its neighboring node; or assume neighbor nodes exist at the same one manifold. Then, use it as the foundation of estimating the coordinates of nodes. Although methods based on the manifold learning idea can get higher positioning precision, they require setup of parameters, with limited practicability [10, 11] . Besides, Juang et al solved the non-isotropic WSNs positioning issue in the approach of eigen decomposition [2, 3] .
With regards to the big error of positioning algorithm caused by then range measuring problem in a big area and lower density, we propose a local locating algorithm (LLA) based on MDS algorithm and the idea of manifold learning algorithm. Usually in the same manner of measuring distance e.g. RSSI ranging technology, the closer the distance between nodes, the higher the precision of measuring we will get. Based on that criterion, firstly, we use neighboring nodes in certain communication ranges to construct a local subspace; then, we use all local subspaces to form a global coordinate system; finally, with global structure and anchor node information, we use the least square method to map out the absolute coordinate of all nodes in the network. . The coordinates of them can all be acquired during system initialization; the number of unknown nodes is N-M; the distance between nodes is obtained by ranging technology. Normally, in the same way of range measuring, the closer the distance nodes are, the higher the accuracy of measuring will achieve.
Problem Description
Suppose communicating radius of all nodes in the network is CD; each node can connect with others through one or more hops and each node can send, receive and measure distance information of one hop between two nodes. When node i X locates within communicating radius CD of node j X , the Euclidean distance between two nodes is defined as below:
Considering measuring error grows along with increasing distance and is affected by lots of factors such as blocks, communication model, and environment. Here, we simulate measuring distance between two nodes within CD in the manner of increasing noise. During the simulation, the following equation is applied to measure the distance between nodes.
The locating algorithm based on measuring technology faces a lot of difficulties. Since WSNs are of big size and have plentiful nodes, it's better to keep the hardware cost of node as low as possible; moreover, the simpler the hardware structure, the better they will adapt. Likewise, for the reason of cost and application environment, the number of anchor nodes that know their positioning information in the network cannot be more. The cost anchor node is usually 10 times that of unknown nodes. So, more anchor nodes mean bigger network deployment cost and that the positioning algorithm must reduce its dependence on the number of anchor nodes. Measuring technique relies directly on the hardware of sensor nodes and due to complications of the working environment and diversity of sensor nodes, the ranging technology can lead to big errors in actual use, which results in the differences between measuring distance and the actual data between two nodes.
When there is a blockage between node A and node D, they can't communicate directly, i.e. it's not possible to complete direct measurement of distance, but indirect measurement through multiple hops or choosing the best path is. Assume completing distance measuring in the way of multiple hops; the distance between node A and D is equal to the sum of the distance between A and B, B and C and C and D. Obviously, the measuring distance is far bigger than the Euclidean distance between A and D. The existence of block changes the topological structure of network and the network connectivity. In essence, the existence of block makes convex region where there are no covering loopholes change to non-convex region where there are covering loopholes, bringing enormous error to the measuring technology. Therefore, for the existence of block, the positioning precision of some locating algorithms based on distance measurement is apparently affected. In the actual deployment area of WSNs, the influence of block is inevitable. So, the proposed locating algorithm will focus on the solution of measuring distance based on one hop between neighboring nodes and the use of coordinates of anchor nodes to estimate that of unknown nodes. It is shown in Figure 1 . 
Local Localization Algorithm
Coordinate the inner product matrix here is a symmetric positive semi-definite matrix. In order to get the local coordinates, coordinate the inner product matrix eigenvalue decomposition:
Perform eigenvalue decomposition of R; choose d groups of feature vectors to which the biggest d feature values correspond as the global relative coordinate in the d-dimensional space. After global relative coordinate is acquired, with the absolute coordinate of n anchor nodes, through the conversion of coordinate, cover all global relative coordinates to the global absolute coordinate. In the 2-dimensional node coordinate positioning problem, at least three anchor nodes are required that are not on the same straight line in order to realize the transformation of coordinate. For that, the formula is: Setp4: Coordinate transformation. Combined with enough anchor nodes, the least squares method is used to convert all global relative coordinates into global absolute coordinates.
In short, the LLA positioning process includes the following steps:
The weights are used to determine the number of neighbour nodes, and the local subspace is generated. Then, all local subspaces are combined into a global coordinate relative space including all nodes. Then, the coordinates of the unknown nodes can be located by the method of least square method, which is based on the coordinate of the anchor nodes.
Experimental Analysis and Results
The performance of LLA localization algorithm is analysed and evaluated by simulation. Choose Matlab as the simulation platform, as all the algorithms are written in the Matlab language. In the simulation experiments, the sensor nodes are deployed in the region of 100 * 100 2 m . We use the performance of three factors to evaluate the algorithm: the communication distance of the sensor nodes (CD), the number of sensor nodes (NN) and the distance error between nodes (sigma). In Figure 2 , sensor nodes are deployed in the form of regular deployment and random deployment.
In the process of simulation, the distance between nodes is measured by using the Noisy Disk model: Usually, the communicating ability of sensor nodes is relatively stable, i.e. communicating distance of sensor nodes is fixed. However, the deployment area of WSNs will vary according to different actual applications. Yet, full coverage of networks can be achieved by increasing the number of deployed nodes, which no doubt raises the deployment cost of networks. Figure 3 presents node deployment and network connectivity, which are achieved by randomly deploying 100 sensor nodes (where 10 is anchored nodes) in the area of 100×100 Figure 4 gives the average connectivity of the network and average number of neighbouring anchor nodes in the network. In the area of 100×100 The communication distance of sensor nodes is not just associated with hardware cost, but also affects directly the energy consumption of nodes. Strong communication ability indicates that it consumes more. WSNs may be deployed in a vast place where it's sparsely populated. In many cases, sensor nodes are of one-time disposal. How to reduce energy consumption and extend the node's service life is are realistic issues facing WSNs. For a sensor network node self-positioning technology, it's an important concern about how to realize high precision of positioning in the case of limited communicative capability of nodes. When the deployment area of the sensor network is definite with no variation in the number of deployed nodes, a change in the node's communicating distance will have a direct impact on the average connectivity of network. In the following three groups of simulation experiments, 100 sensor nodes are deployed randomly in the area of 100x100 2 m and six anchor nodes are randomly chosen whose position information is known.
At first, we analyse quantitatively the performance of LLA from the aspect of a node deployment number. In certain deployment space, the number of sensor nodes directly matters network hardware cost, routing algorithm of nodes, network energy consumption and network coverage. The key is how to choose the appropriate number of nodes, complete required event monitoring or environmental parameter monitoring, and obtain the locational information of sensor nodes.
Set measuring error  ＝10% between nodes. When the communicating distance CD between nodes is respectively 20m, 30m and 40m, let the number of sensor node grow from 20 to 100; the generated locating error result is shown in Figure 7 (a). Set CD=40m. When  is respectively 10%, 20%, and 30%, make the number of sensor node grow from 20 to 100; the generated locating error result is seen in Figure7 (b). It's noted that either CD or  is fixed, and increasing the number of sensor nodes will help improve the precision of locating. In Figure 5 , when node quantity is bigger than 60, the locating results in three different CDs do not vary a lot, i.e. if  is fixed and CD is also fixed, when the number of nodes reaches 60, it can meet certain locating error requirement. In that case, if two more nodes are deployed, it will result in unnecessary waste and hoist the communicating amount of network while shortening network service life. In Figure 6 ,  has a big impact on LLA.
Take for example, when the number of nodes is 60,  =20%, locating error increases about 200%, then =10%,  =30%, locating error increases to 450% then  =10%. Besides, only when  =10%, and node number is over 40, then the locating error tends to keep stable. LLA being easily affected by  lies of the algorithm depending on the local subspace, which is formed by neighbouring nodes in one hop communicating range. So, if  is too big in one hop range of communication, it will heavily affect the locating error.
Secondly, we analyse the effect of  on LLA. When different measuring technology is applied,  varies. The above experiment suggests that  has a bigger influence on the positioning precision of LLA. Below, we quantitatively analyse the magnitude of impact. Suppose communicating distance CD=40m between all sensor nodes and the number of anchor nodes is 6. When the total number of sensor nodes is NN=100, change the measuring error  in one hop range from 5% to 40%.
The resultant locating error is listed in Figure 8(a) . Make NN=100 and the number of anchor nodes 6. When CD=20m, 30m, and 40m, let  grow from 5% to 40%, the generative locating error result is put in Figure 8 At last, we discuss the relationship between CD and locating error by LLA method. From the above experiment, we judge that CD has a steady impact on LLA. Next, we do quantitative analysis of their relationship. CD not only matters to hardware cost of nodes, but also directly affects the consuming degree of sensor nodes' battery, affecting the service life. For instance, the locating algorithm based on RSSI shows that the propagation range of RSSI signal is affected by the node's sending power. How to set effective sending power that can satisfy node positioning requirement and reasonably prolong the service life of nodes is an issue taken into comprehensive consideration. Set NN=100, where the number of anchor nodes is 6, in the case of  is 10%, 20%, 30% respectively, CD is from 5m to 40m to get the positioning error of the results. It is shown in Figure 9 (a).
Set
 =10%, anchor node number is 6, in the case of NN=100, NN=70 and NN=40,CD is from 5m to 40m to get the positioning error of the results. It is shown in Figure 9 (b).
Conclusions
In conclusion, the paper verified the performance of the LLA method in a quantitative sense of the number of sensor nodes, communicating distance between nodes, and measuring error. It reveals that when measuring error is 10%, in the case of a small number of sensor nodes, LLA keeps a higher precision of locating. Measuring error has a big impact on the positioning precision of LLA method, especially when such aforesaid error is above 25%. The positioning accuracy of LLA decreases. Comparatively, communicating distance between sensor nodes maintains a stable influence on LLA. With the stronger communicative ability of nodes, the locating precision enhances steadily. LLA utilizes neighboring nodes in one hop range to form a subspace, then uses all sub spaces to merge into a whole space of the overall network for positioning. So, the measuring error in one hop range affects LLA a lot. Normally, the closer the distance between nodes, the higher the precision the measuring technology will achieve. So, ranging error within one hop is relatively small. Above all, the LLA method is more applicable for self-positioning of WSNs nodes of extensive range and lower density.
Through simulation experiments, the quantitative analysis of three important factors -location error between node number and the deployment of sensor nodes, communication distance of the sensor nodes on the performance of the LLA algorithmwere compared to MDS-MAP and ISOMAP algorithms. The results prove the validity and applicability of the LLA algorithm.
