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Abstract:

High-fidelity simulation of flow boiling in microchannels remains a challenging problem,

but the increasing interest in applications of microscale two-phase transport highlights its importance. In this
paper, a volume of fluid (VOF)-based flow boiling model is proposed with features that enable cost-effective
simulation of two-phase flow and heat transfer in realistic geometries. The vapor and liquid phases are
distinguished using a color function which represents the local volume fraction of the tracked phase. Mass
conservation is satisfied by solving the transport equations for both phases with a finite-volume approach. In
order to predict phase change at the liquid-vapor interface, evaporative heat and mass source terms are
calculated using a novel, saturated-interface-volume phase change model. This phase change model is
formulated to anchor the interfacial temperature at saturation within each iteration, and thereby acts as a robust
constant-temperature boundary condition. Unlike other available phase-change models, the source terms are
coupled with the local temperature explicitly; therefore, numerical oscillations around the interface temperature
are not observed during iterations within a time step, which reduces the numerical cost. In addition, the
reference frame is set to move with the vapor slug to artificially increase the local velocity magnitude in the thin
liquid film region in the relative frame. This reduces the influence of numerical errors resulting from calculation
of the surface tension force, and thus suppresses the development of spurious currents. As a result, non-uniform
meshes may be used which can efficiently resolve high-aspect-ratio geometries and flow features. The overall
numerical expense is significantly reduced. The proposed saturated-interface-volume model is first validated
against a one-dimensional Stefan problem, and then used to simulate the growth of a vapor bubble flowing in a
heated, 2D axisymmetric microchannel. The bubble motion, bubble growth rate, liquid film thickness, and local
heat transfer coefficient along the wall are compared against previous numerical studies. A three-dimensional
flow boiling problem is studied to demonstrate the cost effectiveness of the present approach and to highlight
the transport mechanisms it can reveal in more complex domains.
§
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1. INTRODUCTION
Increasing recent attention to microchannel flow boiling has resulted from the demand for highperformance, compact cooling systems. The latent heat absorbed during vaporization confers flow boiling with
higher heat transfer coefficients and more uniform surface temperatures than single-phase convective heat
transfer, which allows for operation at a lower mass flow rate and thereby a smaller pressure drop. Accurate
numerical simulations can reveal details of the heat and mass transfer processes that are not measureable in
experiments; this would improve the understanding of key transport mechanisms as well as predictions of both
global and local heat transfer performance.
A number of numerical methods have been developed to study phase change [1][2]. The interface is
evaluated either by a Lagrangian [3][4] or an Eulerian method [5][6][7][8]. In Lagrangian methods, the interface
is represented by mesh faces, which allows for an accurate evaluation of the interface normal gradient [9][10].
However, it is expensive to track complex interfacial deformation in transient problems using a moving mesh
with Lagrangian methods. In Eulerian methods, the interface geometry is reconstructed from a color function
that is used to track the phases, such as the volume fraction in volume-of-fluid (VOF) methods. This allows
convenient tracking of complex interface deformations [11][12].
Among the various numerical techniques available, VOF methods are promising for resolving phase change
heat transfer due to the intrinsic mass conservation achieved, unlike with other Eulerian methods. However,
fixed-grid approaches must estimate the interface profile; VOF methods may thereby induce unphysical flows
(referred to as spurious currents) due to the numerical error in estimating the interfacial surface tension.
Numerous approaches have been proposed to suppress spurious currents: Gupta et al. [13] suggested a square
mesh and a Green-Gauss node-based method for calculating pressure gradients; Magnini et al. [14][15] coupled
VOF with a height-function method [16] using a uniform mesh; and Sussman and Puckett [17]and Sun and Tao
[18]coupled VOF with a level-set (LS) method to improve the interface profile accuracy. However, the
underlying need for uniform square mesh cells in these approaches has high computational cost. Most recently,
Pan et al. [19] demonstrated that spurious currents can be suppressed by increasing the local velocity near the
interface by employing an artificial moving reference frame. This specific treatment uniquely allows the use of
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high-aspect-ratio mesh elements, and thus can significantly reduce the computational expense when simulating
high-aspect-ratio physical features, such as thin liquid films and rectangular microchannels.
Formulating the interface phase change model is another primary challenge in the modeling of flow boiling,
and typically results in an inevitable tradeoff between physical accuracy and computational cost. A simplifying
saturated model is commonly employed [20] where the evaporative mass source is defined as

Sm  rCl l

(T  Tsat ) ,
Tsat

(1)

where r is an empirical coefficient used to bring the temperature of the cells containing the interface close to
saturation, and can range from 0.1 s-1 to 100 s-1 [21][22][23]. In general, an overly large or small value of r
shifts the interfacial temperature away from the saturation temperature; a large value of r may also induce
numerical instabilities that cause the interfacial temperature to oscillate around the saturation temperature. Later
improvements to the saturated phase change model [24][25][26][27][28] introduced physics-based expressions
that avoid empiricism. The phase change mass source is calculated based on the local heat flux on the interface
as
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where ni is the unit normal vector pointing to the ith phase and Aint,cell is the interface area in the cell. The
temperature gradient on the interface T / ni can be calculated as T / ni  (Tcell  Tsat ) / d where d is the
distance from the cell center to the interface [25], or simplified as the temperature gradient in the cell Tcell
[26][28].
During the evaporation process, the interfacial temperature exceeds the saturation temperature to overcome
the interfacial evaporative resistance. This interfacial resistance is typically much smaller than the thermal
resistance of the adjacent liquid phase, and this temperature rise is usually only important in three-phasecontact-line regions with a submicron-scale liquid film [29]. The interfacial temperature rise above saturation
can be evaluated as [30]
1/2
2  M   v h fg 
m "   (T -Tsat ),  


 
2    2 R   Tsat 3/2 

(3)

By coupling Eq. (2) and Eq. (3), Kunkelmann and Stephan [31] and Magnini et al. [14][15] investigated boiling
with a non-equilibrium phase change model that includes the temperature rise above the saturation temperature
at an evaporating interface. Both the equilibirum and non-equilibrium phase change models suffer from
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numerical instabilities and must rely upon the source-term redistribution scheme proposed by Hardt and Wondra
[32], in which the mass sources are artificially diffused across several cell layers adjacent to the interface.
The above phase change models aim to obtain an interface temperature (either saturated or unsaturated) by
iteratively solving the governing transport equations, which requires multiple iterations within a time step. For
microscale flow boiling problems, the liquid film between the superheated wall and the liquid-vapor interface
determines the heat transfer coefficient and thus must be accurately captured. Combined with the need for
uniform square mesh cells to suppress spurious currents, the computational cost can be prohibitive. In the
current study, we develop a numerical modeling approach to simulate the growth of a vapor slug traveling
through a heated microchannel. Although such problems have been widely studied in the literature, the costeffective modeling approach presented in this paper can be easily implemented with basic VOF solvers.
Spurious currents are suppressed by introducing a moving reference frame that allows the adoption of a nonuniform mesh setup with high-aspect-ratio cells. A novel, saturated-interface-volume phase change model is
proposed to account for the heat and mass exchange at the interface, and for which the interface is fixed at the
saturation temperature for each iteration. Iteration of the interface temperature is not required for simulating the
phase change process, thus significantly reducing the computational cost without sacrifice of physical accuracy
relative to other techniques. After validation of the phase-change model, flow boiling predictions are
quantitatively compared against past approaches. The growth of a vapor slug traveling in a long, square, heated
channel is then investigated to demonstrate the utility of the present model.

NOMENCLATURE
A

area (m2)

C

volume fraction

cp

heat capacity (J/kg K)

D

channel diameter (m)

F

volumetric body force (N/m3)

hfg

latent heat (J/kg)

K

thermal conductivity (W/m K)

L

channel length (m)

M

molecular weight (kg/mol)

m"

mass flux (kg/m2s)

n

unit normal vector
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P

pressure (N/m2)

q"

heat flux (W/m2)

R

universal gas constant (J/mol K)

Sh

energy source (W/m3)

Sm

mass source (kg/m3s)

T

temperature (K)

T

time (s)

Δt

time step (s)

U

velocity magnitude (m/s)

U

velocity vector (m/s)

Δt

time step (s)

W

width (m)

X

axial location (m)

Δx

mesh size (m)

Y

radial location (m)

Z

flow direction location (m)

Greek
Δ

film thickness (m)

δs

delta function

Γ

accommodation coefficient

Μ

dynamic viscosity (N s/m2)

Κ

interface curvature (m-1)

Ρ

density (kg/m3)

Σ

surface tension (N/m)

Subscript
0

static reference

Ax

axial component

C

critical

Cell

center value of the cell

I

the ith phase

In

initial

Int

interface

L

liquid

La

latent

N

time step
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R

relative

Ra

radial component

Ref

reference frame

S

surface tension

Sat

saturated

Tar

target

V

vapor

W

wall

2. NUMERICAL MODEL
2.1. Volume of Fluid (VOF) Implementation
The volume of fluid method is an Eulerian approach in which the mesh is fixed and does not move with the
interface. The two different phases are separated based on a so-called color function C, which represents the
local volume fraction of the tracked phase: C = 1 in cells filled with the tracked phase and C = 0 in cells filled
with the other phase. Cells with 0 < C < 1 are recognized as containing the interface. The motion of the interface
is captured by solving the continuity equation

(Ci i )
   (Ci iU )  Sm,i
t

(4)


 ( U )  Sm,i
t

(5)

In the bulk, Eq. (4) becomes

With this treatment, the mass of the two phases is conserved and the two-phase flow problem can be solved
with a single-phase formulation. For Newtonian fluids in laminar flow, the momentum and energy equations are
written as

( U )
 ( U U )  p  (  (U  U T ))  Fs
t
(  c pT )
t

 (  c pTU )    (k T )  Sh

(6)

(7)

The fluid properties are determined from the volume-fraction-weighted average of the properties of the two
phases. The surface tension force Fs, based on the continuum surface force (CSF) model [33], is treated as a
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volumetric body force, and is implemented in the cells around the interface where the gradient of volume
fraction ∇C ∇Cis not equal to zero.

 C
Fs   s n    
 C


 C


(8)

With the above treatment, the surface tension force should be calculated to be normal to the interface using an
accurate value of ∇C; however, since the volume fraction C in the interface region is not a continuous field, but
is instead discretized over the mesh, it is difficult to obtain an exact ∇C from VOF simulations; errors in the
surface tension force may produce unphysical spurious velocities. In the present study, we suppress spurious
currents by employing the moving reference frame method [19], as described in Section 4.
2.2. Saturated-Interface-Volume Phase Change Model
The mass source Sm in the continuity equation and the energy source Sh in the energy equation account for
phase change at the interface. State-of-the-art phase change models may be classified either as equilibrium
models where the interfacial temperature is assumed to be saturated or as non-equilibrium models where there is
an interfacial temperature rise above the saturated temperature to maintain evaporation. While the nonequilibrium model provides a more accurate prediction of the evaporation rate, the equilibrium model is
sufficiently valid up to a maximum heat flux that is larger than typically encountered values, and is preferred for
simplicity. The interfacial temperature rise above saturation during the evaporation process may be evaluated
using Eq. (3). For non-polar liquids, the accommodation coefficient γ is equal to 1. For example, for R113 (Φ ~
23.7 kg/m2sK) the interfacial temperature rise above saturation is less than 0.1 K for local evaporative heat
fluxes at the interface of up to 170 kW/m2. Under the operating conditions investigated in the present study, the
maximum temperature jump is thus smaller than 0.01 K, and is negligible.
For an equilibrium phase change model, the latent heat of vaporization must maintain a saturated interface
temperature and keep the vapor phase saturated. Assuming that the entire volume of the cell containing the
interface is saturated (as illustrated in Fig. 1(a)), the saturated-interface-volume phase change model would yield
the energy source term for the latent heat in the cells where 0 < Cv < 1 as

Sh ,la 

Cl l c pl (Ttar - T )  Cv v cvl (Ttar - T )
t

(9)

where T is evaluated at the cell centroid before the source term is added and Ttar is the target temperature that the
cell centroid should be fixed to the energy source is added. In the saturated-interface-volume phase change
model, the target temperature Ttar is equal to the saturation temperature. This phase change model makes the
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same physical assumptions about the evaporation process as prior equilibrium modeling approaches
[25][27][28]. However, as in the non-equilibrium models [14][15][31], it assumes that the interfacial
temperature is represented by the central temperature of the cells containing the interface (Fig. 1(a)). The source
terms are thereby simply determined based on an energy balance over the entire cell volume containing the
interface (i.e., temperature gradient between cells) to maintain a saturated interface, rather than attempting to
calculate a temperature gradient normal to the interface within the cell. The vapor and liquid mass source is then
calculated as
S m,v   Sm,l = -S h,la / h fg

(10)

Wherever a mass source is added, a corresponding sensible energy source should be added in the same cell,
calculated as
Sh , s  S m, lc (p lT - T r e f )er e n c Se, v c( m T p -v T )

ref erence

(11)

In the commercial software ANSYS FLUENT 15.0 [34] employed in the present simulations, the reference
temperature Treference is 298.15 K.
The flow chart of the saturated-interface-volume phase change model at one time step is shown in Fig.
1(b); the steps are as follows:
1.

The location of the interface is updated after the continuity and momentum equations converge.

2.

Cells containing the interface (0 < Cv < 1) are marked.

3.

Conductive and convective heat transfer rates into or out of all cells (including the interfacial cells) are
calculated based on the local velocity and temperature field.

4.

The temperature field is updated and the temperature of the interfacial cells is shifted away from the
saturation temperature.

5.

The latent energy source is added using the explicit formation provided in Eq. (9) to force the
temperature of the interfacial cells to return exactly to the saturation temperature.

6.

Steps 3-5 are repeated until the temperature field is converged. Note that Step 5 fixes the initial
interfacial temperature for Step 3 at saturation throughout the iteration process, which acts like a
constant-temperature boundary condition on the interface, and thus accelerates convergence.

The primary advantage of the phase change model developed here is that the interface is fixed at the
saturation temperature at each iteration using Eq. (9), as illustrated in Fig. 1(b). The process of setting the
temperature at the interface to the saturation value does not require any nested iteration; numerical oscillations
are not observed within a time step.
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One potential unphysical mechanism encountered in several instances is caused by the vapor mass source
in Eq. (10), when a trailing interface moves out of a cell near the heated wall. The vapor mass fraction should
decrease to zero when the interface moves out of the cell; however, the temperature is fixed at saturation and
mass continues to be added to the cell. As a result, the volume fraction does not reduce to zero when the local
evaporation flux is high; pinning of the interface at these cells causes the interface to be unstable and
fragmented. To remedy this problem (as illustrated in Fig. 1(a)), the vapor mass sources (and their corresponding
sensible energy) need to be moved to the nearest mesh cell with Cv = 1. This correction need be applied only to
those cells that have a vapor fraction lower than a selected critical value Cv,c (as opposed to other source term
redistribution approaches [32] that are imposed universally). The higher the choice of Cv,c, the more readily is
this unphysical phenomenon avoided, but more interfacial mass is redistributed. In the present study, Cv,c is
conservatively set to 0.2 for the 2D axisymmetric case (Section 3.1) and 0.4 for the 3D case (Section 3.2) to
ensure numerical stability while reducing the need to redistribute source terms on a corresponding percentage of
the interfacial cells.

3. PROBLEM DESCRIPTION
We first simulate two-dimensional slug flow boiling (as illustrated in Fig. 2(a)) where a single vapor bubble
travels into a heated microchannel to allow a direct comparison with a case considered in the literature [14]. We
then investigate a similar flow boiling problem in a three-dimensional square microchannel.
3.1. 2D Axisymmetric Flow Boiling in a Circular Microchannel
The two-dimensional flow boiling case is shown in Fig. 2(b). The channel (of diameter D = 0.5 mm) is
divided into an 8D-long upstream adiabatic section and a 14D-long downstream heated length with a uniform
heat flux of 9 kW/m2 applied to the wall. Saturated liquid R113 enters the channel inlet with a uniform velocity
of 0.4 m/s (corresponding to a mass flux of 600 kg/m 2s) and temperature of 323.15 K. The steady, single-phase
temperature and flow fields are first solved to initialize the conditions for study of the flow boiling problem.
After the single-phase initialization, a vapor bubble is defined in the adiabatic section with spherical cap shapes
on both ends at time t = 0; the initial bubble length is 3D and its initial diameter is 0.92D.
3.2. 3D Flow Boiling in a Square Microchannel
In the three-dimensional problem, the channel (of width W = 0.5 mm) is divided into a 6W-long upstream
adiabatic section and a 10W-long downstream heated length with a uniform heat flux of 30 kW/m2 applied to the
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wall. Saturated liquid R113 enters the channel inlet with a fully-developed velocity profile (corresponding to an
average velocity of 0.6 m/s) and temperature of 323.15 K. The steady, single-phase temperature and flow fields
are first solved to initialize the conditions for study of the flow boiling problem. At time t = 0, a vapor bubble is
initialized in the adiabatic section with spherical cap shapes on both ends; the initial bubble length is 2.8W and
its initial diameter is 0.8W.

4. NUMERICAL IMPLEMENTATION
The numerical solution is obtained using the pressure-based finite volume scheme implemented in the
software package ANSYS FLUENT [34]. Pressure-velocity coupling is accomplished through the PISO
algorithm with non-iterative time advancement, except for the first transient time step, when multiple iterations
are necessary to ensure that the absolute velocity field is replaced by the relative velocity field. We note that our
phase change model is compatible with non-iterative time advancement schemes (ANSYS Fluent 15) because
the interface is explicitly set to the saturation temperature at each iteration. The Green-Gauss node-based method
is employed for accurately calculating scalar gradients and the Geo-Reconstruct method for volume-fraction
discretization keeps the interface sharply resolved. The PRESTO and Third-Order Upwind (MUSCL) schemes
are employed for discretization of pressure and momentum, respectively. A variable time step is set to maintain
global Courant number equal to 0.05 in the simulation. The typical residuals in mass, momentum, and energy are
on the order of 10-12, 10-7, and 10-12, respectively, for the two-dimensional simulation and 10-12, 10-6, and 10-12
for the three-dimensional simulation.
4.1. Simulation Domains and Mesh Setup
The two-dimensional axisymmetric simulation domain has a channel length L that is 22 times the channel
diameter D. The mesh is shown in Fig. 2(b). The cell length along the flow direction is uniformly 0.016D. In the
radial direction, the mesh is divided into three regions. In regions around the axis of the channel (0D to 0.32D
from the axis), the radial extent of the cell is uniform (0.016D) and forms square mesh cells. In the intermediate
region between the axis and the channel wall (0.32D to 0.45D from the axis, 15 cells), the mesh is gradually
refined in the radial direction approaching the wall. At the region adjacent to the wall (0.45D to 0.5D from the
axis), the mesh is uniformly divided into 15 cells with a mesh size of D/300. The mesh size in the liquid film
region satisfies the recommendation of Magnini et al. [14] that more than 7 cells should exist in this region. A
total of 68,750 rectangular cells were included in the simulation domain, with a maximum aspect ratio of 4.8.

10

The numerical treatment for spurious current suppression described in Pan et al. [19] and employed in this work
allows for this larger aspect ratio to be used. Maintaining the cells square throughout the domain would have
increased the overall mesh size by a factor of ~13 relative to the present rectilinear mesh.
The three-dimensional simulation domain has a channel length L that is 16 times the square channel side
dimension W. The mesh is shown in Fig. 2(c). The cell length along the flow direction (z direction) is uniformly
0.024W. In the x and y directions, the mesh is divided into three regions. In regions around the center of the
channel (0W to 0.36W from the respective plane of symmetry), the size of the cell is uniform (0.024W) and
forms cubic mesh cells. In the intermediate region between the plane of symmetry and the channel wall (0.36W
to 0.44W from the plane of symmetry, 6 cells), the mesh is gradually refined from the center toward the wall. At
the region adjacent to the wall (0.44W to 0.5W from the plane of symmetry), the mesh is uniformly divided into
10 cells. In this way, the mesh in the liquid film region also satisfies size recommendations. A total of 634,260
cuboidal cells were included in the simulation domain, with a maximum aspect ratio of 5.7.
4.2. Implementation of the Moving-Reference-Frame Method
A moving reference frame is employed to suppress spurious currents by artificially increasing the local
velocity near the interface during the numerical solution (as demonstrated by [19]). The effectiveness of the
suppression approach allows the use of non-uniform mesh elements that help to significantly reduce the
numerical cost. While this method had been successfully employed for studying two-phase convective heat
transfer without evaporation [35][36], several modifications are needed to adapt the technique for use in flow
boiling simulations (as discussed in detail in Pan et al. [37]). In the present study, the moving reference frame is
set to move in the flow direction, as shown in Fig. 2 (b and c). In this reference frame, the simulation domain,
channel wall, and boundary conditions move upstream at the moving-reference-frame velocity
In the two-dimensional flow boiling case, because the location of the inlet is moving (due to the moving
reference frame employed) into a region where the local velocity profile is not fully developed, the inlet velocity
profile that is imposed as a boundary condition must evolve with simulation time. At time zero, the inlet velocity
is uniform (U0,inlet = 0.4 m/s). Then, the inlet moves forward a distance of UrefΔt with the reference frame after
each time step. The velocity profile on the inlet boundary at time step n+1 can be calculated per Pan et al. [37]
as

 U ax ,n )U ax ,n tn
 (U

U ax,n+1 =  u  cell ,ax ,n
 U ax ,n 
xax



11

(12)

 U y ,n )U ra ,n tn
 (U

U ra ,n 1 =  u  cell ,ra ,n
 U ra ,n 
xra



(13)

in which

 (U cell,ax ,n  U x ,n )U xax ,n tn

 U ax ,n  dA

xax

 u  inlet 
U in ,inlet Ainlet



(14)

where the subscript cell indicates the center value of the cell adjacent to the inlet. The function Ψu is employed to
avoid the accumulation of small numerical errors in the velocity calculation between time steps. In the present
simulation, the deviation of Ψu from 1 is typically smaller than 0.002.
For the three-dimensional case, the inlet velocity profile is fully developed (unlike the uniform velocity
profile imposed for the 2D case to facilitate comparison with the literature), and does not need treatment with
Eq. (12-14). The velocity of the moving reference frame Uref is set as 0.35 m/s and 0.62 m/s in the twodimensional and three-dimensional simulations, respectively, to ensure that the reference-frame velocity in the
liquid film region is large enough to suppress any spurious currents, while at the same time retaining the heated
region of the channel within the simulation domain.
4.3. Implementation of the Phase Change Model
In practice, the energy source term (Eq. (9)) is also applied on the vapor cells (Cv = 1) adjacent to the
interfacial cells (0 < Cv < 1) for numerical stability. In all the simulations conducted herein, even though Eq. (9)
is applied to both the interfacial cells (0 < Cv < 1) and vapor phase cells, (Cv = 0), most of the overall latent
energy source (> 99.9%, as validated in Section 5.3) is added at the interface to balance the superheat transferred
from the liquid phase. However, imposing Eq. (9) on the vapor phase mitigates the possible accumulation of
source-term numerical errors, rendering the model more stable. The latent heat in Eq. (9) corresponds to a
commensurate change in the liquid mass. While the liquid mass source should have a value opposite that of the
vapor mass source, liquid mass cannot be added in the vapor phase directly; the small percentage of latent heat
contributing to the liquid source term within the vapor phase is instead redistributed to the interface as

S
Sm,l = ( s  1) h,la ,  s 
h fg

S

cl  0



0 cl 1

m,l

(15)

Sm,l

This above formulation evenly redistributes the net liquid mass source designated for vapor cells onto the
interface. Since most of the latent energy source is automatically added on the interface, ψs is usually smaller
than 0.001 in the present simulations.
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Owing to the phase change model employed, and the reduction in overall number of cells enabled by the
spurious current suppression technique, the numerical cost of the present model is very low. The simulation time
on a lab computer (Intel Xeon Processor E3-1245 v3, Windows 7 64bit) for the results presented was ~14 h
without any parallelization for the two-dimensional problem and ~16 h with 6-core parallelization for the threedimensional problem.

5. VALIDATION OF THE SATURATED-INTERFACE-VOLUME PHASE CHANGE MODEL
The one-dimensional Stefan problem is used for validation of the proposed phase change model, as in
previous studies [32][38][39]. Fig. 3 shows a layer of vapor between a superheated, isothermal wall and the
surrounding saturated liquid. Heat transferred from the superheated wall temperature Tw to the liquid-vapor
interface causes evaporation of the liquid; the vapor layer thickness grows and the interface thus moves away
from the wall. The analytical solution for the variation of interface position with time is given as:

x(t )  2

c (T  T )
kv t ,
 exp(  2 )erf (  )  p ,v w sat
v c p ,v
h fg 

(16)

The one-dimensional Stefan problem is simulated with a two-dimensional mesh in the validation. The
simulation domain is 1 mm long and 0.002 mm wide. A uniform square mesh with an edge length of 0.001 mm
is used. The top and bottom of the domain are set as adiabatic walls that apply no shear force; the right side is
treated as a uniform pressure outlet at a distance of x = 1 mm from the wall. At time zero, the cells adjacent to
the wall have an initial vapor fraction of 0.5 and all other cells are filled with liquid. Similar to the flow boiling
problem implementation (Section 4.3), the energy source term (Eq. (9)) is applied on both the interfacial cells (0
< Cv < 1) and the liquid cells (Cv = 0) since the liquid phase is always physically saturated. This treatment avoids
numerical instability for the extreme case where the interface is located exactly at the mesh face between the
liquid and vapor phases.
The evaporation of three common coolants (R113, HFE7100, and water, with properties as shown in Table
1) is predicted at a wall superheat of 10 K. A comparison of interface position obtained from the numerical
simulation implementing the saturated-interface-volume phase change model (dots) and the analytical solution
(lines) is shown in Fig. 4(a). Excellent agreement is obtained for all coolants; there is negligible deviation of the
vapor layer thickness between the simulation and analytical solutions. The temperature distribution at 1 s is
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shown in Fig. 4(b). The temperature profile is linear in the vapor layer and the interface temperature is properly
fixed at the saturation temperature.

6. RESULTS AND DISCUSSION
6.1. 2D Axisymmetric Flow Boiling in a Circular Microchannel
The vapor bubble interface motion and growth are shown superimposed on the temperature field in Fig. 5.
It should be noted that in the moving-reference-frame simulation, the velocity and temperature profile at axial
position xref and simulation time t correspond to those at axial position x0 = xref + Ureft in a static reference frame.
Starting from the initialized shape, the bubble interface geometry quickly assumes a realistic physics-driven
profile within the adiabatic section of the microchannel (before 1.9 ms have elapsed). At 1.9 ms, the liquid film
thickness is 0.023 mm (at the location where the film becomes nearly uniform along a small portion of the
bubble length just ahead of the thin neck region at the trailing edge), which agrees with numerical simulations
under the same conditions (0.0225 mm: [14]) and the empirical correlation of Han and Shikazono [40] (0.02
mm). At 2.51 ms, the bubble nose just enters the heated portion of the channel. As the bubble travels further into
the heated channel, the liquid-vapor interface touches the thermal boundary, spurring evaporation (for example,
as shown at 5.59 ms in Fig. 5). As the liquid continues to evaporate, the vapor bubble grows with time. At t =
10.49 ms (7.98 ms after the bubble nose enters into the heated portion of the channel), the bubble length is more
than twice as large as its initial size. At this time, the liquid film thicknesses is 0.026 mm, which also agrees with
numerical results reported under the same conditions (0.025 mm: [14]) and the empirical correlation (0.027 mm:
[41]).
The absolute location of the vapor bubble nose is quantitatively compared with simulation data from
Magnini et al. [14] in Fig. 6(a). Since the bubble is not initialized in exactly the same location in both studies,
the positions of the bubble nose are plotted with time from the instant that the bubble nose enters the heated
portion of the channel (i.e., x0 = 8D in the current simulations). The initial time in Fig. 6(a) corresponds to 4.52
ms in Magnini et al. [14] and 2.51 ms in the present simulation. Excellent agreement in the bubble nose position
is observed. At a time 7.98 ms after the vapor bubble entered the heated portion in the present study, the bubble
nose velocity is 1.072 m/s while the bubble tail-end moves at 0.486 m/s. This agrees with results from Magnini
et al. [14], who reported respective velocities at the comparable time of 1.07 m/s and 0.47 m/s. The heat transfer
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coefficient along the wall, 7.98 ms after the bubble nose entered into the heated portion of the channel, is plotted
in Fig. 6(b). Good quantitative agreement is again obtained with the predictions of Magnini et al. [14].
As a result of the cost-effective spurious current suppression method and saturated-interface-volume phase
change model developed in the present study, similar numerical accuracy is demonstrated to have been achieved
as compared with previous studies that generally must employ highly parallelized computational processing in
order to predict the behavior of two-dimensional two-phase flows. As a rough comparison, these geometries can
be simulated in a matter of hours using a single core of a high-performance desktop computer (versus days or
weeks for the methods in the literature) owing to the low numerical cost, as demonstrated here. This
computational efficiency of the methods developed highlights the potential for enabling accurate and tractable
simulation of three-dimensional two-phase flows that contain thin-liquid-film flow structures, by leveraging
parallel processing, as is explored in the next section.
6.2. 3D Flow Boiling in a Square Microchannel
The shape of the vapor bubble, temperature contours, and fluid flow fields are shown at two different time
instants in Fig. 7 and Fig. 8. At a time of 1.7 ms (shown in Fig. 7), the interface of the bubble just touches the
thermal boundary layer in the heated region. The bubble starts growing and the evaporation rate is small, as
shown in Fig. 9, which plots the evaporation rate and bubble volume as a function of time. A recirculating flow
field is present in front of the leading edge of the bubble; this is clearly observed in the streamlines on a
reference frame fixed to the velocity bubble nose (Fig. 7(b)). In this reference frame, the liquid flows away from
the bubble in the high-velocity central region of the channel and moves towards the bubble interface in the nearwall, low-velocity region. This recirculating flow also advects heat from the high-temperature, near-wall region
toward the center of the channel and extends the thermal boundary layer over a larger portion of the vapor
interface. The absolute flow field is shown in Fig. 7(c). No spurious currents are observed.
The bubble grows at an increasing rate as it travels further into the heated microchannel, as shown in Fig. 9.
This is due to the increase in the local wall temperature and in the area of the evaporating interface. After 5.0 ms
(the instant considered in Fig. 8), the bubble length has increased by 45.6% compared with the initial condition,
while the volume has increased by 52.7%. Because the temperature of the bubble surface is fixed at saturation,
and the surface passes close to the channel wall being separated only by a thin liquid film, the bubble leaves
behind a very thin thermal boundary layer (as shown in Fig. 8 (a and b)). As will be discussed later in this paper,
this thinning of the boundary layer is shown to be a very important mechanism for cooling the heated wall. Due
to intense evaporation from the enlarged thin liquid film area surrounding the bubble, the velocity of the bubble
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nose increases significantly, while the bubble tail velocity remains almost the same (Fig. 10). The absolute flow
field is shown in Fig. 8 (c), and again, there are no unphysical spurious velocities.
The wall heat transfer coefficient and the corresponding bubble interface profile is shown in Fig. 11. The
heat transfer coefficient of the single-phase flow is simulated for the same fluid and boundary conditions, but
without introducing a vapor bubble into the channel; this allows an approximate evaluation of the contribution of
the heat transfer due to phase change. The highest heat transfer enhancement relative to the single-phase case is
located downstream of the bubble tail (rather than adjacent to the liquid thin film region). This observation can
be attributed to the transient behavior of the liquid film between the evaporating interface and the heated wall,
and is consistent with observations in the literature [14] for a circular microchannel. As the bubble moves
through the channel and evaporates intensely at the location of the thinnest liquid film, the superheated wall
experiences a lag time to cool down due to the sensible heat capacity of the liquid. A very thin thermal boundary
layer is left trailing the bubble, which corresponds to the location of the highest heat transfer enhancement
relative to the single-phase case.
The energy source associated with the simulated latent heat transfer is shown overlaid with the bubble
interface in Fig. 12. Even though the heat source (Eq. 9) is applied to both the interface and the vapor phase to
aid numerical stability, most of the energy sink is indeed concentrated on the interface as described in Section
4.3. The magnitude of the energy source around the cross-section of the bubble largely depends on the thickness
of the liquid film, where a thinner film results in a higher local evaporative heat sink. The energy source
magnitude is higher close to the center of the confining walls where the interface is thinner, while it is weaker
near the corners where the liquid film is much thicker. Along the streamwise direction of the bubble profile, the
evaporative heat sink increases near the trailing edge.

7. CONCLUSIONS
In this paper, a volume of fluid-based flow boiling model is proposed with computational expense-saving
features that enable accurate simulation of two-phase flow and heat transfer at low numerical cost. In order to
predict phase change at the liquid-vapor interface, heat and mass source terms are calculated using a novel,
saturated-interface-volume phase change model; the interface cells are fixed at the saturation temperature for
each iteration. Numerical oscillation of the source terms is thus eliminated, reducing numerical cost. The phase
change model is validated against the analytical solution for a one-dimensional Stefan problem. A moving-

16

reference-frame method is employed to reduce the influence of numerical errors resulting from calculation of
the surface tension force, and thus suppresses the development of spurious currents. This allows use of nonuniform meshes that can efficiently resolve high-aspect-ratio geometries and flow features, and significantly
reduces the overall numerical expense relative to uniformly dense square meshes. The proposed model is used to
simulate the growth of a vapor bubble in a heated two-dimensional axisymmetric microchannel. The bubble
motion, liquid film thickness, bubble growth rate, and local heat transfer coefficient along the wall are
quantitatively compared against an identical case in the literature; excellent quantitative agreement is achieved
using the low-cost implementation approach developed here. Three-dimensional flow boiling in a microchannel
is then investigated to demonstrate the cost-effectiveness of the present model and highlight the transport
mechanisms it can reveal in more complex domains.
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TABLE CAPTIONS
Table 1. Fluid properties at saturation temperature.

FIGURE CAPTIONS
Fig. 1 (a) Illustration of the saturated-interface-volume phase change model. (b) A flow chart of the saturated-interfacevolume phase change model implementation.
Fig. 2 Schematic illustration of: (a) a vapor bubble traveling through a heated microchannel with an upstream adiabatic
portion and downstream heated wall; the simulation domains, boundary conditions, and mesh setups, and reference frames
are shown for the (b) two-dimensional and (c) three-dimensional flow boiling cases investigated.
Fig. 3 Schematic illustration of: (a) the one-dimensional Stefan problem, and (b) the simulation domain, boundary
conditions, and mesh setup.
Fig. 4

(a) Validation of the numerical model (dots) against the analytical solution (lines) for prediction of the evaporating

interface location for a one-dimensional Stefan problem, and (b) the numerical prediction of the temperature field at 1 s (the
vertical dashes on the x-axis show the locations of the interface).
Fig. 5 Vapor bubble interface profile and temperature field contours for the vapor bubble flowing though the circular heated
microchannel at multiple different time instants.
Fig. 6 (a) Bubble nose location with time upon entering the heated portion of the channel; (b) heat transfer coefficient along
the wall 7.98 ms after the bubble nose enters the heated portion of the channel.
Fig. 7 Vapor bubble characteristics at 1.7 ms: (a) 3D view of the vapor bubble interface and the temperature field; (b)
temperature field and flow streamlines of the relative velocity on a reference frame moving at the velocity of the vapor nose;
(c) absolute velocity field and corresponding streamlines. The width of the channel is artificially stretched by a factor of 1.5
for visualization in parts (b) and (c).
Fig. 8 Vapor bubble interface, temperature and flow field in the microchannel at 5.0 ms: (a) 3D view of the vapor bubble and
the temperature field; (b) temperature and streamlines of the relative velocity of the vapor nose; (c) the absolute velocity
field and corresponding streamlines. The width of the channel is elongated by a factor of 1.5 in parts (b) and (c).
Fig. 9 Transient bubble volume and overall evaporation rate for the three-dimensional flow boiling case; the time instants of
1.7 ms and 5.0 ms correspond to the contour plots shown in Fig.7 and Fig. 8, respectively.
Fig. 10 (a) The location of the bubble nose and tail, and (b) the velocity of the bubble nose and tail after evaporation begins.
Fig. 11 The heat transfer coefficient on the wall and the corresponding bubble location at 5.0 ms.
Fig. 12 Energy sink on the interface due to latent heat at 5.0 ms.
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Table 1. Fluid properties at saturation temperature.
R113 at 1 atm

HFE7100 at 1 atm

Water at 10 atm

Liquid

Vapor

Liquid

Vapor

Liquid

Vapor

Density (kg/m3)

1502

8

1425

5.15

886.5

5.21

Thermal conductivity (W/m K)

0.0632

0.00962

0.0618

0.0103

0.673

0.0365

Heat capacity (J/kg )

943

695

1430

900

4406.8

2718.5

Viscosity (kg/m s)

4.77×10-4

1.04×10-5

3.56×10-4

1.11×10-5

1.50×10-4

1.50×10-5

Surface tension (N/m)

0.0144

0.0144

0.0136

0.0136

0.0421

0.0421

Latent heat (kJ/kg)

143.54

143.54

117.8

117.8

2012.6

2012.6

Fluid Properties
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Liquid (Cv = 0)
Interface

(Cv < Cv,c):
Mass source
redistributed

(see Section 2.2)

Vapor (Cv = 1)
Interface Cells (0 < C < 1):
Source terms
employed
Energy
source
term is
Tint = Tsat to fix the interface
employed
at saturation (Eq. (9))

(a)
Iteration loop for continuity
and momentum
Update interface location by solving
continuity and momentum equations
After convergence
Recognize the cells containing the
interface
Iteration loop for energy transport
Calculate conductive and convective
heat transport rates in the domain

Update temperature field

Interface
fixed at
saturation

Energy source is added on the
interface (Eq. 9)

(b)

Fig. 1 (a) Illustration of the saturated-interface-volume phase change model. (b) A flow chart of the saturated-interface-volume
phase change model implementation.
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Start of heated region
Adiabatic wall

Heated wall (constant heat flux q”)

Flow direction

Vapor

Liquid

Axis of symmetry
Liquid inlet at Tsat

(a)
22D
Rectangular mesh
D/2
Square mesh

Reference frame moving with velocity Uref

Pressure outlet

Axis of symmetry
Uniform velocity inlet Uinlet

(b)
16W

Wall

Cuboidal mesh
W/2
Reference frame moving with velocity Uref

Symmetry plane

Symmetry plane
Velocity inlet with a fully developed profile U(x,y)

Cubic mesh

Pressure outlet

(c)

Fig. 2 Schematic illustration of: (a) a vapor bubble traveling through a heated microchannel with an upstream adiabatic portion and
downstream heated wall; the simulation domains, boundary conditions, and mesh setups, and reference frames are shown for the (b)
two-dimensional and (c) three-dimensional flow boiling cases investigated.
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T(x)
Tw
Tsat
x
Liquid

Vapor

Interface
Heated wall

(a)
No-shear wall
Pressure
outlet

No-shear wall
Constant temperature Tw

(b)
Fig. 3 Schematic illustration of: (a) the one-dimensional Stefan problem, and (b) the simulation domain, boundary conditions,
and mesh setup.
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(a)

(b)
Fig. 4

(a) Validation of the numerical model (dots) against the analytical solution (lines) for prediction of the evaporating interface

location for a one-dimensional Stefan problem, and (b) the numerical prediction of the temperature field at 1 s (the vertical dashes
on the x-axis show the locations of the interface).
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t = 0 ms
Superheat
(K)

7.0

Adiabatic wall (8D)

Heated wall (14D)
Liquid

Vapor
xo = 8D

t = 1.90 ms
Vapor

Liquid

xo = 8D

t = 5.59 ms

Vapor
t = 8.56 ms

Liquid

xo = 8D

0.1

Vapor
t = 10.49 ms

Interface
Vapor

xo = 8D

Fig. 5 Vapor bubble interface profile and temperature field contours for the vapor bubble flowing though the circular heated
microchannel at multiple different time instants.
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Present simulation
Magnini et al. [14]

(a)

Present simulation
Magnini et al. [14]

(b)

Fig. 6 (a) Bubble nose location with time upon entering the heated portion of the channel; (b) heat transfer coefficient along the wall
7.98 ms after the bubble nose enters the heated portion of the channel.

29

Superheat (K)

12

0.0
(a)
Superheat (K)

12

0.0

(b)

Absolute velocity (m/s)
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Fig. 7 Vapor bubble characteristics at 1.7 ms: (a) 3D view of the vapor bubble interface and the temperature field; (b) temperature
field and flow streamlines of the relative velocity on a reference frame moving at the velocity of the vapor nose; (c) absolute velocity
field and corresponding streamlines. The width of the channel is artificially stretched by a factor of 1.5 for visualization in parts (b)
and (c).
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Fig. 8 Vapor bubble interface, temperature and flow field in the microchannel at 5.0 ms: (a) 3D view of the vapor bubble and the
temperature field; (b) temperature and streamlines of the relative velocity of the vapor nose; (c) the absolute velocity field and
corresponding streamlines. The width of the channel is elongated by a factor of 1.5 in parts (b) and (c).
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5.0 ms

1.7 ms

Fig. 9 Transient bubble volume and overall evaporation rate for the three-dimensional flow boiling case; the time instants of 1.7 ms
and 5.0 ms correspond to the contour plots shown in Fig.7 and Fig. 8, respectively.
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(a)

(b)
Fig. 10 (a) The location of the bubble nose and tail, and (b) the velocity of the bubble nose and tail after evaporation begins.
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Fig. 11 The heat transfer coefficient on the wall and the corresponding bubble location at 5.0 ms.
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Fig. 12 Energy sink on the interface due to latent heat at 5.0 ms.
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