In the present paper we consider Bayesian estimation of a finite mixture of models with random effects which is also known as the heterogeneity model. First, we discuss the properties of various MCMC samplers that are obtained from full conditional Gibbs sampling by grouping and collapsing. Whereas full conditional Gibbs sampling turns out to be sensitive to the parameterization chosen for the mean structure of the model, the alternative sampler is robust in this respect. However, the logical extension of the approach to the sampling of the group variances does not further increase the efficiency of the sampler. Second, we deal with the identifiability problem due to the arbitrary labeling within the model. Finally, a case study involving metric Conjoint analysis serves as a practical illustration.
Introduction
In the present paper we consider the heterogeneity model 
where y i is a vector of T i observations for subject i, X 1 i is the T i d matrix for the d 1 vector of the fixed effects and X 2 i is the design matrix of dimension T i r for the r 1 random effects vector i . I is the identity matrix. i is a random effect which due to unobserved heterogeneity is different for each subject.
The unknown distribution ( i ) of heterogeneity is approximated by a mixture distribution
with the unknown group means G 1 : : : G K , the unknown group covariance matrices Q G 1 : : : , Q G K and the unknown group probabilities = ( 1 : : : K ). Model (1) is a finite mixture of models with random effects. The model, however with Q G 1 : : : Q G K being the same in all groups, has been introduced by Verbeke and Lesaffre (1996) . Later on, Verbeke and Molenberghs (2000) introduced the terminology heterogeneity model for (1). A comparable model without including fixed effects has been studied in Allenby et al. (1998) for logit choice models and in Lenk and DeSarbo (2000) for observations from distributions of general exponential families. In the present paper, however, we will confine ourselves to the important special case of observations from the normal distribution.
Bayesian estimation of the heterogeneity model is discussed in Allenby et al. (1998) and Lenk and DeSarbo (2000) . Bayesian estimation starts from introducing discrete latent group indicators S i , i = 1 : : : N taking values in f1 : : : K g with unknown probability distribution Pr(S i = k) = k k = 1 : : : K : With the help of the latent group indicators model (2) is written as:
A comparable full conditional Gibbs sampler, however with step (ii-1) being substituted by
(ii-1) sample from ( jS N ) under the constraint 1 < : : : < K .
has been applied successfully in marketing science in the pioneering work of Allenby et al. (1998) and Lenk and DeSarbo (2000) . Although Algorithm 1 happened to work fine in these applications, it is necessary to discuss potential pitfalls of this algorithm and to consider alternative methods of MCMC estimation of model (1).
A first potential drawback of Algorithm 1 -either constrained or unconstrained -is that in case that correlations are high between quantities in the different subblocks, especially within step (iii), the resulting sampler will be slowly mixing. This is a well-discussed issue for the normal linear mixed model (Gelfand et al., 1995) which is a special case of the heterogeneity model with K = 1 . We will demonstrate in the present paper that similar problems are to be expected for the general model where K > 1 and the case study in section 4.3 highlights the rather dramatic consequences for practical work. Algorithm 1 turns out to be sensitive to the parameterization used for the mean structure of model (1) and might exhibit slow convergence in the following cases: when random effects with low variance are centered around the group means and when random effects with high variance are centered around zero.
As an alternative to Algorithm 1, we exploit a common way of overcoming mixing problems caused by correlation, namely "blocking", i.e. updating parameters jointly and "collapsing", i.e. sampling parameters from partially marginalized distributions (see Chen et al., 2000; Liu et al., 1994) . Such blocked and collapsed samplers have been derived for a normal linear mixed model independently in Chib and Carlin (1999) and Frühwirth-Schnatter and Otter (1999) and will be extended to the mixture of random effects models (1) with K > 1 in the present paper. This alternative sampler will turn out to be robust to the parameterization underlying the mean structure. The resulting sampler is only partly marginalized in the sense that all variance parameters are still sampled from their full conditional distributions. Marginalizing this part of the sampling scheme is not possible without leaving the convenient Gibbs sampling framework. However, by introducing a Metropolis-Hastings step into the sampler we are able to investigate the merits of 'collapsing' this sampling step. Interestingly, this fully marginalized MCMC-scheme in the sense that no sampling step conditions on the random effects does not present a noticeable improvement on the partly marginalized sampler.
The second topic of the paper concerns the identifiability problem inherent in model (1). As model (1) includes the latent, discrete structure S N the unconstrained posterior typically is multimodal. The impact this type of unidentifiability has on MCMC estimation of mixture models has been discussed in Stephens (2000) , Celeux et al. (2000) and Frühwirth-Schnatter (2001a) . We will add some more aspects on this identifiability problem in the present paper and will illustrate for simulated data that a standard constraint as the one applied in step (ii-1) of the Constrained Algorithm 1 does not necessarily restrict the posterior simulations to a unique modal region. The choice of a suitable identifiability constraint appears to be particularly difficult in the multivariate setting considered here. We will demonstrate within a case study from metric conjoint analysis how to explore MCMC simulations from the unconstrained posterior in order to obtain an identifiability constraint which is able to separate the posterior modes.
The outline of the rest of the paper is the following. In section 2 we discuss, starting from Algorithm 1, various MCMC samplers, that are obtained from Algorithm 1 by grouping and collapsing. Section 3 deals with the unidentifiability problem. We present an empirical illustration involving metric Conjoint analysis in section 4 and conclude the paper with some final remarks in section 5.
Improving Efficiency of MCMC Estimation by Reparameterization, Grouping and Collapsing

Parameterization and Sampling from the Full Conditionals
A straightforward method for MCMC estimation of the general heterogeneity model (1) is sampling from the full conditionals (Algorithm 1 in the introduction). The problem with sampling from the full conditionals is that in case that correlations are high between quantities in different subblocks, the resulting sampler will be slowly mixing. The influence the parameterization may have on the efficiency of the MCMC sampler especially within step (iii-1) is a well-discussed issue for the normal linear mixed model (Gelfand et al., 1995) . As this model is the special case of (1) where K = 1 we expect a similar influence of the parameterization for the more general model which conditional on S N could be regarded as the combination of K normal linear mixed models with the random effects of each group being independent from each other.
Centered and non-centered Parameterization
There exist two common ways to parameterize the mean structure of model (1). If X 1 i and X 2 i do not have any common column, are parameters which are fixed for all individuals, whereas i are the random (heterogeneous) effects which are centered around G k , the population mean in class k:
The expectation of the marginal distribution of y i where both the random effects and the latent indicators are integrated out, is given by:
Whereas conditional on S i centering is around the group specific means, marginally (where the indicators are integrated out), the random effects are centered around the population mean: E( i j ) = . Therefore this parameterization seems to be rather close to the idea of hierarchical centering introduced in Gelfand et al. (1995) and it will be called centered parametrization in the present paper. This is the parameterization used by Allenby et al (1998) and Lenk and DeSarbo (2000) .
Alternatively, Lesaffre and Verbeke (1996) designed model (1) in such a way that X 1 i and X 2 i may have common columns. This implies the additional constraint that marginally (where the indicators are integrated out) the random effects are deviations from the fixed effects with zero mean, E( i j ) = P K k=1 G k k = 0. The first two moments of the marginal distribution of y i where both the random effects and the latent indicators are integrated out are given by:
Like in the classical random effects model, the random effects contribute to the variance of y i , only. As marginally the random effects are centered around 0, we term this parametrization non-centered as in Gelfand et al. (1995) .
The two parameterizations are of course related. Given the centered parameterization, the non-centered parameterization is obtained by adding to the fixed effects, where is defined in (4) as the weighted mean of the group specific parameters, and by subtracting from each i :
Although the two parameterizations are equivalent theoretically, the choice of the parameterization might have a substantial influence on the efficiency of a MCMC sampler.
We will discuss this in more detail for a model without fixed effects (X 1 i = 0 in the centered parameterization and X 1 i = X 2 i in the non-centered parameterization). In the context of a single normal linear mixed model (i.e. K = 1 ) Gelfand et al. (1995) recommend to select the parameterization according to the contribution of the random effects covariance matrix Q G to the marginal variance of y i . The non-centered parameterization should only be used, if the contribution of the random effects to the marginal variance is small compared to the contribution of the observation error 2 " . If the variance of the random effects is dominating the variance of the marginal model, one should use the centered parameterization.
These results are extended to the mixture of random-effects models considered here. Conditional on S N model (1) may be regarded as single random effects model with heterogeneous covariance matrix Q i = Q G Si . The results of Gelfand et al. (1995) , Section 2, are easily extended to such a model. The crucial quantity is the determinant of the following matrix:
which reflects the contribution of the random effects to the marginal variance of y i . We obtain the following results. The centered parameterization is to be preferred if jB i Q ;1 i j = 1 =jB ;1 i Q i j is near to zero whereas the non-centered parameterization is to be preferred if jB i Q ;1 i j = 1 =jB ;1 i Q i j is close to one.
These results suggest to use the parameterization of Lesaffre and Verbeke (1996) in the context where K > 1 only in cases where the variability of the random effects is small compared to the observation error 2 " for all groups and to use the centered parameterization as for example in Lenk and DeSarbo (2000) in those cases where for all groups the variability of the random effects is large compared to the observation error 2 " . Both parameterizations may be poor, if for one group all effects are nearly homogeneous whereas for the other group heterogeneity dominates. Our experiences with simulated data which are reported in the next subsection as well as with real data confirm these findings.
Illustrative Example
Consider a simplistic metric conjoint study with a controlled full factorial design where N consumers evaluate two attributes of a product, one being for instance one of two brands and the second being some metric attribute which is either low or high: 
Whether we should combine full conditional Gibbs sampling with the parameterization of Lenk and DeSarbo (2000) or rewrite the model as in Lesaffre and Verbeke (1996) depends on the amount of unobserved heterogeneity. In our example 
If we apply the rule based on jB i Q ;1 i j (see eq. (7)) we obtain the following result:
Use the non-centered parameterization, if for all groups heterogeneity is small for all effects compared to 2 " ( 11 12 13 21 22 23 << 2 " ). Use the centered parameterization, if for each group at least one effect dominates the marginal variance of y i . This result also holds, if one of the other effects is nearly homogeneous (e.g. k3 << 2 " whereas k2 >> 2 " ).
To illustrate these results we simulated data and compared the output from Algorithm 1 for the two different parameterizations. The MCMC samples are compared by the lag 1 sample autocorrelation of the MCMC chain as well as by the inefficiency factor which accounts for the whole serial dependence in the sampled values (Geweke, 1992) 
where (j) represents the autocorrelation at lag j of the sampled parameter values. is the factor by which we have to increase the run length of the MCMC sampler compared to iid sampling. We choose the bandwidth J such that (J) significantly contributes to the serial dependence of the sampled value but the succeeding (j) j = J + 1 J + 2 : : : are not significant. These are contained the interval (j) 2 ;2= p n 2= p n].
Simulation 1
The data for the first simulation come from equation (8) . From (7) and (10) we obtain: E(jB i Q ;1 i j) = 0:9198 supporting theoretically the non-centered parameterization. This is confirmed empirically. It is obvious from the autocorrelations and the inefficiency factors of the group specific means in Table 1 that the non-centered parameterization is more efficient than the centered one. Loss of efficiency when using the centered parametrization occurs especially when sampling the group specific means G k and .
Simulation 2
Secondly we simulate data for the case where for each group the variance for at least one effect dominates the observation equations variance. We have the same group means and group weights as in Simulation 1, but now we take Q G 1 = Diag(10 10 0:5), Q G 2 = Diag(1:5 1 :5 6 ) , and 2 " = 1. Again we simulated 200 vectors y i and ran Algorithm 1 for each of the two paramterizations for 1500 iterations. The last 1000 iterations were kept for estimation. We use the same prior information as for Simulation 1, only the prior for the groups covariances has changed to Q G k I W (5 Diag(18 18 9)) k = 1 2. From (7) and (10) we obtain E(jB i Q ;1 i j) = 0:0012 supporting theoretically the centered parameterization. Also the autocorrelations and the inefficiency factors in Table 2 clearly indicate that the centered parameterization works better.
Sampling from partially marginalized conditionals
It was demonstrated in the last section that choosing the wrong parameterization may cause slow convergence for a sampler which is based on sampling fixed effects and the heterogeneous effects N from the full conditionals. Rather than trying to find the right parameterization for the case study at hand one could apply a sampler that is insensitive to the parameterization. Note that a suitable paramerization does not exist for the case of K > 1 where at least one group is close to homogeneity whereas at least one other group is characterized by random effects variances that dominate the observation error variance.
Common methods of constructing such a sampler are blocking, such that parameters are sampled jointly, and collapsing, where full conditional densities are substituted by marginal densities. The latter are obtained from integrating out part of the conditioning parameters.
The experiences reported for a normal linear mixed model in Chib and Carlin (1999) and Frühwirth-Schnatter and Otter (1999) suggest that it is desirable to group the fixed effects and the group specific means and to sample them from the density where the random effects are integrated out. Furthermore from the result reported in Gerlach et al. (2000) we expect that it is also desirable to sample the group indicators from the density where the random effects are integrated out. This leads to the following sampler:
Algorithm 2 (Sampling from partially marginalized conditionals)
(iii-2) Sample the fixed effects, the group specific means and the random effects Step (iii-2) amounts to sampling the mean parameters 
where conditional on S i = k we obtain:
. If we integrate out b i we obtain:
More details on steps (i-2), (iii-2) and (iv-2) are given in appendix B. The following example demonstrates that this marginalization leads to a sampler that is insensitive to the selected parameterization of the mean structure.
Simulation 1 and 2 continued
We are now going to apply Algorithm 2 to Simulation 1 and 2 from the previous section.
From the lag 1 sample autocorrelations and the inefficiency factors in Table 3 and 4 we can not make out any difference between the two ways of parameterization when sampling G k . When we compare the values for G k sampled by Algorithm 2 with the ones derived by Algorithm 1 (Table 1 and 2) we see that the partial marginalization leads to lower autocorrelations as well as to a better efficiency.
Sampling from the marginal model
One special feature of Algorithm 2 is that the parameters 
where
From the marginal model (13) we obtain that the likelihood L(
As the non-normalized density (Q G (iv-3a) For k = 1 : : :
For further details on these steps see Appendix C. None of these steps conditiones on the random effects N . Therefore sampling the random effects within step (iii-3) need to be carried out only, if we are really interested in estimating the individual effects i . This step may be skipped, if interest lies only in the model parameters or during burn-in.
Simulation 1 and 2 continued
We applied Algorithm 3 to our simulated data. Because of the invariance to the parameterization (see Section 2.2) we use only the centered one here. To compare the performance of this algorithm with the performance of the previous two algorithms we listed the autocorrelations at lag 1 and the inefficiency factors in Table 5 and 6. We carry out 3000 iterations and keep the last 2000 for estimation. We see that the Metropolis-Hastings step did not lead to a better behaviour of the sampler for the group specific variances neither for Simulation 1 nor for Simulation 2. Only the model error variance 2 " may be sampled more efficiently by the Metropolis-Hastings step.
Dealing with Unidentifability
About Unidentifiability and Label switching
In what follows we will use the notation = ( N S N ) to denote all unknown parameters, and A to denote the unconstrained parameter space. The unconstrained parameter space A consists of K! disjunct subspaces L 1 : : : L K! , differing only in the way of labeling the groups: A = S K! l=1 L l : To each labeling subspace L l corresponds a certain permutation l of f1 : : : K g telling us with which of the K groups the various group specific components of a parameter 2 A have to be associated. Without loss of generality we may assume that 1 ( ) is equal to the identity. Therefore, if 2 L 1 then for each k = 1 : : : K , the components ( G k Q G k k ) of have to be associated with group k. In L l with l > 1,
have to be associated with group l (k) rather k as before. This label switching between the labeling subspaces causes the unconstrained posterior to have multiple, at most K!, modes.
The modes are equivalent, if the prior ( ) is invariant to relabeling the groups.
For Bayesian estimation via MCMC methods it is essential to produce draws from a unique labeling subspace, if interest lies in the estimation of group specific parameters such as G k Q G k k or classification probabilities P r (S i = kjy N ). Otherwise, label switching could be present, rendering estimation of group specific parameters from the MCMC output meaningless. There is a geometric aspect behind identifying a unique labeling which means that the simulations should come only from one of the K! possible modal regions.
It is important to emphasize that identifying a unique labeling is different from formal identifiability. Formal identifiability is achieved by introducing an identifiability constraint R. In general, an identifiability constraint is defined in terms of a subset R of the unrestricted parameter space A, such that for all parameters 2 A , ( ) 2 R for exactly one permutation ( ) (see Stephens, 1997, p.43 ). An example would be the following constraint on the weights:
which is applied in Aitkin and Rubin (1985) and Lenk and DeSarbo (2000) as a standard constraint for this type of mixture models. The constraint may, however, be an order relation for a single component of the group specific parameter or may involve more than one component. With an identifiability constraint R formal identifiability is achieved in the sense that if two parameters and~ define the same probability law for all possible observations y N , then and~ need to be the same:
L(y N j ) is the marginal likelihood where ( N S N ) are integrated out.
It is a common misunderstanding that formal identifiability through an arbitrary identifiability constraint R leads to a unique labeling. This is not necessarily the case. An identifiability constraint restricts the parameter space A to a subspace where no two different parameters define the same probability law in order to achieve (17). But the parameters in this subspace need not to come from one labeling subspace -or in more geometric terms -from one modal region. As a consequence if Bayesian analysis is carried out on that subspace which is defined by the identifiability constraint R label switching might still be present. An identifiability constraint will only lead to a unique labeling if it respects the geometry of the posterior and is able to separate the modes of the unconstrained posterior. One may apply the idea of Frühwirth-Schnatter (2001a) to explore simulations from the unconstrained posterior in order to find an identifiability constraint R which is able to separate the posterior modes and by this to identify simulations from one labeling subspace, say L 1 . Note that the constraint is only an indirect devise to identify a unique labeling, and therefore not necessarily unique. For more details we refer to the case study in Section 4 of the present paper as well as to the case studies in Frühwirth-Schnatter ( R 2 : max( 1 1 2 1 ) < min( 3 1 4 1 ) 1 2 < 2 2 3 2 < 4 2 :
To emphasize the difference between formal identification within a likelihood analysis and unique labeling within a Bayesian analysis the last row in Figure 1 shows simulations from the various bivariate marginal densities ( k 1 k 2 jy N ) under constraint (19). In contrast to constraint (16) this constraint induces a unique labeling.
The fact that formal identification by constraint (16) does not necessarily induce a unique labeling remains undetected if a MCMC sampler is used for constrained estimation which sticks at the current labeling subspace. An example is the slice sampler discussed in Lenk and DeSarbo (2000) . As can be seen from the comparison of the second row of Figure 2 with the first row, the draws from slice sampling under constraint (16) stay within one labeling subspace only, missing part of the parameter space constrained to R . This might introduce a bias toward the constraint in comparison to draws obtained under constraint (19) which induces a unique labeling.
The influence of the constraint is evident from Figure 3 where we compare the posterior estimates of and obtained from permutation sampling under constraint (19) with slice sampling under constraint (16) for all 200 simulated data sets. Whereas a bias toward the constraint 2 < 3 is introduced for 2 and 3 , the constraint causes less variation of 1 and 4 around the true values, and has no effect on estimation of . 
the true value being D = (0:14 0:02 0:14). If we want to obtain an estimator with small systematic error (small biasD ; D) than the bias introduced by constraint R of course matters (see Table 7 ). If we are interested in obtaining an (possibly biased) estimator with small variance around the true value (small mean squared error (D ; D) 2 ) than the bias does not matters if it is small compared to the variation of the estimator. For the present case study the biased estimator has even smaller mean squared error than the estimator obtained from constraint (19) (see Table 7 ). 
Statistical Inference from the Unidentified Model
We want to emphasize that for a lot of estimation problems arising in the empirical analysis of the mixtures of random effects models it is not necessary to identify a unique labeling. This is the case if we want to estimate a functional of the augmented parameter vector f( ) which is invariant to relabeling the indices.
For such a functional the expectation with respect to posterior simulations constrained to any of the unique labeling subspaces is equal to the expectation with respect to posterior simulations from the unconstrained space A:
A proof of (21) is given in appendix D. An important practical consequence of (21) is that a lot of quantities may be estimated without introducing a unique labeling. Obviously this concerns parameters which are common to all classes such as and 2 " . Important quantities which are invariant to relabeling are the individual parameters i :
Further examples are all moments of the distribution of heterogeneity, e.g. the mean or the covariance matrix: 
An Empirical Study from Metric Conjoint Analysis
The Data and the Model
The data come from a brand-price trade-off study in the mineral-water category. Each of 213 Austrian consumers stated their likelihood of purchasing 15 different product-profiles offering five brands of mineral water (Römerquelle (RQ),Vöslauer, Juvina, Waldquelle, and one brand not available in Austria, Kronsteiner) at 3 different prices (2.80, 4.80, and 6.80 [all prices in ATS]) on 20 point rating scales (higher values indicate greater likelihood of purchasing). In an attempt to make the full brand by price factorial less obvious to consumers, the price levels varied in the range of 0.1 ATS around the respective design levels such that mean prices of brands in the design were not affected (Elrod et al., 1992) .
We used a fully parameterized matrix X 2 i with 15 columns corresponding to the constant, four brand contrasts, a linear and a quadratic price effect, four brand by linear price and four brand by quadratic price interaction effects, respectively. We used dummy-coding for the brands. The unknown brand Kronsteiner was chosen as the baseline. We subtracted the smallest price from the linear price column in matrix X 2 i , and computed the quadratic price contrast from the centered linear contrast.
Identifying a Unique labeling -Exploratory Evaluation and Selection of Constraints
It has been demonstrated in Section 3.1 that an arbitrary identifiability constraint does not guarantee a unique labeling. The methods for identifying a unique labeling which are employed in this section are based on Frühwirth-Schnatter (2001a) which reports empirical results only for mixture models of univariate observations. We demonstrate in this section that this approach could also be employed in a multivariate setting where the choice of an identifiability constraint is particularly difficult. Alternative approaches to identify a unique labeling are discussed in Celeux et al. (2000) and Stephens (2000) .
In Otter et al. (2001) Bayesian model choice criteria indicated that the optimal model for these data is a model with three groups and fixed quadratic price interactions. For this model we follow the ideas of Frühwirth-Schnatter (2001a) and explore simulations from the unconstrained posterior in order to find an, not necessarily unique, identifiability constraint, see Figure 4 . From this plot the three simulation clusters are clearly recognized and we can easily make out an identifiability constraint, namley: R: price 1 <min (price 2 3 ) to separate the first group from the other two, and RQ 2 >RQ 3 to distinguish between the two remaining groups. The simulations of the constrained posterior resulting when applying this constraint are plotted in Figure 5 . Figure 6 shows the posterior simulations for a model with K = 4 groups and fixed quadratic price interactions. From this plot it becomes obvious that the data support only three simulation clusters. The fourth group is spread over the parameter space and this plot can be used as an empirical indicator for determining the optimal number of groups K = 3 . 
Comparison of the three Algorithms and the two Parameterizations
To investigate the influence the two types of parameterization have on Algorithm 1 's full conditional Gibbs sampling and on Algorithm 2 's partially marginalized Gibbs sampling we choose a model with two groups and fixed quadratic price interaction effects. The reason why we did not use the optimal three group model with fixed quadratic interactions in this comparison is that Algorithm 1 's behaviour with the non-centered parameterization is extraordinarily bad. It was not possible to sample the optimal three group model with fixed quadratic interactions with this algorithm. This is illustrated in Figure 7 and 8 that show marginal densities of the group weights for the optimal three group model. In Figure 7 we see that Algorithm 1 (centered), Algorithm 2 and Algorithm 3 estimate group sizes of approximately 0.47, 0.43 and 0.1. In sharp contrast we see from Figure 8 that Algorithm 1 with the non-centered parameterization samples two groups of size 0.59 and 0.41, while the third one has a size near 0. This has an enormous influence on model estimation. If we estimated our empirical data just with Algorithm 1 in combination with the non-centered parameterization Figure 8 would suggest that a three group model is a model with too high a number of groups and we would end up with a model with fewer groups.
For the two group model with fixed quadratic interactions the MCMC samples obtained from Algorithm 1 and 2 under the two different parameterizations are again compared by their lag 1 sample autocorrelations and the inefficiency factors. The values are listed in Table 8 and 9 for the group specific means G k and the fixed effects . We see that Algorithm 2 behaves invariant with regard to the parameterization. For Algorithm 1 the behaviour is two fold. For the group specific means G k the centered parameterization is preferred, while for the fixed effects the non-centered parameterization turns out to be better, so that we can not decide which parameterization to choose. In addition the results of Table 8 
Concluding Remarks
In the present paper we tried to provide a deeper understanding of the circumstances under which full conditional Gibbs sampling of the heterogeneity model will be a sensible tool of Bayesian estimation. It turned out that full conditional Gibbs sampling is sensitive to the parameterization used for the mean and we argued that the best thing one could do for a model with a normal observation density is to use an at least partly marginalized sampler where the random effects are integrated out.
Marginalization is usually not possible for models with non-normal observation densities and understanding full conditional Gibbs sampling is even more important for this case. Although we did not investigate non-normal models, we believe that the results of our paper are valid also in this case.
A limitation of the present paper is that we only studied the effect the parameterization of the mean has on the performance of full conditional Gibbs sampling. An additional and equally important issue that we did not investigate is how parameterizing the variance structure influences the efficiency of the MCMC sampler. From Table 1 and 2 we hypothesize that the current way of parameterizing the variance structure is rather efficient, if the variances are not too small. In the case of small variances using the parameterization that is centered in the mean around 0 (non-centered in the terminology of the paper) helps to improve the efficiency of estimating the mean parameters, but seems not to improve the efficiency of estimating the variance parameters. So it still has to be investigated, how to improve estimation of variances in the case of small variances. One possible candidate is a parametrization, where not only the mean of the random effects is centered around the standard value 0, but also the variance of the random effects is centered around the standard covariance matrix equal to the identity matrix I rather than Q G k :
This parameterization is non-centered both in the mean and in the variance of the random effects. We leave, however, the investigation of this parameterization to future research.
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A Prior
The following prior information was used during estimation:
We impose the following prior on the effects for the centered parametrization. We assume that the group specific effects G 1 : : : G K are a priori independently identically distributed with G k N(c 0 C 0 ) for k = 1 : : : K , whereas the fixed effects are a priori normally distributed with N(a 0 A 0 ). This prior has to be transformed to obtain the prior under the non-centered parametrization.
The group specific covariances Q G 1 : : : Q G K are a priori independently identically distributed with
The probability distribution of follows a Dirichlet prior D(e 0 1 : : : e 0 K ).
The observation equation's variance 2 " is a priori inverted gamma distributed with I G ( 0 S 0 ). In the empirical study of Section 4 c 0 and a 0 are the OLS estimates obtained by a model with fixed effects, only. C 0 and A 0 are diagonal matrices with diagonal elements equal to 0:04. We select 
To sample from the posterior ( jy N S N ) we reconsider the marginal model from (13) with the random effects integrated out. An alternative way to write this model is: 
B.2 Sampling S N
Applying Bayes' Theorem we obtain:
Therefore S 1 : : : S N are conditionally independent given and y N and we sample S i for i = 1 : : : N from the discrete distribution:
To obtain the likelihood we use the marginal model (13) 
To compute the ratio we use that the posterior (Q G 1 : : :
to the quantity in (14) and that the unknown normalizing constant cancels.
The design of a suitable proposal density turned out to be somewhat challenging. We use a mixture of inverted Wishart proposal:
where ( 
is the same as in step (iii-3b) of this algorithm. Therefore to obtain ( N ) g g = 1 : : : G we repeat step (iii-3b) G times to construct the proposal 
D Proof of (21)
(21) is easy to verify. First,
As both f( ) and ( jy N ) are invariant to relabeling, we obtain:
for all l s, and the following holds:
If we take the special case where f( ) = 1 we obtain:
Therefore the posterior distribution L l ( jy N ) which is constrained to the labeling subspace L l is related to the unconstrained posterior ( jy N ) by: L l ( jy N ) = K! ( jy N ). Therefore (21) follows from (30):
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