The exact locations of horizons that separate geologic sequences are known only at physically sampled locations (e.g., borehole intersections), which, in general, are very sparse. 3D seismic data, on the other hand, provide complete coverage of a volume of interest with the possibility of detecting the boundaries between formations with, for example, contrasted acoustic impedance. Detection of boundaries is hampered, however, by coarse spatial resolution of the seismic data, together with local variability of acoustic impedance within formations. The authors propose a two-part approach to the problem, using neural networks and geostatistics.
INTRODUCTION
Many engineering applications, including hydrocarbon reservoir production, mineral extraction, tunneling, and underground storage or disposal of hazardous wastes, require characterization of the geology of the subsurface of the earth. Usually, in these applications, at least in the planning stages, the only direct access to subsurface geology is provided by boreholes, which must be kept to a minimum for economic and/or physical reasons. 3D seismic data on the other hand, provide a nonintrusive source of information that has more complete coverage of the volume of interest.
One of the most important structural features that can be extracted from seismic data is the spatial position of distinctive geological formations (as inferred from, for example, acoustic impedance). The precise locations of the boundary surfaces of horizons that separate geologic formations are often of critical importance in engineering applications. The position of these boundaries is known with accuracy only at sparse borehole locations. 3D seismic data provide a much more complete spatial coverage than borehole data, but they yield significantly less accurate information about boundary locations, largely because: r 3D data are indirect measurements (e.g., traces of seismic amplitudes or acoustic impedances) from which the value of the direct variable (boundary location) must be inferred. Seismic data are essentially proxies for the boundary locations, r As seismic waves travel downward, their frequency is selectively filtered by various geologies; thus, only structural features above a certain size will affect the waves and be registered by the recording geophones.
Because the boundary positions are known exactly at the borehole intersections, they can also be tracked precisely in the seismic traces that are collocated with the boreholes. The proposal here is to use an artificial neural network, trained at the collocated traces where the solution is known, for a posterior application to the entire 3D seismic data set. Neural networks have been successfully used in a number of geophysical applications, as may be seen in the review papers of van der Baan and Jutten (2000) and Poulton (2002) .
Because of the noise embedded in seismic data, the solution provided by the neural network is interpreted as a random function. A two-step geostatistical procedure is applied to the neural network realization of the random function. First, the statistical spatial variability of the random function is quantified by means of semivariograms. Second, the semivariogram model is used with factorial kriging to filter the noise and to assess the variance of the noise component, i.e., the error associated with the estimation. As standard errors of estimates are not of great practical use per se, the boundary surfaces are geostatistically simulated to incorporate their uncertainty. The simulated surfaces are consistent with the experimental information (i.e., accurate data at the borehole intersections) and coherent with the seismic information (in the sense given in the following methodology section) and any other structural information such as location of faults, assuming that such data are embedded in the experimental information. The set of simulated surface boundaries can then be used in engineering applications and provides a basis for quantified risk analysis.
The mathematical framework of the methodology is given in the following section, and a detailed application is described in the case study.
METHODOLOGY
Automatic tracking of seismic horizons is a subject of significant interest in seismic data processing. The most challenging problems have been multihorizon tracking, tracking in the presence of discontinuities, and horizon mapping with very noisy data. Most of the literature, however, refers to the processing of 2D seismic profiles, and rarely to 3D surface mapping. A review of autotracking may be found in Alberts (2002) . In the work reported here, we treat a different problem: the estimation of the boundaries between formations from a 3D seismic survey, given accurate detection of the boundaries within a few sparsely distributed boreholes.
The proposal here is to use four different methodologies jointly to characterize the shape of a boundary surface between units: neural networks, semivariogram analysis, factorial kriging, and geostatistical simulation. The following sections provide a brief review of the four methodologies.
Artificial neural networks
An artificial neural network, or neural network (NN) for short, is a computing system comprising a highly interconnected set of simple information-processing elements called units (or nodes or neurons). The arrangement of these units defines the neural network architecture, one of the most commonly implemented being the multilayer perceptron (Freeman and Skapura, 1992) . A brief review of the multilayer perceptron NN architecture is given in Appendix A. Figure 1 shows a multilayer perceptron NN.
Semivariogram analysis
In geostatistics, a spatial phenomenon is modeled as a random function, Z(x), and its spatial variability is quantified by the semivariogram, γ (h):
where h is a vector, for which both magnitude and direction are important, x is the spatial location, and Var{X} is the variance of the random variable X. For 3D data, x = {x, y, z} is a function of easting, x, northing, y, and depth, z.
In general, the semivariogram is unknown and must be estimated from the experimental data (Chilès and Delfiner, 1999) . Assuming second-order stationarity, the mean is constant, and the covariance, C(h), is solely a function of the vector h:
where E{X} is the mathematical expectation of the random variable X. As a consequence of equation 3, the random function has a finite variance σ 2 = C(0), and the semivariogram and covariance are related by the relationship
Under these conditions, the semivariogram and covariance are used interchangeably. The usual geostatistical practice is to estimate the semivariogram by, for example, the method of moments (Chilès and Delfiner, 1999) and then to fit a theoretical model to the experimental semivariogram. It is common for a covariance (or semivariogram) to comprise a number of Figure 1 . Multilayer perceptron with a single hidden layer of neurons. The input, hidden, and output layers have, respectively, 3, 4, and 2 neurons, while the neural network used in the application described in the text has 251, 110, and 2 neurons for the corresponding layers.
different structures:
each representing variability at a specific spatial scale and which, in many applications, can be linked to a physical cause, which may explain their origin. In this way, the random function Z(x) can be thought of as comprising the sum of K, independent stochastic components, which are themselves random functions:
where the zero-mean random function Z j (x) in equation 6 has the covariance C j (x) in equation 5, and m is the global mean. In the geostatistical literature, the covariance structure in equation 5 is often termed a nested covariance structure. At any unsampled location, x 0 , the random function, Z(x 0 ), or any linear combination of its components in equation 6, can be estimated by kriging using the experimental data.
Factorial kriging
Kriging is a geostatistical interpolation technique that generates an optimal linear interpolator by minimizing the variance of the estimation error (as quantified by the spatial covariance), subject to unbiasedness conditions (Goovaerts, 1997; Chilès and Delfiner, 1999) . When dealing with nested covariance structures, as represented by equation 5, it may be of interest to filter some structures, such as noise, from the decomposition given by equation 6. Such filtering can be achieved by factorial kriging (Deutsch and Journel, 1992) , which estimates the partial sum of any of the components in equation 6. The number and magnitude of the scales of variability are determined from the correlation ranges identified on the semivariograms. A brief review of filtering by factorial kriging is given in Appendix B.
Geostatistical simulation
Geostatistical simulation is a widely used technique for generating realizations of correlated spatial fields, with the following characteristics:
r The simulated values have the same covariance or semivariogram model as that fitted to the experimental data.
r At each experimental location, the simulated value and the experimental value are identical (i.e., the simulation is conditional to the experimental information).
r The simulated values have the same histogram as the experimental data.
There is a wide range of techniques for geostatistical simulation (e.g., sequential algorithms, LU decomposition of the covariance matrix, spectral methods, simulated annealing, and turning bands), each with advantages and disadvantages, as may be seen, for example, in Dowd (1992) and Chilès and Delfiner (1999) . Each simulated image is a possible version of reality, and a large number of simulated images, taken jointly, provides a means of incorporating the uncertainty in applications. This uncertainty is not unique, as it is modeldependent, but it is coherent with the assumed model and the available data. An estimation method, such as kriging, produces a unique image, the variability of which is less than that of the real image and thus not suitable for applications in which the real variability is critical. As an example of simulation, the hydraulic conductivity of an aquifer can be simulated on a required scale and then subjected to a model of flow and transport. Repeating the flow and transport modeling on a large number of independently simulated versions of the aquifer enables probabilistic answers to problems such as predicting water-table elevation or concentration of contaminants.
CASE STUDY
Extensive investigations have been undertaken at the Sellafield site (West Cumbria) in the United Kingdom to characterize the underground geology with the aim of assessing the adequacy of the site for underground storage of low-to medium-level radioactive waste. Details of these studies may be found, inter alia, in UK Nirex Ltd. (1997), Dowd (1997) , and Kingdon et al. (1998) . A number of wells were drilled and logged for various geophysical variables, and cores were sampled and analyzed. In addition, a trial 3D seismic survey was undertaken. The seismic volume was poor by absolute standards, largely because of limitations caused by acquiring a very small volume.
Outline of the geology and tectonic setting of the Sellafield area
This outline is based on a number of science reports published by UK Nirex Ltd., in particular, UK Nirex Report S/97/007 (1997).
The proposed repository host rock the Sellafield Site, is the Borrowdale Volcanic Group (BVG),a succession of mainly subaerial volcanic rocks of mid-Ordovician age forming part of the Lower Paleozoic basement inlier. In the site area, these rocks crop out in the northeast and are surrounded by an unconformable cover sequence of younger sedimentary rocks that dip away from the inlier. The top surface of the BVG dips to the southwest, such that, at the southwest corner of the Site area, it is at a depth of 1600 m below surface. Here, it is unconformably overlain by Carboniferous strata, principally limestone, succeeded by the Permian strata of the Brockram Breccia (which lies directly on the BVG, to the east), the St. Bees Evaporites (mainly dolomite and anhydrite), and the St. Bees Shales (fine-grained sandstones, mudstones, and siltstones) passing up into the Triassic sandstones of the Sherwood Sandstone Group.
Within the Site area, the most intensive investigations, including the 3D seismic survey and nine deep boreholes, were concentrated on the most promising block of rock within which a repository might have been located-the potential repository zone (PRZ). Structurally, the PRZ lies between three major fault zones, the Lake District Boundary fault zone, the Seascale-Gosforth fault zone, and the Fleming Hall fault zone.
UK Nirex Ltd. has established a detailed fault framework for the PRZ on the basis of fault-rock intervals from core logs supplemented with core photographs, discontinuity logs, lithological logs, and geophysical wireline logs. Zones of brecciation, intense fracturing and/or veining, and autobrecciation were also included. Fault orientation data were derived by depth-matching core discontinuities in faulted intervals with borehole imagery comprising paper plots of previously picked and oriented sine-wave features. Acoustic impedances derived from wireline logs, together with inherent reflectivity, were used to correlate borehole fault intersections with potential faults identified in the 3D seismic data.
Faults fall into two broad groups: northeast-and northwesttrending. An overall northwest trend is characteristic of the majority of faults and includes structures that dip to the southwest. The broad trend includes orientations from northwest to north; north-trending faults commonly link with northwesttrending faults to form an overall anastomosing structure.
The fault framework and lithostratigraphic boundaries of the established UK Nirex geological model were used to The NN is determined by the weights retained for the iteration, at which the generalization error reaches a minimum (iteration number 6253, shown by a vertical dashed line). This is the result of a supervised learning procedure. assess the performance of the methodology described in this paper.
The data
For the purposes of this paper, the area of interest is the 3D seismic-survey volume that contains the nine deep boreholes. The study is focused on the identification of the surface boundary between two formations: the St. Bees sandstone and the Brockram breccia. The NN algorithm, however, was trained to give simultaneously two boundaries: that between the St. Bees sandstone and the Brockram breccia and the boundary between the Brockram breccia and the BVG.
The 3D seismic grid comprised 60 inlines by 60 crosslines (i.e., 3600 traces) and 251 samples per trace. The distance between traces along both inlines and crosslines is 12.5 m, and traces were temporally sampled at 2 ms. The data were sorted into common midpoints, stacked, and time-migrated. Acoustic impedance (AI) was then calculated at each sample in the volume. The methodology was applied to the AI volume, a vertical slice (inline 30) and a time slice (0.2 s) are shown in Figure 2 . The methods reported here could have been applied to the amplitude data had they been available when this work was undertaken.
The depths of the boundary surfaces are accurately known in each of the nine boreholes from recovered cores, from geophysical wireline logging, and from resistivity imaging within the boreholes. Locations of the boreholes are shown in Figure 3 . The seismic data and the NN output are used to generate a detailed image of the surface away from the boreholes.
Figure 5. Estimated surface boundary (i.e., depth in meters below ordnance datum: mbOD) between St. Bees Sandstone and Brockram Breccia using artificial NN applied to the 3D seismic AI. This image represents the depth (in meters) of the boundary between these formations as estimated by the NN (i.e., applying the weights estimated by supervised training using the nine boreholes, in which the true depth of the boundary is known). The boundary depth has been estimated on a grid coincidental with the 3D seismic grid shown in Figure 2 . 
Application of the method
The NN architecture was designed to locate the contact between the two formations. The NN is trained using seismic traces for which the depth of the surface is known before applying it to the entire 3D seismic data set. The procedure comprises: 
where z (k) (x) is the value of AI in original units at a location x in the kth trace, z (k) m is the minimum value of AI in the kth trace, and z (k) m is the maximum value of AI in the kth trace. Following the procedure used in NN pattern recognition, each trace is regarded as a specific instance and is individually standardized so that the small random weights have the same order of magnitude. These values define, for each trace, the 251 input values in the NN, which then has 251 input neurons. Figure 5 (depth in mbOD), but the short-range (noise) component has been filtered by factorial kriging. The resulting image is smoother than the original, as small-scale variability has been filtered out. This image is more plausible because it accords to the known geology in the study area, where the breccia formation (the estimated upper boundary, shown in this figure) dips smoothly and is sub-divided into blocks by normal faults. The scaling given in equation 7 makes it easier to select the starting values of the parameters and ensures faster convergence in the training step. The NN architecture for each trace has 251 input samples, 110 neurons in the hidden layer, and 2 neurons in the output layer, which correspond to the target St. Bees sandstone and BVG horizons.
The training data comprise the two horizons in each of the nine boreholes and 45 collocated traces comprising the five nearest neighbors of each borehole. Of the 45 potential collocated traces, 8 differed from the control trace at the borehole and were excluded, leaving a total of 37 collocated and neighboring traces. The 37 traces comprise two groups: the 9 collocated and the 28 neighboring collocated traces. The first group of 9 traces is used for monitoring the training errors, and the second group of 28 traces is used for monitoring the generalization error. The values of the training error and generalization error are shown in Figure 4 as functions of the iteration number. The weights selected are those that give the minimum generalization error in Figure 4 . With these weights, the mean error, mean absolute error, mean squared error, and maximum absolute error at the nine collocated traces at the boreholes are, respectively, −0.07 m, 1.02 m, 2.01 m 2 , and 3.37 m. The selected weights define the NN that was then applied to the entire seismic grid, and the surface obtained is shown in Figure 5 . + 120 Sph(h; 450, 0, 2.25), (8) where A · Sph(h; B, C, D) denotes a spherical semivariogram with sill A, range B, anisotropy angle C (angle of orientation of the two mutually perpendicular axes defining the minimum and maximum ranges), and anisotropy ratio D (ratio of maximum range to minimum range), as defined, inter alia, in Deutsch and Journel (1992) . In more explicit notation, the model is
where C 1 (h) is the isotropic spatial covariance function: 
for h ≥ a(θ ) Figure 9 . With Figure 7 as the reference: (a) nonconditional simulation; (b) simulation conditioned to the boreholes; and (c) simulation conditioned to the boreholes and 72 additional locations taken from Figure 5 using stratified sampling. In all cases, depth is mbOD. The nonconditional simulation has the spatial variability modeled in Figure 6 . The image conditioned to the boreholes should be closer to that of Figure 7 (the reference image) than the nonconditional simulation. If more control points are used in the conditioning, as is the case in (c), the resulting image should be closer to that of Figure 7 .
where a(θ ) is the range in the direction θ of the vector h. These ranges are defined by an ellipse with axes oriented east-west and north-south and radii of 450 m (east-west) and 200 m (north-south).
Figure 10. As in Figure 9 , but using a different and independent nonconditional simulation, i.e., a second example.
The short-range structure accounts for 43% of the total variability, and the remaining 57% is accounted for by the longer-range anisotropic structure. In grid units (12.5 m between traces) the short range of 40 m is equal to three traces, which means that the traces quickly become different or,alternatively, only very close traces are similar. Because Figure 11 . As in Figure 9 , but using a different and independent nonconditional simulation, i.e. a third example. such rapid variation over short distances does not accord with the known geology, the inference is that the short-range structure is largely a measure of noise. The ranges of the second structure can be explained in terms of the pattern of faults in the study area. The fault framework constructed by UK Nirex indicates a mean distance of 450 m between faults in the east-west direction and 200 m in the north-south direction. East-west and north-south correspond to the general orientation of faults relative to the representation of the study area, which is rotated 45
• anticlockwise with respect to the actual coordinate system.
The short-range structure attributed to noise was filtered by factorial kriging, and the result is shown in Figure 7 , which more clearly shows the effects of faulting with relative vertical displacements of blocks. Figure 8 shows a time-depth conversion of the slice in Figure 2a , on which are shown the sand- stone/breccia and breccia/volcanics horizons recovered from the spatially filtered NN procedure.
Geostatistical simulation was used to assess uncertainty in the estimated image. Nonconditional simulations were generated using the spectral method (Chilès and Delfiner, 1999; Pardo-Igúzquiza and Dowd, 2003) . The nonconditional simulations do not honor the experimental information, but they do reproduce the scales (structures) of variability. Figures 9a,  10a, and 11a show the nonconditional simulations after being filtered for noise by factorial kriging.
Any coincidence of values in Figures 9a, 10a , and 11a with those in the reference image, Figure 7 , is random because the simulations are independent.
Conditioning the images in Figures 9a, 10a , and 11a to the data from the nine boreholes generates the images shown in Figures 9b, 10b, and 11b, respectively.  Figures 9c, 10c, and 11c show the results of conditioning the simulation to the nine boreholes and to 72 values (regularly distributed) of the seismic image recovered by the NN. In all cases, the noise has been filtered by factorial kriging. As confidence in the seismic data increases, more seismic values could be included in the conditioning process.
The combined NN and factorial-kriging procedures can be used to assist in fault interpretation. Up to this point, the same grayscale has been used for all images to facilitate comparisons. However, the structural features from which normal fault blocks can be inferred are more obvious if Figure 7 is rescaled to a more appropriate scale, as shown in Figure  12a . The fault blocks inferred from Figure 12a are shown in Figure 12b , on which A-B denotes the profile in Figures 2a and 8 . Interpreted faults on the time-depth conversion of Figure 2a are shown in Figure 8 . These inferred faults are, of course, only one possible interpretation, but they are consistent with the structural features depicted in Figure 12a , and they are entirely consistent with the UK Nirex fault framework (UK Nirex Ltd., 1997). The network of faults defines a set of fault blocks at different average vertical elevations. The same could be done with the simulated images. If any of the faults are confirmed by other means, then a large number of conditioning points on both sides of the fault could be used to impose their presence on the conditional simulations.
The images shown in Figures 9c, 10c , and 11c have been conditioned by more values than the images shown in Figures 9b, 10b , and 11b, implying that the former are more similar to the reference image recovered by NN and filtered by factorial kriging. The conditioning could also be used to impose structural features on the simulated images, provided there is sufficient evidence for their presence and a requirement to include their influence in the simulations.
CONCLUSIONS
A methodology has been proposed for estimating the surface boundary between subsurface geologic formations. It is assumed that the experimental information comprises a relatively small borehole data set that accurately measures the contact between the formations, together with a much larger dataset that indirectly, and less accurately, measures the contacts. A neural network (NN) approach was used to estimate the surface boundary. The NN is first trained using the seismic traces collocated with the borehole locations and is then applied to the entire seismic data set. Although the results shown in the case study refer to a 3D surface between two formations, the actual NN was trained for estimating two 3D boundary surfaces (two neurons in the output layer and three formations) and could easily be extended to more formations. Because the 3D seismic data include a significant amount of noise, the surface provided by the NN is also noisy. A semivariogram analysis reveals different scales (structures) of variability in the estimated depth of the surface. A small-scale structure is related to the noise in the seismic data, and a larger-scale structure is related to structural features (faults). The small-scale structure can be filtered by factorial kriging to reduce noise. Even after filtering, the noise is still an uncertainty associated with the filtered surface, which may be assessed by the generation of possible surfaces using geostatistical simulation. These stochastic images can be conditioned to the borehole data or to the borehole data plus seismic values at other locations. A set of simulated surface boundaries can be used in engineering applications as inputs to deterministic models, such as flow and transport, to generate responses.
Advantages of the methodology are:
r It can be applied to mapping several boundaries simultaneously (i.e., n-1 boundaries for n formations). The number of output neurons in the neural network is equal to the number of boundaries.
r The methodology is applied to the entire 3D volume and is not restricted to seismic sections, as is the case in most automatic horizon mapping.
r The input data can be in the time domain with output in the depth domain (e.g., in meters) with no need for a timedepth calibration of the seismic volume.
r The methodology was applied to the 3D acoustic impedance volume but is equally applicable to the 3D amplitude volume.
r The methodology is stochastic-each boundary surface is interpreted as a random function-and thus provides a means of evaluating the uncertainty of the estimated boundary surfaces.
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APPENDIX A THE MULTILAYER PERCEPTRON NEURAL-NETWORK ARCHITECTURE
In the multilayer perceptron, the processing elements are arranged in parallel layers, which, in the most basic architecture, are limited to three: the input layer, the hidden layer, and the output layer. Although the number of hidden layers can be increased, one is sufficient for most applications. The neurons in a given layer are connected to neurons in the previous layer, and to neurons in the succeeding layer, but not with other neurons of the same layer. Figure 1 shows the basic arrangement of a multilayer perceptron with a single hidden layer.
The layers are linked by weights, which are determined by a supervised learning process that ensures the neural network produces the desired output. The supervised learning process consists of two stages: a feed-forward stage and an error backpropagation stage. In the feed-forward stage, the input patterns are presented to the input layer, the hidden layer then processes the information and, in turn, feeds the output layer, which processes the information to provide an output.
The input to the neurons in the input layer is the pattern to be processed, while the input to a neuron in the hidden and output layers is a weighted average of the output of the neurons of the previous layer:
for j = 1, . . . , m, (A-1) where H (k) j is the input to the jth neuron of the hidden (output) layer when the kth pattern is used as input; O (k) i is the output of the ith neuron of the input (hidden) layer when the kth pattern is used as input; w ji is the weight or connection strength between the jth neuron of the output (hidden) layer and the ith neuron of the input (hidden) layer; n is the number of neurons in the input (hidden) layer; and m is the number of neurons in the hidden (output) layer.
The output from a neuron is given by a nonlinear function (the so-called activation function) of the input. One common activation function is the sigmoid function:
Error backpropagation is an algorithm for minimizing the total squared training error:
where N is the number of different patterns used for training. For each of these patterns (k = 1 , . . . , N), t (k) j is the desired or target output, while O (k) j is the actual output given by the NN in the output layer.
The training error E T is reduced by an iterative procedure in which the error is propagated backward through the network, causing each weight to be modified. The usual procedure is a steepest-descent approach, although many variations have been proposed to improve the speed of convergence and to avoid stopping at local minima (Freeman and Skapura, 1992) .
Unless a local minimum is reached, the training error can be reduced almost endlessly (eventually becoming zero), but this is not a good strategy because it can lead to over-fitting, in which the NN will produce the desired output for the training patterns but give bad results when other patterns (not used for training) are used as input. To avoid this, a second type of error, known as the generalization error, E G , must be monitored at the same time as the training error:
where L is the number of patterns used as input but which are not used in the training process.
In general, at the beginning of the learning process, both types of error will decrease from iteration to iteration, but while E T decreases without limit toward zero, E G begins to increase after a number of iterations. The weights for which the generalization error reaches a minimum are taken as the optimal weights in the sense of giving good results from learning and from generalization. These weights define the operational NN that can then be applied to other inputs.
