Abstract: Aiming at the problem of early warning credibility degradation as the heavy vehicle load and its center of gravity change greatly; the heavy vehicle rollover state identi cation method based on the Hidden Markov Model (HMM, is introduced to identify heavy vehicle lateral conditions dynamically in this paper. In this method, the lateral acceleration and roll angle are taken as the observation values of the model base. The Viterbi algorithm is used to predict the state sequence with the highest probability in the observed sequence, and the Markov prediction algorithm is adopted to calculate the state transition law and to predict the state of the vehicle in a certain period of time in the future. According to combination conditions of Double lane change and steering , applying Trucksim and Matlab trained hidden Markov model, the model is applied to the online identi cation of heavy vehicle rollover states. The identi cation results show that the model can accurately and e ciently identify the vehicle rollover state, and has good applicability. This study provides a novel method and a general strategy for active safety early warning and control of vehicles, which has reference signi cance for the application of the Hidden Markov theory in collision, rear-end and lane departure warning system.
Introduction
Because of: a high center of gravity; large load capacity; and relatively high aspect ratio, when the heavy vehicle encounters extreme conditions, such as excessive speed; small turning radius; and avoiding obstacles, it is prone to rollover accidents. US Highway Safety Bureau statistics show that in all tra c accidents, vehicle rollover accident hazards rank second only to the car crash. The vehicle rollover is a major tra c accident leading to the loss of life and property, and has become an important problem affecting tra c safety [1, 2] .
At present, most of the rollover warning status recognitions are based on roll angle or lateral acceleration limits that are greater than a set value for the rollover conditions. Preston-Thomas J [3] , Dunwoody [4] , Dongyong Hyun [5] , and others, focus on the lateral load transfer rate (LTR). They use the LTR as the criterion to analyze the parameters which a ect the LTR value, so as to judge the vehicle rollover degree; In 2001, Chen B and Peng H proposed a rollover real-time early warning algorithm based on TTR rollover time predictions. This algorithm is characterized with simple logic and good practicability [6] ; In 2003, Eger and Kiencke proposed a time-series-based rollover warning algorithm, which determines the mathematical relationship between the roll angle and roll angular velocity based on the boundary condition of vehicle stability [7] ; In 2008, H. Yu proposed a real-time TTR matrix based rollover warning algorithm, and the use of Kalman lter technology to improve the accuracy of the TTR matrix [8] ; In 2011, at Jilin University, Zhu Tianjun proposed a modi ed TTR and Kalman lter technology based rollover early warning method, and the test results show that the method can be a real-time warning [9] .
HMM is a statistical model based on the Markov chain, which has a simple dynamic Bayesian network structure and has been widely used in pattern recognition and fault diagnosis [10] . In this paper, the vehicle rollover as a "fault-like" state, introducing the GMM correlation analysis method, presents a method of vehicle rollover state identi cation and prediction based on HMM.
Hidden Markov model and Markov prediction method
The Hidden Markov model consist of two processes, one is the Markov process, the other one is a general stochastic process(which may be discrete or continuous), and therefore has a double stochastic [11] [12] [13] . A typical hidden Markov model (HMM) can be described by the following ve parameters:
(1) Number of states N. The number of states the system may be in during the Markov process. Suppose a ij = P(q t+ = S j |q t = S i ). q t is the state at time t. a ij = P(q t+ = S j |q t = S i ). The state of the system can only be expressed by the observed value.
(2) Possible number of observations M. o t is the observed value at time t during the discrete process. Assuming to t is nite, so the observed value of the system at time t must be an element in {O}.
(3) State transition matrix A. The transition probability from state S i to state S j is a ij = P(q t+ = S j |q t = S i ), ≤ i, j ≤ N. Because the total number of transfer states for one system is N, the number of value a ij can reach N × N, expressed as a matrix:
(4) Confusion matrix B. The observed probability of the observed value
In the state S j , the number of random process can be M, then the number of value b jk can reach N×M, expressed as a matrix 
(5) Vector of the initial state probabilities π. The probability that the rst state q take S = {S , S , . . . , S N }, and
There are three main problems in HMM application, the rst two are pattern recognition problems, the last one is parameter training [14] :
(1) Evaluation problem. To calculate the probability of an observed sequence based on the known HMM. This problem is assumed to have a series of HMM solutions to describe the di erent systems, and need to know which system has the greatest probability of the current observation sequence.
(2) Decoding problem. To observe the sequence of states that is most likely to occur in the speci ed model based on the observed sequence.
(3) Learning problem. That is the parameter training problem. HMM was obtained from the observation sequence, and the hidden state of its representation generated a three tuple (A, B, π) to describe the phenomena law.
In practice, the majority of cases are continuous signals and data. For example, as the vehicle is operating, signal data, which can re ect the vehicle speed, roll, and lateral acceleration, are continuous in the time axis. This continuity exists in a general stochastic process where the probability of occurrence of observations in each state can be expressed as a function of the probability density function. One of the most common methods is to use a linear combination of multiple Gaussian functions to estimate the probability density function of the observed value. Setting O as the observation sequence, the probability density function can be expressed as
Where µ jm , COV jm , c jm represent mean vector, covariance matrix, and weight coe cient of the m-th Gaussian component, the state S j . c jm satis es the constraint condition: 
The core concept of the Markov prediction method, is the state transition. The vehicle state can be S , S , . . . , S N , and each time it can only be in one state. Each state has n steering directions (including itself), and state transition is stochastic. State transition probability a ij = P(S j |S i ) is used to describe the size of state transition possibility, which is the origin of state transition matrix A in the Hid-den Markov Model.
The state transition probability matrix has the following characteristics:
(
N j= a ij = (i, j = , , · · · , N). The state transition probability matrices completely describe the change process of the objects under study. The above matrix A , may be a one step transition probability matrix. For a multi-step transition probability matrix, the following de nitions can be interpreted:
If the system is in the Si state at time t , it changes to be in the S j state at time tn after the n-step transfer. Then, the description of the number of possibilities of such a transition is called the nstep transition probability. Recorded as: a
There are:
be an n-step transition probability matrix, and have:
For a Markov process, if the initial probability a i (n) = P(qn = S i ) and transition probability matrix are known, the state after n steps can be predicted. That is the state of the vehicle at any time within the e ective range of the vehicle system.
For n ≥ , as a i (n) = P(qn = S i ), so that:
It is a long-term process to monitor and pre-alarm the running state of a vehicle. Considering the in uence of the state transition matrix, the de nition of stationary distribution is introduced: Such as the existence of non-zero vector X = (x , x , · · · , xn), so that:
A is a probability matrix and X is a xed probability vector.
In particular, letX = (x , x , · · · , xn) be a state probability vector and A be a state transition probability matrix.
Then X is a stationary distribution of the Markov chain. If the state probability vector X at some time of the stochastic process is a stationary distribution, the process is said to be in an equilibrium state. And once the process is in equilibrium, the state probability distribution remains unchanged even after many step transitions, that means once the process is in equilibrium it will always be in equilibrium.
Vehicle rollover model
According to the state of the vehicle steering motion, the hierarchical HMM is constructed from bottom to top (illustrated in Figure 1 ). The lower structure describes the in uence factors in the vehicle steering movement, and the superstructure describes a state of the vehicle turning movement. Superstructure is used to describe a state in which the car is in a turning motion. When the car is rollover, the probability of "hidden state"for rollover is larger.
vehicle rollover model
According to the state of the vehicle steering motion, the hierarchical HMM model is constructed bottom to top (Fig.1) . The underlying structure corresponds to the influencing factors in the steering mo of the vehicle, and the Hidden Markov Model which mainly describes the lateral state and vel characteristics; Superstructure is used to describe a state in which the car is in a turning motion. Whe car is rollover, it means that the "hidden state" most likely to appear in an upper-level steering mo model is the rollover state. Figure 1 Vehicle layered HMM rollover model
Identification method of vehicle rollover state
The roll angle and lateral acceleration are used to characterize the vehicle rollover state, and accor to the HMM theory to construct this identification method as shown in Table 1 . The dynamic da Lateral acceleration and roll angle, getting by the sensor in the vehicle running, according to a certain segment, as a continuous HMM state model library observations. By using the algorithm of "evalu problem" in HMM application problem, we can get the HMM state model with the best observation v within a certain step. ividing the state of vehicle in the process of turning. According to the risk of possible rollover specific circumstance in training processes to determine the four states:Normal State S 1 , ate State one S 2 , Intermediate State two S 3 and Rollover State S 4 . alculate real-time status. The observed sequence is obtained from the HMM model library of -movement. And then according to the "decoding problem" in the Viterbi algorithm to calculate a that is state sequence of the largest probability of occurrence. The prediction begins with the last f the state sequence, but the S N is only the one that appears to be the largest, not a probability practice, let S N-1 = S i . Then the initial state probability used to predict can be expressed as: where A i is line i of the transfer matrix A.
ccording to the transition probability to predict. The initial state of the current time is 0  , then probability at time t can be expressed as According to the Markov prediction method, the step of predicting the state of the vehicle steering process using the hidden Markov chain in the HMM is as follows:
(1) Dividing the state of vehicle in the process of turning. According to the risk of possible rollover and the speci c circumstance in training processes, the four states are determined: Normal State S , Intermediate State one S , Intermediate State two S , and Rollover State S .
(2) Calculating real-time status. The observed sequence is obtained from the HMM library of lower submovement. Then, according to the Viterbi algorithm, introduce the "decoding problem", and a best path is gured out. The sequence is the state sequence of the largest probability of occurrence. The prediction begins with the last state S N of the state sequence, but the S N is the only one state that appears to be the largest, not a probability vector. In practice, let S N− = S i . Then the initial state probability used to predict can be expressed as: π = A i , where A i is the i th line of the transfer matrix A.
(3) Predicting the state according to the transition probability . The initial state of the current time is π , then the state probability at time t can be expressed as
The elements in π represent the probability values of the three states at time t, and the one with the largest probability are the state in which the vehicle is most likely to be at time t.
Rollover model training . Simulation conditions
Considering the safety, this paper uses: the heavy vehicle dynamics simulation software Trucksim; selects the typical heavy-duty vehicle driving conditions; and collects the corresponding driving cycle experimental data. In order to make the simulation as close as possible to the actual situation, the LZ3254M5DA2 dump truck is chosen as the research object. The Trucksim simulation model is constructed, as shown in Table 1 .
. Simulation on operating conditions
According to the provisions of the United States NCAP, a dynamic test mainly includes a J-type steering test and a hook test. The hook test was adopted by NCAP as a dynamic test because it was close to the actual situation [15] . The vehicle rollover process is relatively short, in order to properly simulate the vehicle operating conditions under complex conditions. Operating conditions combining Double Lane Change and Hook Steering are adopted, as shown in Figure 3 . The roll angle and lateral acceleration corresponding to the operating conditions obtained through the joint simulation of Trucksim and Matlab, are investigated, as shown in Figure 4 and Figure 5 . Container length 6800mm
Container width 2300mm
Container heigth 1000mm
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According to the provisions of the United States NCAP dynamic test mainly includes J-type steering test and hook test. The hook test was adopted by NCAP as a dynamic test because it was close to the actual situation [13] . The vehicle rollover process is relatively short, in order to simulate the vehicle operating conditions under complex conditions better, Using operating conditions with Double Lane Change and Hook Steering, as shown in Figure 3 . And  is 2×3×2 matrix, COV is 2×2×3×2 matrix, Interception of part of the data are as follows:
Four training models are stored in the model library, which can be used to identify the vehicle condition under other working conditions, or to update the model and improve the accuracy of description.
Simulation Test
After training to obtain the four state models describing the vehicle, simulations and rollover state identification tests were carried out for the same vehicle under other operating conditions. Take high-speed double-shift line conditions as an example (70km / h), the working conditions shown in Figure 6 . Four training models are stored in the model library, which can not only be used to identify the vehicle condition under other working conditions, but also update the model and improve the accuracy of description.
Simulation test
After obtaining the four state models through training, the simulations and rollover state identi cation tests were carried out for the same vehicle under other operating conditions. Taking high-speed double-shift line conditions as an example (70 km/h), the working conditions are shown as The lateral acceleration and the roll angle are taken as observation features, and the data segments of 90 steps before 9s are selected for each step in 0.1s. The data of each data segment in four models. The statistical results are used to calculate the confusion matrix of the Markov chain, which can be used to compute the state of the vehicle for the current time. 89 times transition can happen among 90 data. statistics of before and after the transition state are shown in Table 2 , and this can be a confusion matrix.
Confusion matrix:
Since the 90th data state presents the "state 4" of the rollover state, and the "state 4" in the confusion matrix can only be converted to itself. It means in kinematic that the rollover state of the state "4" is irreversible, therefore, it can be predicted that the vehicle is in the rollover state at the moment of step 91, 92 and 93, and it is irreversible. The prediction is also consistent with simulation using Trucksim.
Conclusion
In this paper, the roll angle and lateral acceleration are chosen as parameters to characterize the rollover state of the vehicle, and a method is proposed to identify the rollover state of the heavy vehicle based on the hidden Markov model, which can dynamically identify the driving state of the heavy vehicle in complex operating conditions. The experimental results show that the proposed algorithm can identify the rollover state of heavy vehicles e ectively and have high accuracy.
In this paper, the variations in road surface and vehicle load are not considered. If there is any di erence in identi cation results of rollover state in this case it is not studied. In the future research, we need to improve the identi cation algorithm to achieve a variety of loads and driving conditions to accurately identify the status of a heavy vehicles rollover target.
