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A B S T R A C T
Ab initio Molecular Dynamics is a very attractive method for the study
of the structure and electronic properties of complex molecular sys-
tems. However, one of it’s disadvantages is the high computational
cost, when compared to classical molecular dynamics. One possible
way to solve this problem is to adopt a sequential approach, where
the dynamics is generated at a lower theoretical level and, with the
configurations thus obtained, to perform more precise calculations. In
this thesis some applications of a sequential Born-Oppenheimer Molecu-
lar Dynamics - Dinâmica Molecular de Born-Oppenheimer (BOMD)/Quantum
Mechanics - Mecânica Quântica (QM) methodology are presented: i) A
study of the influence of thermal fluctuations on the ionization spec-
tra of free base porphyrin and it’s magnesium complex, and the in-
fluence of specific distortions of the porphyrin ring on the ionization
spectra of these compounds. ii) An investigation of the structure and
electronic properties of liquid hydrogen cyanide, where a many-body
decomposition scheme, coupled with an approximation based on the
Frenkel effective hamiltonian was used to calculate the first excited
state of the liquid. iii) A study of the structure and the electronic
density associated with the solvated electron in sodium-water cluster,
with an emphasis on the study of the excited states of these clusters.
v
R E S U M O
O método da dinâmica molecular ab initio exibe vantagens significa-
tivas para o estudo da estrutura e propriedades electrónicas de siste-
mas moleculares complexos. No entanto, uma das suas desvantagens
é o elevado custo computacional, quando comparado com os méto-
dos de dinâmica molecular clássicos. Um dos modos de resolver este
problema é adoptar uma abordagem sequencial, na qual a dinâmica é
gerada a um dado nível teórico e, com as configurações assim obtidas
são realizados cálculos a posteriori com métodos mais precisos. Nesta
tese são apresentadas algumas aplicações de metodologia sequencial
BOMD/QM : i) Um estudo da influência de flutuações térmicas no
espectro de ionização da porfirina livre e da porfirina complexada
com um átomo de magnésio, e da influência de distorções específicas
na posição das bandas do espectro de ionização destes compostos.
ii) Um estudo da estrutura e de algumas propriedades electrónicas
do cianeto de hidrogénio líquido, no qual também foi aplicado um
método com base na combinação do método dos incrementos com
uma aproximação baseada no hamiltoniano efectivo de Frenkel, para
o cálculo do espectro de absorção. do potencial de interacção, para
o cálculo do primeiro estado excitado do líquido. iii) Um estudo da
estrutura e da densidade electrónica associada ao electrão solvatado
em agregados moleculares de sódio e água, com ênfase no estudo dos
estados excitados destes agregados.
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1
I N T R O D U Ç Ã O
A Química Computacional, também conhecida como Química Teórica
ou Modelação Molecular é uma das disciplinas da área da química que
mais tem crescido nos últimos tempos. Este crescimento deve-se, em
grande parte, ao desenvolvimento de novas metodologias, de maior
exactidão e mais eficientes, mas também à incrível velocidade a que a
capacidade de cálculo tem evoluído. Esta evolução simultânea resulta
numa capacidade de aplicar métodos de exactidão cada vez maior a
sistemas moleculares cada vez maiores. Ao mesmo tempo este cresci-
mento fomenta a sinergia entre a teoria e a práctica, fornecendo aos
experimentalistas previsões mais precisas, ao mesmo tempo que as
teorias podem ser validadas por comparação quantitativa com resul-
tados experimentais. Para além disso, os métodos teóricos oferecem
também a possibilidade de obter conhecimento sobre propriedades
cuja determinação experimental seja muito difícil ou mesmo impossí-
vel.
Na maior parte dos casos, a estrutura de moléculas, agregados mo-
leculares ou sólidos cristalinos pode ser descrita em termos do con-
ceito de estrutura de equilíbrio, ou seja, do mínimo global da superfície
de energia potencial. No caso dos líquidos, dos sólidos amorfos, dos
agregados moleculares de maiores dimensões ou de moléculas flu-
xionais, a coexistência de vários mínimos locais com energias muito
próximas, invalida esta aproximação e torna-se necessário empregar
métodos que levem em conta o efeito das flutuações térmicas.
Um dos métodos mais utilizados para esse efeito é o método da Di-
nâmica Molecular (Molecular Dynamics - Dinâmica Molecular (MD)).
Para o efeito da discussão neste trabalho, fazemos uma distinção en-
tre a Dinâmica Molecular Clássica e a Dinâmica Molecular ab initio (ab
initio Molecular Dynamics - Dinâmica Molecular ab initio (AIMD)), ou
Dinâmica Molecular por Primeiros Princípios (First Principles Molecu-
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lar Dynamics - Dinâmica Molecular por Primeiros Princípios (FPMD)).
Em contraste com a Dinâmica Molecular Clássica, onde os graus de li-
berdade electrónicos são substituídos por potenciais intermoleculares
ou interatómicos efectivos e as interacções entre átomos e/ou molé-
culas são descritas por esses potenciais, a Dinâmica Molecular ab ini-
tio utiliza a equação de Schrödinger (ou, mais exactamente, um dos
métodos de resolução aproximada da mesma) para descrever essas
interacções.
Para evitar qualquer ambiguidade nos termos utilizados convém
notar que o método de dinâmica molecular ab initio empregue nos
trabalhos que constituem esta tese é também uma teoria clássica, no
sentido em que os núcleos atómicos são tratados de forma clássica, ou
seja, não é tida em conta a natureza quântica dos núcleos. Estes são
tratados como cargas pontuais, cuja evolução temporal é calculada
através das equações Newtonianas do movimento. Existem extensões
das teorias de dinâmica molecular, quer clássica quer ab initio, que
permitem um tratamento quântico dos núcleos atómicos[1], mas a
sua discussão está fora do âmbito deste trabalho.
A questão de como descrever as interacções interatómicas é comum
a todos os métodos de dinâmica molecular A aproximação que carac-
teriza o que se classifica como dinâmica molecular clássica consiste
em separar o potencial de interacção em vários componentes, tais
como forças de van der Waals (ou de dispersão), interacções electros-
táticas (ou coulombicas) ou de polarização, sendo que muitas vezes
estas forças são também separadas em componentes de curto e longo
alcance[1–4].
Nas mais de 6 décadas desde as primeiras simulações de dinâmica
molecular, nos anos 50 do século passado, a construção e o melho-
ramento destes potenciais tem sido uma das actividades centrais à
práctica da técnica. Apesar disso, a sua aplicabilidade ainda é proble-
mática. Na sua maioria os potenciais clássicos são funções analíticas,
cujos parâmetros são determinados com base em resultados experi-
mentais ou cálculos ab initio. A derivação destes parâmetros é um
dos problemas fundamentais da dinâmica clássica. Apesar do inegá-
vel sucesso desta metodologia, a própria natureza dos potenciais faz
com que a sua aplicabilidade seja limitada. Alguns exemplos são os
casos em que há quebra e formação de ligações, ou em que as caracte-
rísticas do ambiente são muito diferentes daquelas para as quais um
dado potencial foi parametrizado.
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O caso dos potenciais para a água é paradigmático. Existem várias
dezenas de potenciais para a molécula de água. A grande maioria foi
parametrizada de modo a reproduzir um subconjunto das proprieda-
des termodinâmicas ou estrutruturais da água líquida[5, 6]. Um dos
resultados perniciosos desta parametrização é que o desempenho da
esmagadora maioria dos potenciais não é constante para diferentes
fases ou em ambientes diferentes, como por exemplo em agregados
moleculares e na fase líquida[7]. Apesar de vários dos potenciais exis-
tentes serem a capazes de reproduzir quantitativamente os efeitos
de solvatação de várias espécies, desde iões a radicais, passando por
moléculas neutras, a solvatação de espécies reactivas não é, pura e
simplesmente, possível com a grande maioria dos potenciais clássi-
cos.
Convém notar que a dinâmica molecular ab initio, pelo menos em-
pregando alguns funcionais de Density Functional Theory - Teoria do
Funcional da Densidade (DFT) para os cáculos de estrutura electró-
nica, também tem os seus problemas, nomeadamente na reprodução
da estrutura e na dinâmica da água líquida, uma vez que prevê uma
sobre-estruturação do líquido e, consequentemente, uma dinâmica
mais lenta[8–15]. O consenso geral é de que este problema advém do
facto de as interacções de dispersão não serem correctamente descri-
tas com DFT, e uma possível solução passa por introduzir termos adi-
cionais para o cálculo destas interacções no potencial internuclear[14,
15].
Em oposição ao uso de potenciais clássicos, a dinâmica molecu-
lar ab initio é caracterizada pela utilização de métodos baseados na
solução do problema multi-electrónico. Para uma determinada con-
figuração do sistema em estudo, as forças exercidas nos núcleos pe-
los electrões são calculadas a cada passo da dinâmica, à medida que
esta é gerada. Esta metodologia tem vários problemas, sendo um dos
mais relevantes, o elevado custo da realização de cálculos de estru-
tura electrónica, quando comparados com os métodos clássicos. Ou-
tro problema, já referido acima, é o de que a precisão dos resultados
obtidos pode depender bastante do método quântico utilizado. Este
último problema é de fácil resolução, no sentido em que existe uma
hierarquia bastante bem estabelecida de métodos quânticos e, para
obter um melhor resultado basta utilizar um método mais preciso. Já
o primeiro problema é exacerbado pela solução do último, e a única
solução para este é diminuir o tamanho do sistema em estudo ou
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limitar o tempo simulado. Assim apesar de, em teoria, a dinâmica
molecular ab initio ter exactidão arbitrária, na práctica está limitada à
exactidão inerente ao método de estrutura electrónica utilizado, que
tem que ser escolhido após uma avaliação cuidadosa das necessida-
des de exactidão e das limitações da capacidade computacional.
Este não é necessariamente um problema grave, uma vez que, como
é habitual em cálculos de estrutura electrónica, é possível, por exem-
plo, efectuar uma optimização da estrutura molecular a um nível teó-
rico baixo e calcular as propriedades pretendidas a posteriori com a
um método de maior exactidão, utilizando a estrutura obtida no pri-
meiro passo. Isto é possibilitado pelo facto da estrutura molecular, de
um modo geral, convergir bastante bem com o aumento do número
de funções base e, excepto em casos patológicos, ser relativamente
insensível ao método utilizado.
Uma abordagem sequencial semelhante é também possível no cálculo
de médias de ensemble de propriedades a partir de configurações ge-
radas através de dinâmica molecular ou do método de Monte carlo,
quer por primeiros princípios, quer com potenciais clássicos[16].
Para além da dinâmica molecular, é comum também a utilização
do método de Monte Carlo para gerar as configurações, que seguida-
mente são utilizadas para cálculos com métodos de estrutura electró-
nica, tais como o método de Hartree-Fock (Hartree-Fock (HF)), a Teoria
do Funcional da Densidade (DFT) entre outros.
Esta abordagem sequencial foi amplamente utilizada na previsão
de propriedades electrónicas de líquidos ou de moléculas em solução,
empregando a dinâmica molecular clássica[17], o método de Monte
Carlo[18–25] e dinâmica molecular por primeiros princípios[26, 27],
para gerar as configurações que são posteriormente utilizadas para o
cálculo de propriedades electrónicas, utilizando métodos mais preci-
sos.
Os trabalhos apresentados nesta tese pertencem a este último grupo:
a metodologia sequencial baseada na dinâmica molecular por primei-
ros princípios. Foram estudados três sistemas moleculares distintos:
i) uma molécula isolada na fase gasosa, ii) um líquido molecular e iii)
um conjunto de agregados moleculares. Em todos os casos foi gerado
um conjunto de configurações, através de BOMD, empregando DFT. A
partir das configurações geradas foram calculadas várias proprieda-
des electrónicas dos sistemas em estudo, empregando métodos mais
precisos.
2
M É T O D O S T E Ó R I C O S
2.1 mecânica estatística e equações do movimento
O estado microscópico de um sistema clássico pode ser completa-
mente definido pelo conjunto das posições e dos momentos de todas
as partículas. Num espaço tri-dimensional, cada partícula tem associ-
adas seis coordenadas, três coordenadas referentes ao vector que de-
fine a posição (RI). As restantes três coordenadas constituem o vector
que define o seu momento(PI). Assim, um sistema com N partículas
é caracterizado por 6N coordenadas. O espaço a 6N dimensões de-
finido por essas coordenadas é designado por espaço fásico. Para um
dado instante no tempo, o sistema ocupa um ponto do espaço fásico:
X(t) = (RI,PI, t), I = 1, 2, . . . ,N (2.1)
O valor médio de uma propriedade < A >, do sistema pode ser
calculado como um integral sobre todos os pontos no espaço fásico:
< A >=
∫ ∫
A(R,P)P(R,R)dRdP (2.2)
onde P é a probabilidade de o sistema estar num ponto específico
do espaço fásico. Esta probabilidade está associada à energia desse
ponto do seguinte modo:
P(R,P) = Q−1e−E(R,P)/kbT (2.3)
onde E é a energia total (a soma da energia cinética e potêncial, que
dependem de P e R, respectivamente, kb, a constante de Boltzmann,
T a temperatura e Q é a função de partição canónica:
Q =
∫ ∫
e−E(R,P)/kbTdRdP (2.4)
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Dado isto, o problema seguinte é a avaliação da equação 2.2. Para
modelos simples, tais como o oscilador harmónico ou o gás ideal. Os
integrandos das equações 2.2 e 2.4 têm soluções analíticas, mas para
sistemas mais complexos estes integrais têm que ser avaliados nume-
ricamente. O método da dinâmica molecular é uma das soluções para
este problema.
Partindo de um ponto no espaço fásico, e seguindo a evolução do
sistema ao longo do tempo, o valor médio de uma propriedade pode
ser calculado como a média dos valores instantâneos de A. Para um
tempo de simulação infinito e um conjunto de pontos contínuo [2]:
〈A〉 = limt→∞ 1
t
∫
t0
t0+t
A(τ)dτ (2.5)
Na práctica o tempo de simulação é finito e apenas temos um con-
junto de pontos discreto. As médias são calculadas como:
< A >=
1
M
M∑
i
A(ti) (2.6)
onde M é o número total de pontos.
2.1.1 Integração numérica das Equações do movimento
Tendo estabelecido que o cálculo de propriedades médias pode ser
feito como uma média dos valores instantâneos de um conjunto de
pontos do espaço fásico, falta-nos apenas um modo de obter os valo-
res da propriedade pretendida numa série de pontos. O método da
dinâmica molecular é uma das maneiras de o fazer. Considerando os
núcleos atómicos como partículas clássicas, a sua evolução temporal
obedece às equações do movimento de Newton:
∂2RI(t)
∂t2
=
FI
mI
= −
∂V(RN)
∂RI
; I = 1, 2, . . . ,N
onde FI é a força exercida na partícula I pelas restantes N − 1 par-
tículas, mI é a massa da partícula I e V(RN) é a função de energia
potencial do sistema de N partículas, dependente da configuração.
Ou, de um modo equivalente, das equações de Hamilton:
R˙I =
dRI
dt
=
∂H
∂PI
(2.7)
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p˙I =
dPI
dt
= −
∂H
∂RI
(2.8)
onde H é o operador hamiltoniano:
H(PN,RN) =
N∑
I−1
P2I
2mI
+V(RN)
Uma vez que cada ponto é definido pelas posições e pelos momen-
tos de todas as partículas, então cada ponto define também a locali-
zação do ponto seguinte. Assim é possível calcular um conjunto de
posições e momentos num dado instante no tempo, a partir de um
outro ponto e, deste modo, gerar uma trajectória ao longo do espaço
fásico. Isto pode ser feito através de métodos de diferenças finitas,
que consistem em expandir as posições e as velocidades em séries de
Taylor ordem a t e truncar e rearranjar os termos de modo a obter fór-
mulas convenientes do ponto de vista computacional [2, 3]. Um dos
algoritmos de integração mais utilizados é o algoritmo de velocidades
de Verlet, derivado pelo físico francês Loup Verlet em 1967 [28]. Este
integrador calcula as posições r(t+ δt) e velocidades v(t+ δt), num
ponto t+ δt), a partir das posições, r(t), velocidades v(t) e forças f(t)
num ponto t, do seguinte modo:
r(t+ δt) = r(t) + v(t)δt+
1
2
f(t)
m
δt2 (2.9)
v(t+ δt) = v(t) +
1
2
f(t) + f(t+ δt)
m
δt (2.10)
onde δt é o lapso temporal entre os dois pontos (timestep). Como to-
dos os métodos de diferenças finitas, a sua fiabilidade está ligada ao
tamanho de δt escolhido. Um valor de δt demasiado grande origina
erros numéricos nas posições e velocidades, que levam a uma instabi-
lidade na energia total do sistema que, para sistemas isolados, deve
ser conservada. Este algoritmo é, no entanto, bastante robusto e per-
mite a utilização de valores de δt maiores do que a grande maioria
dos outros métodos de integração [3].
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2.2 a equação de schrödinger
Como ponto de partida para a derivação das equações da Dinâmica
Molecular ab initio temos a equação de Schrödinger independente do
tempo:
HΦ(ri,RI) = EΦ(ri,RI) (2.11)
onde Φ é a função de onda do sistema, dependente das coordenadas
electrónicas (ri) e nucleares (RI), e H é o hamiltoniano, definido da
seguinte forma:
H = Te + TN + Ven + Vee + Vnn (2.12)
cujos termos são:
Te =−
∑
i
1
2
∇2(ri) (2.13)
TN =−
∑
i
1
2
MI∇2(RI) (2.14)
Ven =−
∑
I
∑
j
ZI
|RI − rj|
(2.15)
Vee =
1
2
∑
i
∑
j6=i
1
|ri − rj|
=
∑
i
∑
j>i
1
|ri − rj|
(2.16)
Vnn =
1
2
∑
I
∑
J6=I
ZIZJ
|RI −RJ|
=
∑
I
∑
J>I
ZIZJ
|RI −RJ|
. (2.17)
(2.18)
onde MI é a massa do núcleo I, ZI a sua carga e RI o seu vector
posição. ri é o vector posição do electrão i, me a massa do electrão, e
∇2, o operador Laplaciano é (em coordenadas cartesianas):
∇2 ≡∇ ·∇ = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
(2.19)
Na equação 2.11, e ao longo deste capítulo são utilizadas unida-
des atómicas (e =  h = me = 4pi0 = 1). As definições de algumas
unidades atómicas são dadas na tabela 1.
2.3 aproximação de born-oppenheimer
Excepto para sistemas simples, a equação de Schrödinger não pode
ser resolvida analíticamente. Assim têm que ser consideradas algu-
mas aproximações. Uma dessas é a aproximação de Born-Oppenheimer.
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Tabela 1: Definição de algumas unidades atómicas em função de unidades
do sistem internacional.
a.u. símbolo S.I.
distância raio de Bohr a0 5.2917720859(36)× 10−11 m
massa massa do electrão me 9.1093826(16)× 10−31 kg
carga carga do electrão e 1.60217653(14)× 10−19 C
momento angular constante de Planck  h 1, 05457168(18)× 10−34Js˙
energia energia de Hartree Eh 4.35974417(75)× 10−18 J
permitividade 4pi0 - 8.987742438× 109 C−2 N m2
De um ponto de vista qualitativo, pode ser explicada evocando a
grande diferença de massa entre electrões e núcleos atómicos. Em
virtude dessa diferença, num sistema em equilíbrio (ou seja em que
todas as partículas têm a mesma energia cinética média), a velocidade
dos electrões será bastante maior do que dos núcleos, sendo propor-
cional ao quadrado da razão entre as suas massas. A aproximação de
Born-Oppenheimer consiste em desprezar todos os termos de acopla-
mento entre os núcleos e os electrões e considerar os núcleos como
partículas clássicas. Ou seja, o hamiltoniano da Equação 2.12, torna-
se[1, 29]:
H ∼= He + Vnn (2.20)
onde He é o Hamiltoniano electrónico:
He = Te + Vee + Ven (2.21)
Este contém os dois termos que dependem apenas das coordenadas
electrónicas (Te e Vee), e um termo que depende das coordenadas
electrónicas e tem uma dependência paramétrica das coordenadas
nucleares Ven. A solução para o problema electrónico passa, então,
pela solução da equação de Schröedinger electrónica para uma dada
configuração dos núcleos:
HeΨ(ri) = EΨ(ri) (2.22)
2.3.1 Dinâmica Molecular de Born-Oppenheimer
Nos trabalhos que compôem esta dissertação foi utilizado exclusiva-
mente o método de dinâmica molecular de Born-Oppenheimer (BOMD),
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por isso apenas este será referido. A derivação da BOMD dada nesta
tese segue o texto de Marx e Hutter[1]. Para além da BOMD existem
vários métodos de dinâmica molecular por primeiros princípios, tais
como a dinâmica molecular de Ehrenfest ou de Carr-Parrinelo. Uma
derivação aprofundada destes e outros métodos é dada no texto re-
ferido acima[1]. A separação dos graus de liberdade electrónicos e
nucleares permite-nos efectuar uma evolução temporal dos núcleos,
sob a influência de um potencial V(RI), calculado para cada configu-
ração dos núcleos, que é dado por:
V(RI) = min
Ψ
{〈Ψ|He|Ψ〉}− VNN (2.23)
e que depende apenas implícitamente das coordenadas electrónicas.
Este potencial é designado por potencial de Born-Oppenheimer. As
forças que actuam sobre os núcleos são dadas por:
−∇IV(RI) (2.24)
Isto permite-nos, a cada configuração dos núcleos, resolver o pro-
blema electrónico, através da Eq. 2.22 e, a partir desta solução, calcu-
lar a interacção entre o sistema quântico (os electrões) e o sistema clás-
sico (os núcleos). Ou seja, calcular a força exercida pela distribuição
de carga electrónica nos núcleos, empregando a Equação 2.24 e, de
seguida, efectuar uma evolução temporal das posições nucleares, de
acordo com um conjunto de equações do movimento clássicas. Assim,
podemos escrever as equações fundamentais da Dinâmica Molecular
de Born-Oppenheimer do seguinte modo[1]:
MIR¨I =−∇Imin
Ψ
{〈Ψ|He|Ψ〉}−∇IVNN (2.25)
EΨ =HeΨ (2.26)
A partir da Eq. 2.25 é possível derivar também as equações da di-
nâmica clássica, substituindo o potencial de Born-Oppenheimer por
um potencial efectivo. Este potencial efectivo pode ter várias formas.
Genericamente todas essas formas são baseadas numa expansão do
potencial como uma soma das interacções entre todos os corpos pre-
sentes no sistema, esse potencial de muito corpos (VMB(RI)) é dado
por[1, 2]:
VMB(RI) =
∑
I
ν1(RI)+
∑
I<J
ν2(RI,RJ)+
∑
I<J<K
ν3(RI,RJ,RK)+ . . .
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(2.27)
Na derivação de potenciais clássicos esta expansão é truncada e os po-
tenciais de interacção (ν1,ν2,ν3, . . . )) substituídos por funções analí-
ticas que descrevem de uma maneira aproximada as interacções entre
os vários corpos (átomos ou moléculas) presentes no sistema. Assim o
problema é reduzido a um problema puramente clássico. Os graus de
liberdade electrónicos são incorporados de uma maneira aproximada
no potencial efectivo, aquando da sua parametrização, e os núcleos
evoluem no tempo segundo:
MIR¨I = −∇IVEF(RI) (2.28)
É de notar que são empregues duas aproximações: a truncagem da
expansão da Eq. 2.27, e a substituição dos termos restantes por poten-
ciais efectivos. Sem estas duas aproximações o potencial VMB(RI) é
exacto. Dado o conjunto de equações 2.25, o passo seguinte é a solu-
ção da equação de Schröedinger Electrónica (2.22) e da obtenção do
termo:
−∇Imin
Ψ
{〈Ψ|He|Ψ〉} (2.29)
Em princípio as equações de BOMD podem utilizar qualquer método
de estrutura electrónica para este efeito. Na práctica, embora seja pos-
sível utilizar métodos exactos, o custo computacional destes é, de um
modo geral, proibitivo. Assim é necessário fazer uma escolha criteri-
osa do método a utilizar, em função do problema em questão. Um
dos métodos mais utilizados é a Teoria do Funcional da Densidade
(DFT), uma vez que oferece um bom equilíbrio entre o custo compu-
tacional e a exactidão. Uma derivação deste e de outros métodos de
estrutura electrónica é dada na secção seguinte.
2.4 métodos de estrutura electrónica
2.4.1 Método de Hartree-Fock
O Hamiltoniano Electrónico (Equação2.21) depende apenas das coor-
denadas espaciais dos electrões. Mas, para descrever completamente
um electrão, é necessário especificar o seu spin. Assim, introduzindo
duas funções de uma variável de spin,ω), nomedamente α(ω) e β(ω),
que correspondem ao spin 12 e −
1
2 , respectivamente. Um electrão é,
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então, descrito por três coordenadas espaciais e uma coordenada de
spin. Denotando o conjunto destas coordenadas por x,
x = {r,ω}
a função de onda de um sistema de N electrões pode ser escrita como:
Φ(x1, x2, . . . , xN)
Como o Hamiltoniano Electrónico (Equação 2.21) é independente do
spin, é necessário que esta dependência seja introduzida através do
requerimento de que a função de onda seja antisimétrica em relação
à troca de coordenadas de dois electrões:
Φ(x1, . . . , xi, . . . , xj . . . , xN) = −Φ(x1, . . . , xj, . . . , xi . . . , xN)
Esta restrição, denominada de Princípio de antisimetria é cumprida se
a função de onda for escrita como um determinante, chamado de
Determinante de Slater:
Ψ =
1√
N!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) · · · φN(x1)
φ1(x2) φ2(x2) · · · φN(x2)
φ1(x3) φ2(x3) · · · φN(x3)
. . . .
. . . .
. . . .
φ1(xN) φ2(xN) · · · φN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.30)
Onde φi(xi) é a função de onda monoelectrónica do electrão i, que é o
produto de uma função espacial ψ(xi) e de uma função de spin s(ω),
com s = α∨ s = β. A aplicação do Hamiltoniano electrónico (Equa-
ção 2.21) ao determinante de Slater (Equação 2.30) resulta em[29]:
E = 〈Ψ|He|Ψ〉 =
N∑
i=1
hˆi +
1
2
N∑
i=1
N∑
j=1
(Jij −Kij) (2.31)
onde He é o Hamiltoniano electrónico, definido na Eq. 2.21, e
hi =
∫
φ∗i (x)[−
1
2
∇2i + vˆi]φi(x)d(x) (2.32)
Jij =
∫ ∫
ρi(x1)ρj(x2)
|x1 − x2|
dx1dx2 (2.33)
=
∫ ∫
|φi(x1)|2
1
|x1 − x2|
|φj(x2)|2dx1dx2 (2.34)
Kij =
∫ ∫
φ∗i (x1)φj(x1)
1
|x1 − x2|
φi(x2)φ∗j (x2)dx1dx2 (2.35)
(2.36)
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Onde hi é um integral monoelectrónico e os integrais bielectrónicos
Jij e Kij são os integrais de Coulomb e de troca, respectivamente. A
solução (aproximada) da Eq. 2.11 através do método de Hartree-Fock
(HF) passa por encontrar Ψ, tal como representado na Eq. 2.30, ou
seja, o conjunto de spin-orbitais φi, que minimize o valor expectável
da energia do sistema:
E = min
φi
〈Ψ|He|Ψ〉 (2.37)
sob o constrangimento de que as orbitais têm que ser ortonormais:〈
φi|φj
〉
= δij (2.38)
Para o efeito é possível utilizar o método dos multiplicadores indeter-
minados de Lagrange:
δ [〈Ψ0|H|Ψ0〉− E (〈Ψ0|Ψ0〉− 1)] = 0 (2.39)
Como resultado obtemos as equações de Hartree-Fock[29]:
Fˆ(x1)φi(x1) = iφi(x1) (2.40)
onde o operador de Fock é definido como:
Fˆ(x1) = hˆ(x1) +
N∑
a=1
[
Jˆa(x1) − Kˆa(x1)
]
(2.41)
os operadores Jˆ e Kˆ são, respectivamente, os operadores de Coulomb
e de troca:
Jˆa(x1)φb(x1) =φb(x1)
∫
|φa(x2)|2
1
|x1 − x2|
dx2 (2.42)
=φb(x1)
∫
ρa(x2)
1
|x1 − x2|
dx2 (2.43)
Kˆa(x1)φb(x1) =φa(x1)
∫
φ∗a(x2)φb(x2)
1
|x1 −X2|
dx2 (2.44)
(2.45)
A utilização do método de Hartree-Fock como método de estrutura
electrónica em simulações de dinâmica molecular ab initio consiste
então em resolver[1]:
MIR¨I =−∇Imin
φi
{〈Ψ|Fˆ|Ψ〉}−∇IVNN (2.46)
EΨ0 =FˆΨ0 (2.47)
onde Ψ0 = 1/
√
N! det [φi] e
〈
φi|φj
〉
= δij.
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2.4.2 Funções Base
Até agora nada foi dito sobre a forma das spin-orbitais φi. A escolha
mais comum é a de representar as spin-orbitais como uma combina-
ção linear de funções fν:
φ((x)) =
∑
ν
cµνfν((r), (R)) (2.48)
A escolha mais comum é a de representar as spin-orbitais como
uma combinação linear de funções gaussianas, com origem nos nú-
cleos atómicos[29]:
φGTO(rA, l,m,n, ζ) = NxlAy
m
A , z
n
Aexp(−ζr
2
A) (2.49)
onde zeta é o expoente, N é uma constante de normalização, rA é a
distância do ponto r à origem e os valores de l,m e n são os números
quânticos associados à orbital. É também comum a utilização de on-
das planas como funções base. Estas são empregues principalmente
no estudo de sistemas com condições de fronteira periódicas, como
sólidos ou líquidos. Podem ser definidas como[1]:
fPWν (r) = Nexp(iGr) (2.50)
onde o factor de normalização, N = 1/sqrtΩ, onde Ω é o volume
da célula periódica, e G é o tensor do espaço recíproco, que tem a
seguinte relação com o tensor dos vectores que definem a célula uni-
tária (h)[1]:
G = 2pi
(
hT
)−1
(2.51)
2.4.3 Teoria do Funcional da Densidade
Os fundamentos teóricos da Teoria do Funcional da Densidade DFT
foram estabelecidos num artigo, da autoria de P. Hohenberg e W.
Kohn[30]. Estes autores demonstraram que a densidade electrónica
(ρ(r)) define o potencial externo ν(r). Para um sistema molecular, na
ausência de outro potencial externo, ν(r) é a interacção electroestática
entre um electrão e os M núcleos:
ν(r) = −
M∑
I
ZI
riI
(2.52)
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Isto implica que, para uma dada configuração dos núcleos, as posi-
ções nucleares são totalmente determinadas pela densidade electró-
nica. Se a função de onda do sistema estiver normalizada, tal que:
∫
ρ(r)d(r) = N (2.53)
então o Hamiltoniano do sistema está completamente definido e, con-
sequentemente, também a sua função de onda e todas as suas pro-
priedades electrónicas. Assim, a energia é um funcional de ρ(r) e a
energia exacta do estado fundamental pode ser obtida conhecendo a
densidade electrónica exacta do estado fundamental, ρ0. A densidade
electrónica é uma função no espaço tridimensional dependendo, por-
tanto, apenas de 3 coordenadas espaciais, ao contrário da função de
onda, que depende, para um sistema de N electrões, de 4N coorde-
nadas. O problema está em obter a densidade electrónica sem passar
pela função de onda. No mesmo artigo, Hohenberg e Kohn também
provaram que, para uma dada densidade de teste,ρteste(r), tal que
ρteste(r) > 0 e
∫
ρteste(r)d(r) = N,
E [ρteste] > E [ρ0] (2.54)
Assim, se for possível determinar a energia em função da densidade,
é possível obter ρ0 por minimização da energia. Para um sistema
atómico ou molecular temos[31]:
E0 = min
ρ→N
(
F [ρ] +
∫
ρ(r)VNedr
)
(2.55)
onde,
F [ρ] = T [ρ] + Eee [ρ] (2.56)
e onde T [ρ] representa a energia cinética dos electrões e Eee [ρ] a re-
pulsão electrostática entre eles. Num artigo subsequente de W. Kohn
e L. Sham [32] estabeleceu a forma moderna da teoria do funcional da
densidade. Segundo estes autores a energia do estado fundamental
de um sistema de N electrões, em interacção com núcleos clássicos, é
dada por:
Etot = min
Ψ0
{〈Ψ|He|Ψ〉} = min
Ψ0
EKS [{φi}] (2.57)
onde,
EKS [{φi}] =Ts [{φi}] +
∫
Vext(r)n(r)dr+ (2.58)
1
2
∫
VH(r)n(r)dr+ Exc [n] (2.59)
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onde {φi} são as orbitais de Kohn-Sham e a densidade de carga asso-
ciada a estas é:
n(r) =
N/2∑
i
|{φi}|
2 (2.60)
Se a verdadeira forma de Exc fosse conhecida, as equações de Kohn-
Sham dariam o valor exacto da energia do sistema, ao contrário da te-
oria de Hartree-Fock na qual se introduz, logo à partida, uma aproxi-
mação: o pressuposto de que a função de onda é um determinante de
Slater único. No entanto, a forma exacta de Exc é desconhecida, em-
bora se conheçam algumas das condições que este deve reunir[31, 33].
Com base nessas condições, é possível contruir expressões aproxima-
das para o termo de troca e correlação e obter soluções aproximadas
das equações de Kohn-Sham.
2.5 método dos incrementos
Nesta secção é apresentado o chamado método dos incrementos ou mé-
todo da decomposição em muitos corpos. No princípio deste capítulo
foi referido que a equação 2.27 é, em princípio, exacta desde que não
seja truncada e que se utilizem potenciais exactos. O método dos in-
crementos consiste em truncar esta expansão utilizando, no entanto
potenciais baseados em métodos de estrutura electrónica para repre-
sentar as interacções entre os vários corpos ou fragmentos do sistema.
A expressão para a energia total de um sistema de N corpos pode ser
escrita da seguite forma[34–36]:
E =
N∑
I
EI +
N∑
I
N∑
J<I
∆EIJ +
N∑
I
N∑
J<I
N∑
K<J<I
∆EIJK + . . . (2.61)
onde
∆EIJ =EIJ − EI − EJ (2.62)
∆EIJK =EIJK −∆EIJ −∆EIK −∆EJK − EI − EJ − EK (2.63)
EI é a energia para o fragmento I, EIJ a energia para a união dos
fragmentos I e J, etc. Esta expansão pode ser extendida até ordem N,
obtendo-se o valor exacto para a energia total do sistema. No entanto,
é possível truncar esta expansão num termo razoavelmente baixo e,
assim, obter um valor aproximado para a energia. Truncando a partir
do primeiro termo temos uma aproximação de um corpo, a partir do
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segundo de dois corpos, a partir do terceiro de três, etc. No primeiro
caso temos apenas a energia dos vários monómeros, e as interacções
entre eles são totalmente desprezadas. No segundo caso temos a ener-
gia de um corpo, com uma correcção, que é dada pela energia de inte-
racção entre todos os pares de fragmentos, enquanto que no terceiro
caso, aos dois primeiros termos é somado o termo de três corpos, que
contém as correcções devidas às interacções entre todas as combina-
ções de três monómeros. Na práctica não é conveniente ir para além
do termo de dois corpos, e mesmo o cálculo deste tem um escalo-
namento da ordem de N2, com o número de fragmentos do sistema.
No entanto demonstrou-se que, para vários sistemas moleculares a
expansão definida em 2.61 ainda está longe da convergência quando
truncada no termo de dois corpos. Uma das maneiras de resolver este
problema é fazer o cálculo da energia de cada fragmento (ou grupo
de fragmentos) representando os restante como cargas pontuais. Isto
é semelhante ao que é feito nos métodos Quantum Mechanics/Molecu-
lar Mechanics - Mecânica Quântica/Mecânica Molecular (QM/MM), e
tem o efeito de introduzir, de uma forma aproximada, pelo menos
alguns dos efeitos de muitos corpos nos termos de ordem mais baixa,
levando a uma convergência mais rápida da expansão[37–40].
É de notar que, até agora nada foi dito quando à maneira de cal-
cular estas interacções. De facto, tal como formulado, o método é
totalmente independente do modo de cálculo e pode ser utilizado
qualquer tipo de método ou combinação de métodos, para calcular
os termos na equação 2.61.
2.5.1 Aplicação ao cálculo de energias de excitação
O hamiltoniano efectivo de Frenkel[41–43] para um sistema composto
por N fragmentos ou monómeros, onde em cada qual são considera-
dos M estados excitados, pode ser escrito do seguinte modo:
H =
∑
i
∑
k∈i
Eki [|i,k >< k, i|] +
∑
i 6=j
∑
k∈i
∑
l∈j
Jklij [|i,k >< j, l|] (2.64)
onde i = [1, N] e k = [1, M]. O estado excitado |k > no fragmento i, de
energia Eki é representado por |i,k >. J
kl
ij é o termo de acoplamento
entre os estados excitados k e l, nos fragmentos i e j, respectivamente.
Este termo de acoplamento pode ser aproximado a uma interacção
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entre os momentos dipolares de transição dos dois estados excitados
[41–43]:
Jklij ≈
1
R3ij
[
dki · dlj − 3(dki · Rˆij)(dkj · Rˆij)
]
(2.65)
onde Rij é um vector, do fragmento i ao fragmento j. Os termos não
diagonais de H são zero para todas as excitações no mesmo frag-
mento. Assim os elementos da matriz hamiltoniana são dados por:
Hαβ =

Eki if i = j∧ k = l
Jklij if i 6= j
0 elsewhere
(2.66)
onde k, l, i e j têm o mesmo significado que acima e os índices α e β
são dados por:
α = (i− 1)×M+ k (2.67)
β = (j− 1)×M+ l (2.68)
Da diagonalização do Hamiltoniano definido acima resultam N×M
valores de energia, correspondentes a N×M estados excitados. Para
obter as energias de excitação, a estes valores subtrai-se o valor da
energia do sistema no estado fundamental, também ele obtido com
uma aproximação de um corpo:
E1B(0) =
N∑
i
E(i) (2.69)
Com os vectores próprios, cαβ, obtidos da diagonalização de Hαβ,
podem ser calculados os momentos dipolares de transição (µ) de cada
estado excitado. Para um dado estado excitado, β:
µβ =
∑
α
µαcαβ (2.70)
onde µα são os momentos dipolares de transição dos estados de cada
fragmento. A partir do momento dipolar de transição µβ, a força de
oscilador fβ correspondente pode ser obtida pela expressão:
fβ =
2
3
Eβµ
2
β (2.71)
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O trabalho apresentado no capítulo 4 faz uso do método de Mata
et al[23] para o cálculo das energias de excitação e dos momentos di-
polares de transição. Este baseia-se na truncagem da equação 2.61 e
na introdução de efeitos de ordem superior, de uma forma aproxi-
mada, fazendo, para cada fragmento, um cálculo QM/MM incluindo
cargas pontuais nas posições atómicas dos outros fragmentos, como
descrito na secção anterior. As energias dos estados excitados e do
estado fundamental são calculadas com Equation of Motion - Coupled
Cluster Singles and Doubles (EOM-CCSD) [44, 45] e Coupled Cluster Singles
and Doubles (CCSD)[45], respectivamente, e os momentos dipolares de
transição para cada estado excitado são também obtidos do cálculo
EOM-CCSD.
A implementação deste método foi feita num programa escrito
na linguagem Python1, utilizando as bibliotecas de cálculo numé-
rico numpy e scipy2, acoplado ao um programa de química quântica
MOLPRO[46].
1 http://www.python.org
2 http://www.scipy.org/

3
E N E R G I A S D E I O N I Z A Ç Ã O D A P O R F I R I N A E
P O R F I R I N A D E M A G N É S I O
As porfirinas são constituintes fundamentais de várias famílias de en-
zimas relacionadas com processos de oxidação-redução e transporte
de oxigénio e também elementos centrais no processo de fotossíntese[47,
48].
(a) pirrol (b) porfirina
Figura 1: Estruturas moleculares do pirrol e da porfirina.
As porfirinas são uma classe de compostos macrocíclicos. A sua
estrutura básica (figura 1b) é constituida por quatro anéis pirrólicos
(figura 1a)que se encontram ligados entre si por grupos de metino
(CH), formando um sistema pi conjugado.
Uma das características das porfirinas é a sua flexibilidade estrutu-
ral. Apesar da sua elevada simetria, as porfirinas são bastante suscep-
tíveis a deformações estruturais, uma vez que têm modos normais de
vibração a baixas frequências, que actuam no sentido de deformar o
esqueleto tetrapirrólico.
Uma maneira de identificar quer quantitativa quer qualitativamente
as distorções estruturais do esqueleto tetra-pirrólico é a decomposi-
ção em coordenadas normais (NSD: Normal-coordinate Structural Defor-
mation)[49–51]. Esta metodologia permite identificar as deformações
presentes numa dada estrutura e quantificá-las, com base nas distor-
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ções associadas aos modos normais de vibração de uma estrutura
ideal.
Empregando este método de análise foi demonstrado que, para
vários tipos de hemoproteínas pertencentes a diferentes espécies, o
tipo de deformações presentes é conservado, mesmo para enzimas
com uma sequência de resíduos diferente[49]. Ao longo dos últimos
anos vários outros estudos revelaram uma ligação entre deforma-
ções estruturais do esqueleto tetra-pirrólico de derivados de porfi-
rinas e a função biológica[52–56], ou as propriedades electrónicas do
macrocíclo[57]. Isto constitui uma indicação de que a estrutura do
macrocíclo, e em especial determinados tipos de deformações, são
essênciais para o seu mecanismo de acção.
Também com recurso a este método de análise foi encontrada uma
relação entre as energias de excitação para este tipo de macrocíclos
e deformações estruturais específicas, nomeadamente distorções fora
do plano do anel, em especial as distorções correspodentes aos modos
de simetria B2u e B1u, denominadas como saddling e ruffling, embora
esta relação tenha sido alvo de alguma polémica[58–62]. Shelnutt et al.
argumentaram que a origem dessa polémica está na utilização de es-
truturas com deformações estruturais geradas artificialmente, e que
não correspondem ao padrão de deformações natural do esqueleto
macrocíclico. Foi sugerido que a metodologia mais adequada à ob-
tenção de estruturas com um padrão de deformações natural teria
que passar por uma abordagem com base em cálculos de dinâmica
molecular[61, 63].
O trabalho aqui apresentado teve como objectivo obter o espectro
de ionização da porfirina livre e complexada com magnésio, a uma
temperatura finita (diferente de zero), no sentido de averiguar o efeito
das flutuações térmicas no espectro de ionização.
Uma vez que a obtenção de valores precisos para as energias de
ionização implica a utilização de métodos computacionalmente dis-
pendiosos foi empregue uma abordagem sequencial. Foram efectu-
adas simulações de Dinâmica Molecular de Born-Oppenheimer, em-
pregando o funcional de Perdew, Burke e Erzenhof[64]. Foi utilizado
um método que emprega uma combinação de ondas planas e fun-
ções gaussianas[65], implementado no módulo QUICKSTEP[66] do
programa CP2K[67], com o conjunto de funções base TZV2P[68] para
a descrição dos electrões de valência. Os electrões do cerne foram
representados por pseudo-potenciais GTH[69].
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Após uma validação de vários funcionais, por comparação com va-
lores obtidos com métodos mais baseados na Teoria do Propagador
Electrónico (Electron Propagator Theory (EPT))[70, 71], nomeadamente
OVGF e P3, foi seleccionado o funcional M06-2X, para cálculo do es-
pectro de ionização em configurações obtidas das simulações de dinâ-
mica molecular ab initio. Uma das vantagens desta abordagem é a de
que, ao contrário dos métodos EPT, é possível obter informação sobre
as energias de ionização das camadas electrónicas mais interiores.
Através da metodologia baseada em DFT, acima referida, foi possí-
vel obter o espectro de ionização total, incluíndo os electrões de cerne,
e levando em conta os efeitos de deformação estrutural, incluídos de
forma natural nas estruturas geradas por dinâmica molecular.
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a b s t r a c t
The electronic properties of free base porphyrin (H2P) and magnesium-porphyrin (MgP) were investi-
gated through a sequential Born–Oppenheimer molecular dynamics/quantum mechanics approach.
The quantum mechanics calculations for the electronic density of states were performed with Green’s
function or electron propagator theory and also with a recent series of approximations for the
exchange-correlation functional proposed by Truhlar and collaborators. The distortions of the porphyrin
structures were analysed through normal-coordinate structural decomposition. The role played by ther-
mal effects on structural distortions of H2P and MgP and their relationship with electron binding energies
are discussed. Our results indicate that distortions of the porphyrin macrocycle induced by thermal
effects do not inﬂuence in a signiﬁcant way electron binding energies for the valence states of H2P and
MgP. However, some correlation has been observed between nonplanar breathing distortions and elec-
tron binding energies of Mg(1s), Mg(2s), and Mg(2p) states, which can be blue-shifted by 0.8 eV.
 2009 Elsevier B.V. All rights reserved.
1. Introduction
The electronic properties of porphyrins and related systems are
of fundamental interest for understanding the interaction of radia-
tion with macromolecular species that play a central role in several
biological processes [1–5]. Therefore, this subject has deserved the
attention of numerous investigations [6–9,11,10,12–23]. Some
speciﬁc and relevant aspects concerning the electronic properties
of porphyrins are the dependence of the excitation and electron
binding energies on substituent effects [7,24] and structural defor-
mations [12,13,16,17] of the tetrapyrrolic framework. Actually,
substituent effects and deformations of the porphyrin macrocycle
are in several cases closely related [7]. A systematic approach to
quantify the structural deformations of the porphyrins macrocycle
relies on normal-coordinate structural decomposition (NSD) anal-
ysis [25–27]. The NSD method describes deviations from nonplan-
arity in terms of displacements along the lowest-frequency normal
modes of the porphyrin structure [27] and several NSD analysis of
geometric deformations of porphyrins associated with substituent
effects or interactions with other molecular species were reported
[25–27,17]. On the other hand, structural deformations can be also
induced by thermal activation. Therefore, at a given temperature
T  0, the electronic properties of porphyrins can be modiﬁed in
comparison with those corresponding to the optimized structures
at T ¼ 0. However, thermal effects on the structure of tetrapyrrolic
macrocycles and their implications on electronic properties de-
serve further attention.
In the present work, we are investigating the dependence of free
base porphyrin (H2P) and magnesium-prophyrin (MgP) electronic
properties on the deformations of the porphyrin macrocycle in-
duced by thermal effects. The theoretical analysis is based on the
generation of the porphyrin structures by Born–Oppenheimer
molecular dynamics. This is followed by NSD analysis and quan-
tum mechanics calculations of electron binding energies and elec-
tronic density distributions. Electronic structure calculations rely
on Green’s function or electron propagator theory [28–32] and
density functional theory calculations [33].
2. Computational details
Geometry optimizations of H2P and MgP and Born–Oppenhei-
mer Molecular Dynamics (BOMD) were carried out with the hybrid
Gaussian and plane-wave method (GPW) [34] as implemented in
the QUICKSTEP module [35] of the CP2K program [36]. In the
GPW scheme, Kohn–Sham orbitals are expanded into atom-cen-
tered Gaussian-type orbital functions, whereas the electron den-
sity is represented with an auxiliary plane-wave basis-set. We
used the Perdew–Burke–Ernzerhof (PBE) exchange-correlation
functional [37] and the TZV2P [38] basis-set. Goedecker, Teter,
and Hutter norm-conserving pseudopotentials [39] were used for
representing core electrons and only valence electrons were
explicitly included in the quantum mechanical DFT calculations
0166-1280/$ - see front matter  2009 Elsevier B.V. All rights reserved.
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for generating the BOMD trajectories. A charge density cutoff of
280 Ry was used for the auxiliary basis-set and the self-consis-
tent-ﬁeld energy threshold for calculating the electronic density
was 108 hartrees. Initially, geometry optimizations of H2P and
MgP were performed without any symmetry constraints by using
the PBE exchange-correlation functional, GTH pseudopotentials
for the core electrons and the TZV2P basis-set for the valence elec-
trons. The optimized geometries (see Fig. 1) are quite similar to
those predicted by carrying out all-electron B3LYP/6-311G(d,p)
calculations with symmetry constraints (D2h for H2P and D4h for
MgP). Average differences in bond lengths between PBE/TZV2P
and B3LYP/6-311G(d,p) geometries are 0.004 Å for both H2P and
MgP. The BOMD were carried out in the microcanonical ensemble
at a target temperature of 300 K. The box size used was 22 Å and
periodic boundary conditions were removed by using the scheme
proposed by Martyna and Tuckerman [40]. The time step was
0.5 fs. Equilibration for both H2P and MgP were carried out during
2 ps. Average values were calculated over 100 conﬁgurations gen-
erated during a 10 ps production run. The deviations of the total,
kinetic and potential energies from the corresponding mean values
during the production run are illustrated in Fig. 2. A very good en-
ergy conservation can be observed and in both simulations the to-
tal microcanonical energy drift was smaller than
0:5 108 hartree=ps. Deformations of the optimized structures
and the conﬁgurations obtained from MD were quantiﬁed with
Normal-Coordinate Structural Decomposition (NSD) analysis
[41,25]. The NSD method describes the nonplanar porphyrin struc-
tures in terms of displacements along the lowest-frequency normal
modes of the porphyrin macrocycle. The mathematical procedure
for quantifying distortions [25] projects out, for a given structure,
the displacement from a reference geometry, which has been de-
ﬁned as that one corresponding to the D4h planar copper(II) por-
phyrin macrocycle with the X-ray crystal geometric parameters.
Electron binding energies for the optimized geometries were
then calculated with the outer valence Green’s functions (OVGF)
and the P3 [30] approximations of the electron propagator theory
(EPT) [28–32]. The 6-311G(d,p) basis-set was used in all the EPT
calculations, which were performed with the GAUSSIAN-03 pro-
gram [42]. The adequacy of the recently proposed M06 set of func-
tionals [43–45] for predicting electron binding energies (EBEs) of
H2P and MgP was investigated. It was veriﬁed that EBEs predicted
by the MO6-2X functional [43] are in very good agreement with
Green’s function calculations (see next session). Therefore, this
functional has been selected to calculate EBEs and the correspond-
ing electronic density of states (DOS) for conﬁgurations generated
by BOMD. The 6-311G(d,p) basis-set was also used in the a poste-
riori DFT calculations, which were carried out with the GAMESS
program [46,47].
3. Results and discussion
3.1. Electron binding energies: comparison between Green’s function
and DFT calculations for H2P and MgP optimized structures
Electron binding energies (EBE’s) for the ﬁrst 13 ionized states
of H2P calculated with OVGF, P3, and several DFT methods are re-
ported in Table 1. The P3 and OVGF values and state ordering are
similar to those of Dolgounitcheva et al. [19] calculated with the
same methods but using a B3LYP/6-311G(d,p) optimized geome-
try. The mean signed error (MSE) and mean unsigned error
(MUE) for electron binding energies corresponding to the Koop-
man’s theorem (KT) and DFT calculations with respect to EPT pre-
dictions are reported in Table 2. For a meaningful comparison
between the various methods, the deviations used to calculate
MSE’s and MUE’s are for states of the same symmetry. As can be
gauged from the values of MSE and MUE, the behaviour of the dif-
ferent functionals correlates with the amount of Hartree–Fock (HF)
exchange, which is 0% for M06-L, 27% for M06, 54% for M06-2X and
100% for M06-HF. In comparison with EPT values, functionals with
small percentage of HF exchange tend to underestimate EBE’s,
while the increase of HF exchange leads to an overestimation of
the EBE’s. The amount of HF exchange also affects state ordering,
albeit in a less systematic way. While the M06-HF yields state
ordering very similar to P3 and OVGF, it differs from these in the
ordering of the ﬁrst and second EBE’s (B3u and Au states, respec-
tively). For these states M06-2X, M06 and M06-L predict an order-
ing in accordance with both EPT methods. Values in bold in Table 2
signal the lowest errors. Overall, the best agreement is obtained
with the M06-2X functional. On average, M06-2X slightly underes-
timates P3 and OVGF EBE’s, by 0.303 and 0.139 eV, respectively.
It also has the smallest absolute minimum and maximum errors of
all the functionals presently tested.
In Table 3 the EBE’s for the ﬁrst 13 ionized states of MgP are pre-
sented. As for H2P, OVGF and P3 results are similar to those of pre-
vious calculations [19]. A signiﬁcant difference lies in the ordering
of the ﬁrst and second ionized states. P3 calculations of Dolgounit-
cheva et al. [19] predict the ﬁrst and second ionized states to be of
A1u and A2u symmetry, while our P3 results yield the reverse order.
This places the ordering from M06-2X in disagreement with that
from P3 calculations, although the energy difference between
these nearly-degenerate states is quite small (0.011 eV). From the
Fig. 1. Structures of H2P and MgP. Atoms are labelled according to their types for both macrocycles.
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MSE and MUE values in Table 4 it appears that for MgP the behav-
iour of the different functionals with respect to the HF contribution
is similar to what has been observed for H2P. Agreement between
EPT and M06-2X values is slightly better for MgP than for H2P, with
average errors of 0.274 and 0.121, for P3 and OVGF, respec-
tively. Absolute errors are also, in general, smaller for M06-2X
values.
A comparison between the values reported in Tables 1 and 2
shows that the changes on EBE’s upon complexation with Mg are
correctly reproduced by M06-2X. The ﬁrst EBEs of MgP are red-
shifted by 0.105 eV (OVGF) and 0.027 eV (P3 and M06-2X) relative
to the corresponding values in H2P. P3 and M06-2X predict very
similar gaps between the ﬁrst and second ionized states for both
H2P and MgP. For H2P (Table 1) the gaps are 0.083 eV (P3) and
0.082 eV (M06-2X), whereas for MgP (Table 3) the predicted gaps
are 0.011 eV (P3) and 0.014 eV (M06-2X).
3.2. Thermal broadening and electronic density of states of H2P and
MgP
3.2.1. Outer valence states
Electronic density of states (DOS) were generated by convolu-
tion of gaussian functions with full width at half maximum of
0.1 eV, with center at the positions of EBEs from M06-2X calcula-
tions by using one hundred selected conﬁgurations from the BOMD
Fig. 2. Time evolution of the total, potential and kinetic energies of H2P and MgP for the Born–Oppenheimer molecular dynamics.
Table 1
Electron binding energies (eV) of H2P from electron propagator theory (P3 and OVGF) and density functional theory. Values in parentheses are pole strengths.
OVGF P3 HF M06-2X M06-HF M06-L M06
B3g 12.326 (0.85) 12.529 (1.00) 14.224 11.712 13.989 9.162 10.455
B1u 12.045 (0.87) 12.430 (0.85) 14.203 11.649 13.921 9.116 10.419
Au 10.413 (0.72) 10.492 (0.73) 11.923 10.667 12.841 8.250 9.328
B2u 9.638 (0.88) 9.644 (0.87) 11.587 9.437[B1g] 11.742 7.304[B1g] 8.272[B1g]
Ag 9.598 (0.88) 9.594 (0.87) 11.498 9.287[B2u] 11.663 7.091[B2g] 8.030[B2g]
B1g 9.206 (0.68) 9.352 (0.67) 10.380 9.244[Ag] 11.369 6.770[B3u] 7.850[B2u]
B3u 9.096 (0.83) 9.173 (0.82) 10.251 9.170[B2g] 11.061[B2g] 6.721[B2g] 7.842
B2g 9.030 (0.82) 9.105 (0.81) 10.222 8.993[B3u] 10.925[B3u] 6.553[B2u] 7.812[Ag]
B2g 8.933 (0.69) 9.098 (0.68) 10.032 8.936 (9.1)a 10.844 6.533[Ag] 7.804
B3u 8.329 (0.83) 8.452 (0.81) 9.262 8.202 (8.8)a 10.112 6.074 7.097
B1g 8.148 (0.82) 8.268 (0.81) 9.094 8.063 (8.4)a 9.959 5.932 6.974
Au 6.614 (0.87) 7.033 (0.85) 6.659[B3u] 6.452 (7.1)a 7.638[B3u] 5.200 5.774
B3u 6.612 (0.87) 6.950 (0.85) 6.163[Au] 6.370 (6.9)a 7.597[Au] 5.012 5.698
a Experimental value from Dupuis et al. [6].
Table 2
Mean signed error (MSE) and mean unsigned error (MUE) for the EBE’s of H2P relative
to P3 and OVGF values. Values in bold are the best estimates.
KT M06-2X M06-HF M06-L M06
P3
MSE 1.029 0.303 1.657 2.492 1.378
Min 0.870 0.817 0.605 3.367 2.074
Max 1.943 0.175 2.349 1.833 0.024
MUE 1.208 0.340 1.657 2.492 1.378
Min 0.291 0.065 0.605 1.833 0.024
Max 1.943 0.817 2.349 3.367 2.074
OVGF
MSE 1.193 0.139 1.821 2.328 1.220
Min 0.451 0.614 0.985 3.164 1.871
Max 2.158 0.254 2.428 1.414 0.122
MUE 1.262 0.212 1.821 2.328 1.239
Min 0.047 0.003 0.985 1.414 0.122
Max 2.158 0.614 2.428 3.164 1.871
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run. The center and width of each band in the spectrum are esti-
mated as the mean and the difference between maxima and min-
ima EBEs from the respective distributions. Values for each band
are calculated by using ordered energies from all the sampled con-
ﬁgurations. The valence DOS of H2P and MgP in the 5.5–10.0 eV
range are reported in Fig. 3, where the EBEs of the optimized struc-
tures are represented by vertical lines. As expected, some signiﬁ-
cant changes relative to the optimized structures are introduced
by thermal effects. The ﬁrst one concerns the broadening of the
EBEs. For H2P the EBEs of the bands associated with the two high-
est states (B3u and Au) are spread out by 0.324 and 0.259 eV,
respectively. Signiﬁcant broadening of the Eg and B2u bands can
be also observed. The band associated with the B3u state of the
optimized structure is slightly red-shifted by 0.05 eV, whereas
the one associated with the B3u state is blue-shifted by nearly the
same value. Therefore, the overall effect of these changes is to in-
crease the B2u  Eg gap from 0.082 eV (optimized structure) to
0.186 eV for H2P at T ¼ 300 K.
Analysis of the MgP EBEs at a T ¼ 300 K indicates that thermal
broadening lifts the degeneracy of the A1u and A2u states. There is a
signiﬁcant red-shift of the A1u band relative to the energy of the
optimized structure. Moreover, a blue-shift of the band associated
with the A2u state introduces a 0.17 eV gap between the two
highest valence states. Thermal broadening and mixing character-
ize the B2u, Eg, and B1g bands in MgP. The B2u and the ﬁrst Eg states
are red-shifted by 0.087 and 0.056 eV, respectively, while the sec-
ond Eg state is blue-shifted by 0.060 eV.
Table 3
Electron binding energies (eV) of MgP from electron propagator theory (P3 and OVGF) and density functional theory calculations. Values in parentheses are pole strengths.
OVGF P3 HF M06-2X M06-HF M06-L M06
B2g 12.301 (0.90) 12.500 (0.87) 14.100 11.687 13.965 8.923 10.283[A1g]
Eu 10.820 (0.88) 10.886 (0.87) 12.693 10.531 12.808 8.109 9.184[B1u]
Eu 10.819 (0.88) 10.885 (0.87) 12.692 10.400 12.806 7.709 8.991
B1g 10.277 (0.72) 10.360 (0.73) 11.803[B1u] 10.400 12.710[B1u] 7.709 8.991[Eu]
B1u 9.983 (0.89) 10.016 (0.87) 11.762[B1g] 9.576 11.872[B1g] 7.072 8.207[B1g]
Eg 8.971 (0.69) 9.131 (0.68) 10.072 9.189 11.105 7.072 8.027
Eg 8.971 (0.69) 9.131 (0.68) 10.072 9.189 11.105 6.991 8.027
A2u 8.791 (0.82) 8.869 (0.81) 9.816 8.680 10.642 6.463 7.516
Eg 8.427 (0.82) 8.531 (0.81) 9.456 8.349 10.240 6.196 7.244
Eg 8.427 (0.82) 8.530 (0.81) 9.455 8.349 10.237 6.196 7.249
B2u 8.378 (0.83) 8.492 (0.82) 9.351 8.251 10.136 6.109 7.154
A2u 6.589 (0.87) 6.934 (0.85)[A1u] 6.615[A2u] 6.357 7.587 5.091[A1u] 5.668[A1u]
A1u 6.507 (0.87) 6.923 (0.85)[A2u] 6.049[A1u] 6.343 7.551 4.972[A2u] 5.649[A2u]
Table 4
Mean signed error (MSE) and mean unsigned error (MUE) for the orbital energies of
MgP relative to P3 and OVGF values. Values in bold are the best estimates.
KT M06-2X M06-HF M06-L M06
P3
MSE 0.981 0.274 1.659 2.383 1.399
Min 0.885 0.813 0.617 3.369 3.369
Max 1.807 0.515 2.694 1.832 0.832
MUE 1.164 0.380 1.659 2.383 1.399
Min 0.308 0.058 0.617 1.832 0.832
Max 1.807 0.813 2.694 3.369 2.153
OVGF
MSE 1.129 0.121 1.808 2.248 1.255
Min 0.458 0.701 0.997 3.286 3.286
Max 1.873 0.548 2.727 1.416 0.799
MUE 1.199 0.307 1.808 2.248 1.255
Min 0.026 0.079 0.997 1.416 0.799
Max 1.873 0.701 2.727 3.286 2.070
Fig. 3. Average valence electronic density of states of H2P (top) and MgP (bottom) from BOMD conﬁgurations and M06-2X calculations. Vertical lines are results for the
optimized geometries.
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3.2.2. Core states
As previously illustrated, outer valence electron binding ener-
gies can be correctly predicted by EPT as well as by some ex-
change-correlation approximations of DFT. However, DFT can be
also applied to estimate core-electron binding energies and the fol-
lowing discussion will rely in M06-2X results. Fig. 4 shows the DOS
corresponding to N(1s) and C(1s) core-electron binding energies of
H2P (top panel) and MgP (bottom panel). Two values of the N(1s)
core-electron binding energy (vertical lines) can be observed in
the optimized structure of H2P. The ﬁrst value (402.5 eV) corre-
sponds to the pyrrole units, whereas the second one (400.7 eV) cor-
responds to the non-protonated pyrroles. These predictions are in
reasonable agreement with XPS experimental data of 400.1 and
398.1 eV, respectively [7]. Moreover, the theoretical prediction
for difference between the two EBEs (1.8 eV) is in good agreement
with experiment (2 eV). A single value (401.2 eV) characterizes the
N(1s) EBE of MgP. Thermal broadening sligthly reduces the N(1s)
core state energy gap in H2P, whereas the position of the N(1s)
state in MgP is not signiﬁcantly modiﬁed.
The DOS associated with the C(1s) core states are also reported
in Fig. 4 for H2P (top right) and MgP (bottom right panel). In con-
trast with MgP where three sets of C(1s) core states corresponding
to a-, b-, and meso-carbons are observed, four sets of C(1s) binding
energies are observed of H2P. The difference between MgP and H2P
is, therefore, related to the two pyrrolic units in H2P. Thermal ef-
fects lead to signiﬁcant mixing and broadening of the bands asso-
ciated with C(1s) the core EBEs of the optimized structures,
particularly in the case of H2P.
3.3. Structural deformations, electronic and vibrational properties
Deformations of the optimized structures were analysed
through Normal-Coordinate Structural Decomposition (NSD). The
results of this analysis for both optimized and BOMD structures
are reported in Table 5. As expected, in comparison with the opti-
mized structures, deformations of the porphyrin structure induced
by thermal effects can be signiﬁcant. We will ﬁrst discuss the
deformations of the free base porphyrin. In this case, the results
indicate that in comparison with the optimized structure, the most
important changes concern out-of-plane (oop) deformations. For
example, the total average Doop deformation in H2P for the BOMD
generated structures (0.815 Å) is signiﬁcantly greater than that
one for the optimized structure (0.057 Å). However, a much smal-
ler difference between the total in-plane deformation (Dip) is ob-
served between the BOMD structures (0.429 Å) and the
optimized one (0.305 Å). On the other hand, besides the indication
that signiﬁcant out-of-plane distortions are induced by thermal ef-
fects, the results also show that the total distortion is dominated by
the B1u rufﬂing deformation. A similar pattern concerning the nat-
ure and magnitude of deformations is observed for MgP. Thus,
Fig. 4. Average N(1s) and C(1s) core electronic density of states for H2P (top) and MgP (bottom) from BOMD conﬁgurations and M06-2X calculations. Vertical lines are the
values for the optimized geometries.
Table 5
Structural deformation projected along different symmetry species and total defor-
mations (Dip and Doop). We are reporting results for optimized structures and average
values for conﬁgurations from Born–Oppenheimer molecular dynamics. Values in Å
(ip = in-plane; oop = out-of-plane).
H2P
Doop B2u B1u A2u Eg(x) Eg(y) A1u
Opt 0.0569 0.0310 0.0009 0.0416 0.0229 0.0047 0.0004
MD 0.8148 0.2532 0.5899 0.2282 0.2304 0.2060 0.0759
Max 1.3570 0.8355 1.1294 0.5237 0.4072 0.4945 0.1796
Min 0.3287 0.0204 0.0211 0.0167 0.0832 0.0517 0.0064
Dip B2g B1g Eu(x) Eu(y) A1g A2g
Opt 0.3045 0.0484 0.1006 0.0012 0.0025 0.2832 0.0047
MD 0.4294 0.1398 0.1994 0.1592 0.1305 0.2428 0.0501
Max 0.6543 0.3368 0.5185 0.3271 0.2515 0.5237 0.0921
Min 0.2624 0.0255 0.0936 0.0633 0.0496 0.0506 0.0220
MgP
Doop B2u B1u A2u Eg(x) Eg(y) A1u
Opt 0.0557 0.0129 0.0013 0.0518 0.0157 0.0008 0.0004
MD 0.8668 0.4781 0.4070 0.3808 0.2208 0.1563 0.0966
Max 1.2290 0.8989 0.9230 0.7252 0.4343 0.2889 0.1824
Min 0.3393 0.0517 0.0374 0.0428 0.0547 0.0454 0.0152
Dip B2g B1g Eu(x) Eu(y) A1g A2g
Opt 0.2821 0.0011 0.001 0.0054 0.002 0.2818 0.0135
MD 0.3856 0.1715 0.1381 0.0956 0.1014 0.2415 0.0900
Max 0.5164 0.3182 0.3434 0.1678 0.1751 0.4623 0.1414
Min 0.2363 0.0367 0.0341 0.0470 0.0426 0.0545 0.0364
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thermal effets mainly affect the out-of-plane distortions, which are
mainly related to the B2u (saddling) and B1u (rufﬂing) deformations.
As previously observed, there is some relationship between
structural distortions of the porphyrin macrocycle and substituent
effects [7]. In addition, both factors may induce changes on the
electronic structure of porphyrins. Speciﬁcally, results from X-ray
photoelectron spectroscopy for the N(1s) ionization potential show
a 0.9 eV blue-shift from tetraphenylporphyrin and tetrakis(penta-
ﬂuorophenyl) porphyrin [7]. Actually, the role played by substitu-
ent effects and nonplanar distortions on the electronic properties
of porphyrins has been the subject of some controversy in the lit-
erature [8,12,13]. The top panels of Fig. 5 show the electronic den-
sity of states corresponding to the Mg(1s), Mg(2s), and Mg(2p)
orbital in MgP. The bottom panels of the same ﬁgure show the re-
sults for A1g breathing distortions for the set of one hundred conﬁg-
urations from BOMD at T ¼ 300 K. The results suggest that a small
blue-shift (0.8 eV) associated with A1g breathing distortions on
the electronic states referred to above is induced by thermal ef-
fects. However, in contrast with the core ionization energies of
Mg, no signiﬁcant correlations between the core ionization of
C(1s) and N(1s) atoms and speciﬁc distortions of the porphyrin
macrocycle induced by thermal effects were found.
Top panels of Fig. 6 show the Mg–N distance time correlation
function (left panel) and the Mg atom velocity time correlation
Fig. 5. Top: average electronic density of states of MgP for Mg(1s), Mg(2s) and Mg(2p) regions from BOMD and M06-2X calculations. Vertical lines are the values for the
optimized geometry. Bottom: total A1g deformations from NSD analysis (Å) versus electron binding energies (eV).
Fig. 6. Top: Mg–N distance autocorrelation function (left) and Mg atom velocity autocorrelation function (right). Bottom: Fourier transforms for the correlation functions.
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function (right panel). The ﬁrst correlation function (Mg–N dis-
tance) describes essentially the in-plane distortions associated
with the (A1g) breathing vibrational motion. The second one (Mg
atom velocity correlation function) can be related to different
vibrational motions of the MgP macrocycle. The bottom panels of
Fig. 6 show the corresponding Fourier transforms (FT) of the above
time correlation functions. The FT of the Mg–N time correlation
function (left) shows a well deﬁned maximum at  350 cm1,
which corresponds to the frequency of the A1g breathing vibration.
This value is red-shifted by only 17 cm1 in comparison with that
one reported by Jentzen et al. [25] (367 cm1). The interpretation
of the FT for the Mg atom velocity correlation function becomes
more difﬁcult due to coupling with different vibrational motions
of the MgP macrocycle. This FT shows several peaks from 60–
500 cm1 which can be associated with the following vibrational
motions. Frequencies below 100 cm1 can be attributed to out-
of-plane rufﬂing (B1u) and doming (A2u) distortions. Frequencies
close to 200 cm1 are possibly related to stretching distortions in
the direction of the nitrogen atoms (B1g), whereas frequencies
above 300 cm1 should correspond to N translational motions (Eu).
4. Summary and conclusions
A sequential Born–Oppenheimer molecular dynamics/quantum
mechanics approach for investigating the electronic density of
states of H2P and MgP is reported. Electron binding energies were
calculated by Green’s function or electron propagator theory as
well as by using recent approximations for the exchange-correla-
tion functional proposed by Truhlar and collaborators [43–45].
The results indicate that one recent functional of this series
(M06-2X) can be applied for predicting electron binding energies
of H2P and MgP. This conclusion is supported by comparison be-
tween DFT results for outer valence electron binding energies
and EPT predictions for optimized structures of H2P and MgP.
Moreover, a good agreement between M06-2X predictions and
experimental data for core state ionization energies was also
observed.
The possibility of predicting electron binding energies by using
DFT for both valence and core states then opened the way to ana-
lyse the relationship between distortions of the porphyrin macro-
cycle induced by thermal effects and the electronic density of
states at a given temperature T. One hundred conﬁgurations gener-
ated by BOMD were selected for the calculation of electronic prop-
erties and the distortions of the porphyrin structures were
analysed through normal-coordinate structural decomposition.
Our main conclusions are the following. Thermal effects can affect
the electronic density of states of H2P and MgP leading in some
cases to band broadening or to a blue- or red-shift of EBEs. No sig-
niﬁcant correlation between distortions (planar or nonplanar) in-
duced by thermal effects and the valence electron binding
energies of H2P and MgP was observed. However, out-of-plane dis-
tortions associated with the breathing distortion may induce a
small blue-shift (0.8 eV) of the electron binding energies corre-
sponding to the Mg(1s), Mg(2s), and Mg(2p) states.
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E S T R U T U R A E P R O P R I E D A D E S E L E C T R Ó N I C A S
D O H C N L Í Q U I D O
A molécula de cianeto de hidrogénio (HCN) tem uma série de ca-
racterísticas interessantes. Tem um momento dipolar em fase gasosa
bastante alto, da ordem dos 3.0 D, e tem a capacidade de formar
ligações de hidrogénio, quer como dador, através do hidrogénio, ou
aceitador, através do par de electrões não compartilhado do átomo de
azoto. No estado sólido organiza-se em cadeias lineares infinitas[72].
À pressão atmosférica, o HCN forma uma fase líquida, entre os -13.4
e 26 o, com uma constante dieléctrica que varia entre os 206 e os
106[73]. A elevada constante dieléctrica do líquido é apontada como
uma indicação da presença de cadeias de HCN no líquido[73]. Á se-
melhança de outras pequenas moléculas polares, tais como a água,
a amónia ou o fluoreto de hidrogénio, forma agregados moleculares,
nos quais os monómeros estão ligados entre si por pontes de hidrogé-
nio, e que exibem fortes efeitos cooperativos[74–76]. São conhecidos
agregados lineares e cíclicos, que foram bastante bem caracterizados,
assim como o monómero isolado em fase gasosa, através de uma série
de estudos experimentais[77–79] e teóricos[74–76, 80–83].
O cianeto de hidrogénio também objecto de um grande interesse
por parte das comunidades astroquímica e astrofísica. A presença de
HCN e agregados moleculares (HCN)n foi detectada em nuvens in-
terestelares, na atmosfera de Titan e em outros corpos do sistema
solar[84]. Estas observações assumem uma importância extraordiná-
ria para a questão da origem da vida, uma vez que o HCN está tam-
bém implicado na química pré-biótica, sendo considerado um dos
possíveis percursores dos aminoácidos e ácidos nucleícos [84–88].
O trabalho apresentado neste capítulo constitui, tanto quanto sa-
bemos, o primeiro estudo teórico da estrutura e das propriedades
electrónicas do HCN líquido. Os fortes efeitos cooperativos observa-
31
32 estrutura e propriedades electrónicas do hcn líquido
Figura 2: Representação de uma caixa de simulação do HCN líquido com
64 moléculas.
dos nos agregados moleculares justificam uma abordagem baseada
na dinâmica molecular por primeiros princípios. Para a simulação de
BOMD do HCN no estado líquido empregou-se o funcional PBE[64],
com conjunto de funções base DZVP[68] para a descrição dos elec-
trões de valência e pseudo-potenciais GTH[69] para a representação
dos electrões do cerne. A figura 2 contém uma representação da caixa
de simulação. As linhas a tracejado indicam a presença de ligações de
hidrogénio entre as moléculas de HCN. A partir de configurações ob-
tidas com BOMD, foram calculadas uma série de propriedades electró-
nicas do líquido, nomeadamente o momento dipolar monomérico, a
polarizabilidade dinâmica e o espectro de absorção. Para os dois pri-
meiros, foi utilizado o funcional híbrido PBE0[89]. Para o cálculo do
espectro de absorção foi utilizado o método descrito na secção 2.5.1,
empregando EOM-CCSD[44], para o cálculo das energias de excitação
e respectivas forças de oscilador dos monómeros.
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a b s t r a c t
17The structure and electronic properties of liquid hydrogen cyanide (HCN) were investigated by carrying
18out sequential quantum mechanics/Born–Oppenheimer molecular dynamics. Focus was placed on the
19analysis of the polarization effects, dynamic polarizability and electronic absorption in liquid HCN. At
20the low-energy range, the HCN dynamic polarizability in the liquid is slightly increased in comparison
21with the gas-phase. Application of a 1-body approximation for the calculation of the vertical excitation
22energies indicates small ð0:2  0:3Þ blue-shifts of the peak positions in the excitation spectrum of liquid
23HCN relative to the gas-phase HCN monomer.
24 2012 Published by Elsevier B.V.
25
26 1. Introduction
27 Polar liquids forming hydrogen bond (HB) networks are ubiqui-
28 tous systems in condensed phase chemistry and biochemistry.
29 Their structure is determined by many body cooperativity, polari-
30 zation effects, electronic density reorganization and the directional
31 order, which characterize HB formation. Another relevant issue
32 concerns the presence of polar domains in strongly dipolar ﬂuids
33 that has been investigated by several works [1–4]. Moreover, in
34 several HB networks, electronic density ﬂuctuations induced by
35 thermal effects or photoexcitation assist and drive energy transfer
36 processes leading to chemical/biochemical reactions in solution
37 [5]. Therefore, the structure, dynamics and more recently, the elec-
38 tronic properties of these complex HB networks have been the sub-
39 ject of several fundamental investigations. An speciﬁc issue related
40 to the formation of HB network systems is the role that they may
41 have played in the origin of organized structures associated with
42 life [6]. Although in this context the role played by water as a ma-
43 trix for life is generally accepted, several works pointed out the
44 importance of HCN as a prebiotic and extraterrestrial species clo-
45 sely related to the origin of life. HCN is a strong dipolar species that
46 may form HB networks with a rich topological structure consisting
47 of polymerized chains, and ramiﬁed and cyclic aggregates [7,8].
48 Several works on the structure and energetic properties of the
49 HCN monomer and clusters [9–15] have been reported. In this arti-
50 cle we are reporting theoretical results for the structure and the
51 electronic properties of the HB network of liquid HCN. The theoret-
52 ical approach is based on sequential Born–Oppenheimer molecular
53dynamics/quantum mechanical calculation of electronic proper-
54ties. Emphasis was placed on the analysis of the dipole moment,
55dynamic polarizability and vertical excitation energies in liquid
56phase. After a brief discussion on the theoretical approach we re-
57port a discussion on the structure of liquid HCN. Then, we present
58results for the electronic properties of liquid hydrogen cyanide. We
59conclude by stressing the importance of a sequential quantum
60mechanical/BOMD approach to the electronic properties of HB liq-
61uids and the possibility to carry out ab initio calculations in the li-
62quid phase by coupling many-body energy decomposition schemes
63to BOMD conﬁgurations [16].
642. Computational details
65Born–Oppenheimer molecular dynamics (BOMD) were carried
66out for a system with 64 HCN molecules in a cubic cell with peri-
67odic boundary conditions. The hybrid Gaussian and plane-wave
68method GPW [17] as implemented in the QUICKSTEP module
69[18] of the CP2K program [19] was adopted. Goedecker et al.
70(GTH) norm-conserving pseudopotentials [20] were used for repre-
71senting the core electrons and only valence electrons were explic-
72itly included in the quantum mechanical density functional theory
73(DFT) calculations of the forces to generate the dynamics. In this
74approach, Kohn–Sham orbitals are expanded into atom-centered
75double-zeta-valence-polarization (DZVP) Gaussian-type orbital
76functions, whereas the electron density is represented with an
77auxiliary plane-wave basis-set. A charge density cutoff of 280 Ry
78was used for the auxiliary basis-set and the self-consistent-ﬁeld
79energy threshold for calculating the electronic density was 108
80Hartree. DFT calculations were performed with a the Perdew–
81Burke–Ernzerhof (PBE) exchange–correlation functional [21]. A
82timestep of 0.5 fs was used in all the MD runs. The BOMD was
0009-2614/$ - see front matter  2012 Published by Elsevier B.V.
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83 performed in the (NVT) canonical ensemble at a density of
84 0.687 g cm3 and a target temperature of 280 K, which is 20 K
85 above the experimental melting point. The total time of the simu-
86 lation was 30 ps (60,000 steps). Averages were calculated over the
87 last 15 ps of the MD run. The ﬁnal average temperature of the
88 BOMD was 279 ± 2 K. Results for the liquid HCN structure based
89 on classical molecular dynamics are also reported. The HCN inter-
90 action model for the classical MD simulation was a Lennard–Jones
91 potential plus Coulombic interactions with the parameters re-
92 ported by Kotdawala et al. [23] for modelling the adsortion of
93 HCN in zeolite structures. In the classical MD approach HCN is as-
94 sumed to be a linear and rigid molecule. The interatomic distances
95 (in Å are 1.153 (C–N) and 1.066 (H–C). The parameters (LJ and
96 charges) for the HCN intermolecular interaction model are re-
97 ported in Table 1.
98 For performing sequential calculations of the electronic proper-
99 ties of liquid HCN, 120 (one hundred and twenty) conﬁgurations
100 separated by 0.125 ps were selected. The sequential calculations
101 rely on the deﬁnition, for a given liquid state conﬁguration, of a
102 quantum system including explicitly a few HCN molecules, which
103 are embedded in a charge distribution of the surrounding mole-
104 cules. Each conﬁguration includes a quantum system with n HCN
105 molecules, which are embedded in the charge distribution of the
106 remaining surrounding ones. The embedding charges representing
107 the electrostatic background due to HCN molecules were chosen as
108 those corresponding to the classical model. We have recently ana-
109 lysed the dependence of the electronic properties on the choice of
110 the electrostatic embedding. One main conclusion was that by
111 using different charge distributions from different intermolecular
112 interaction potentials for liquid water, including polarizable mod-
113 els, very similar results for the dipole moment, polarizabilities and
114 absorption spectrum are obtained. This conclusion was also sup-
115 ported by the weak dependence of the results on the number of
116 molecules of the quantum system [24].
117 The average dipole moment as well as the isotropic polarizabil-
118 ity in liquid HCN were investigated by carrying out DFT calcula-
119 tions with the PBE0 functional [22]. Two charge localization
120 schemes were used. Charges ﬁtted to the electrostatic potential
121 (ESP) [25] and charges derived from natural population analysis
122 (NPA) [26]. These charges were used to estimate the monomeric
123 dipole moment of HCN. Thus, the average monomeric dipole mo-
124 ment includes two averaging procedures. First, an average over
125 the number n of HCN molecules in the quantum system for each
126 selected conﬁguration is carried out. The second average is over
127 the set of one hundred selected conﬁgurations from the BOMD
128 run. The average polarizability in liquid HCN was calculated by
129 using a full sum-over-states procedure [24]. Excitation energies
130 were determined by time dependent density functional theory
131 (TDDFT) and the equation-of-motion coupled-cluster with single
132 and double excitations (EOM-CCSD) [27] method. Dunning’s corre-
133 lation consistent basis-set augmented with a single [aug-cc-pVXZ,
134 X = D, T, Q (avxz)] and double [d-aug-cc-pVXZ, x = D, T (davxz)] sets
135 of diffuse functions [28] were used in the sequential quantum
136 mechanical calculations. TDDFT calculations were carried out with
137 the Gaussian-03 program [29]. EOM-CCSD excitation energies were
138 calculated with the MOLPRO program [30].
139The real part of the dynamic polarizability [aðxÞ] was calcu-
140lated through sum-over-sates (SOS) procedure using the following
141expression
142
aðxÞ ¼
X1
k¼0
fk
1
ðDE2k x2Þ
( )
ð1Þ
144
145where DEk and fk are transition energies and oscillator strengths,
146respectively. A discussion on the convergence of the above expres-
147sion for the calculation of the dynamic polarizability of water with
148Dunning’s correlation consistent basis-sets can be found in Ref. [24].
149EOM-CCSD calculations for the excitation energies in liquid
150HCN were carried out with a one-body energy decomposition
151scheme. This approach has been recently applied to study the
152absorption spectra of water clusters [31]. Here, we employ a multi-
153state effective Frenkel exciton Hamiltonian, which includes
154multiple excitations from each molecule, yielding, instead of just
155the ﬁrst absorption band, a larger energy range (depending on
156the number of excited state per molecule included). A similar ap-
157proach has been extensively used to investigate excitonic coupling
158between pigments in photosynthetic centers (for a review see Ref.
159[32]).
160The effective Frenkel exciton Hamiltonian [32–34] can be writ-
161ten as:
162
H ¼
X
i
X
k2i
Eki ½ji; k >< k; ij þ
X
i–j
X
k2i
X
l2j
Jklij ½ji; k >< j; lj ð2Þ
164
165where i ¼ ½1;Nfrag (Nfrag is the number of fragments or monomers
166in the system) and k ¼ ½1;Nstates (Nstates is the number of excited
167states for each fragment). The excited state jk > in the fragment i
168with energy Eki is represented by ji; k >. Jklij is the coupling between
169the kth and lth excited states on the ith and jth fragments, respec-
170tively. The coupling between excited states k and l, on fragments i
171and j is approximated by the interaction between their transition
172dipoles
173
Jklij 
1
R3ij
dki  dlj  3ðdki  R^ijÞðdkj  R^ijÞ
h i
ð3Þ
175
176where Rij is a vector from fragment i to fragment j. The off-diagonal
177terms of H are set to zero for excitations taking place on the same
178fragment. Thus, the matrix elements of H are given by:
179
Hab ¼
Eki if i ¼ j ^ k ¼ l
Jklij if i – j
0 elsewhere
8><
>: ð4Þ
181
182where the k; l; i and j have the same meaning as above, and the a
183and b indexes are given by a ¼ ði 1Þ Nstatesþ k and b ¼
184ðj 1Þ Nstatesþ l. Diagonalization of the hamiltonian matrix
185yields a set of Nfrag  Nstates eigenvalues, and from the eigenvec-
186tors cab the transition dipole of state b is given by
187
lb ¼
X
a
lacab ð5Þ
189
190where la’s are the transition dipole moments of the individual
191states of each fragment. From the transition dipole moment thus
192calculated it is possible to obtain a value for the oscillator strength
193of the corresponding state.
194For the calculation of the energy values (Eki ) and the transition
195dipole moments we adopted the 1-body energy decomposition
196scheme described by Mata et al. [35,31,16], where the excitation
197energies and transition dipole moments are determined by EOM-
198CCSD calculations for each fragment, replacing all other atoms by
199point charges that were represented by the partial atomic charges
200of the classical potential of Kotdawala et al. [23] (see Table 1).
Table 1
Lennard–Jones parameters ( and r) and charges (q) for the HCN
intermolecular interaction model [23].
 (K) r (Å) q (a.u)
N 88 3.2 0.43
C 77 3.63 0.28
H – – 0.15
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201 3. Results and discussion
202 3.1. Structure of liquid hydrogen cyanide
203 We are not aware of experimental investigations on the struc-
204 ture of liquid HCN. The partial radial distribution functions RDFs
205 of liquid HCN predicted by BOMD are reported in Figs. 1 and 2
206 where they are compared with results from classical molecular
207 dynamics (CLMD) by using the intermolecular potential model pre-
208 viously described. The RDFs from BOMD and CLMD for NN, CC, and
209 HH are reported in Fig. 1. In general, a good agreement between
210 the two set of results can be observed. The NN RDFs show a ﬁrst
211 maximum of 2.1 at 4.3 Å and a ﬁrst minimum at 5.7 Å. Integra-
212 tion of this RDF up to the ﬁrst maximum leads to 4, which repre-
213 sents the number of HCN molecules in close interaction with a
214 central one. Integration of the NN RDF up to the ﬁrst minimum
215 leads to the number of monomers in the HCN ﬁrst coordination
216 shell (11). The distance of closest approach for the CC RDF (mid-
217 dle panel of Fig. 1) from BOMD is signiﬁcantly shorter that one pre-
218 dicted by CLMD. The CC RDFs show a ﬁrst maximum of 2.1 at 4.1 Å
219 and a ﬁrst minimum (0.83) at (5.9 Å). Integration of the CC RDF
220 up to the ﬁrst minimum leads to a coordination number of 12.
221 The HH RDFs from both BOMD and CLMD are quite similar. They
222 present a ﬁrst maximum (1.7) at 4.3 Å. Integration up to the ﬁrst
223 minimum (5.8 for BOMD) leads to a coordination number of 12.
224 Partial radial distribution functions for CH, CN as well as the distri-
225 bution of the corresponding intramolecular distances from BOMD
226 (inset panels) are shown in Fig. 2. In this case some differences be-
227 tween BOMD and CLMD results are observed. The most important
228 one concerns the NH RDF, which is related to hydrogen bonding in
229 liquid HCN. In this case, the RDF from BOMD shows a smaller dis-
230 tance of closest approximation (1.7 Å) and a well deﬁned ﬁrst
231 maximum (1.3) at 2.1 Å, whereas RDF from CLMD exhibits a
232 broad maximum close to 2.5 Å. The CN and CH RDFs from both
233 BOMD and CLMD are characterized by the presence of a large pla-
234 teau. The CN RDF shows a ﬁrst maximum close to 3.2 Å (BOMD),
235 which is related to N  H–C correlations. Also shown in the insets
236 of Fig. 2 are the intramolecular distribution functions for the CH,
237 CN, and NH distances. The distributions provide information on
238 the stretching of intramolecular distances in liquid HCN. Compar-
239 ison with gas phase equilibrium values (vertical red lines in the in-
240sets) indicate some important deviations and the importance of
241adopting a theoretical approach for liquid HCN that incorporates
242molecular ﬂexibility. The average value of h(H–C–N) (172:4 4)
243indicates some deviations from linearity in liquid HCN. As will be
244further discussed, this feature may have implications on the elec-
245tronic properties of liquid HCN, speciﬁcally on the estimates for
246the average of the monomeric dipole moment and vertical excita-
247tion energies of liquid HCN.
248Excepting the small deviations from linearity of the HCN mono-
249mers (predicted by BOMD) both the ﬁrst principles and CLMD
250(where a rigid and non-polarisable model was adopted) predict
251similar structures for liquid HCN. The main difference concerns
252the description of hydrogen bonding. Although the absence of
253experimental data makes difﬁcult a deﬁnitive conclusion it should
254be noticed that the importance of many body polarization effects
255in HCN should support a ﬁrst principles approach to the structure
256of the liquid.
2573.2. Dipole moment and dynamic polarizability of liquid HCN
258We start by presenting results for the average static dipole
259polarizability (aðxÞ ¼ 0) and dipole moment of gas-phase HCN
260determined by different theoretical approaches. These results are
261gathered in Table 2. Our best estimate for the dipolar polarizability
262(16.90 a.u.) relies on linear response coupled cluster calculation
263(LR-CCSD/davtz). It is quite close to the CCSD (T) result reported
264by Maroulis and Pouchan (16.74 a.u.) [36]. Taking these values as
265reference, DFT methods slightly overestimate the gas-phase HCN
266dipole polarizability mainly if we consider that vibrational correc-
267tions to the electronic polarizability are not being taken into ac-
268count and that these contributions typically increase the
269uncorrected polarizabilities by 5%. Our result at the PBE/GTH/
270DZVP for the HCN gas-phase dipole moment is 2.99 D, which also
271corresponds to the experimental value [37]. PBE0 (2.96 D) and MP2
272(3.02 D) all-electron calculations are also in very good agreement
273with experiment.
274Table 3 reports results for the average monomeric dipole mo-
275ment of liquid HCN. We have analysed the dependence of the di-
276pole moment of liquid HCN with the number n of molecules
277included in the quantum system. In addition, we are reporting data
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Figure 1. NN, CC, and HH partial radial distribution functions for liquid HCN from
BOMD and CLMD. Results are from NVT MD of liquid HCN at d ¼ 0:687 g cm3 and
average temperatures of 280 5 K.
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Figure 2. HC, CN, and HN partial radial distribution functions for liquid HCN from
BOMD and CLMD. Insets show the distribution of the corresponding intramolecular
distances C–H, C–N, and N–H. The vertical lines in the inset panels show the gas-
phase intramolecular distances H–C (1.066 Å) and C–N (1.153 Å). Results are from
NVT MD of liquid HCN at d ¼ 0:687 g cm3 and average temperatures of 280 5 K.
H.F.M.C. Martiniano, B.J. Costa Cabral / Chemical Physics Letters xxx (2012) xxx–xxx 3
CPLETT 30742 No. of Pages 7, Model 5G
9 November 2012
Please cite this article in press as: H.F.M.C. Martiniano, B.J. Costa Cabral, Chem. Phys. Lett. (2012), http://dx.doi.org/10.1016/j.cplett.2012.10.080
278 obtained by using two different charge localization schemes,
279 namely ESP and NPA. As indicated by the results of Table 3 and
280 illustrated in Fig. 3, the liquid state dipole moment of HCN is not
281 very dependent on n. From both ESP and NPA charges our best esti-
282 mate for the average monomeric dipole moment of HCN in liquid
283 phase is 3:7 0:6 D. This represents an increase from the gas to
284 the liquid phase of 0.7 D (induced dipole moment), which is quite
285 similar to the polarization effect predicted for liquid water [38].
286 Actually, considering the importance of many-body cooperative
287 effects in HCN we could expect a larger increase of the induced di-
288 pole moment when moving from the gas to liquid phase. However,
289we should observe that our results for the structure indicate devi-
290ations from the linearity for the HCN geometry in liquid phase that
291may contribute to lower the monomeric dipoles.
292The dipolar average dynamic polarizability of liquid HCN (aðx)
293in a.u.) for x ranging from 0 to up 6 eV is represented in Fig. 4,
294where it is compared with the gas phase dynamic polarizability.
295These results rely on a full SOS procedure by using PBE0/dapvdz
296excitation energies and oscillator strengths. As illustrated in
297Fig. 4, we are predicting a small increase of the HCN polarizability
298of in the liquid relative to the gas-phase value. We are not aware of
299results for the dynamic polarizability of HCN. However, as shown
300in the inset panel of Fig. 4, a comparison between reference LR-
301CCSD and PBE0 calculations for the gas-phase HCN polarizability
302shows a good agreement thus supporting the reliability of the re-
303sults for the liquid phase. The anisotropy of the dipolar interactions
304in HCN as well as its polarizability play a signiﬁcant role on the
305structure of liquid HCN. This feature may lead, depending on the
306thermodynamic conditions, to the formation of a complex hydro-
307gen bond network. Actually, some recent works pointed out the
308presence of polar domains in strongly polar ﬂuids [1–3].
3093.3. Vertical excitation energies of HCN
310Several works on the electronic structure of gas-phase HCN
311have been reported [39,40,27,41,42]. Some important aspects were
312investigated and one of the most interesting concerns the differ-
313ence between the ﬁrst vertical and adiabatic excitation energies
314of HCN, which corresponds to a p	  p transition. This difference
315amounts to 1.7 eV, which is an estimate based on the difference
316between the EOM-CCSD prediction (8.15 eV) and the experimental
317value for the adiabatic excitation energy (6.48 eV) [43]. Adiabatic
318excitation of HCN leads to a bent structure with a H–C–N angle
319close to 127 deg and a signiﬁcantly stretched CN distance
320(1:3 Å) [39,43]. EOM-CCSD results for the ﬁrst nine vertical exci-
321tation energies of gas-phase HCN are reported in Table 4. As indi-
322cated by those results, no signiﬁcant changes are observed when
323we move from the avtz to the avqz basis-set. Therefore, the avtz
324basis-set will be used for the liquid phase calculations. Our EOM-
325CCSD/avtz estimate for the ﬁrst vertical excitation energy is in
326good agreement with the CASPT2/avtz result reported by Muchova
327et al. (8.01 eV) [41]. This ﬁrst excited state is followed, in the
328monomer, by several sets of 2-fold degenerate states. The ﬁrst
329set, is composed of two dark states, also corresponding to a
330p	  p transition, at 8.52 eV (with the avtz basis-set). The next
331two sets of 2-fold degenerate states, at 9.16 and 10.20 eV (avtz),
Table 2
HCN gas-phase data for dipole polarizability (a in a.u.) and dipole moment (l in D).
HCN geometry optimized at the MP2/avtz level.
avdz avtz davdz davtz
a l a l a l a l
LR-CCSD 16.68 2.99ab 16.86 2.99 16.98 2.99 16.90 2.99
16.74c
MP2 16.54 3.02 16.78 3.03 16.86 3.02 16.83 3.02
BHandHLYP 16.75 3.15 17.10 3.15 17.11 3.15 17.16 3.15
PBE0 16.94 2.96 17.26 3.04 17.28 3.03 17.32 3.04
a PBE/GTH/DZVP value.
b Experimental value from Esposti et al. [37].
c CCSD (T) value from Maroulis and Pouchan [36].
Table 3
Average monomeric dipole moment (in D) of liquid HCN. Results
from PBE0/aug-cc-pVDZ calculations.
n MK NPA
1 3.62 ± 0.23 3.55 ± 0.23
2 3.69 ± 0.54 3.58 ± 0.23
3 3.61 ± 0.33 3.59 ± 0.24
4 3.62 ± 0.33 3.61 ± 0.27
5 3.64 ± 0.37 3.62 ± 0.28
6 3.65 ± 0.41 3.64 ± 0.29
7 3.66 ± 0.45 3.65 ± 0.30
8 3.66 ± 0.49 3.66 ± 0.31
9 3.66 ± 0.49 3.66 ± 0.32
10 3.69 ± 0.55 3.67 ± 0.33
11 3.68 ± 0.57 3.67 ± 0.34
12 3.69 ± 0.60 3.68 ± 0.35
13 3.67 ± 0.60 3.67 ± 0.35
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Figure 3. Dependence of the average monomeric dipole moment (in D) in liquid
HCN with the size of the quantum system (n) by using ESP (top) and NPA (bottom)
localization schemes.
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332 have non zero, albeit small, oscillator strengths, and correspond to
333 p	  n and r	  p transitions, respectively. The next set of two
334 states is composed of two r	  p transitions, at 10.61 eV, with a
335 somewhat larger oscillator strength, when compared to lower
336 states.
337 EOM-CCSD calculations for a large number of HCNmonomers in
338 liquid state are not affordable. Therefore, we decided to adopt a
339 many-body energy decomposition scheme relying on a 1-body
340 approximation to the excitation energies [35,31,16]. This scheme
341 scales linearly with the number of fragments (or HCN monomers).
342 The accuracy of this procedure for the present case of HCN can be
343 analysed by performing calculations for small HCN clusters. Com-
344 parison between full EOM-CCSD and 1-body calculations for the
345 ﬁrst excitation energies of small HCN clusters with 2–10 mono-
346 mers shows that the differences between the two approaches are
347 around 0.1 eV, thus providing a clear indication on the reliability
348 of the adopted theoretical methodology.
349 It should be noticed that EOM-CCSD calculations for HCN clus-
350 ters show that the energy of ﬁrst excited state (a dark state with
351 zero oscillator strength) is not dependent on the cluster size. For
352 the liquid phase calculations, we used the multi-state Frenkel
353 Hamiltonian [32] with 9 states for each monomer. This procedure
354 affords the electronic spectra up to 11 eV. On the following, in or-
355 der to discuss band positions, we ﬁtted the spectra with a linear
356 combination of three gaussian functions, corresponding to the
357 three pairs of states with non-zero oscillator strengths at 9.16,
358 10.09 and 10.56 eV for the gas phase monomer. To check for the
359 convergence with the number (n) of HCN molecules included in
360 the hamiltonian, we performed several calculations, using from 2
361 to the full 64 molecules.
362 The EOM-CCSD calculations for different values of n were car-
363 ried out by using a supramolecular structure for each selected con-
364 ﬁguration generated by BOMD and two different approaches were
365 tested. First, we performed the calculations using n ¼ ð2 64Þ
366 molecules included in the hamiltonian, with the other 64 n mol-
367 ecules in the simulation box represented by point charges. We
368 name this approach as no embedded single box. The other ap-
369 proach was based on the replication of the simulation box around
370 the central one, thus obtaining a supercell with 1728 (64 33)
371 molecules. In this approach the calculations were performed by
372 including explictly n ¼ ð2 64Þ molecules in the QM calculations,
373 with the other ð1728 nÞ molecules being represented by point
374 charges. We denote the second approach by embedded supercell.
375 In this way, each molecule used in the EOM-CCSD calculations
376 experiences roughly the same electrostatic environment, in con-
377 trast with the ﬁrst approach, where the molecules near to the cen-
378 tre of the box are surrounded by point charges, while those near
379 the edges of the simulation box experience an assymetric environ-
380 ment, due to the vacuum surrounding the simulation box.
381 Fig. 5 shows the spectrum of liquid HCN calculated by using
382 the 1-body approximation and EOM-CCSD energies, with both
383approaches, including 64 molecules in the hamiltonian. The verti-
384cal lines are the values for the gas phase monomer. The spectrum
385of liquid HCN calculated with both approaches shows two allowed
386bands and a weakly allowed band (left inset panel) on the red edge
387of the ﬁrst allowed one. In the following we discuss the position
388and composition of these bands in more detail, and compare the
389different approaches.
390The right inset panel of Fig. 5 illustrates the dependence of the
391peak positions with the number of HCN monomers, for both ap-
392proaches. Peak positions obtained with the it embedded supercell
393approach are not very dependent on n, while for the no embedded
394single box approach, the values are more sensitive to the number of
395molecules included in the EOM-CCSD calculations.
396For the ﬁrst allowed band both approaches yield similar results.
397With the embedded supercell this band is centered at 9.38 eV, while
398the band obtained using the 64 molecules with the no embedded
399single box approach is slightly red-shifted, appearing at 9.3 eV.
400The peak position obtained from the no embedded single box ap-
401proach exhibits a slight linear decrease with increasing n, from
402n  2. The difference between n ¼ 2 and n ¼ 64 is, however, under
4030.1 eV. Thus both approaches lead to a small ð0:15  0:2Þ eV blue-
404shift with respect to the gas phase value, if we consider that this
405band is composed by the 2-fold degenerate p	  n transitions at
4069.16 eV (Table 4).
407The small band on the red edge is shown in the left inset panel.
408This band is deﬁned by lower energy p	  n transitions, which
409have zero oscillator strength in the gas phase but, due to deviations
410from linearity and symmetry breaking, become weakly allowed in
411the liquid phase. The structure of this low energy band is not very
412dependent on the adopted approach to represent long-range elec-
413trostatic interactions (embedded supercell or no embedded single
414box). Actually, both approaches yield nearly the same peak loca-
415tions, with slightly different oscillator strengths. This band corre-
416sponds to the lowest energy p	  p transition at 8.15 eV and the
417next two degenerate transitions at 8.56 eV, also of p	  p charac-
418ter (see Table 4). Interestingly, our results indicate that in the li-
419quid environment, these states extend from 7.5 eV, which is only
4201 eV above the value for the adiabatic gas phase value of
4216.48 eV [43]. This result for liquid HCN (no signiﬁcant shift of the
422ﬁrst absorption band relative to the gas-phase) is in contrast with
423liquid water, where a well known 0.9 eV blue-shift in the ﬁrst exci-
424tation energy was determined by different works [44,24]. The re-
425sults for HCN are possibly related to geometry changes from the
426gas to the liquid phase and to the nature of the ﬁrst excited states
427of HCN. First, as our results for the structure indicate, some
Table 4
EOM-CCSD vertical excitation energies (in a.u.) and oscillator strengths of gas-phase
HCN.
avdz avtz avqz
S1 p	  p 8.30(0.00) 8.15(0.00) (8.01)a 8.14(0.00)
S2 p	  p 8.64(0.00) 8.52(0.00)(8.36)a 8.51(0.00)
S3 p	  p 8.64(0.00) 8.52(0.00)(8.39)a 8.51(0.00)
S4 p	  n 9.22(0.02) 9.16(0.02) 9.17(0.02)
S5 p	  n 9.22(0.02) 9.16(0.02) 9.17(0.02)
S6 r	  p 10.09(0.03) 10.20(0.02) 10.25(0.02)
S7 r	  p 10.09(0.03) 10.20(0.02) 10.25(0.02)
S8 r	  p 10.56(0.10) 10.61(0.10) 10.64(0.09)
S9 r	  p 10.56(0.10) 10.61(0.10) 10.64(0.09)
a CASPT2/avtz result from Muchova et al. [41].
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Figure 5. Spectra of liquid HCN calculated with EOM-CCSD/apvtz (1-body approx-
imation) for the two different approaches (no embedded single box and embedded
supercell) discussed in the text. The excitation energies for the gas-phase monomer
are represented by vertical bars.
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428 bending of the HCN molecule is observed in liquid HCN as well as a
429 small increase of the CN distance. These two changes are also ob-
430 served for the geometry of the HCN in the ﬁrst excited adiabatic
431 state. Moreover, very weak interactions between transition dipole
432 moments corresponding to the ﬁrst excitations in liquid HCN
433 preserve the local nature of the gas-phase HCN excitation and
434 our results indicate that these localized excitations are not very
435 dependent on the liquid environment.
436 The following band at higher energies is a mixture of two pairs
437 of r	  p transitions. The difference between the two approaches
438 (no embedded single box and embedded supercell) is more signif-
439 icant here than for the lower energy bands. In contrast with the
440 lower energy band, the peak positions with the no embedded sin-
441 gle box approach are nearly constant up to n  35 and after that
442 start to decrease. From the ﬁtting procedure described above, we
443 obtain for the ﬁrst pair of states the value of 10.38 eV (both ap-
444 proaches), for n ¼ 35, and 10.38 eV (embedding supercell) and
445 10.16 eV (no embedding single box), for n ¼ 64. Taking 10.38 eV
446 as the liquid phase value leads to a blue-shift of 0:3 eV with re-
447 spect to the gas-phase. A similar trend is observed for the higher
448 energy pair of states. For these states we also predict a blue-shift
449 (0:2 eV) from the gas-phase (10.56 eV) to the liquid (10.75 eV).
450 Overall, the differences between the values yielded by the two
451 approaches are more signiﬁcant for the higher energy (and larger
452 oscillator strengths) states. However, the embedded supercell ap-
453 proach yields nearly constant values with increasing n, while the
454 values afforded by the no embedded single box approach tend to de-
455 crease with increasing n. We take this as an indication that the
456 embedded supercell approach reproduces more faithfully the envi-
457 ronment of the liquid phase. While for this particular system these
458 effects are small (for the lower band) or easily circumvented by
459 choosing a suitable value of n (for the higher bands), this might
460 not be the case for molecules with larger transition dipole mo-
461 ments, and the dependence of the results with n should be, in gen-
462 eral, investigated.
463 4. Conclusions
464 The structure and electronic properties of a strong dipolar liquid
465 (HCN) were investigated by BOMD. The results indicate that in
466 comparison with the gas-phase, the structure of the HCNmonomer
467 in the liquid exhibit some small deviations from linearity and a
468 slightly stretched CN bond length. The ﬁrst coordination shell of li-
469 quid HCN is deﬁned by about 12 HCN monomers. In keeping with
470 the results for other hydrogen bonding liquids such as hydrogen
471 ﬂuoride [45], our results also indicate the presence of small HCN
472 chains. Polarization effects in liquid HCN leads to an average in-
473 duced dipole moment of nearly 0.7 D, which is similar to the value
474 predicted for liquid water [38]. We are also reporting results for
475 the dynamic polarizability of liquid HCN. A small increase of the
476 dynamic polarizability of HCN in liquid phase relative to the gas-
477 phase monomer was observed. In contrast with liquid water, our
478 results for the liquid phase absorption spectrum indicate small
479 blue-shifts on the maxima positions relative to the corresponding
480 gas-phase values. We also predict that lower energy gas-phase for-
481 bidden transitions acquire some allowed character in the liquid
482 phase. The observed speciﬁc features for liquid HCN seems to be
483 related to hydrogen bonding and to the nature of the electronic
484excitations in this system [39]. In conclusion, by applying a
485many-body energy decomposition scheme relying on a 1-body
486approximation (for the calculation of excitation energies) to the
487analysis of conﬁgurations sampled by BOMD, several fundamental
488informations on the structure and electronic properties of liquid
489HCN were provided.
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A G R E G A D O S M O L E C U L A R E S D E S Ó D I O E Á G U A
A natureza e as propriedades do electrão solvatado em líquidos pola-
res (em particular em água), tanto na fase condensada como em agre-
gados moleculares, tem sido o objecto de inúmeros estudos, tanto do
ponto de vista experimental como do ponto de vista teórico, desde a
primeira observação [90], há cerca de 150 anos, de electrões solvata-
dos em amónia líquida e a observação [91], há 50 anos, do electrão
hidratado (e.g. solvatado em água). Apesar disso a sua natureza tran-
siente (τ1/2 = 100 milisegundos) dificulta ou impossibilita a aplicação
de vários métodos experimentais e, apesar de ser possível aplicar mé-
todos teóricos bastante precisos a pequenos agregados, a aplicação a
sistemas em fase condensada e agregados de maior tamanho ainda é
problemática.
Para além dos agregados com solventes puros, outro tipo de siste-
mas que tem recebido bastante atenção são os agregados de solventes
com átomos de metais alcalinos [92–100].
Quer no caso dos agregados puros, quer com metais alcalinos, é
esperado que a extrapolação do valor da energia de ionização em
função do tamanho do agregado resulte num valor para a fase con-
densada [92, 96, 97]. Variações na relação entre o tamanho do agre-
gado e esta (ou outra propriedade) para vários solventes e/ou vários
solutos podem fornecer informações em relação às interacções dos
vários componentes do agregado entre si.
No entanto, vários estudos experimentais de agregados Na(H2O)n
e Na(NH3)n forneceram alguns resultados intrigantes. Enquanto que
para os agregados Na(NH3)n o potencial de ionização decresce ra-
pidamente até n = 4 e depois decresce suavemente com o aumento
do tamanho do agregado, chegando, no limite de diluição infinita
ao valor para o electrão solvatado em amónia pura (1.45 eV), no caso
dos agregados Na(H2O)n, esta propriedade decresce rapidamente até
39
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chegar a um valor próximo do electrão hidratado (3.2 eV), para n = 4,
mantendo-se mais ou menos constante para valores de n superiores
[92].
Outra propriedade acessível por métodos experimentais é a energia
de excitação.
Em contraste com o estudo das energias de ionização, em relação
ao espectro de absorção de agregados Na(H2O)n, estudos teóricos
e experimentais indicam que a relação entre a energia de excitação
o tamanho do agregado é semelhante para agregados Na(H2O)n e
Na(NH3)n [101]. Recentemente Liu et al. publicaram um estudo ex-
perimental sobre a relaxação de estados excitados nestes agregados
[102], levantando uma série de questões em relação ao processo de re-
laxação e à distribuição da densidade de carga do electrão no estado
excitado.
Neste trabalho procurou-se colmatar algumas lacunas no conhe-
cimento sobre estes agregados, nomeadamente no que diz respeito à
sua estrutura, ao modo de solvatação do electrão e as energias de exci-
tação. Foram realizadas simulações de BOMD de agregados Na(H2O)n
e Na(H2O)+n (n = 4, 8, 16, 32) utilizando um programa de MD escrito
em Fortran, baseado num programa escrito por Estácio et al[103], aco-
plado ao programa de química quântica ORCA[104]. As forças foram
calculadas com o funcional de Perdew Burke e Erzenhof (PBE) [64] e
com a base def2-SVP[105]. Para cada uma das simulações realizadas
foi seleccionado um conjunto de configurações, para as quais foram
realizados cálculos de Time Dependent Density Functional Theory - Teo-
ria do Funcional da Densidade Dependente do Tempo (TDDFT) [106]
empregando o funcional híbrido BHandHLYP[107] e o conjunto de
funções base 6-31++G(d,p) [108, 109]. Na figura 3 está representado
um conjunto de configurações selecionadas, de agregados Na(H2O)+n
(n = 1, 2, 3, 4, 8, 16, 32). É visível a separação da Singly Ocuppied Mo-
lecular Orbital (SOMO), onde reside o electrão em excesso, do átomo
de sódio, com o aumento do tamanho do agregado, acompanhada da
deslocalização da SOMO. Considerando que a densidade de carga do
electrão corresponde à densidade de carga da SOMO:
ρ(r) = ΦSOMO(r)Φ∗SOMO(r) = |ΦSOMO|
2 (5.1)
Podemos aproximar a deslocalização da densidade de carga da SOMO
à deslocalização do electrão hidratado. Esta deslocalização pode ser
quantificada através do raio de giração ou raio de espalhamento. Esta
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Figura 3: Representação dos agregados Na(H2O)+n (n = 1, 2, 3, 4, 8, 16, 32).
As superfícies de isodensidade correspondem à orbital onde reside
o electrão em excesso (SOMO).
medida foi empregue em outros estudos, tanto de agregados Na(H2O)n
[95, 99] e e−(H2O)n [110, 111], como do electrão solvatado em vários
solventes [110–112]. A um maior valor de rg corresponde uma maior
deslocalização do electrão. Conversamente menores valores de rg cor-
respondem a um electrão mais localizado. A partir da densidade de
carga (discretizada numa grelha) podemos calcular o primeiro mo-
mento, ou seja o centro de carga:
rc =
∑
i
riρ(ri) (5.2)
A distribuição radial da densidade de carga relativamente a um ponto
(R) é dada por:
ρ(R) = 4piR2
∑
i
ρ(∆R) (5.3)
onde ∆R = ri−R e R = |ri−R|. O raio de giração, ou seja, o segundo
momento da distribuição de carga, é dado por:
rg =
√
λ2x + λ
2
y + λ
2
z (5.4)
onde λ2x, λ2y e λ2z são os valores próprios do tensor de giração diago-
nalizado. O tensor de giração é uma matriz 3× 3, cujos elementos são
dados por:
Smn =
∑
i
rmi r
n
i ρ(ri) (5.5)
onde rni é a coordenada cartesiana n do elemento de volume i.
Utilizando a metodologia descrita acima, foi encontrada uma rela-
ção entre o raio de giração e a energia do primeiro estado excitado.
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The solvation of metalic Na in polar solvents is a subject of fun-
damental interest in chemistry and biochemistry and has been in-
vestigated by several works.2–4 An interesting aspect concerning
the Na microsolvation is the dependence of the ionization potential
with the number of solvent molecules (n). 5,6 For Na(NH3)n clus-
ters the ionization potential decreases quickly until n = 4 and then
continues to decrease slowly, eventually reaching the value for the
ammoniated electron (1.45 eV). However, for Na(H2O)n clusters,
after a fast decrease from n = 1 to n = 4, the IP’s shows a nearly
constant behavior with increasing n attaining a value of ∼ 3.2 eV,
which is close to the IP for the hydrated electron.5 This behaviour
is not specific for sodium. For other alkali metals, the observed IPs
for n ≥ 4 display similar trends. Despite a large number of theo-
retical and experimental studies on sodium-water clusters,2,5,7–10
a definitive explanation for this behaviour has not been yet found.
Actually, solvation of metalic species is a complex process that in-
volves the reorganization of the hydrogen bond network and the
charge-separation of the alkali valence electron from the ionic core.
Therefore, this process also leads to the generation of an excess
electron in interaction with the HB network and the ionic core.
Excess electrons in HB networks can also be formed by ioniz-
ing high-energy radiation and UV irradiation of liquid water.11 The
molecular mechanism leading to the generation of excess electrons
in water by UV irradiation is not fully understood. The presence
of an excess electron in the HB network plays a central role in the
reaction dynamics subsequent to its generation. Numerous works
on the hydrated electron have been reported.12–19 One relevant as-
pect characterizing the hydration of an excess electron is related to
the optical absorption spectrum of e−(aq), which exhibits a Gaus-
sian distribution at the red edge with a peak at 1.72 eV as well as
a Lorentzian line shape or “blue tail” extending up to ∼ 5 eV.20,21
Different works were focused on the excited state dynamics of the
hydrated electron both in clusters and in bulk solvent. 22–27 In com-
parison with anionic water clusters much less is known on the ex-
cited states of Na(H2O)n clusters. The photoabsorption spectra for
small Na(H2O)n (n= 1−12) was reported by Schulz et al.28 These
experimental results were compared with vertical excitation ener-
gies relying on multi-reference single and double excitation config-
uration interaction (MRSDCI) for several optimized structures of
Na(H2O)n (n = 1− 8). 28 A recent time-resolved two-color pump-
probe experiment provided values for the lifetimes of the excited
states of these clusters, as well as the dynamics of the relaxation
process.6
Here we report theoretical results for the excitation energies of
Na(H2O)n clusters with n = 1,4,8,16,32. Our approach relies
on sequential Born-Oppenheimer Molecular Dynamics/Time De-
pendent Density Functional theory (BOMD/TDDFT). By adopting
BOMD for phase space sampling at a given temperature two as-
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pects should be stressed. Extensive configurational sampling and
adequate treatment of many-body interactions including water po-
larization effects, which are important for an adequate description
of the optical absorption spectrum of the aqueuos electron.20 All-
electron BOMD has been previously applied for investigating the
structure of the HB network in (H2O)32 29 and Na+(H2O)32 30 clus-
ters. Excitation energies were calculated by using TDDFT. BOMD
was performed in the NVT ensemble, with a in-house Fortran pro-
gram, coupled to the Orca Program 31 for the calculation of forces.
The equations of motion were integrated with the velocity Verlet al-
gorithm, using a timestep of 0.5 fs, and the temperature was main-
tained at an average value of 300 kelvin using a Berendsen ther-
mostat.32 The general set-up was as follows: first a time constant
of 0.01 ps was used for a short (∼ 5 ps) equilibration run. For the
ensuing production runs the time constant was set to 0.1 ps. The
length of the production run was ∼ 15 ps for Na(H2O)32, and 20
ps for the smaller clusters. Forces were calculated with the Perdew,
Burke and Ehrzenhof (PBE) exchange-correlation functional,33 us-
ing an Ahlrich’s def2-SVP basis. 34 To speed up the all-electron cal-
culations we employed the Density-Fitting approximation, using as
auxiliary basis the corresponding def2-SVP/J fitting set.35
From the BOMD trajectories, configurations were selected
each 50 fs, and the excitation energies were calculated using
TDDFT, with the BHandHLYP functional and the 6-31++G(d,p)
basis set,36,37 and applying the RIJCOSX approximation.38 The
BHandHLYP functional has been shown to adequately reproduce
MP2 and CCCSD(T) values for vertical detachment energies in neat
water or hydrogen fluoride clusters. 13,39 The choice of the basis-set
to describe a solvated electron is a delicate issue due to the diffuse
nature of the excess electronic density. It is imperative to employ
a basis-set including diffuse functions and also, in some cases, to
extend the usual diffuse sets with primitives of smaller exponents.
This seems to be the case in water clusters, although it should be
expected that the presence of a cation in Na-water aggregates will
contribute to some localization of the excess electron.9,10 Tests for
a Na(H2O)4 cluster with the 6-31(1+,2+)G(d,p) 39 indicate that the
introduction of extra diffuse functions decreases the average exci-
tation energy of any of the first 3 (p) states and the next higher state
by around 0.01 eV, so we deemed the regular 6-31++G(d,p) ba-
sis as adequate for our purposes. Figure 1 depicts two snaphshots
of the Na(H2O)16 and Na(H2O)32 clusters, with the corresponding
SOMOs. In agreement with the conclusions of ab initio molecular
dynamics for sodium-water clusters of similar size (n = 34 9 and
n≤ 16 10), our results indicate that the excess electron is dettached
from the sodium atom and is located on the cluster surface, near
the sodium atom, in what has been termed a “two-center state” or
“contact-pair“.5,10 In our simulations for the n = 16 and n = 32
clusters the Na atom is located near the cluster surface, but still
buried inside the cluster (more so for the larger cluster). Our results
also indicate that the microhydrated electron interacts with a few
free hydrogen atoms of the nearby water molecules. This is clearly
visible in Figure 1, where some characteristic motifs of the solvated
1
Figure 1. SOMO (isovalue 0.02 e×a−3o ) of the Na(H2O)n clusters (n =
16,32).
electron in neat water clusters are also observed.
Table 1. Values for the first excitation energy (eV) for the bare sodium atom
and sodium water clusters, calculated at the BHandHLYP/6-31++G(d,p)
level, along with available theoretical (MRSDCI/6-31++G(d,p)) and experi-
mental values.
State BHandHLYP MRSDCI28 Exp. 28
Na 32P 2.20 2.00 2.10
42S 3.07 3.08
Na(H2O) S1 1.61±0.07 1.54 1.73
S2 1.87±0.06 1.57
S3 1.99±0.08 1.64
S4 2.64±0.09 2.44
Na(H2O)4 S1 1.22±0.11 0.9-1.53 1.19
S2 1.43±0.10 1.11-1.32
S3 1.60±0.11 1.11-1.65
S4 2.12±0.09 1.72-2.10
Na(H2O)8 S1 1.07±0.09 1.09-1.12 1.30
S2 1.20±0.09 1.10-1.46
S3 1.40±0.10 1.46-1.50
S4 1.91±0.12 1.82-1.85
Na(H2O)16 S1 1.17±0.21
S2 1.31±0.23
S3 1.46±0.23
S4 1.82±0.20
Na(H2O)32 S1 1.06±0.19
S2 1.17±0.18
S3 1.29±0.18
S4 1.57±0.18
A comparison of the values in Table 1, indicates that
BHandHLYP/6-31++G(d,p) excitation energies are in good agree-
ment with experimental data and theoretical predictions for several
optimized structures of Na(H2O)n (n = 1− 12) clusters. 28 More-
over, the dependence of our results with the cluster size is in keep-
ing with the experimentally observed trends.28 Our value for the
first degenerate 32P states in the bare Na atom compares favorably
with both the MRSDCI/6-31++G(d,p) and the experimental result.
In comparison with experiment the MRSDCI result is 0.10 eV
lower, whereas BHandHLYP yields a value that is 0.10 eV above.
For the 42S state of the Na atom both theoretical methods yield
pratically the same value. In the Na(H2O) clusters, complexation
by water molecules and loss of symmetry lift the degeneracy of the
first three 32P-like states and shifts their energies to lower values.
The experimental values quoted are the maxima of the first absorp-
tion band so we cannot expect a close match between these values
and the averages for individual states. However, the average of the
first three excited states (S1−3), which should correspond to the
experimental first absorption band is in fair agreement with the ex-
perimental values. Thus, the average values of S1−3 for n = 1,4,8
are, respectively, 1.82±0.12, 1.42± 0.18 and 1.22 ± 0.16 eV and
compare well with the experimental results of Table 1. In agree-
ment with experiment,28 we observe a sharp decrease of the first
excitation energy from the Na atom to the n = 4 cluster. Similar
values of the first excitation energies (∼ 1.1 eV) are observed for
clusters with n = 8,16, and 32 water molecules, although a quite
small increase (0.10±0.23 eV) is observed from n = 8 to n = 16.
The behaviour of the first excitation energy with the number of
water molecules (n) seems to follow the same dependence of the
excited-state lifetime (τ) with n for Na-water clusters reported by
Liu et al. 6 The excited-state lifetime shows a sharp decrease from
n= 2 (∼ 1.3 ps) to n= 9 (120± 20 fs) followed by a small increase
from n = 9 to n = 10 (130± 20 fs). Values of τ for n > 16 are,
however, quite similar.6
Figure 2 depicts isosurfaces corresponding to the electronic den-
sity difference between the first excited and ground states for the
n = 32 cluster. The (p← s) excitation shifts the electronic den-
sity away from the Na atom leading to the formation of two lobes
on opposite sides of the cluster. The electronic density reorganiza-
tion upon excitation suggests the presence, at the cluster surface, of
a delocalized electron in interaction with the HB network, specif-
ically with the hydrogen atoms of the water OH groups pointing
outwards the cluster. This is apparently in keeping with a conjec-
ture set forth by Liu et al., and might contribute to explain their
finding that the stretching modes of water molecules play a major
role in the energy-transfer process associated with excited state re-
laxation.6
Figure 2. Density difference of the first excited state of the Na(H2O)32
cluster (isovalue 0.0001 e×a−3o ). The green surfaces denote regions of in-
creased electron density in the excited state, while the yellow surface is the
region of decrecreased electron density.
The S4 state excitation energies decrease with increasing cluster
size, while the corresponding oscillator strengths (not shown) in-
crease. Moreover, the energy gap between S4 and the highest S3
state decreases from 0.65 eV (n = 1) to 0.28 eV (n = 32) placing
the S4 state excitation energy nearly on the same range of the S1−3
p states.
Figure 4 shows the distribution of the first excitation energy
(Eexc) versus the electron radius of gyration (rg) for the set of se-
lected BOMD configurations and different values of n. Our results
indicate that Eexc and rg are correlated. Higher excitation energies
are mainly related to small values of the gyration radius and vice
versa. This correlation is clearly stronger in the cases of the larger
aggregates (n = 16,32). Correlation between vertical detachment
energies and the degree of electron delocalization were observed in
anionic water clusters.18 We are providing evidence that this kind
of correlation is also observed for the first vertical excitation ener-
gies in Na-water clusters.
In conclusion, a sequential BOMD/TDDFT all-electron ap-
proach to investigate the electronic properties of Na-water clusters
2
Figure 3. Excitation energy (eV) versus the electron radius of gyration (Å)
in Na(H2O)n clusters with different number of water molecules n.
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was adopted. Our results allowed us to discuss several fundamental
issues. The first one concerns the ground state electronic density
reorganization related to the detachment of an electron from a Na
atom in the clusters and the localization of the excess at the clus-
ter surface, where it remains in interaction with the Na atom and
the nearby OH groups of water. Our results for the dependence of
the vertical excitation energies on the cluster size is in keeping with
different experimental and theoretical studies of Na-water clusters.
A significant decrease of the gap between the Na S4 state and the
highest S3 state with the cluster size was observed. Maps for the
electronic density difference between the first excited and ground
states provided us with an interesting picture on the nature of the
excited states and the electronic density reorganization upon exci-
tation of an excess electron in metal doped water clusters.
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Abstract
Excited states of excess electrons in hydrogen bond (HB) networks are of central interest in chemistry and biochemistry. A closely related
issue concerns the nature of the excitation process in Na-water clusters, where the electronic structure of the ground state is characterized
by a detachment of the electron from the metal ionic core and a subsequent reorganization of excess electronic density in the HB network.
We are providing for the first time a discussion on the excited states of Na-(H2O)n clusters (n = 1,4,8,16,32) relying on a sequential
all-electron Born-Oppenheimer Molecular Dynamics/Time Dependent Density Functional Theory approach. An analysis of the electronic
density difference between the first excited and ground states for the larger clusters (n= 16,32) shows a p← s transition, where disjoint e−
lobes at the cluster surface are interacting with the nearby OH groups of water. The dependence of the excitation energies on the number
of water molecules (n) reproduces the observed experimental behavior for the smaller clusters (n ≤ 10). Vertical excitation energies are
correlated with the electron radius of gyration (rg) and higher excitations correspond to more localized states (smaller rgs).
4

6
C O N C L U S Õ E S
A metodologia sequencial empregue nos trabalhos apresentados nesta
tese apresenta várias vantagens. Baseada na dinâmica molecular ab
initio é, ao contrário da dinâmica molecular clássica, livre de quais-
quer parâmetros empíricos. E, embora mais dispendiosa do ponto de
vista computacional, quando comparada com cálculos de estrutura
electrónica em estruturas optimizadas, permite levar em conta o efei-
tos das flutuações térmicas no sistema em estudo.
Utilizando esta metododologia obteve-se um espectro de ionização
para a profirina livre e a porfirina complexada com um átomo de
magnésio. Os efeitos térmicos dão origem a um aumento da largura
das bandas e a desvios da posição dos picos, em relação às estruturas
optimizadas. Com base numa análise das deformações estruturais do
esqueleto destes macrociclos, chegou-se à conclusão de que não pa-
rece haver correlação entre as energias de ionização dos estados de
valência e alguma distorção estrutural específica. No entanto foi en-
contrada uma correlação entre a distorção correspondente ao modo
normal de simetria A1u e as energias dos estados Mg(1s), Mg(2s) e
Mg(2p), para a porfirina de magnésio.
A estrutura do cianeto de hidrogénio líquido foi investigada, com
recurso a simulações de dinâmica molecular ab initio e a cálculos de
estrutura electrónica. Este estudo constitui o primeiro estudo teórico
da estrutura e das propriedades electrónicas do ciento de hidrogénio
na fase líquida. Foram observadas algumas diferenças da estrutura
do monómero no líquido, em comparação com o monómero na fase
gasosa. Essas diferenças consistem num desvio da linearidade do ân-
gulo H-C-N e um aumento do comprimento da ligação CN. A pri-
meira camada de solvatação é constituida por aproximadamente 13
moléculas de HCN. Na fase líquida as moléculas de HCN formam
cadeias lineares curtas. O momento dipolar monomérico na fase lí-
47
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quida foi estimado com recurso a uma abordagem sequencial. Os
nossos resultados indicam um valor de 0.7 D para o momento dipo-
lar induzido, à semelhança do que acontece para outros líquidos pola-
res, com capacidade de formar ligaçoes de hidrogénio. Um pequeno
aumento da polarizabilidade foi observado. O espectro de absorção
foi calculado, com recurso a um esquema de decomposição de ener-
gia em contribuições de muitos corpos, baseado numa aproximação
de um corpo. Ao contrário de outros líquidos polares, as posições
das bandas do espectro de absorção previstas pelo método empregue
apresentam ligeiros desvios em relação aos valores na fase gasosa.
Uma metodologia sequencial foi também empregue no estudo de
agregados de sódio metálico e água. Em concordância com resulta-
dos de outros estudos, observa-se uma separação entre o ião Na+ e
o electrão havendo, no entanto, a formação de um par iónico. O elec-
trão encontra-se à superfície dos agregados, em interacção com os
hidrogénios livres das moléculas de água da superfície. Para os agre-
gados maiores, o átomo de sódio é solvatado no interior do agregado,
havendo a deslocação de uma molécula de água da primeira camada
de coordenação, onde vai estar localizada uma parte considerável da
densidade de carga do electrão solvatado. As energias dos primeiros
estados excitados calculadas estão de acordo com dados experimen-
tais para estes sistemas e outros estudos teóricos. Uma diminuição
da diferença energética entre o estado S4, e o mais alto dos três pri-
meiros estados excitados do tipo p foi observada. Através do cálculo
de diferenças de densidade electrónica entre o estado fundamental
e o primeiro estado excitado, verificou-se que, no estado excitado, a
densidade electrónica associada ao electrão solvatado sofre uma re-
organização considerável. Após a excitação para o primeiro estado p,
a densidade electrónica está localizada em duas regiões separadas, à
superfície do agregado e longe do ião Na+. Foi encontrada também
uma correlação entre o raio de giração do electrão no estado funda-
mental e as energias de ionização e da transição p← s.
Em resumo foram apresentados três exemplos da aplicação de uma
metodologia sequencial BOMD/QM, a três tipos de sistemas molecula-
res: i) uma molécula isolada na fase gasosa, ii) um líquido molecular e
iii) um conjunto de agregados moleculares. Foi implementado e apli-
cado um método de cálculo do espectro de absorção para sistemas
na fase líquida, com base na combinação do método dos incrementos
com uma aproximação baseada no hamiltoniano efectivo de Frenkel.
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