Abstract. Let E be an elliptic curve over a number field K. Descent calculations on E can be used to find upper bounds for the rank of the Mordell-Weil group, and to compute covering curves that assist in the search for generators of this group. The general method of 4-descent, developed in the PhD theses of Siksek, Womack and Stamminger, has been implemented in Magma (when K = Q) and works well for elliptic curves with sufficiently small discriminant. By extending work of Bremner and Cassels, we describe the improvements that can be made when E has a rational 2-torsion point. In particular, when E has full rational 2-torsion, we describe a method for 8-descent that is practical for elliptic curves E/Q with large discriminant.
Introduction
Let E be an elliptic curve over a number field K. For each integer n ≥ 2 there is a short exact sequence of abelian groups 0 → E(K)/nE(K) → S (n) (E/K) → X(E/K)[n] → 0.
The n-Selmer group S (n) (E/K) is finite and effectively computable. It gives information about both the Mordell-Weil group E(K) and the Tate-Shafarevich group X(E/K). The elements of S (n) (E/K) may be interpreted geometrically as n-coverings of E. An n-covering of E is a pair (C, π), where C/K is a smooth curve of genus one, and π : C → E is a morphism defined over K, that fits in a commutative diagram C
/ / E where the vertical map is an isomorphism defined over K. The Selmer group S (n) (E/K) consists of those n-coverings (C, π) that are everywhere locally soluble, i.e. C(K v ) = ∅ for all places v of K. The subset of those n-coverings with C(K) = ∅ form the image of E(K)/nE(K). Thus if C/K is a counter-example to the Hasse Principle then it represents a non-trivial element of X(E/K).
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A first descent computes the group S (n) (E/K) and represents its elements as pairs (C, π) . To compute the group E(K)/nE(K), and hence the rank of E(K), we must decide which of these n-coverings has a rational point, that is, a point with co-ordinates in K. Unfortunately there is no known algorithm guaranteed to determine whether a genus one curve C/K has a rational point. In practice one starts by searching for rational points of small height. If no points are found, this might be because C has no rational points, or because the rational points all have large height. We attempt to distinguish these two cases by a second descent.
Taking Galois cohomology of the short exact sequence 0−→E[n]−→E[n 2 ]−→E[n]−→0, and restricting to Selmer groups, gives an exact sequence
There are then inclusions
Moreover, the image of α is the kernel of the Cassels-Tate pairing
If α maps (C 2 , ν 2 ) to (C 1 , π 1 ) then ν 2 factors via π 1 to give a commutative diagram
/ / E [n] / / E where the vertical maps are isomorphisms defined over K. A second descent computes the fibre of α above (C 1 , π 1 ) and represents its elements as pairs (C 2 , π 2 ). If the fibre is empty then C 1 (K) = ∅. Otherwise the fibre is a coset of the image of S (n) (E/K). We can then try searching for rational points on each of the genus one curves C 2 . If we still do not find a rational point then a third descent may be attempted, and so on.
More generally, if φ : E → E ′ is an isogeny of degree n, and φ : E ′ → E is the dual isogeny, then there are exact sequences
The terminology of first and second descents carries over as before.
In this paper we are concerned with φ : E → E ′ an isogeny of degree 2. Thus our work applies to any elliptic curve with a rational 2-torsion point. The first descent in this case is descent by 2-isogeny. This is very well known; see for example [C2, §14] or [Sil, X.4.9] . The second descent is described in [BSD, §5] and [Cr] , although in neither case do the authors claim any particular originality. This corresponds to a 2-descent on E. The starting point for our work is the paper of Bremner and Cassels [BC] that carries out the third and fourth descents for elliptic curves E/Q of the form y 2 = x(x 2 − 4p), where p is a prime with p ≡ 5 (mod 8). This corresponds to a 4-descent on E. As observed by Siksek [Sik, §4.6] , their method can be applied more generally.
The general method of 4-descent, developed in [Sik] , [MSS] , [Wo] , [St] , (see also [F2] ), requires that we compute the class group and units of a degree 4 extension of K. This has been implemented in Magma [BCP] (when K = Q) and works well for elliptic curves with sufficiently small discriminant. In contrast the method of Bremner and Cassels (specific to elliptic curves with a rational 2-torsion point) requires no class group and unit calculations, beyond those for the field K itself. Instead the global part of the calculation requires that we solve conics over K, and over quadratic extensions of K.
We make the following improvements.
• We use the Cassels-Tate pairing to efficiently compute upper bounds for the rank. This was not required in [BC] , since for the curves considered there, descent by 2-isogeny already shows that the rank is at most 1.
• We extend to a fifth descent, and in cases where E has full rational 2-torsion, also a sixth descent. The latter corresponds to 8-descent on E.
• We replace the problem of solving a conic over a quadratic extension of K, with that of solving a quadric surface over K. Taking K = Q the latter can be solved efficiently using an algorithm of Simon [S2] .
As discussed further in Section 10, the motivation for our work came from the desire to find curves of large rank in certain families of elliptic curves over Q, for example the family of elliptic curves with a given torsion subgroup (of even order), or the quadratic twists of a given elliptic curve with a rational 2-torsion point. The methods we describe can be used to quickly eliminate many curves which on the basis of (say) descent by 2-isogeny appear to be candidates for large rank, but which instead have large 2-primary part of X.
The paper is organised as follows. In the first three sections we let φ : E → E ′ be any isogeny of prime degree p. In Section 2 we introduce the higher descent pairings we use to bound the rank of an elliptic curve. Then in Sections 3 and 4 we explain how these pairings are related to the Cassels-Tate pairing, and outline our methods for computing them. In Section 5 we give a short self-contained account of 4-descent on an elliptic curve with a rational 2-torsion point. This is then related to the work of Bremner and Cassels in Section 6. In the next two sections we describe our refinements for carrying out the fifth and sixth descents. In Section 9 we explain how to replace the conics over quadratic extensions by quadric surfaces. Finally in Section 10 we give some examples. Our implementation of the methods described in this paper (in the case K = Q) has been contributed to Magma (version 2.21) and is available via the function TwoPowerIsogenyDescentRankBound.
Higher descent pairings
Let φ : E → E ′ be an isogeny of elliptic curves defined over a number field K. We suppose that deg φ = p is a prime. By [Sil, X.4.7] there is an exact sequence
Writing dim for the dimension of an F p -vector space, it follows that
be the Selmer groups attached to the isogenies φ and φ. More generally let S m ⊂ S 1 be the image of S (p n ) (E ′ /K) if m = 2n is even, and the image of S (p n φ) (E/K) if m = 2n + 1 is odd. The subspaces S ′ m ⊂ S ′ 1 are defined in the same way, after swapping the roles of E and E ′ . There are inclusions of F p -vector spaces
As we prove in Section 3, the Cassels-Tate pairing induces the following pairings of F p -vector spaces.
Theorem 2.1. Let m ≥ 1 be an integer.
(i) If m is odd then there are alternating pairings
(ii) If m is even then there is a pairing
It is clear that each time we compute one of the pairings Θ m or Θ ′ m our upper bound for the rank of E(K) either stays the same (if the pairing is identically zero) or decreases by an even integer. The following lemma is useful for comparing our bounds on the rank with those obtained by other methods.
In this paper we take p = 2. We show how to compute S m and S ′ m for m ≤ 5, by a method whose global part only requires that we solve quadratic forms of ranks 3 and 4 over K. When E has full rational 2-torsion we also compute S ′ 6 . By Lemma 2.2 the upper bound rank E(K) ≤ dim S 5 + dim S ′ 6 − 2 is then the same as that obtained by 8-descent on E.
The Cassels-Tate pairing
Let E be an elliptic curve over a number field K. The Cassels-Tate pairing is an alternating bilinear pairing
It has the following properties.
Theorem 3.1. Let ψ : C → D be an isogeny of elliptic curves over K.
(i) ψx, y = x, ψy for all x ∈ X(C/K) and Z/Z instead of F p . We make frequent implicit use of the exact sequence (1). In particular it makes sense to evaluate the Cassels-Tate pairing on Selmer group elements. (i) Let m = 2n + 1. Let ξ, η ∈ S m , and let ξ 1 , η 1 ∈ S (p n φ) (E/K) with ξ 1 → ξ and η 1 → η. We define Θ m (ξ, η) = ξ 1 , η = ξ, η 1 . These last two expressions are equal by Theorem 3.1(i) with ψ = p n . Therefore Θ m (ξ, η) is independent of the choices of ξ 1 and η 1 . By Theorem 3.1(ii) the kernel of Θ m is
Now let ψ = p n/2 or p (n−1)/2 φ according as n is even or odd. By Theorem 3.1(i) we have Θ m (ξ, ξ) = ξ 1 , ψψξ 1 = ψξ 1 , ψξ 1 = 0. Therefore Θ m is alternating. The definition and properties of Θ ′ m are obtained in the same way, after swapping the roles of E and E ′ . (ii) Let m = 2n. Let ξ ∈ S m and η ∈ S ′ m , and let ξ 1 ∈ S (p n ) (E ′ /K) and η 1 ∈ S (p n ) (E/K) with ξ 1 → ξ and η 1 → η. We define Θ m (ξ, η) = ξ 1 , η = ξ, η 1 . These last two expressions are equal by Theorem 3.1(i) with ψ = p n−1 φ. Therefore Θ m (ξ, η) is independent of the choices of ξ 1 and η 1 . By Theorem 3.1(ii) the left kernel of Θ m is
Likewise the right kernel is S ′ m+1 . ✷ Next we describe a method for computing the Cassels-Tate pairing. Suppose
we obtain a long exact sequence
By the local-to-global principle for the Brauer group, x lifts to
. Let C and D 1 be the covering curves corresponding to x and x ′ . These fit in a commutative diagram
where the vertical maps are isomorphisms defined over K, but all other maps are morphisms defined over K. Let T be a generator for E ′ (K)[ φ] ∼ = Z/pZ, and let b ∈ Div 0 (C) correspond to T under the isomorphism of Galois modules Pic 0 (C) ∼ = E ′ . Since T ∈ E ′ (K) and C is everywhere locally soluble, we may choose b to be K-rational. Then there exists f ∈ K(C) with div(f ) = pb. We say that f is a pushout function. If we scale f suitably then π * f = g p for some g ∈ K(D 1 ). In other words, if we identify
given by the Weil pairing, cup product and the local invariant map. We identify
The Cassels-Tate pairing is given by
where for each place v of K we choose a local point P v ∈ C(K v ) avoiding the zeros and poles of f . This is a sum over all places of K, but in fact there is no contribution from the primes outside a finite set of primes where C and f have bad reduction. The Selmer group attached to φ is
The Selmer set tells us which twists of D 1 (as a covering of C) are everywhere locally soluble. If x, y = 0 for some y ∈ S ( φ) (E ′ /K) then there are no such twists, and the Selmer set
If we have already computed the pairing (using the formula above) then we can solve for a coset representative by linear algebra over F p .
In this paper we take p = 2. Then
and the local pairing (5) is the usual (i.e. quadratic) Hilbert norm residue symbol. As above, let C be the covering curve corresponding to x ∈ S (ψ) (E ′ /K). Suppose we know equations for C. Then by computing a pushout function f on C, and using it to compute the Cassels-Tate pairing, we can determine whether x lifts to x ′ ∈ S (ψφ) (E/K). If it does lift then the covering curve corresponding to x ′ is of the form D ξ for some ξ ∈ S(C, f ). In particular we know equations for D ξ . We can then replace ψ by ψφ, swap the roles of E and E ′ , and repeat. At each stage we have a basis for S m ⊂ K × /(K × ) 2 , and for each basis element ξ, equations for an everywhere locally soluble 2 m -isogeny covering of E ′ that factors via the φ-covering of E ′ corresponding to ξ. Using this data we can compute the pairing Θ m in Theorem 2.1, and hence the subspace S m+1 ⊂ S m . For the next iteration we need to compute an everywhere locally soluble 2 m+1 -isogeny covering for each basis element of S m+1 . It often happens that these curves are degree-2 coverings of some of the curves we already found. However, in general a rather subtle iterative procedure is required. This is the subject of Section 4.
The two key issues we must address are the following.
• How do we find "nice" equations for the covering curves?
• How do we compute the pushout functions?
These questions are related, in that a good answer to the first question helps with answering the second. The proof that pushout functions exist uses the local-toglobal principle for Br(K) [2] . So one might expect that the second question comes down to solving conics over K. Indeed if K is a number field, then every element of Br(K) [2] can be represented by a conic. However this last statement is not true over arbitrary fields, and the proof over number fields itself uses the local-to-global principle for the Brauer group. So the best we can say for arbitrary m (see [SD] ) is that the second question reduces to that of finding rational points on certain Brauer-Severi varieties.
An iterative procedure
In this section we describe the structure of our program for computing the subspaces S m and S ′ m . The bookkeeping is somewhat involved, but is needed to get around the fact that the formula we gave in Section 3, for computing the Cassels-Tate pairing, only applies when one of the arguments is killed by the p-isogeny φ or its dual φ.
First we lighten our notation by writing
Which of the two groups we mean is often determined by the context. For example when we write (1) this could either mean
Let S m be the image of Sel(m) → Sel(1). This F p -vector space was denoted S m or S ′ m in Section 2. We also write Θ m : S m × S m → F p for the pairings in Theorem 2.1, even though some of the S m and Θ m should really be S ′ m and Θ ′ m . These abuses of notation are made to simplify the results in this section, and (with the exception of Lemma 8.1) will not be used elsewhere in the paper.
Let
is any lift of α 1 . In order to compute Θ m , and hence by Theorem 2.1 the subspace S m+1 , we must describe how to lift α 1 to α m . In the case m = 3 it is convenient to break this down into the following steps.
(i) Solve for α 2 ∈ Sel(2) with α 2 → α 1 .
(ii) Solve for ξ ∈ S 1 with ξ + α 2 , η = 0 for all η ∈ S 1 . (iii) Solve for α 3 ∈ Sel(3) with α 3 → ξ + α 2 . For general m ≥ 1 we use the following algorithm. (
The next two lemmas are used to show that Algorithm 4.1 is correct.
The following are equivalent.
Moreover, if α k → α k−1 ∈ Sel(k − 1) and α k−1 , β = 0 for all β ∈ Sel(ℓ + 1), then (i) and (ii) hold for some ξ ∈ Sel(1).
Proof: We make repeated use of Theorem 3.1. Since α k lifts to Sel(k + ℓ − 1) we have α k , β = 0 for all β ∈ Sel(ℓ − 1). Assuming (i) we have ξ, β = 0 for all β ∈ Sel(ℓ − 1), and therefore ξ ∈ S ℓ . If β ∈ Sel(ℓ) and η ∈ S ℓ with β → η then
This proves the equivalence of (i) and (ii). For the last part, Theorem 3.1(ii) shows there exists α k+ℓ ∈ Sel(k + ℓ) with α k+ℓ → α k−1 . Let α k ∈ Sel(k) be the image of α k+ℓ . By Theorem 3.1(i) we have α k , β = 0 for all β ∈ Sel(ℓ). Since α k and α k have the same image in Sel(k − 1) we have α k = ξ + α k for some ξ ∈ Sel(1). This proves (i). ✷ Lemma 4.3. At the start and end of the main loop in Algorithm 4.1, we have
Proof: Initially we have k = 1 and t 1 = m − 1. Since α 1 is in S m it satisfies α 1 , β = 0 for all β ∈ Sel(m − 1). At the end of each loop it suffices to prove (6) with j = k, since the cases j < k carry over from the previous iteration. It is easy to check that each time we reach line 14, we have k ≥ 2 and t k−1 > t k = ℓ. Moreover α k+ℓ−1 is the element computed in line 5. By (6) from the previous iteration we have α k−1 , β = 0 for all β ∈ Sel(ℓ + 1). Lemma 4.2 shows that there exists ξ ∈ S ℓ satisfying the condition on line 14, and that after modifying α k on line 15, the new α k satisfies (6) with j = k. ✷
As a special case of Lemma 4.3 we have α k , β = 0 for all β ∈ Sel(t k ). Since t k ≥ 1, the element α k+1 in line 5 exists by Theorem 3.1(ii). This completes the proof that Algorithm 4.1 is correct.
The reader is encouraged to write out the sequence t 1 , . . . , t k at each stage of the algorithm (for some small values of m). It is not hard to show that if m ≥ 2 then we start the main loop exactly 2 m−2 times. This exponential growth does not concern us much, since (even in the case p = 2) the computation of pushout functions (required in lines 5 and 14, as explained in Section 3) is only practical for small values of m.
In practice we can often take ξ = 0 in line 14. In such cases we may already know α k+1 ∈ Sel(k + 1) with α k+1 → α k . There is then no need to recompute α k+1 in line 5.
Computing 4-coverings
In this section we give a brief self-contained account of 4-descent on an elliptic curve with a rational 2-torsion point. As we discuss in Section 6, it is based on work of Bremner and Cassels [BC] . See the introduction for further references.
Let E be an elliptic curve over a field K with a rational 2-torsion point T , say
be the 2-isogeny with kernel {0, T } and let φ : E ′ → E be the dual isogeny. The connecting map δ :
and y = ξ 1 (rs/t 3 ) where
Parametrising a conic over K gives
where f , g and h are binary quadratic forms. Then
and g(l, m) = ξ 2 t 2 for some ξ 2 ∈ K × . Parametrising each of these conics over K gives
where the p i and q i are binary quadratic forms. Then
Hence by (11) we have
Parametrising a conic over L gives
where Q 1 , Q 2 and Q 3 are binary quadratic forms. Then
for some π ∈ L × . Let 1, β be a basis for L over K. Writing λ = x + βy and µ = u + βv we expand to give
where F 1 , F 2 , G 1 and G 2 are quadratic forms with coefficients in K. Since θ, ψ ∈ K it follows by (12) that
Up to linear changes of co-ordinates defined over K, this quadric intersection depends only on the image of π in
2 , and hence only on
We may recover π from ξ 4 by solving a conic over K. In the case K is a number field, there are at each stage (j = 1, 2, 3, 4) only finitely many ξ j ∈ K × /(K × ) 2 for which the corresponding covering curves are everywhere locally soluble. Thus each rational point on E lifts to one of only finitely many quadric intersections (13). The equations (8), (10), (11), (13) define covering curves C 1 , . . . , C 4 that fit in a commutative diagram (14)
where the vertical maps are isomorphisms defined over K, and all other maps are morphisms of degree 2 defined over K. Explicitly the C j have equations:
Each of these curves is either a double cover of P 1 , or a quadric intersection in P 3 . The pushout functions f j ∈ K(C j−1 ) are as follows. In each case C j is Kbirational to {f j (P ) = ξ j z 2 } ⊂ C j−1 × G m . On E = C 0 the pushout function is f 1 = x. On C 1 the pushout function is f 2 = f (l, m)/m 2 . We may solve by linear algebra for α, β, γ ∈ K so that
Then C 2 has pushout function f 3 = (αq 1 (θ, ψ) + βq 2 (θ, ψ) + γs)/ψ 2 . Likewise we may solve for r, s, t ∈ L so that
Let ℓ = rθ + sψ + t(c + γd) and ℓ = rθ + sψ + t(c + γd), where the bars denotes the action of Gal(L/K). Then C 3 has pushout function f 4 = ℓℓ/ψ 2 . The formulae in this section can be used to compute S m and S ′ m for m ≤ 4, by a method whose global part only requires that we solve conics over K, and over quadratic extensions of K. In Section 7 we extend to the case m = 5, and in Section 9 we replace the conics over quadratic extensions by quadric surfaces.
Comparison with work of Bremner and Cassels
The method used by Bremner and Cassels [BC] to find rational points of large height on E ′ : y 2 = x(x 2 + p), for p a prime with p ≡ 5 (mod 8), is a special case of the method outlined in Section 5. We now explain the relationship. We have tried to keep their notation, although in one place we switched a, b to s, t, since we already used a, b in (7).
We start with the elliptic curve E : y 2 = x(x 2 − 4p) over K = Q. The first stage of the argument in [BC] implicitly switches to this 2-isogenous curve. Then taking ξ 1 = p in (8) gives r 2 = ps 4 − 4t 4 . Since p ≡ 5 (mod 8) we can write p = u 2 + 4v 2 where u, v are odd integers with v ≡ 1 (mod 4). A suitable parametrisation (9) is now given by
A local argument suggests taking ξ 2 = 1. Then (10) becomes l 2 + m 2 = s 2 and v(l 2 −m 2 )+ulm = t 2 . The first of these conics is parametrised by
2 +d 2 , and the second by q 1 (θ, ψ), q 2 (θ, ψ), q 3 (θ, ψ) (say). If the q i are suitably scaled then by local considerations it suffices to take ξ 3 = 1. Then (11) becomes q 1 (θ, ψ) = c 2 − d 2 and q 2 (θ, ψ) = 2cd, equivalently
Parametrising a conic over L = Q(i) gives
Then θ = πQ 1 (λ, µ) and ψ = πQ 2 (λ, µ) for some π ∈ Q(i). A suitable value of π is determined by local considerations. Finally the procedure described in Section 5 (with β = i) furnishes a quadric intersection
defined over Q. In summary, the examples of Bremner and Cassels are special in that, (i) some of the conics can be parametrised "for free" and so do not appear explicitly in their argument, (ii) the conics we do have to solve are defined over either Q or Q(i), and (iii) by local considerations only one choice of ξ j ∈ Q × /(Q × ) 2 need be considered at each stage (j = 1, 2, 3, 4).
Bremner and Cassels give a worked example in the case p = 877. We record a few brief details. Firstly they take u = 29, v = −3 and
Then the conic (15) is parametrised by
By local considerations it suffices to take π = 1 + i. This leads to a quadric intersection (16). Minimising and reducing, as described in [CFS] , suggests making the transformation
whereupon (16) becomes found by Bremner and Cassels. These points map down to the same point of infinite order P = (x P , y P ) on E(Q). The co-ordinates of P are
The point recorded in [BC] is the image of P under the 2-isogeny φ : E → E ′ , and accordingly has (canonical) height twice that of P .
The general implementation of 4-descent in Magma (due to Womack [Wo] and Watkins) is able to find the 4-covering (18) in a couple of seconds. However the method it uses involves computing the class group and units of a degree 4 number field; in this case Q( √ 6 − 29i). In contrast the method of Bremner and Cassels only requires that we solve conics over Q and Q(i).
Computing pushout forms
Let C ⊂ P 3 be a non-singular quadric intersection. The 4 singular fibres in the pencil of quadrics defining C are cones over conics Γ 1 , . . . , Γ 4 . Projecting from the vertex of each cone gives a degree-2 morphism ν i : C → Γ i with fibre a i . By considering the tangent plane at a smooth point on the cone over Γ i we see that 2a i ∼ H where H is the hyperplane section on C. Therefore the differences a i − a j represent elements of order 2 in Pic 0 (C). Let E be the Jacobian of C. By the previous paragraph {Γ 1 , . . . , Γ 4 } is a torsor under E[2]. In particular, there is a Galois equivariant bijection between E[2]\{0} and the partitions of the singular fibres into 2 sets of 2. We are interested in elliptic curves with a rational 2-torsion point. We therefore fix 0 = T ∈ E(K) [2] , and order the Γ i so that T corresponds to the partition (Γ 1 , Γ 2 ; Γ 3 , Γ 4 ). In other words a 1 − a 2 ∼ a 3 − a 4 represents the class of T in Pic 0 (C) ∼ = E.
Let ρ : Gal(K/K) → S 4 describe the action of Galois on the Γ i . Since T is K-rational we have Im(ρ) ⊂ (1324), (12) . We now make the assumption that (19) Im(ρ) ⊂ (12), (34) .
We distinguish two possibilities.
• (split case) The conics Γ 1 and Γ 2 are defined over K.
• (non-split case) The conics Γ 1 and Γ 2 are defined over a quadratic extension L/K, and are Gal(L/K)-conjugates. Let Γ = Γ 1 × Γ 2 , respectively Res L/K Γ 1 . If C/K is everywhere locally soluble then by the Hasse Principle for conics, we have Γ(K) = ∅. A point P ∈ Γ(K) corresponds to a pair of points P 1 ∈ Γ 1 and P 2 ∈ Γ 2 which are either defined over K or are Gal(L/K)-conjugates. The tangent planes to P 1 and P 2 , as points on the cones over Γ 1 and Γ 2 , are defined by linear forms ℓ 1 and ℓ 2 . In the split case these are defined over K. In the non-split case we may arrange that they are Gal(L/K)-conjugates.
We say that a quadratic form
] is a pushout form on C.
Proof:
We have div(f /x 2 1 ) = 2(a 1 + a 2 − H) and a 1 + a 2 − H ∼ a 1 − a 2 . ✷ Let f = ℓ 1 ℓ 2 as above and let π : D → C be the degree-2 covering with
In other words D is the smooth curve of genus one Kbirational to {f (P ) = z 2 } ⊂ C × G m . We now show how to write D as a quadric intersection with hyperplane section π * a 1 ∼ π * a 2 . We suppose we are in the non-split case, the split case being similar. The conic Γ 1 is defined by a quadratic form q ∈ L[X, Y, Z], and the cone above Γ 1 has equation q(m 1 , m 2 , m 3 ) = 0 for some linear forms m 1 , m 2 , m 3 ∈ L[x 1 , . . . , x 4 ]. Since we have found an L-rational point on Γ 1 , we may parametrise this conic, say (X : Theorem 7.2. The curve D = {F = G = 0} ⊂ P 3 is a non-singular quadric intersection, and the map π = (r 1 : . . . : r 4 ) : D → C is a morphism of degree 2. Moreover D has hyperplane section π * a 1 ∼ π * a 2 .
Proof: For the proof we are free to extend our field K and to make changes of co-ordinates. So we may suppose
We parametrise the conics f (l, m) = s 2 and g(l, m) = t 2 as
Then by the above construction (in the split case) we have
If a quadric intersection is given by 4 × 4 symmetric matrices A and B, then we may associate to it the binary quartic F (x, y) = det(Ax + By). To prove that the quadric intersection is non-singular it suffices to show that F has distinct roots in P 1 . We write ∆ for the discriminant of a binary quadratic form. Since the linear combinations of p 1 and p 2 that are perfect squares can be computed from the roots of f , we have
for some κ, κ ′ ∈ K × . Therefore the binary quartic associated to D is a scalar multiple of f (l, m)g(l, m). Since C defined by (21) is non-singular, it now follows that D defined by (23) is non-singular.
The morphism π : D → C is given by
It is easy to see that π has degree 2 with fibres of the form {(c : d : θ : ψ), (c :
Moreover if a 1 = (l : m : s : t) + (l : m : s : −t) then π * a 1 is the hyperplane section given by solving the first equation in (22) for (c : d). Likewise if a 2 = (l : m : s : t) + (l : m : −s : t) then π * a 2 is the hyperplane section given by solving the second equation in (22) for (θ : ψ). ✷ Let φ : E → E ′ be the 2-isogeny with kernel {0, T }. Let φ : E ′ → E be the dual isogeny, say with kernel {0, T ′ }.
Theorem 7.3. The degree-2 covering π : D → C constructed in Theorem 7.2 is a φ-covering, i.e. there is a commutative diagram
where the vertical maps are isomorphisms defined over K.
Proof: We give details in the non-split case. Recall that Γ 1 is parametrised by binary quadratic forms Q 1 , Q 2 , Q 3 . We solve for r, s, t so that rQ 1 (λ, µ) + sQ 2 (λ, µ) + tQ 3 (λ, µ) = µ 2 . We then take f = ℓ 1 ℓ 2 where ℓ 1 = rm 1 + sm 2 + tm 3 and ℓ 2 is its Gal(L/K)-conjugate. By (20) we have
.
) is the square of a rational function in K (D) . Since f is a pushout form (corresponding to T ), the result follows. ✷ The pushout form f ∈ K[x 1 , . . . , x 4 ] and quadric intersection D ⊂ P 3 were constructed from a pair of points on Γ 1 and Γ 2 . We may equally construct a pushout form f † ∈ K[x 1 , . . . , x 4 ] and quadric intersection D † ⊂ P 3 from a pair of points on Γ 3 and Γ 4 . We have div(f /x representing the class of T in Pic 0 (C) ∼ = E. Therefore f /f † = ch 2 for some c ∈ K and h ∈ K(C). Scaling f and f † appropriately we may assume c = 1. The quadric intersections D and D † are now isomorphic as curves (indeed as φ-coverings of C) but have different hyperplane sections H and H † .
Theorem 7.4.
Proof: Let π : D → C be the degree-2 covering as above. By Theorem 7.2 we have
Suppose that E has full rational 2-torsion, say
Let C ⊂ P 3 be an everywhere locally soluble 4-covering of E. Repeating the method of Section 7 three times, gives pushout forms f i ∈ K[x 1 , . . . , x 4 ] on C with div(f i /x 2 1 ) = 2b i where b i represents the class of T i in Pic 0 (C) ∼ = E. The rational functions f i /x 2 1 are now exactly those required to compute the CasselsTate pairing
following Swinnerton-Dyer's generalisation [SD] of the method of Cassels [C3] . This allows us to compute the pairing Θ 
is the same as that obtained by 8-descent on E.
The following lemma, which we state and prove using the notation and conventions of Section 4, describes the necessary bookkeeping.
Lemma 8.1. Let α 1 , β 1 ∈ S 5 . Suppose α 4 , β 4 ∈ Sel(4) and β 2 ∈ Sel(2) with α 4 → α 1 and β 4 → β 2 → β 1 . Then (i) There exists ξ ∈ S 3 with Θ 3 (ξ, η) + β 4 , η = 0 for all η ∈ S 3 .
(ii) For any ξ satisfying (i) we have
Proof: Let β 5 ∈ Sel(5) with β 5 → β 1 . The images of β 5 in Sel(4) and Sel(2) are ξ ′ + β 4 and ξ + β 2 for some ξ ′ ∈ Sel(3) and ξ ∈ Sel(1) with ξ ′ → ξ. Then ξ ∈ S 3 and for any η ∈ S 3 we have
To complete the proof we must show that if we replace ξ by ξ + γ 1 for some γ 1 ∈ S 4 then the formula (26) is unchanged. However if γ 4 ∈ Sel(4) with γ 4 → γ 1 then α 4 , γ 1 = α 1 , γ 4 = 0 where for the second equality we use that α 1 ∈ S 5 . ✷
Restriction of scalars
Our methods so far rely on being able to solve conics over K, and over quadratic extensions of K. In this section we show how to replace the latter problem with that of solving a quadric surface over K. This is to our advantage since, in the case K = Q, there is a particularly efficient method due to D. Simon [S2] for solving rank 4 quadratic forms.
Let Γ 1 be a conic defined over a quadratic extension L/K. The restriction of scalars Γ = Res L/K Γ 1 is a degree 8 del Pezzo surface in Res L/K P 2 ⊂ P 8 . Alternatively, by passing to an affine piece first, one gets that Γ is birational to an intersection of two quadrics in P 4 with 4 singular points at infinity. We show however that for the conics arising in our descent calculations, we can write Γ as a quadric surface in P 3 . Let E/K be an elliptic curve with a fixed rational 2-torsion point T . Suppose C and C † are companion quadric intersections with respect to T . By this we mean that C and C † are isomorphic as curves, but the difference of their hyperplane sections represents T in Pic 0 (C) ∼ = E. Let Γ 1 , . . . , Γ 4 be the conics associated to C, ordered as specified at the start of Section 7. Suppose we are in the non-split case, i.e. Γ 1 and Γ 2 are Gal(L/K)-conjugates. Let Γ = Res L/K Γ 1 . As described in Lemma 7.1, each P ∈ Γ gives rise to a pushout form on C. Since C and C † are companion quadric intersections, this in turn corresponds to a linear form on C † . There is therefore a natural map Γ → (P 3 ) ∨ where (P 3 ) ∨ is the dual of the ambient space for C † . If {Q = 0} ⊂ P 3 is a non-singular quadric surface then mapping each point to its tangent plane gives the dual quadric surface {Q ′ = 0} ⊂ (P 3 ) ∨ . The symmetric matrix representing Q ′ is the inverse of that representing Q.
Theorem 9.1. The image of Γ → (P 3 ) ∨ is a non-singular quadric surface, and is dual to one of the quadrics in the pencil defining C † .
Proof: For the proof we are free to extend our field K and make changes of co-ordinates. We may therefore suppose that C and C † are the images of E : y 2 = x(x 2 + ax + b) under the linear systems |4.0| and |3.0 + T | where T = (0, 0). Explicitly
is the image of E under (x 1 : x 2 : x 3 : x 4 ) = (1 : x : y : x 2 ), and
is the image of E under (x 1 : x 2 : x 3 : x 4 ) = (1 : x : y : y/x). Let P 1 = (α 1 : α 2 : 0 : α 4 ) and P 2 = (0 : β 2 : β 3 : β 4 ) be points on the rank 3 quadrics defining C. The tangent planes at these points are defined by linear forms
Using the relations α 1 α 4 = α 2 2 and β 2 3 = β 2 (β 4 + aβ 2 ) we find that α 4 β 2 ℓ 1 (1, x, y, x 2 )ℓ 2 (1, x, y, x 2 ) = m(1, x, y, y/x) 2 x in K(E), where
The map Γ → (P 3 ) ∨ is therefore given by
The image of this map has equation y 1 y 3 = y 2 y 4 . This is dual to the first of the quadrics in (27) . ✷ Remark 9.2. The binary quartic associated to C † defines a double cover of P 1 , again with Jacobian E. Translation by the 2-torsion point T induces an involution of P 1 . The quadric in the pencil defining C † arising in Theorem 9.1 corresponds to one of the fixed points of this involution. (The other fixed point corresponds to the quadric that arises when we try to solve Γ 3 and Γ 4 .) This may be seen by inspection of the above proof. Indeed the binary quartic associated to (27) is
and the involution induced by translation by T is (u : v) → (u : −v). The fixed point (u : v) = (1 : 0) then corresponds to the first of the quadrics in (27).
Solving the quadric surface in Theorem 9.1 gives a linear form on C † . Suppose we know the change of co-ordinates relating the 2-uple embeddings of C and C † . This then converts the square of our linear form on C † to a pushout form f on C. We write C ∩{f = 0} = 2b where b is a degree 4 effective divisor. By construction, the push-forward of b via ν 1 : C → Γ 1 contains an L-rational point in its support. We can then solve for P 1 ∈ Γ 1 (L) as required.
To make use of the above refinements, we must arrange that at each stage of the descent, our covering curve is represented by a pair of companion quadric intersections, and that we know the change of co-ordinates on P 7 relating their 2-uple embeddings.
Let C : y 2 = f (l, m)g(l, m) be the φ-covering of E we called C 1 in Section 5. Then C is a double cover of P 1 with fibre F and ramification points P 1 , . . . , P 4 , say with P 1 , P 2 corresponding to the roots of f , and P 3 , P 4 corresponding to the roots of g. We have 2P i ∼ F and P 1 + P 2 + P 3 + P 4 ∼ 2F . Moreover P 1 − P 2 ∼ P 3 − P 4 represents the class of T ′ in Pic 0 (C) ∼ = E ′ . We now let C 1 and C † 1 be the images of C under the linear systems |2F | and |F + P 1 + P 2 |. Explicitly
⊂ P is the image of C under (x 1 : x 2 : x 3 : x 4 ) = (f (l, m) : y : g(l, m) : h(l, m)), and
is the image of C under
It is straightforward to work out the change of co-ordinates relating the 2-uple embeddings of C 1 and C † 1 . Starting with C 1 and C † 1 we apply our method to compute a φ-covering of C 1 (and hence a 2-covering of E) in the form of companion quadric intersections C 2 and C † 2 . The curve C 2 is the same as that in Section 5, and as there it is computed by solving conics over K. To compute C † 2 we must solve the quadric surface f (x 1 , x 2 ) = g(x 3 , x 4 ) that appears as the second equation for C † 1 . Since we already solved the conics f (l, m) = ξ 2 s 2 and g(l, m) = ξ 2 t 2 in Section 5, we can read off a solution "for free".
At the next stage we compute a φ-covering of C 2 (and hence a 2 φ-covering of E) in the form of companion quadric intersections C 3 and C † 3 . The curve C 3 is the same as that in Section 5, and as there it is computed by solving conics over K. However to compute C † 3 we must solve a quadric surface over K. In the final stage, we compute a φ-covering of C 3 (and hence a 4-covering of E) in the form of companion quadric intersections C 4 and C † 4 . To compute each of these we must solve a quadric surface over K. This is the limit of our method since C 4 does not satisfy the Galois hypothesis (19). Indeed the singular fibres in the pencil defining C 4 are in general defined over a degree 4 extension of K. Solving a conic over a degree 4 number field is not practical for the examples we have in mind. However if we could solve such conics, then we could compute a 2-covering of C 4 (and hence an 8-covering on E) as described in [St] .
Examples
We have written a program in Magma [BCP] for performing the higher descents described in this paper, for elliptic curves over Q with a rational 2-torsion point. The Magma functions we use for solving quadratic forms of ranks 3 and 4 over Q are based on [S1] , [S2] . See also [CR] for the rank 3 case. Our program is available in Magma (version 2.21) as the function TwoPowerIsogenyDescentRankBound.
We have used our program to help search for curves of large rank in certain families of elliptic curves. For example, we found the first example of an elliptic curve E/Q with E(Q) ∼ = Z/12Z × Z 4 . We also found 10 new examples of elliptic curves E/Q with E(Q) ∼ = Z/2Z × Z/8Z × Z 3 , including one where every point of infinite order has canonical height greater than 100. These examples are listed on Dujella's website [D] . We have also contributed to a project run by Mark Watkins [W+] , searching for congruent number elliptic curves of large rank.
The main reason we need higher descents for these searches is that we would otherwise be swamped by examples which, while appearing to be candidates for large rank, turn out instead to have large 2-primary part of X. The examples we have chosen to present in this section are therefore elliptic curves which our program was quickly able to show do not have large rank.
We do not give details of every step in computing the covering curves and pushout functions. However the answers may be checked as follows. Each of our covering curves is either a double cover of P 1 , with equation y 2 = g(x, z) where g is a binary quartic, or a quadric intersection in P 3 . In both cases classical invariant theory gives a formula for the Jacobian. In the second case, we may represent the quadric intersection C 4 ⊂ P 3 by a pair of 4 × 4 symmetric matrices A and B. Then C 4 is a 2-covering of y 2 = g(x, z) where g(x, y) = det(Ax + By). At each stage our program makes changes of co-ordinates to simplify the equations for these covering curves, using the algorithms in [CFS] . In checking the examples, it is useful to note that there are algorithms implemented in Magma for testing equivalence of binary quartics (see [CF] ) and quadric intersections (see [F2] ).
The pushout functions on y 2 = g(x, z) take the form f = (y −λ 2 (x, z))/z 2 where λ 2 is a binary quadratic form. The pushout functions on a quadric intersection take the form f = λ 4 (x 1 , . . . , x 4 )/x 2 1 where λ 4 is a quadratic form. We say that y − λ 2 (x, z) and λ 4 (x 1 , . . . , x 4 ) are pushout forms. There are several ways of checking that div(f ) = 2b for some divisor b. For example in Magma one could compute resultants, or use Groebner bases, or use the function field machinery. If f is not a constant times the square of a rational function, and the Jacobian has only one rational 2-torsion point T , then such a calculation proves that f is a pushout function corresponding to T . Therefore rank E(Q) ≤ 4. To improve this upper bound for the rank we compute the pairing Θ 3 : S 3 × S 3 → F 2 .
Θ 3 (ξ 1 , η) ≡ ω(η) (mod 2) where ω(η) is the number of prime divisors of η. (We choose a representative modulo squares so that η is a square-free integer.) This gives the first row in the following table. Repeating for ξ 1 running over a basis for S 3 we find that Θ 3 : S 3 × S 3 → F 2 is given by This is an example with E(Q) tors ∼ = Z/2Z × Z/8Z. Let φ : E → E ′ be the 2-isogeny with kernel generated by T = (0, 0). As subgroups of Q × /(Q × ) 2 we find that S 1 = S 2 = −10, 5574 and Therefore rank E(Q) ≤ 5. Next we compute Θ 2 : S 2 × S ′ 2 → F 2 . The elements ξ 1 = −10 and η 1 = 5574 in S 1 = S (φ) (E/Q) lift to 2-coverings of E ′ given by
where λ 1 (x, z) = 341696479062308(x 2 − 10z 2 ) + 3516978476959251xz, µ 1 (x, z) = 21538029761160(x 2 − 10z 2 ) + 158658854157270xz, λ 2 (x, z) = 1335842866662(x 2 + 5574z 2 ) + 1439937420103543xz, µ 2 (x, z) = 17631567180(x 2 + 5574z 2 ) + 18855731460270xz.
It may be checked, using the formulae in [CF] , that C 2 and D 2 do indeed correspond to ξ 1 and η 1 . Since C 2 and D 2 are everywhere locally soluble, this confirms that ξ 1 and η 1 are in S 2 . Now y − λ 1 (x, z) and y − λ 2 (x, z) are pushout forms on C 2 and D 2 . Evaluating these at local points, and then computing sums of Hilbert norm residue symbols, we find that Θ 2 : S 2 × S This matrix has rank 2. Therefore S 5 = 0, dim S ′ 5 = 4 and rank E(Q) ≤ 2. Searching for rational points on 2-coverings of E, and on 2-coverings of elliptic curves isogenous to E, we find that E(Q) has independent points of infinite order Therefore rank E(Q) = 2. By Remark 2.3 the 2-primary parts of X(E/Q) and X(E ′ /Q) are isomorphic to (Z/4Z) 4 . Similar calculations show that the other two elliptic curves in the isogeny class have 2-primary parts of X isomorphic to (Z/4Z) 2 × (Z/8Z) 2 and (Z/8Z) 4 .
