Due to the hardness of solving the minimum spanning tree (MST) problem in stochastic environments, the stochastic MST (SMST) problem has not received the attention it merits, specifically when the probability distribution function (PDF) of the edge weight is not a priori known. In this paper, we first propose a learning automata-based sampling algorithm (Algorithm 1) to solve the MST problem in stochastic graphs where the PDF of the edge weight is assumed to be unknown. At each stage of the proposed algorithm, a set of learning automata is randomly activated and determines the graph edges that must be sampled in that stage. As the proposed algorithm proceeds, the sampling process focuses on the spanning tree with the minimum expected weight. Therefore, the proposed sampling method is capable of decreasing the rate of unnecessary samplings and shortening the time required for finding the SMST. The convergence of this algorithm is theoretically proved and it is shown that by a proper choice of the learning rate the spanning tree with the minimum expected weight can be found with a probability close enough to unity. Numerical results show that Algorithm 1 outperforms the standard sampling method. Selecting a proper learning rate is the most challenging issue in learning automata theory by which a good trade off can be achieved between the cost and efficiency of algorithm. To improve the efficiency (i.e., the convergence speed and convergence rate) of Algorithm 1, we also propose four methods to adjust the learning rate in Algorithm 1 and the resultant algorithms are called as Algorithm 2 through Algorithm 5. In these algorithms, the probabilistic distribution parameters of the edge weight are taken into consideration for adjusting the learning rate. Simulation experiments show the superiority of Algorithm 5 over the others. To show the efficiency of Algorithm 5, its results are compared with those of the multiple edge sensitivity method (MESM). The obtained results show that Algorithm 5 performs better than MESM both in terms of the running time and sampling rate.
Introduction
A minimum spanning tree (MST) of an edge-weighted network is a spanning tree having the minimum sum of edge weights among all spanning trees. The weight associated with the graph edge represents its cost, traversal time, or length depending on the context. Minimum spanning tree has many applications in different areas such as data storage [31, 32] , statistical cluster analysis [33, 34] , picture processing [35] , and especially in communication networks [36, 37] . In network routing protocols, the minimum cost spanning tree is one of the most effective methods to multicast or broadcast the massages from a source node to a set of destinations. In most scenarios, the edge weight is assumed to be fixed, but this does not hold always true and they vary with time in real applications. For example, the links in a communication network may be affected by collisions, congestions and interferences. Therefore, the MST problem is generalized toward a stochastic minimum spanning tree (SMST) problem in which the edge weight is a random variable rather than a constant value. There have been many studies of the minimum spanning tree problem dealing with the deterministic graphs and several well-known sequential algorithms such as Boruvka [1] , Kruskal [2] and Prim [3] , in which the MST problem can be solved in polynomial time, have been presented. Furthermore, several efficient distributed [20] [21] [22] [23] [24] and approximation [25] [26] [27] algorithms have been also proposed to solve the MST problem in deterministic graphs. However, when the edge weight is allowed to be random (vary with time), this problem becomes considerably hard to solve. This becomes more difficult if the probability distribution function (PDF) of the edge weight is not a priori known. Unlike the deterministic graphs, due to hardness the MST problem has not received much attention in stochastic graphs.
Ishii et al. [4] proposed a method for solving the stochastic spanning tree problem in which the mentioned problem is transformed into its proxy deterministic equivalent problem and then a polynomial time algorithm presented to solve the latter problem. In this method, the probability distribution of the edges' weights is assumed to be known. Ishii and Nishida [5] considered a stochastic version of the bottleneck spanning tree problem on the edges whose weights are random variables. They showed that, under reasonable restrictions, the problem can be reduced to a minimum bottleneck spanning tree problem in a deterministic case. Mohd [6] proposed a method for stochastic spanning tree problem called interval elimination and introduced several modifications to the algorithm of Ishii et al. [4] and showed that the modified algorithm is able to obtain the better results in less time. Ishii and Matsutomi [7] presented a polynomial time algorithm to solve the problem stated in [4] when the probability distribution of the edges weight is unknown. They applied a statistical approach to a stochastic spanning tree problem and considered a minimax model of the stochastic spanning tree problems with a confidence region of unknown distribution parameters. Alexopoulos and Jacobson [8] proposed some methods to determine the probability distribution of the weight of the MST in stochastic graphs in which the edges have independent discrete random weights, and the probability that a given edge belongs to a minimum spanning tree. Dhamdhere et al. [9] and Swamy and Shmoys [10] formulated the stochastic MST problem as a stochastic optimization problem and proposed some approximation approaches to solve two and multistage stochastic optimization problems.
In [41] , Hutson and Shier studied several approaches to find (or to optimize) the minimum spanning tree when the edges undergo the weight changes. Repeated Prim method, cut-set method, cycle tracing method, and multiple edge sensitivity method are the proposed approaches to find the MST of the stochastic graph in which the edge weight can assume a finite number of distinct values as a random variable. To approximate the expected weight of the optimal spanning tree, Hutson and Shier used the algebraic structure to describe the relationship between the different edge-weight realizations of the stochastic graph. They compared different approaches and showed that the multiple edge sensitivity method, which is here referred to as MESM, outperforms the others in terms of the time complexity and the size of the constructed state space. Katagiri et al. [38] introduced a fuzzy-based approach to model the minimum spanning tree problem in case of fuzzy random weights. They examined the case where the edge weights are fuzzy random variables. Fangguo and Huan [39] considered the problem of minimum spanning tree in uncertain networks in which the edge weights are random variables. They initially define the concept of the expected minimum spanning tree and mathematically model (formulate) the problem accordingly. Then, based on the resulting model they propose a hybrid intelligent algorithm which is a combination of the genetic algorithm and a stochastic simulation technique to solve the SMST problem. In [44] , a new classification is presented for MST algorithms. This paper generally classifies the existing approaches into deterministic and stochastic MST algorithms. Deterministic algorithms are further subdivided into constrained and unconstrained classes. In this paper, the authors propose a heuristic method to solve the stochastic version of the minimum spanning tree problem. In [39] , the Prüfer encoding scheme which is able to represent all possible trees is used to code the corresponding spanning trees in the genetic representation. Almeida et al. [40] studied the minimum spanning tree problem with fuzzy parameters and proposed an exact algorithm to solve this problem.
The main drawback of the above mentioned SMST algorithms is that they are feasible only when the probability distribution function of the edge weight is assumed to be a priori known, whereas this assumption can not hold true in realistic applications. In this paper, we first propose a learning automata-based approximation algorithm called Algorithm 1 to solve the minimum spanning tree problem in a stochastic graph, where the probability distribution function of the edge weight is unknown. As Algorithm 1 proceeds, the process of sampling from the graph is concentrated on the edges of the spanning tree with the minimum expected weight. This is theoretically proved for Algorithm 1 that by the proper choice of the learning rate the spanning tree with the minimum expected weight will be found with a probability close enough to unity. To show the performance of Algorithm 1, the number of samples that is required to be taken from the stochastic graph by this algorithm is compared with that of the standard sampling method when the approximated value of the edge weight converges to its mean value with a certain probability. The obtained results show that the average number of samples taken by Algorithm 1 is much less than that of the standard sampling method. In Algorithm 1, a learning automaton is assigned to each graph node and the incident edges of node are defined as its action-set. This algorithm is composed of a number of stages and at each stage a spanning tree of the graph is constructed by the random selection of the graph edges by the activated automata. At each stage, if the expected weight of the constructed spanning tree is larger than the average weight of all spanning trees constructed so far, the constructed spanning tree is penalized and it is rewarded otherwise. The performance of a learning automata-based algorithm is directly affected by the learning rate. Choosing the same learning rate for all learning automata to update their action probability vectors may prolong the convergence for some learning automata and accelerate the convergence to a non-optimal solution for some others. To avoid this, we also propose four methods for adjusting the learning rate and apply them to Algorithm 1. Algorithm 1 in which the learning rate is computed by these four statistical methods are named as Algorithm 2 through Algorithm 5. Computer simulation shows that Algorithm 5 outperforms the others in terms of sampling rate (the number of samples) and convergence rate. To investigate the efficiency of the best proposed algorithm (Algorithm 5), we compare Algorithm 5 with MESM proposed by Hutson and Shier [41] . The obtained results show that Algorithm 5 is superior to MESM in terms of running time and sampling rate.
The rest of the paper is organized as follows. The stochastic graph and learning automata theory are briefly reviewed in section 2. In section 3, our learning automata-based algorithms are presented. Section 4 presents the convergence proof of the first proposed algorithm (Algorithm 1) and studies the relationship between the learning rate and convergence rate of Algorithm 1. Section 5 evaluates the performance of the proposed algorithms through simulation experiments, and Section 6 concludes the paper.
Stochastic Graph, Learning Automata Theory
To provide the sufficient background for understanding the basic concepts of the Stochastic minimum spanning tree algorithms which are presented in this paper, the stochastic graphs and learning automata theory are briefly described in this section.
Stochastic Graph
An undirected stochastic graph G can be defined by a triple
is the edge set, and matrix n n W × denotes the probability distribution function of the random weight associated with the graph edges, where n is the number of nodes. For each edge ) , ( j i e the associated weight is assumed to be a positive random variable with probability density function j i w , , which is assumed to be unknown in this paper. An undirected stochastic sub-graph
is also called aenvironment. The environments depending on the nature of the reinforcement signal can be classified into -model, -model and -model. The environments in which the reinforcement signal can only take two binary values 0 and 1 are referred to as -model environments. Another class of the environment allows a finite number of the values in the interval [0, 1] can be taken by the reinforcement signal. Such an environment is referred to as -model environment. In -model environments, the reinforcement signal lies in the interval a, b . Learning automata can be classified into two main families [11, [13] [14] [15] [16] [17] [18] [19] : fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple , , where is the set of inputs, is the set of actions, and is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector. Let and denote the action selected by learning automaton and the probability vector defined over the action set at instant , respectively. Let and denote the reward and penalty parameters and determine the amount of increases and decreases of the action probabilities, respectively. Let be the number of actions that can be taken by learning automaton. At each instant , the action probability vector is updated by the linear learning algorithm given in Equation (1), if the selected action is rewarded by the random environment, and it is updated as given in Equation (2) if the taken action is penalized.
, the recurrence equations (1) and (2) ). In the latter case, the action probability vectors remain unchanged when the taken action is penalized by the environment.
Variable Action Set Learning Automaton
A variable action-set learning automaton is an automaton in which the number of actions available at each instant changes with time. It has been shown in [11] that a learning automaton with a changing number of actions is absolutely expedient and also -optimal, when the reinforcement scheme is . Such an automaton has a finite set of actions, , , … , . , , … , denotes the set of action subsets and is the subset of all the actions can be chosen by the learning automaton, at each instant . The selection of the particular action subsets is randomly made by an external agency according to the probability distribution , , … , defined over the possible subsets of the actions, where | , 1 2 1 . ̂ | , denotes the probability of choosing action , conditioned on the event that the action subset has already been selected and too. The scaled probability ̂ is defined as ̂ 3 where ∑ is the sum of the probabilities of the actions in subset , and . The procedure of choosing an action and updating the action probabilities in a variable action-set learning automaton can be described as follows. Let be the action subset selected at instant . Before choosing an action, the probabilities of all the actions in the selected subset are scaled as defined in Equation (3) . The automaton then randomly selects one of its possible actions according to the scaled action probability vector ̂ . Depending on the response received from the environment, the learning automaton updates its scaled action probability vector. Note that the probability of the available actions is only updated. Finally, the action probability vector of the chosen subset is rescaled as 1 ̂ 1 · , for all . The absolute expediency and ε-optimality of the method described above have been proved in [11] .
Learning Automatabased SMST Algorithms
denotes the input undirected stochastic graph, where V is the vertex set, E is the edge set, and matrix W denotes the probability distribution function of the random weight associated with the graph edges. A network of learning automata isomorphic to the stochastic graph is formed by assigning to each node of the graph a learning automaton. The resulting network can be described by a triple variable with an unknown probability distribution. In this algorithm which is hereafter referred to as Algorithm 1, each learning automaton can be in one of two states: active and passive. Each learning automaton is initially set to a passive state. The proposed algorithm consists of a number of stages. Stage k of the proposed algorithm is briefly described in the following steps.
SPANNING TREE FORMATION
Repeat the following until either the number of the selected edges is greater than or equal to ) 1 ( − n or there are no more passive automata to be activated -Choose one of the passive automata at random. Mark it as active.
-The activated automaton chooses one of its actions according to its action probability vector.
-The random weight associated with the selected action is added to the weight of the spanning tree that is being formed in the current stage. -Each passive learning automaton changes its number of actions (or scales its action probability vector) by disabling the actions that may cause cycle during the formation of the spanning tree (The process of disabling the actions is described later). 
DYNAMIC THRESHOLD COMPUTATION

UPDATING ACTION PROBABILITY VECTOR
At each stage k , if the average weight of the constructed spanning tree (i.e., ) ( i W τ ) is less than or equal to dynamic threshold k T , then the actions chosen by all activated automata are rewarded and penalized otherwise. In this algorithm, each automaton updates its action probability vector by using a I R L − reinforcement scheme. The disabled actions are enabled again and the probability vectors are updated as described in Subsection 2.3.
TERMINATION
Steps 1, 2, and 3 are repeated until the choice probability of a spanning tree (PMST) becomes greater than a certain threshold PMST T or the stage number exceeds a pre-specified threshold k T . PMST is defined as the product of the choice probabilities of the edges of the constructed spanning tree. The spanning tree which is constructed just before the algorithm stops is the spanning tree with the minimum expected weight among all spanning trees of the stochastic graph. Let A denotes the set of activated automata which is initially null 10:
Select one of the passive automata at random and call it i A
12:
If φ α ≠ i
Then
13:
Automaton i A chooses one of its actions (say
14:
Each passive automaton prunes its action-set for cycle avoidance 18:
20:
End If 21:
End While
22
:
Compute the average weight of the selected spanning tree as τ
Reward the selected actions of activated automata 26:
Penalize the selected actions of the activated automata 28:
End If 29:
Do nothing 32:
End If 33:
Enable all disabled actions 35: π has been already constructed by the activated automata. This disabling process is repeated until the stop condition of step 1 is met. By this, the cycle-freeness of the proposed MST formation algorithm is guaranteed. At each stage, Algorithm 1 updates the action probability vectors twice. The first time is when the selected actions are rewarded or penalized, and the second time is when the disabled actions are enabled again at the end of each stage. In both cases, the action probabilities are updated as described in Subsection 2.3 on variable action-set learning automata.
Improvements
In Algorithm 1, all learning automata use the same learning rate remaining unchanged during the execution of algorithm. Such a learning rate gives the equal importance to all edges of the stochastic graph to being in the minimum spanning tree. This may prolong the convergence to the optimal solution for some learning automata and accelerate the convergence to a non-optimal solution for some others. In this section, we discuss four statistical methods for adjusting the learning rate so as to improve the speed and convergence rates of Algorithm 1. These methods take into account the probability distribution parameters of the edge weight for adjusting the learning rate in the course of algorithm.
Method I The number of samples that is required to be taken from a given edge to reach an accurate estimation of the mean value of its random weight is directly proportional to the variance of the random variable associated with the edge weight. That is, the sampling rate increases and the learning rate decreases as the variance of the random weight becomes larger. Therefore, it is expected that the convergence speed of Algorithm 1 is improved if the learning rate of each graph edge is adjusted based on the variance of its random weight as given in Equation (7). In this method, the variance must be initially projected to interval 0,1 for every edge. Algorithm 1 in which the learning rate is adjusted on the basis of Method I is called Algorithm 2. Method II An edge with a lower average weight is more likely to be a part of the final minimum spanning tree. That is, the edges having smaller weight need a lower sampling rate than the heavy weight edges. Therefore, it is expected that the convergence rate of Algorithm 1 increases if the learning rate of every edge is adjusted by Equation (8) . This equation implies that the learning rate of an edge is inversely proportional to its average weight. The edge with the lowest average weight is rewarded more than the others and so the automaton converges to it by fewer samples. Like Method I, before applying Equation (8), the mean value must be projected to interval 0,1 for every edge. Algorithm 1 in which Method II is used to adjust the learning rate is called Algorithm 3.
Method III As the algorithm proceeds, the choice probability of the edges of the spanning tree with the minimum expected weight is gradually increases as that of the others decreases. The growth of the choice probability of an action means that it is rewarded by the environment. In fact, the choice probability of an action represents its optimality. In Equation (9), the learning rate of an edge is directly defined on the basis of its choice probability. This equation increases the convergence speed more and more as the choice probability increases (or as the algorithm approaches to the end). Algorithm 1 in which the learning rate is computed by Equation (9) is called Algorithm 4.
Method IV Equation (8) can be used in applications that sacrifice the running time in favor of the solution optimality, while Equation (9) is appropriate for applications that give significant importance to the running time. Different combinations of the previous methods (Methods I-III) can be also used for applications in which a trade-off between the running time and solution optimality is desired. We combined Method II and Method III in order to improve both the convergence rate and convergence speed of Algorithm 1. This method is called Method IV and computes the learning rate as given in Equation (10) . Algorithm 1 in which Method IV is used to adjust the learning rate is called Algorithm 5.
Convergence Results
In this section we prove two main results of the paper. The first result concerns the convergence of Algorithm 1 to the optimal solution when each learning automaton updates its action-set by a linear rewardinaction reinforcement scheme (Theorem 1). This result represents that by choosing a proper learning rate for Algorithm 1, the choice probability of the optimal solution converges to one as much as possible. Since Algorithm 1 is designed for stochastic environments where the environmental parameters vary over time, the method that is used to prove the convergence of the Algorithm 1 partially follows the method given in [12, 13] to analyze the behavior of the learning automata operating in non-stationary environments. The second result concerns the relationship between the convergence error parameter ε (i.e. the error parameter involves in the standard sampling method) and the learning rate of the Algorithm 1 (Theorem 3). The second result aims at determining a learning rate ) (ε a under which the probability of constructing the spanning tree with the minimum expected weight exceeds ε − 1 .
Theorem 1 Let
) (k q i be the probability of constructing spanning tree i τ at stage k . If ) (k q is updated according to Algorithm 1, then there exists a learning rate
Proof The steps of the convergence proof are briefly outlined as follows. At first, it is proved that the penalty probability of each spanning tree converges to the constant value of the final penalty probability, if k is selected large enough. This property is shown in Lemma 1. Then, it is shown that the probability of choosing the spanning tree with the minimum expected weight is a sub-Martingale process for large values of k , and so the changes in the probability of constructing the minimum spanning tree is always nonnegative. Lemmas 2 and 3 show this result. Finally, the convergence of Algorithm 1 to the spanning tree with the minimum expected weight is proved by using Martingale convergence theorems. Therefore, the following lemmas need to be proved before stating the proof of the Theorem 1. Lemma 1 If spanning tree i τ is penalized with probability
), and 
where r denotes all constructed spanning trees. Proof Since the reinforcement scheme that is used to update the probability vectors in Algorithm 1 is ), when the selected spanning tree j τ is penalized by the random environment. On the other hand, when the selected spanning tree j τ is rewarded, the probability of choosing the edges of the spanning tree i τ which are in the selected spanning tree j τ increases by a given learning rate as that of the other edges decreases. To illustrate the proof of the lemma in more detail, we prove it for the minimum spanning tree of the graph shown in be the choice probability of spanning tree i τ at stage k . Therefore we have, 
and hence the proof of the lemma.
■
Lemma 3
The increment in the conditional expectation of
is always non-negative subject to ) (k q is updated according to Algorithm 1. That is,
From Lemma 2, we have 
is the probability of choosing edge 
is defined as given in Equation (11) 
The equality above can be rewritten as (12) [ ] 
which completes the proof of this lemma. Proof. Theorem 2 has been proved in [12] . 
From Equation (16) , it follows that
The right hand side of the inequality (18) consists of the nonnegative terms, so we have It has been shown in [13] that (17) φ is a sub-regular function satisfying the boundary conditions given in Equation (14) . From Theorem 2 and Inequality (15), we conclude that
, we see that given any 0 > ε there exists a positive constant 1
. Thus we conclude that the probability with which Algorithm 1 constructs the spanning tree with the minimum expected weight is equal to 1 as k converges to infinity, and so Theorem 1 is proved. 
Proof It has been proved in [13, 17] that there always exists a 0 > x under which Equation (19) is satisfied, if under which the probability of converging Algorithm 1 to the spanning tree with the minimum expected weight is greater than ) 1 ( ε − and hence the proof of the theorem. ■
Numerical Results
To study the efficiency of the proposed algorithms, we have conducted three set of simulation experiments on four well-known stochastic benchmark graphs borrowed from [41, 42] . The first set of experiments aims to investigate the relationship between the learning rate of Algorithm 1 and the error rate in standard sampling method. These experiments show that for every error rate , there exists a learning rate such that for algorithm 1 construct the spanning tree with the minimum expected weight. This set of experiment is conducted on stochastic graphs Alex2-B and Alex3-B [41] . The second set of simulation experiments compare the performance of the SMST algorithms proposed in this paper (Algorithm 1 to Algorithm 5). These experiments are conducted on Alex2-B and Alex3-B too. The third set of experiments aims to show the efficiency of Algorithm 5 which is the best proposed algorithm in comparison with MESM (multiple edge sensitivity method) [41] . In all three set of experiments conducted in this paper, the reinforcement scheme by which the action probability vector is updated is I R L − . Each algorithm stops if the probability of the constructed spanning tree (PMST) is equal to or greater than 0.95 or the number of constructed spanning trees exceeds a pre-defined threshold 100,000. For each experiment, the results are averaged over 100 different independent runs.
Experiment I
This set of experiments is conducted on two sparse graphs called Alex2 and Alex3. Alex2 comprises 9 nodes and 15 edges, and Alex3 has 10 nodes and 21 edges. The discrete random variable associated with the edge weight of Alex2 and Alex3 has two and three states in mode A and B, respectively. The probability distribution of the random weight assigned to the edges of Alex2 and Alex3 tends toward the smaller edge weights. In other words, the higher probabilities are assigned to the edges with smaller weights. Such a biased distribution is more pragmatic for modeling the network dynamics than a simple uniform distribution. The first set of experiment compares the efficiency of Algorithm 1 with the standard sampling method in terms of the sampling rate. To do so, by Theorem 3, the learning rate corresponding to each confidence level 1 in initially computed (see Tables 1 and 2 ). Then, Algorithm 1 is run with the obtained learning rate and its sampling rate is measured. Finally, the sampling rate of Algorithm 1 is compared with that of the standard sampling method to obtain the same confidence level.
The number of samples that the standard sampling method takes from Alex2-B and Alex3-B to obtain a confidence level 1 has been computed and shown in Tables 1 and 2 , respectively. To do this, we varied from 0.01 to 0.5 and computed the minimum required number of samples for every edge of the graph in standard sampling method subject to
, where 001 . 0 = δ [29] . According to the standard sampling method presented in [46] , to obtain a confidence level e1  299  366  323  314  282  365  555  ۴٣۴  ۴٧٢  e2  359  473  451  475  412  345  324  ۴٩٩  ٣٨۴  e3  761  600  843  694  700  665  572  ۶١١  ٧۶٧  e4  307  314  357  337  404  282  259  ٣٢٩  ۴۵٧  e5  295  394  289  294  373  336  265  ۴٢٩  ۴۵٠ e6  547  492  491  526  410  424  535  ۴٣٢  ۴٩٠  e7  380  254  179  403  299  346  310  ٣١۵  ۵٢١  e8  331  315  319  302  403  368  514  ٣۵٨  ۴۵٧  e9  291  398  424  301  346  351  342  ٣۶٣  ۴١٩  e10  686  538  360  671  604  704  667  ۶۵۵  ٧١٢  e11  327  321  344  549  531  477  450  ۵۶۴  ۴٢۶  e12  293  276  379  274  336  447  373  ۴٠٧  ٣۴۵  e13  386  497  632  507  456  527  554  ۴۴٨  ۶١١  e14  463  452  686  448  562  567  550  ٧٠۵  ۵٠١  e15  329  447  365  376  462  452 Using the numerical methods, parameter can be determined by solving equation 1 0 derived from Equation (20) for every error rate . Then, learning rate is calculated for the obtained parameter by solving equation max . In this experiment, we changed error rate from 0.5 to 0.01 (or convergence rate form 50% to 99%) and computed the corresponding learning rate for Alex2-B and Alex3-B. Then, we ran Algorithm 1 over these two benchmark graphs and measured the sampling rate of algorithm. The obtained results are shown in Tables 3 and 4 . These tables also include the sampling rate of the standard sampling method to achieve the same confidence level taken from Tables 1 and 2 . From the results given in Tables 3 and 4 , it can be seen that the sampling rate of Algorithm 1 is much less than that of the standard sampling method for the same confidence level (1 ) in both Alex2-B and Alex3-B. 
Experiment II
This set of experiments is conducted to compare the performance of the learning automata-based SMST algorithms presented in this paper. In these experiments, the learning rate changes from 0.005 to 0.07 and each algorithm is executed on Alex2-B and Alex3-B. The obtained results are shown in Tables 5 and 6 . In these tables, for each algorithm the reported results include the total number of the samples taken from the graph (ST), the total number of the samples taken from the spanning tree with the minimum expected weight (MST), and the percentage of the converged runs (i.e., the percentage of runs converged to the minimum spanning tree) (PC).
From the results of Experiment II, the following points can be made. The experiments show that for all proposed algorithms the total number of converged runs increases and the sampling rate increase as the learning rate of algorithm decreases. For example, the convergence rate is 78% and the number of samples is 255 if Algorithm 1 is executed on Alex2-B with learning rate 0.07, whereas they are 98% and 4405 when the learning rate increases to 0.009 (see Table 3 ).
Comparing Algorithm 1 and Algorithm 2, we observe that the sampling rate and the convergence rate of Algorithm 2 are much less than those of Algorithm 1. The reason for such a reduction in sampling rate of Algorithm 2 is the fact that in this algorithm the learning rate of an edge is adjusted based on the variance of its random weight as given in Equation (7). That is, the number of samples that Algorithm 2 takes from the edges having small variance is significantly less than that of Algorithm 1. The results also show that for the same convergence rate, the sampling rate of Algorithm 2 is lower than Algorithm 1.
From the results given in Tables 5 and 6 for Algorithm 3, it is concluded that this algorithm is capable of improving the convergence rate of Algorithm 1. This is because Algorithm 3 takes into consideration the mean of the random weight of an edge to adjust its learning rate as described in Method II. This means that the edges with smaller mean have a larger learning rate. On the other hand, it is clear that the edge with a lower average weight is more likely to be a part of the final minimum spanning tree. Therefore, the edges of the minimum spanning tree are rewarded more with a larger learning rate and so Algorithm 3 converges to the optimal solution with a higher rate than Algorithm 1.
Comparing the results of different algorithms, it can be seen that the convergence speed of Algorithm 4 is significantly higher than that of the other algorithms as expected. This reduces the sampling rate of Algorithm 4 as compared to the others. In this algorithm, the learning rate of the edge increases as its choice probability increases. Therefore, the learning rate of the edges belonging to the minimum spanning tree and so the convergence speed of algorithm (to the optimal solution) increases as algorithm proceeds.
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Experiment III
From the results of Experiment II, we observe that Algorithm 5 considerably outperforms the others both in terms of the convergence rate and sampling rate. The aim of the third set of experiments (Experiment III) is to investigate the performance of the best proposed algorithm (Algorithm 5) as opposed to multiple edge sensitivity method (MESM) proposed by Hutson and Shier [41] . In Experiment III, in addition to the sparse graphs Alex2 and Alex3, all algorithms are also tested on two complete graphs with 5 and 6 vertices called and [41, 42] . The edge weight distribution of complete graphs and can take 4 and 3 states, respectively. The probability distribution functions of and are defined in two different modes and . In mode , the variance of the random edge weight is small, while in mode it is large. The learning rate of Algorithm 5 is set to 0.07 by which this algorithm always converges to the spanning tree with the minimum expected weight. In this experiment, the metrics of interest are the average running time of algorithm (in second) that is shown in Table 7 , and the sampling rate of algorithm (i.e., the total number of samples that must be taken from the graph) which is shown in Table 8 . Table 7 shows the average running time of Algorithm 5 and MESM for benchmarks Alex2, Alex3, and in second. Form the results, it can be seen that and are more time consuming in contrast with Alex2 and Alex3. This is because of the larger state space of the complete graphs and as compared to Alex2 and Alex3. In fact, to find the optimal solution in a larger state space, a larger number of samples must be taken. Comparing the results of Algorithm 5 and MESM given in Table 7 , it is obvious that the running time of Algorithm 5 is meaningfully shorter than that of MESM, specifically for complete graphs. It must be note that by choosing learning rate 0.07 the percentage of the converged runs is 100 for Algorithm 5, while the convergence rate of MESM to the optimal solution is at most 90 percent. However, the running time of MESM is very longer than that of Algorithm 5. This is because MESM constructs the large state space of the problem and this in itself takes a long time for moderate size or even small stochastic graphs. Furthermore, finding the optimal state from an extremely large state space requires a lot of time. While, Algorithm 5 only constructs the parts of the problem state space in which the probability of finding the optimal or near optimal solutions is higher. Besides, as Algorithm 5 proceeds, the constructed problem state space becomes finer and finer as the choice probability of the non-optimal solutions converges to zero. Graph  1814  23412  15  9  Alex2-A  2332  80981  15  9  Alex2-B  2045  36915  21  10  Alex3-A  2461  90440  21  10  Alex3-B  3110  53902  10  5  -E1  4137  62411  10  5  -E2  7045  60787  15  6  -E1  8972  71192  15  6  -E2 Table 8 includes the results of the simulation experiments conducted to measure the sampling rate of Algorithm 5 and MESM. From the obtained results, we observe that the sampling rate of Algorithm 5 is much less than that of MESM. This is because Algorithm 5 focuses on the sampling from the edges of the optimum spanning tree (avoids unnecessary samples) by excluding the non-optimal edges (the edges that do not belong to the optimal spanning tree) from the sampling process at each stage. In MESM, sampling from the very huge state space of the stochastic problem results in a mush higher sampling rate compared to Algorithm 5. Briefly speaking, the higher convergence rate and lower sampling rate of Algorithm 5 confirm its superiority over MESM.
Conclusion
In this paper, we first presented a learning automata-based algorithm called Algorithm 1 for finding a near optimal solution to the MST problem in stochastic graphs where the probability distribution function of the edge weight is unknown. The convergence of the proposed algorithm was theoretically proved. Convergence results confirmed that by a proper choice of the learning rate the probability of choosing the spanning tree with the minimum expected weight converges to one. Algorithm 1 was compared with the standard sampling method in terms of the sampling rate and the obtained results showed that this algorithm outperforms it. Then, to improve the convergence rate and convergence speed of Algorithm 1, we proposed four methods to adjust the learning rate of this algorithm. The algorithms in which the learning rate is determined by these four statistical methods were called as Algorithm 2 through Algorithm 5. Simulation experiments showed that Algorithm 5 performs better than the other algorithms in terms of the sampling and convergence rates and Algorithm 1 has the worst results. To show the performance of the best proposed SMST algorithm (Algorithm 5), we compared its results with those of the multiple edge sensitivity method (MESM) proposed by Hutson and Shier [41] . Experimental results confirmed the superiority of Algorithm 5 over MESM both in terms of the running time and sampling rate.
