The numerical range W (A) of a bounded linear operator A on a Hilbert space is the collection of complex numbers of the form (Av, v) with v ranging over the unit vectors in the Hilbert space.
Introduction
Let H be a Hilbert space with the inner product (u, v), and let B(H) be the set of bounded linear operators on H. The numerical range of A ∈ B(H) is defined by W (A) = {(Av, v) : v ∈ S, (v, v) = 1}.
Furthermore, define the numerical radius and the Crawford number of A by w(A) = sup{|z| : z ∈ W (A)} and c(A) = inf{|z| : z ∈ W (A)}, respectively. These concepts are useful in studying linear operators and have attracted the attention of many authors in the last few decades (e.g., see [2, 7, 12, 13] , and their references). In applications of these concepts to other areas such as perturbation theory, generalized eigenvalue problems, numerical analysis, system theory, and dilation theory (e.g., see [1, 4, 5, 9, 10, 12, 15, 18] ), it is useful to know the location of W (A k ) for positive integers k and also negative integers k if A is invertible. The following facts are well-known; see [12, 13] for example. (c) Suppose A is normal. Then W (A k ) is the convex hull of the spectrum of A k , which is a subset of the convex hull of the set
If, in addition, 0 / ∈ W (A), then the above conclusion holds for negative integers k as well.
It is desirable to find a good inclusion region for W (A k ) in terms of W (A). In view of (a)-(c) above, one may wonder whether it is always the case that W (A k ) is a subset of the convex hull of W (A) k = {z k : z ∈ W (A)} for a general operator. It is not true as shown in the following example. and W (A) = {z ∈ C : |z − 1| ≤ s} and
. . , k} is a subset of the right half plane {z ∈ C : Re z ≥ 0}.
Since A k = 1 2ks 0 1 , it follows that W (A k ) is the circular disk with radius ks centered at 1. In particular, 0 is an interior point of W (A k ). So,
In this paper, we will study the location of W (A k ) for integers k. Related inequalities on the numerical radius and the Crawford number of A k will be obtained. We will focus on positive powers of operators A in Section 2, and turn to negative powers in Section 3.
In our discussion, we will identify H with C n if H has dimension n. In such a case, we will identify B(H) with M n . The following basic facts (see [13, 12] ) will be used frequently in our discussion.
(1) the spectrum σ(A) of A is always a subset of the closure of W (A), Let k be a positive integer, and A ∈ B(H). As shown in Section 1, the inclusion
is not true in general. But there are situations under which the inclusion is valid. Here is a scheme to amend the situation so that W (A) will be useful in estimating W (A k ).
It is natural to use W ( A) to determine an inclusion region for W (A k ). Denote by C k = {η k : η ∈ C} for any C ⊆ C.
We have the following result.
Theorem 2.1 Suppose A ∈ B(H) and µ = e i2π/k for a positive integer k > 1.
is a convex set satisfying the following inclusion
To show that W ( A) k is convex, we prove the following general result on convex subsets in C, which is of independent interest. Proposition 2.2 Suppose C ⊆ C is convex and satisfies C = µC with µ = e i2π/k . Then the set
Proof. Suppose α, β ∈ C. We need only to show that the line segment joining α k and β k lies in the set C k . The conclusion is clear if α or β is 0. Suppose it is not the case. We may assume that the
Otherwise, replace β by e i2jπ/k β for a suitable j ∈ {1, . . . , k − 1}.
Let ∆ = conv {0, α, β}. Then {z k : z ∈ ∆} is a convex set with boundary:
The following identity will be useful in our discussion.
Lemma 2.3 Let T ∈ B(H), a ∈ C, and µ = e i2π/k for a positive integer k > 1.
is independent of z. Thus, kā k−1 = k j=1 g j (z) and
We are now ready to present the following.
Proof of Theorem 2.1.
We consider two cases.
By (2.1), if
Case 2. Suppose there is j ∈ {1, . . . , k} such that
Then there is q ∈ {1, . . . , k} and a nonzero vector y such that (a − µ q A)y = 0. It follows that
Note that one can also deduce Theorem 2.1 from [14, Theorem 1] once Proposition 2.2 is verified.
Also, one can use Proposition 2.2 and arguments similar to those in the proof of Theorem 2.1 to prove the following general version of Theorem 2.1.
Now, if one considers Γ to be the set of k-sided polygons if k ≥ 3 or parallel strips when k = 2 containing W (A), then the intersection of all such Γ equals W ( A) in Theorem 2.1, and we have
Inclusion regions for W (A k ) in terms of w(A) and c(A)
In this subsection, we study inclusion regions for W (A k ) in terms of the numerical radius and the Crawford number of A when W (A) does not contain the origin. In particular, it provides estimates for c(A k ) in terms of c(A). 
Here X ≥ Y means that X − Y is positive semi-definite.
For m = 1, we have H 1 ≥ (cos φ)I by the given assumption. For m = 2, we have H 2 1 ≥ (cos 2 φ)I. Since W (A) lies inside the unit disk and H 1 ≥ (cos φ)I, we have −(sin φ)I ≤ G 1 ≤ (sin φ)I and hence G 2 1 ≤ (sin 2 φ)I. By the fact that
we have
Next, for m = 2k − 1 or 2k with k > 1, we assume by induction hypothesis that
lies inside the closed unit disk, it follows that
For m = 2k, we have H k ≥ (cos(kφ))I by induction assumption, and G 2 k ≤ (sin 2 (kφ))I by (2.2).
Thus,
Suppose m = 2k − 1. Note that
Also, since G k = G * k , we have
By (2.3),
Since H k−1 ≥ (cos((k − 1)φ))I by induction assumption, and
It follows that
By (2.2) again, we have
Putting (2.5) and (2.6) in (2.4) and using the assumption that H k−1 ≥ (cos((k − 1)φ))I, we have
which is the desired inequality. 
Since e imφ , e −imφ ∈ W (B m ), we see that θ = 0. Hence, we have
Next, we prove a result using the information W (A k ) to deduce information of W (A). In a certain sense, it can be viewed as the converse of Theorem 2.6.
Theorem 2.8 Suppose k is a positive integer and A ∈ B(H) satisfies
Proof. If d < cos(π/k), the result trivially holds. Assume that d ≥ cos(π/k). By Lemma 2.3 and the assumption on W (A k ), we have
where µ, g 1 , . . . , g k are defined as in Lemma 2.3. Since Re (µ j A) ≤ cos(π/k) < d, we see that 
By Theorem 2.8, we see that
Thus, c(A) ≥ d, and hence c(A)
k ≥ d k = c(A k ) as asserted. 2
Negative powers of operators
First, we study inclusion region for W (A −1 ). To ensure that A −1 exists, we often assume that 0 / ∈ W (A). Note that this condition is stronger than the assumption that A is invertible. We have the following. 
Suppose A ∈ B(H) is invertible, and v ∈ H is a unit vector. Let B be the compression of A on a two dimensional subspace of H containing v and
If A is a nonzero multiple of a positive definite matrix, then
But the equality may not hold even for a normal operator A of the form αI + βH for some selfadjoint H. is a circular disk with [1 − c, 1 + c] as diameter. However, K = {z −1 : z ∈ W (A)} is the disk with
Using Theorem 6 in [14] , we have the following result. 
which is equivalent to I − 2sA −1 ≤ 1. Hence w(I − 2sA −1 ) ≤ 1 and the result follows. This result can be extended to general operators A ∈ B(H) with 0 / ∈ W (A). In fact, for such an operator A, let v ∈ H be any unit vector, and let B be the compression of A on a two dimensional subspace of H containing the vectors v and A −1 v. Since 0 / ∈ W (B), B is invertible. By the result on 2 × 2 matrices, we have
Theorem 3.7 Let S = {z ∈ C : |z| ≤ r, Re z ≥ s} with r > s > 0. Suppose A ∈ B(H) is such that
Proof. We may replace A by A/w(A) and assume that r = 1 and s = cos θ with θ ∈ (0, π/2). 
By the power inequality, we have w(A k ) ≤ w(A) k for any A ∈ B(H) and any positive integer k. In the following, we obtain a similar inequality for the negative powers of A for an invertible A ∈ B(H), and characterize those A which attained the equality.
Theorem 3.9 Suppose A ∈ B(H) is invertible and p is a positive integer. Then
The equality holds if and only if A is a nonzero multiple of a unitary operator.
Proof. Using the fact that ρ(B) ≤ w(B) for any B ∈ B(H), one easily sees that
Replacing A by A p , we have w(A −p ) ≥ w(A p ) −1 . Using the fact that w(A p ) ≤ w(A) p , we have
If A is a multiple of a unitary operator, then we have w(A −p ) = w(A) −p . For the converse, suppose the equality holds. We may replace A by γA for a suitable nonzero γ and assume that Very recently, Ando and Li [3] have extended Theorem 3.9 by replacing the numerical radius with any operator radius.
