Abstract. For some physics processes studied with the ATLAS detector, a more 5 accurate simulation in some respects can be achieved by including real data into 6 simulated events, with substantial potential improvements in the CPU, disk space, and 
Introduction 20
In each LHC filled bunch crossing during proton-collision mode, there are soft pp collisions called 21 "pileup", in addition to the hard-scatter pp interaction which typically causes the event to be triggered. 22 In Run1 (2009 Run1 ( -2012 there were about 20 pileup interactions per bunch crossing. This has risen to 23 about 40 during Run2 (2015-18), and is foreseen to rise further to 200-400 during high-luminosity 24 LHC running (2025-). Along with pileup there is also "cavern background", a gas of neutrons and 25 photons from collision byproducts that lives many microseconds and dominates muon chamber 26 backgrounds, and detector noise from thermal and electronic effects. 27 ATLAS subdetectors are also sensitive to not only the triggered bunch crossing, but the 28 surrounding bunch crossings in time (see Fig. 1 ). For instance, due to the drift times in the LAr 29 calorimeters, they are sensitive to as many as 32 bunch crossings in the past and 6 in the future. These 30 backgrounds are complicated, and thus difficult to model accurately and computationally expensive in 31 the detector simulation. 32
Overlay simulation is an alternative way of modeling pileup, cavern background, and detector 33 noise during the digitization of simulated events. In "pileup simulation", the current default at 34 ATLAS, hard interactions are simulated (.e.g in G4) and then mixed with simulated pileup MC during 35 digitization. Detector noise is also emulated during digitization. The overlay method, explored in this 36 talk, instead mixes in a real data event during digitization, to account for the pileup background, 37 cavern background, and detector noise. As will be discussed, this real event is a "zerobias" event, 38
which is a random sampling of detector conditions during the filled bunch crossings. 
48

Zerobias data 49
The zerobias data is collected using a dedicated trigger, which fires one LHC turn after a high-p T L1 50 EM trigger fires. This ensures that the zerobias data is triggered proportional to the luminosity in each 51 bunch crossing. This trigger was prescaled to ~10 Hz in Run2 at ATLAS. About 3 Hz of this rate was 52 selected using the HLT to have a jet with p T >40 GeV, in order to have a larger sample of high-p T 53 zerobias events, such that they do not need to be reused. No zero-suppression of the readout is used, 54 where possible (nearly everywhere except in silicon). A total of ~100M zerobias events are collected 55 per year. Each zerobias event is about ~2MB after compression. 56
Offline, the zerobias data are sampled from lumi-blocks in the desired time period to reproduce the 57 luminosity profile of a high-p T trigger (accounting for dead time, prescales, the mix of HLT jet triggers 58 in the zerobias sample, etc.). 50k randomly-chosen events are written to each zerobias data stream. 59
The events in each stream are monotonically increasing in time and run/event number, to later ease the 60 conditions access. 61 62
Overlay method 63
The steps used for producing an overlaid MC event are as follows (see Fig. 2 ). 64
1. Read in an input zerobias RAW data event (after offline lumi-weighting, etc. 
138
Cavern background modelling 139
Overlay is particularly good at modelling cavern background, compared to simulated pileup. Cavern 140 background is difficult to simulate accurately since it involves low-energy neutrons, shielding, etc. It 141 is not even included in the default ATLAS simulations, but is automatically included in overlay 142 simulation. Cavern background is critical to model well for some physics analyses, for instance when 143 searching for vertices from long-lived neutral particle decays in the muon system [3]. 144 145 Embedding takes a data event (e.g. Z→mumu) and replaces objects with another type of object (e.g. 163 taus) to emulate a related process (e.g. Z→tautau in this case). This is critical for modeling Z→tautau 164 background in the H→tautau analysis, and it also has other uses. So far this has been done at the 165 reconstruction level at ATLAS, with tracks and calorimeter cells, but this has inaccuracies. Tau's are 166 simulated and reconstructed without pileup, there are no cells below the zero-suppression threshold in 167 data event, and one can't run the L1 trigger simulation. 168 We are working on using overlay techniques to perform embedding. We have recorded ~5 Hz of 169 non-zero-suppressed Z→mumu this year, to use as overlay input (instead of zerobias). We can then 170 simulate taus in G4 at same vertex/momenta as the reconstructed muons. Then we will overlay the MC 171 taus and Z→mumu data event, removing digits that were used to form the reconstructed Z→mumu 172 tracks' hits in the inner detector and muon system. Finally, we will reconstruct the overlaid event, 173 performing subtraction of the muons' calorimeter cell energies (as in the original embedding 174 technique). 175 176
Summary 177
Pileup, detector noise, and cavern background are difficult to model accurately at ATLAS using 178 simulated pileup and emulated noise. Overlay simulation is a way of automatically including these 179 backgrounds, using specially recorded data events as input. It has some drawbacks and limitations, but 180 also many advantages in terms of speed and accuracy, compared to simulated pileup. ATLAS has used 181 overlay for analyses where cavern background is important, and for many heavy-ion analyses. It has 182 also found use recently for Fast-TracK trigger operations, where pre-calculated banks of data track 183 patterns must be calculated (from simulation), using alignments from the real detector (since it is used 184 to trigger real events). We are also working to extend the overlay technique to do embedding at 185 ATLAS. 186 We expect to use overlay simulation at ATLAS more regularly in the future, as the technique 187 matures and production issues (such as conditions access) are improved. Pileup will only become 188 more important to model accurately in the future, as instantaneous luminosity increases. 189 190
