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非階層クラスタリングの方法を提案する.  従来のクラスター法は，例えば k-平均法，ファジィC-平均法，ガウス混合モデル
法などはクラスター数を予め決めないと実行できない弱点がある. この発表では，クラスター数を逐次的に決める方法 を
提案する. タリス・エントロピーに関連したパワー・ロス関数を計算して，その局所最小解の個数を k とする．このように k を
自動的に決め， k 平均（局所最小解）からの距離によって k 個のクラスターを定めることができる．パワー・エントロピーが
データセットを異なる定常状態をもつ k 個のサブセットに分解していると解釈できる．
た．ロス関数を考察していに対して次のに対して正規モデル次元のデータ  ),(1 VN,,p n μxx "
   .-,- ,,  ),( 100 に定めるクラスターを次のよう平均と定義してをの局所最小解を決めて，予め分散行列 kkVLV kμμμ "γ
)2(),,1( )()()()()(: }{ 10T10T kjjVVC jjj "AAA =≠∀−−≤−−= −− μμμμμμμμμ
【アルゴリズム】
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【 方法 】
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【 簡単な 例題 】
【 結論 と 課題 】
k-means
正規分布の平均をγパワー・エントロピー最小化法による推定した．最尤推定値（γ= 0）はデータがどうであれ，標本






)3(O:),(minarg }{ >= VVLV jj μγ
)()( 1 jjj V μμμμ −− −T
（ 繰り返し重み付け平均）
【 アブストラクト】
         A ．(*)},,{)1( 11 を求めるの収束値期値として，反復を最小にするものを初の中からロス関数データ μxx γLn"























setdataは大域学習最尤法 0)( =γ は局所学習ロバスト推定法 1)( =γ
),( IL μγ−
