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У роботі запропоновано аналітичний 
опис потоку даних у комп’ютерній мере-
жі, отриманий по реальним статистичним 
даним. Аналітична модель може бути вико-
ристана при аналізі ефективності комп’ю-
терної мережі
Ключові слова: комп’ютерні мережі, 
математичне моделювання, мережевий 
трафік, аналітична модель
В работе предлагается аналитическое 
описание потока данных в компьютер-
ной сети, полученное на основе реальных 
статистических данных. Аналитическая 
модель может быть использована при ана-
лизе эффективности узлов компьютерной 
сети
Ключевые слова: компьютерные сети, 
математическое моделирование, сетевой 
трафик, аналитическая модель
It was suggested the analytic description of 
network flowing, based on real statistic data. 
Analytic model may be used in network hub eff-
ectiveness detection
Key words: networks, mathematical modeli-
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1. Введение, постановка задачи
По мере глобального роста и интенсивности ис-
пользования Internet и корпоративных объединенных 
компьютерных сетей на передний план выходит ряд 
требований к качеству функционирования сетей, сре-
ди которых одним из самых важных является эффек-
тивная борьба с перегрузкой. При этом для удовлет-
ворения этих новых требований недостаточно просто 
увеличить пропускную способность сети. Необходи-
мы результативные методы управления трафиком и 
дисциплиной обслуживания потоков в узлах сети. 
Дело в том, что при возникновении перегрузки реаль-
ной становится опасность потери пакетов. Эти поте-
рянные пакеты необходимо передавать повторно, что 
заметно увеличивает нагрузку на сеть и является при-
чиной значительных задержек [1]. Более серьезный 
негативный феномен, называемый «глобальной син-
хронизацией» [2], состоит в следующем. Как правило, 
эффект переполнения очередей затрагивает несколько 
очередей одновременно. При этом в результате приня-
тия мер для снятия перегрузки суммарный объем тра-
фика резко падает и в течение определенного времени 
сеть используется не в полной мере. Это приводит к 
увеличению объемов трафика и возникает новый цикл 
«перегрузка-недогрузка».
При анализе возникающих здесь ситуаций для вы-
бора мер противодействия перегрузкам необходимо 
иметь в виду, что поток сообщений для каждого узла 
сети представляет собой суперпозицию некоторого 
числа неоднородных потоков разной интенсивности и 
содержащих пакеты разной, в среднем, длины. Извест-
ные методы борьбы с перегрузкой [3] учитывают эти 
обстоятельства в недостаточной мере.
В связи с этим возникает необходимость рассмо-
трения методов борьбы с перегрузкой, основанных 
на управлении дисциплиной обслуживания с учетом 
различий в интенсивностях потоков, суммарное воз-
действие которых формирует перегрузку. Понятно, 
что рассмотрение вопросов управления дисциплиной 
обслуживания невозможно без предварительного опи-
сания потоков сообщений, поступающих на вход узла. 
Поставим задачу построения аналитической модели 
реального сетевого трафика (использованы статисти-
ческие данные, полученные с прокси-сервера НТУ 
«ХПИ» за различные промежутки времени).
2. Основные результаты
Реальные входящие потоки пакетов в узле компью-
терной сети являются нестационарными. Непосред-
ственный анализ наблюдений за трафиком позволяет 
выявить наличие суточных, недельных и сезонных ко-
лебаний интенсивности потоков. При этом, для шести 
рабочих дней недели с двенадцатичасовой продолжи-
тельностью работы, практически в каждом потоке ам-
плитуда сезонных колебаний заметно меньше амплиту-
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ды недельных и особенно суточных колебаний, которая 
является самой высокой. С учетом этого обстоятель-
ства выберем интервал наблюдений меньшим четверти 
периода сезонных колебаний и займемся отысканием 
амплитуды суточных и недельных колебаний. Разо-
бьем интервал наблюдений на совокупность подынтер-
валов длиной ∆  (например, ∆ = 12 часа). Зафиксируем 
количество пакетов, поступающих в пределах каждого 
подынтервала. Обработаем теперь совместно случайные 
значения числа пакетов, приходящих в одно и то же время 
суток и в одноименные дни недели (например, интервал 
с 10 30  до 11 00  вторника). Вычислим среднее значение 
и дисперсию числа пакетов, поступающих в каждый из 
подынтервалов. При этом получим совокупность средних 
значений m m mn1 2, ,...,  случайного числа пакетов и их дис-
персии σ σ σ1
2
2
2 2, ,..., n , n = ⋅ =24 6 144 . Пусть b 0  - среднее 
число пакетов, поступающих в систему 
в течение рабочего дня, b1  - амплитуда 
суточных колебаний числа пакетов, по-
ступающих в систему, b2  - амплитуда 
недельной модуляции амплитуды су-
точных колебаний числа поступающих 
пакетов.
Введем теперь модель, описывающую 
зависимость средней интенсивности вхо-
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Параметры a0 , a1 , 
a2  модели (1) найдем, 
используя данные о 
реальных наблюде-




Адекватность модели может быть проверена по 
критерию Фишера [4] с учетом анализа автокорреля-
ции остатков [5].
Запишем функционал (2) в матричной форме. Вве-
дем матрицу H  и векторы A , M :
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J HA M HA MT= − −( ) ( ).  (3)
Минимизируя (3) по вектору A , получим искомый 
вектор оценок уравнения регрессии
A H H H MT T= −( ) .1  (4)
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В результате проведения расчетов по формуле 

































анализ результатов обработки 
наблюдений. Эта процедура со-
держит несколько этапов.
Проверка однородности дис-
персий. Так как в каждой точке 
факторного пространства (ФП) 
возможных значений перемен-
ной tk , k m= 1 2, ,..., , проводилась 
серия наблюдений, содержащая 
6 повторных опытов, то резуль-






























xik - случайное значение наблюдаемой переменой 
в k -й точке проведе-
ния эксперимента, по-
лученное в i -ой неделе, 
i = 1 2, ,..., 6, k m= 1 2, ,..., .
Для каждого столб-
ца матрицы X  проведем 
усреднение результатов 
повторных опытов для 
наблюдаемой перемен-






















k m= 1 2, ,..., ,  q = 6.
Проверка однородности дисперсий выполняется по 
критерию Фишера. С этой целью найдем
σ σmax max{ }
2 2=
k
k ,  σ σmin min









Полученное значение Fp  сравним с критическим 
Fkp , извлеченным из таблицы распределения Фишера 
для заданного уровня значимости α = 0 05.  и числа 
степеней свободы ν1  и ν2  числителя и знаменателя, 
равных числу повторных опытов минус число оцени-
ваемых параметров (в данном случае ν ν1 1 1= = −q ).
При этом, если F Fp kp< , то гипотеза об однородно-
сти принимается, в противном случае её следует от-
клонить и принять меры для улучшения однородности 
(например, провести дополнительные опыты в точке с 
максимальной дисперсией).
В рассматриваемой задаче устранение неоднород-
ности дисперсий путем проведения дополнительных 
экспериментов невозможно. При этом для оценивания 
параметров уравнений регрессии в случае неодно-
родности дисперсий использование МНК в форме (4) 
некорректно. С целью учета различий в дисперсиях 


























































































































































t t t t tn nsin sin ... sin sin














































































































































































































































































































с использованием которой функционал наимень-
ших квадратов (3) примет вид
J HA M D HA MT= − −−( ) ( )1 .
Минимизация этого функционала по вектору пара-
метров модели A  приведет к соотношению
A H D H H D MT T = − − −( )1 1 1 . (6)
Если гипотеза об однородности принимается, то 











и, таким образом, получают дисперсию воспроиз-
водимости эксперимента. При этом f n q0 1= −( )  - число 
степеней свободы.
Итак, если в ходе расчета дисперсии воспроиз-
водимости эксперимента установлена однородность 
дисперсий в разных точках ФП, то, используя соот-
ношения (4), осуществляется вычисление коэффици-
ентов уравнения регрессии (1). Если же выявлена не-
однородность дисперсий, то для оценки компонентов 
вектора A  необходимо использовать формулу (6).
В рассматриваемой задаче имеем σmax . ,
2 54 7 10= ⋅  
σmin . .
2 53 1 10= ⋅  При этом Fp = 1 516, . В соответствии с та-
блицей критических точек распределения Стьюдента 
для уровня значимости α = 0 05,  и числа степеней сво-
боды q − =1 5  получим Fкp = 2 57, .  Поскольку F Fp кp<  
считаем, что проведенный эксперимент однороден. 
После усреднения дисперсий получим дисперсию вос-
производимости s0
2 53 74 10= ⋅. .
Затем, после вычисления коэффициентов уравне-
ния регрессии переходят непосредственно к статисти-
ческому анализу полученных результатов, который 
проводится в два этапа: 1) оценка значимости коэффи-
циентов уравнения регрессии, 2) оценка адекватности 
модели. Перейдем к их рассмотрению.
Оценка значимости коэффициентов уравнения ре-
грессии. Вначале рассчитывается дисперсия ошибок 
оценок коэффициентов регрессии. С этой целью вы-
числим ковариационную матрицу ошибок оценок па-
раметров уравнения регрессии по формуле:
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ai -истинное значение i -го коэффициента уравне-
ния регрессии,




















степенями свободы. Построим теперь доверительный 
интервал для ai . Пусть εai - половина этого интервала. 
Величину εai выберем так, чтобы, P a ai i ai
 − <( ) =ε γ , 
где γ  - доверительная вероятность. Перейдем в левой 







































Используя таблицы Т-распределения, найдем та-
кое число tai , что











При этом ε σa a ai i it=  и
a a ti i a ai i
 − < σ
или
a t a a ti a a i i a ai i i i
 − < < +σ σ . (9)
Таким образом, найден доверительный интервал 
a t a ti a a i a ai i i i
 − +

σ σ, , накрывающий истинное значение 
коэффициента ai  с вероятностью не ниже γ . Далее, 
считают, что коэффициент ai  значим с надежностью 
γ , если соответствующий доверительный интервал 
не накрывает нуль. В противном случае этот коэффи-
циент следует признать незначимым и приравнять к 
нулю. Соответствующий фактор должен быть из урав-
нения регрессии исключен.
В рассматриваемой задаче имеем
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6 9 10 0
2 1 10
1 4 10
























2 59 10 0
7 88 10
5 25 10










Так как критическое значение ta = 1 98.  (при дове-


























⋅ =ta 32 05. .
При этом во всех случаях доверительный интервал 
не накрывает нуль и, следовательно, все коэффициен-
ты уравнения регрессии (1) значимы.
Проверка адекватности уравнения регрессии. Для 
проверки адекватности уравнения регрессии, полу-
ченного после отбрасывания незначимых факторов, 
необходимо кроме дисперсии воспроизводимости рас-
считать дисперсию адекватности, характеризующую 
степень отклонения линии регрессии от значения 
функции отклика в точках ФП, соответствующих про-




































λ( ) . (10)
Для расчета sад
2  используются усредненные по ре-
зультатам повторных опытов значения функции от-
клика y j nj, ,...,= 1 . Поэтому дисперсия адекватности 
не зависит от дисперсии ошибки измерений. В соот-
ношении (10)  - число членов в уравнении регрессии, 
оставшихся после оценки значимости. Таким образом, 
дисперсия адекватности характеризует остаточную 
сумму квадратов отклонении результатов реальных 
экспериментов от построенного уравнения регрессии, 
приходящуюся на один свободный опыт (то есть на 
одну степень свободы).
Теперь адекватность полученного уравнения ре-










F FP кр<  (11)







∑( )  
и заданного уровня значимости α .
Если неравенство (11) выполняется, то уравнение 
регрессии считается адекватным, в противном случае 
- нет.
Принятие гипотезы об адекватности эквивалентно 
принятию гипотезы о равенстве дисперсий адекват-
ности и воспроизводимости. Адекватность уравнения 
регрессии означает, что рассеяние экспериментальных 
данных относительно уравнения регрессии имеет тот 
же порядок, что и рассеяние, связанное с ошибками 
опыта. При этом отклонение экспериментальных то-
чек относительно построенного уравнения регрессии 
объясняется именно этими ошибками, а не ошибочной 
гипотезой о структуре модели. В рассматриваемой 
задаче непосредственный подсчет дисперсии адек-
ватности по формуле (10) дал следующий результат 
σад














Поскольку критическое значение критерия Фише-
ра для α = 0 05,  равно Fкр = 2 38, ,  то
F Fр кр<
и, следовательно, модель адекватна.
Анализ автокорреляции остатков. Обнаружение 
автокорреляции остатков в отклонениях от тренда 
осуществляется с использованием критерия Дарбина-
Уотсона, вычисляемого по формуле
d

















ξ j  - отклонение от тренда в j -м наблюдении.
Распределение значений критерия Дарбина-Уотсо-
на протабулировано.
Вычисленное значение критерия d  сравнивается 
с табличными d1 , d2 . Возможны следующие слу-
чаи:
- если d d< 1 , гипотеза об отсутствии автокорреля-
ции отвергается (имеется положительная корреляция);
- если d d d2 24< < − , гипотеза об отсутствии авто-
корреляции принимается;
- если d d d1 2≤ ≤  или 4 42 1− ≤ ≤ −d d d , то необходи-
мо дальнейшее исследование (например, по большему 
числу наблюдений);
- если d d> −4 1 , то гипотеза об отсутствии корреля-
ции отвергается (имеется отрицательная корреляция).
Соотношение (12) непосредственно следует из от-
ношения, используемого для выявления наличия ав-
токорреляции случайного процесса ξ( )t . Это соотно-
шение имеет вид
r t
M ( t 1) m(t 1)) ( t) m(t))













Перепишем (13) следующим образом
65
Математика и кибернетика - фундаментальные и прикладные аспекты
r(t)
M ( t m(t)) M ( t 1) m(t 1))
M ( t m(t))
2 2
2=
− + + − +
−
−







− + − +
−
=
2M ( t m(t))( (t 1) m(t 1))








+ + − +D(t 1) D(t) 2K(t,t 1)
D(t)
. (14)
Здесь D t( ) , D t( )+1  - дисперсии процесса в момен-
ты времени t и t +1 ;
K t t( , )+1  - ковариация между случайными отсче-
тами процесса в моменты t  и t +1 .
Если процесс является стационарным (или нестаци-
онарность его такова, что она не слишком существенно 
проявляется на интервале [ , ]t t +1 ), то D t D t( ) ( )≅ +1 . 
Тогда (14) приближенно можно записать так:
r t k t t( ) ( , )≅ − +2 2 1 ,
где k t t( , )+1  - коэффициент корреляции между 
случайными значениями процесса в моменты времени 
t  и t +1 .
В связи с этим ясно, что, если корреляция меж-
ду этими случайными значениями отсутствует (или 
мала), то значение r t( )  приблизительно равно 2.
При увеличении значения коэффициента корреля-
ции величина r t( )  уменьшается, приближаясь к нулю 
(для положительной корреляции), или к четырем (для 
отрицательной корреляции).
Понятно, что (12) является частным случаем (13), 
если процесс наблюдается в дискретные моменты 
времени j n= 1 2, ,...,  и анализируется автокорреляция 
остатков, получающихся после исключения тренда.
В рассматриваемой задаче d1 1 41= , , d2 1 72= , , а 
значение критерия Дарбина-Уотсона d = 1 87, . По-
этому следует считать, что автокорреляция остатков 
отсутствует, подтверждая вывод об адекватности 
модели.
Выводы
Полученные описания динамики интенсивности 
потоков могут быть использованы при решении задач 
анализа эффективности обработки данных в узлах 
компьютерной сети, а также в задачах управления об-
служиванием потоков в сети.
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