ABSTRACT. Given a measureμ ∞ on a locally symmetric space Y = Γ\G/K, obtained as a weak-* limit of probability measures associated to eigenfunctions of the ring of invariant differential operators, we construct a measure µ ∞ on the homogeneous space X = Γ\G which liftsμ ∞ and which is invariant by a connected subgroup A 1 ⊂ A of positive dimension, where G = NAK is an Iwasawa decomposition. If the functions are, in addition, eigenfunctions of the Hecke operators, then µ ∞ is also the limit of measures associated to Hecke eigenfunctions on X. This generalizes previous results of the author and A. Venkatesh to the case of "degenerate" limiting spectral parameters.
INTRODUCTION
In the work of the author with A. Venkatesh [14] we investigated the asymptotic behaviour of eigenfunctions on high-rank locally symmetric spaces, under the assumption that the spectral parameters (see below) were non-degenerate, in that their imaginary parts were located away from the walls of the Weyl chamber (in particular, this forced the spectral parameters to lie on the unitary axis). This paper removes this assumption, at the cost of a weaker invariance statement for the limiting measures. The main extra ingredient is a simple calculation in the "compact" model of induced representation for semisimple Lie groups.
1.1. The problem of Quantum Unique Ergodicity; statement of the result. Let Y be a (compact) Riemannian manifold. To a non-zero eigenfunction ψ n of the Laplace-Beltrami operator △ with eigenvalue −λ n we attach the probability measurē
Classifying the possible limits (in the weak-* sense) of sequences {μ n } ∞ n=1 where λ n → ∞ is known as the problem of "Quantum Unique Ergodicity" (specifically, "QUE on Y "). Nearly all attacks on this problem begin by associating to each measureμ n a distribution ("microlocal lift") µ n on the unit cotangent bundle S * Y which projects toμ n on Y , in such a way that any weak-* limit of the µ n is a probability measure, invariant under the geodesic flow on S * Y . This construction (due to Schnirel'man, Zelditch and Colin de Verdière, [15, 17, 5] ) leads to a reformulation of the problem ("QUE on S * Y "), where one seeks to classify the weak-* limits of sequences such as {µ n } ∞ n=1 . Now results from dynamical systems concerning measures invariant under the geodesic flow can be brought to bear. In particular, under the very general assumption that the geodesic flow on S * Y is ergodic, it was shown by these authors that the Riemannian volume measure on S * Y Date: January 18, 2013.
is always a limit measure for some sequence of eigenfunctions (hence its projection, the Riemannian volume on Y , is always a limit of a sequence of measuresμ n ). The most spectacular realization of this approach to QUE is in the work of Lindenstrauss [9] . There it is shown that on congruence hyperbolic surfaces and for eigenfunctions ψ n which are also eigenfunctions of the so-called Hecke operators the Riemannian volume is the only limiting measure 1 . In fact, Rudnick-Sarnak [12] conjecture that this phenomenon (uniqueness of the limit) holds for all manifolds Y of (possibly variable) negative sectional curvature. Results in that level of generality have also appeared recently, starting with the breakthrough of [1] .
In this paper we consider a technical aspect of the problem on locally symmetric spaces Y = Γ\G/K of non-compact type. Here G is a semisimple Lie group with finite center, K a maximal compact subgroup and Γ < G a lattice (thus Y is of finite volume but not necessarily compact). On such spaces there is a natural commutative algebra of differential operators containing the Laplace-Beltrami operator, and it is better to consider joint eigenfunctions of this algebra. This is the algebra of G-invariant differential operators on G/K, which may be identified with the center of the universal enveloping algebra of the Lie algebra of G. Accordingly, let ψ n ∈ L 2 (Y ) be joint eigenfunctions of this algebra. The approach of microlocal analysis applies to this setting as well (see [2] ), lifting measures to distributions on S * Y , but in fact limits of these measures are supported on singular subsets there, isomorphic to submanifolds of the form Γ\G/M 1 for compact subgroups M 1 . Here we directly construct a lift to this space. Moreover, in the congruence setting it is desirable to have the lift be manifestly equivariant with respect to the action of the Hecke algebra. In the paper [14] this was done under a genericity assumption ("non-degeneracy") -that the sequence of spectral parameters ν n ∈ a * C (here a = Lie(A) where G = NAK is an Iwasawa decomposition) associated to the ψ n be contained in a proper subcone of the open Weyl chamber in ia * R . Under that assumption, and weak-* limitμ ∞ of a sequence as above was seen to be the projection of an A-invariant positive measure µ ∞ on X. In this paper the non-degeneracy assumption is removed, giving our main result: In more detail, let C ∞ c (X) K be the space of right K-finite smooth functions of compact support on X = Γ\G. By a distribution we shall mean an element of its algebraic dual. Then, after passing to a subsequence, we obtain distributions µ n ∈ C ∞ c (X)
(1) (Lift) The distributions µ n project to the measuresμ n on Y . In other words, for
converges weak-* to a measure σ ∞ on X, necessarily a positive measure of total mass ≤ 1. 1.2. Sketch of the proof. As can be expected, we shall trace a path very similar to that of the previous work. Choose a pair of functions, one from the irreducible subrepresentation of L 2 (X) generated by ψ n and one from its dual. Now integrating a function on X against the product of these two functions defines a measure there (μ n is a special case of this construction), and we will study limits of this larger family of measures. We construct an asymptotic calculus for these measures by uniformizing the representation via the compact picture of a principal series representations induced from a potentially non-unitary character. A prerequisite for taking limits in this setting is the following a-priori bound on these measures w.r.t. the uniformization, which is the key ingredient that was not available during the writing of [14] .
Theorem 2.
Let (π,V π ) ∈Ĝ be spherical, and let R :
Surprisingly, we could not find this useful fact in the literature. It is proved in Section 3 as a consequence of the rationality of K-finite matrix coefficients by bounding the analytical continuation of the normalized intertwining operatorsÃ(ν; w) :
With this bound in hand we extend the asymptotic calculus of [14] to our setting. We construct the distributions µ n in Section 4.1 (see Definition 18). Integration by parts gives the measures σ n and establishes their properties (Corollaries 24 and 25). Finally, in Section 4.3 we obtain the desired invariance property.
1.3.
A measure rigidity problem on locally symmetric spaces. An introduction to the relations between the general problem of Quantum Unique Ergodicity and the cases of manifolds of negative curvature and locally symmetric spaces of non-positive curvature may be found in the paper [14] . We consider here only the latter case, where again we have the Conjecture We recall the strategy pioneered by Lindenstrauss, which applies for a lattice Γ for which there exists a large algebra H of bounded normal operators on L 2 (X), commuting with the G-action. We then consider a sequence of joint eigenfunctions of both the differential operators and of H, and assume the associated measuresμ n converge to a measurē µ ∞ .
(1) Lift: Passing to a subsequence, liftμ ∞ to a positive measure µ ∞ on X which projects toμ ∞ under averaging by K and is invariant under a subgroup H < G, in a way which respects the H-action. (2) Extra smoothness: Using the geometry of the action of H, show that any measure µ ∞ thus obtained is not too singular (for example, that the dimension of its support must be strictly larger than that of H). Step (2) forces µ ∞ to be a G-invariant measure on X. The result of this paper extend Step (1) of the strategy to the degenerate case and the methods used for Step (2) in [4] and [13] only use the Hecke operators. Unfortunately, current higher-rank measure classification results (such as the one in [6] , used for Step (3) in [13] ) do not readily generalize to the case of A 1 -invariant measures; in this context see the counter-example [ [11] . However, we are not considering a general A 1 -invariant measure, so the natural question from our point of the view is the following. It should be compared with Lindenstrauss's rank 1 measure classification Theorem [9, Thm. 1.1].
Problem 4. Let Γ < G be a congruence lattice associated to a Q-structure on G and let A 1 ⊂ A be a non-trivial one-parameter subgroup fixed by a subgroup of the Weyl group. Letψ n ∈ L 2 (X) be eigenfunctions of the Hecke operators on X = Γ\G such that their associated probability measures σ n converge weak-* to an A 1 -invariant measure σ ∞ . Is it true that σ ∞ is then a (continuous) linear combination of algebraic measures on X?
2. NOTATION AND PRELIMINARIES 2.1. Structure theory -real groups. Let G be a connected almost simple Lie group 4 , g = Lie(G) its Lie algebra. Let Θ be a Cartan involution for G, θ the differential of Θ at the identity and let g = p ⊕ k be the associated polar decomposition. We fix a maximal Abelian subalgebra a ⊂ p. Its dimension is the (real) rank rk G.
The dual vector space to a will be denoted a * R , and will be distinguished from the com-
The Killing form B induces a positive-definite pairing X,Y = −B(X, θY ) on g which remains non-degenerate when restricted to a. We identify a and a * R via this pairing, giving us a non-degenerate pairing ·, · on a * R and letting H α ∈ a denote the element corresponding to α ∈ ∆. With this Euclidean structure on a * R the subset ∆ is a root system, and we denote its Weyl group by W (g : a). A root α ∈ ∆ is reduced if 1 2 α / ∈ ∆. The set of reduced roots ∆ r ⊂ ∆ is a root system as well. To w ∈ W we associate the subset Φ w = ∆ r ∩ ∆ + ∩ w −1 ∆ − of positive reduced roots β such that wβ is negative.
We fix a simple system Π ⊂ ∆, giving us a notion of positivity, and let ∆ + (∆ − ) denote the set of positive (negative) roots, ρ =
is the open positive Weyl chamber. Its closure will be denoted C. We will also consider the open domain Ω = C + ia * R = {ν ∈ a * C |ℜ(ν) ∈ C } and its closureΩ. More generally, for w ∈ W we set C w = ν ∈ a * R | ∀β ∈ Φ w : ν β > 0 leading in the same fashion to C w ⊂ a * R and Ω w ⊂Ω w ⊂ a * C . 4 The results of this paper hold (with natural modifications) for reductive G. The details may be found in [14, §5.1].
Returning to the Lie algebra we set n = ⊕ α∈∆ + g α ,n = θ n = ⊕ α∈∆ − g α and obtain the Iwasawa decomposition g = n ⊕ a ⊕ k. On the group level we set K = {g ∈ G | Θ(g) = g}, A = exp a, N = exp n,N = expn. These are closed subgroups with Lie algebras k, a, n,n respectively: K is a maximal compact subgroup, A a maximal diagonalizable subgroup and N a maximal unipotent subgroup. With these we have the Iwasawa decomposition G = NAK. Another important subgroup is M = Z K (a) which normalizes N,N. M is not necessarily connected, but m = Lie(M) holds, and B = NAM is the Borel subgroup. The
R gives an isomorphism of W and the algebraic Weyl group W (g : a) defined above.
Let dk be a probability Haar measure on K, da, dn Haar measures on A and N.
Complexification. Let b be a maximal torus in the compact Lie algebra
Then h is a maximal Abelian semisimple subalgebra of g, that is a Cartan subalgebra.
g C is a complex semisimple Lie algebra of which h C is a Cartan subalgebra. We let ∆(g C : h C ) denote the associated root system, W (g C : h C ) its Weyl group. The restriction of any α ∈ ∆(g C : h C ) to a is either a root of g or zero. We fix a notion of positivity on ∆(g C : h C ) compatible with our choice for ∆(g : a), and let ρ h ∈ h * C denote half the sum of the positive roots in ∆(g C : h C ). Once ρ h makes its appearance we shall use ρ a for ρ defined before.
The image of
gives the first assertion, and shows that the quotient embeds in W (g : a) since N K (h) ⊂ N K (a). To show that the embedding is surjective let w ∈ N K (a) and consider Ad(w)b. This is the Lie algebra of a maximal torus of M (Ad(w) is an automorphism of M), hence conjugate to b in M. In other words, there exists m ∈ M such that Ad(w)b = Ad(m)b and hence m −1 w ∈ N K (b). This element also normalizes a, and hence wM ∈ W has a representative in N K (h).
Corollary 6. Under the identification a
C via its quotient map to W . We let U(g C ) denote the universal enveloping algebra of the complexification of g (and similarly U(a C ), U(n C ) . . . ). In such an algebra we let U(g C ) ≤d denote the subspace generated by all (non-commutative) monomials in g C of degree at most d.
Representation Theory.
For any continuous representation of K on a Fréchet space W , and τ ∈K we let W τ denote the τ-isotypical subspace, and W K = ⊕ τ W τ denote the (dense) subspace of K-finite vectors. We letŴ K = ∏ τ W τ denote the completion of W K with respect to this decomposition. This is the space of formal sums ∑ τ w τ where w τ ∈ W τ . We endowŴ K with the product topology, which is also the topology of convergence component-wise.
We specifically set V = C(M\K) with the right regular action of K and let V K denote the space of K-finite vectors there. We also have V K = L 2 (M\K) K ;V K can be identified with the algebraic dual V ′ K via the pairing ( f , ∑ τ φ τ ) → ∑ τ M\K f · φ τ ; the product topology is the weak-* topology. We let ϕ 0 ∈ V K denote the function everywhere equal to 1.
Definition 7.
For ν ∈ a * C let G act by the right regular representation on
This induces a (g, K)-module structure on the space of K-finite vectors F ν K . By the Iwasawa decomposition the restriction map F ν K → V K is an isomorphism of algebraic representations of K, giving us a model (I ν ,V K ) for F ν K . Given Φ = ∑ τ φ τ ∈V K and X ∈ g we set I ν (X)Φ = ∑ τ I ν (X)φ τ (the τ ′ -component of the sum only has contribution from K-types appearing in the tensor product of τ ′ and the adjoint representation of K on g). Let1 denote the trivial representation of (g, K) where the complex number z acts by multiplication bȳ 
2.4. Intertwining Operators. Given w ∈ W and ν ∈ a * C , we can uniquely extend any ϕ ∈ V K to an element of F ν (also denoted ϕ). For ν ∈ C w we can then define an endomorphism
(the integral converges absolutely in this case). It is easy to check that this operator intertwines the representations (I ν ,V K ) and (I wν ,V K ) and is holomorphic in the domain Ω w .
Fact 10. (Intertwining operators)
(1) [7, Prop. 60(i)] The operators A(ν; w) admit a meromorphic continuation to all of a * C , intertwining the representations (I ν ,V K ) and (I wν ,V K ). For ν ∈ ia * R they are unitary operators.
We setÃ(ν; w) = r −1 (ν; w)A(ν; w). (3) [8, Ch. XVI]If the spherical representation (π,V π ) is unitarizable and realized as a quotient of (I ν ,V K ) as before, these exists w ∈ W with w 2 = 1 such that wν = −ν; further more ℜ(ν) belongs to a fixed compact set. (4) Conversely, let w ∈ W satisfy w 2 = 1, and let ν ∈ a * C such that wν = −ν. Then
defines a non-zero (g, K)-equivariant Hermitian pairing on (I ν ,V K ); the subspace where the pairing vanishes is the kernel of A(ν; w) and the quotient is irreducible.
The quotient is unitarizable iff the pairing is semidefinite, and every unitary spherical representation arises this way. (5) [3] For fixed ϕ, ψ ∈ V K the matrix coefficient
is a rational function of ν where we identify a * C with C dim a via the map ν → (ν(H α )) α∈Π . 
Proof. Composing with a Möbius transformation we may instead consider the case of a rational function f holomorphic in the interior of the unit disk D and bounded on ∂ D \ {1}. The singularity of f at z = 1 is at most a pole since f is rational. The boundedness on the rest of the boundary then shows the singularity is removable so that f is continuous on the closed disk. Finally, apply the usual maximum principle. 
Proof. By duality, it suffices to show that
holds for all non-zero ϕ, ψ ∈ V K and all ν as above. As the left-hand-side is a meromorphic function of ν, it suffices to establish the inequality for ℜ(ν) ∈ C w , which we assume henceforth.
We restrict the left-hand-side to a one-parameter family of spectral parameters by considering the meromorphic one-variable function
It will be convenient to write ν z = iℑ(ν) + zℜ(ν) so that ν 1 = ν, and note that the parameters in our family satisfy ℜ(ν z ) = ℜ(z)ℜ(ν) and in particular ℜ(ν z ) ∈ C w when ℜ(z) > 0. Arthur's result quoted above (Fact 10(4)) is that f (z) is a rational function of z. It has no poles in the domain ℜ(z) > 0 since the intertwining operator has no poles in Ω w . When z = it ∈ iR, the parameter ν z ∈ ia * R is unitary and henceÃ(ν z ; w) is a unitary operator, which implies | f (z)| ≤ 1 by Cauchy-Schwartz. In particular, f has no poles on this line, and the claim now follows from the Lemma.
Proof of Theorem 2. Let (π,V π ) ∈Ĝ be spherical, and let R : (I ν ,V K ) → (π,V π ) be a nonzero intertwining operator with the real part of ν ∈ a * C in the closed positive chamber C, normalized such that R(ϕ 0 ) V π = 1.
By Fact 10(3) there exists an involution w ∈ W such that wν = −ν and such that ϕ, A(ν; w)ψ L 2 (K) is a G-equivariant Hermitian pairing on (I ν ,V K ). Also, the image of A(w, ν) is irreducible (in fact, isomorphic to π). By Schur's Lemma there is c ≥ 0 such that for all K-finite ϕ we have R(ϕ) V π = c Ã (ν; w)ϕ, ϕ L 2 (K) . Our normalization implies that the constant of proportionality is 1, and the bound on the intertwining operator gives
Individually they span the subalgebras a = RH, n = RX andn = RX. These are the Lie algebras of the subgroups
We shall also use M = Z K (A) = {±I} and fix w = 1 −1 , a representative for the
, we normalize the Haar measures on the circles K and M\K to be probability measures, onN to be 1 π du wheren(u) = exp(uX). As [H, X] = 2X, we have [tH, X] = α(tH)X for that α ∈ a * R (the "positive root") given by α(tH) = 2t. We then set ρ(tH) = 1 2 α(tH) = t ("half the sum of the positive roots"). We can then identify the complex dual a * C with C via z → (tH → zt). The induced representation P +,z (cf [8, § §2.5 & 7.1]) is the right regular representation of G on the space
By the Iwasawa decomposition these functions are uniquely determined by their restriction to the space V = C(M\K). the space of even functions on the circle. As usual we shall restrict our attention to the subspace V K ⊂ V of even trigonometric polynomials (the "Kfinite" vectors), which is spanned by the Fourier modes ϕ 2m (θ ) = exp(2miθ ). As we will see shortly, for ℜ(z) > 0 and F ∈ F +,z the integral (AF)(g) = N F(nwg)dn converges absolutely. Assuming this, we now verify that it defines an element of F +,−z . It also clearly intertwines the right regular representations under consideration.
For a = exp(tH) ∈ A we note that waw −1 = a −1 and that forn ′ = ana −1 ∈N we have dn ′ = e −2t dn. From this we conclude:
Similarly we note that for n ∈ N, wnw −1 ∈N. Since we are integrating w.r.
t. to a Haar measure onN, this shows that AF(ng) = AF(g). Finally, since M is central it is clear that AF(mg) = AF(g).
The smoothness is clear by differentiating under the integral sign, and the operator preserves K-finiteness since it commutes with the action of K.
Given u ∈ R we set t = − 1 2 log(1 + u 2 ) and define θ ∈ (0, π) by u = cot θ . Then there exists n ∈ R such that:n
Since du = − dθ sin 2 θ and e t = |sin θ | we get:
Since F ↾ K is even this is a convolution operator on the circle K.
We can now address the question of convergence. Taking absolute values and bounding 
We may thus extend A(z) to a family of operators A(z) : V K → V K intertwining the induced representations and defined everywhere except for the pole at z = 0. We next normalize these operators. As above we define r(z) by A(z)ϕ 0 = r(z)ϕ 0 , that is:
Note that this meromorphic function has no zeroes or poles for ℜ(z) > 0. In particular, if we setÃ(z)F = r(z) −1 A(z)F the new operator is also regular for ℜ(z) > 0 and extends meromorphically to C. It will now have poles for ℜ(z) < 0, but will be regular for ℜ(z) = 0.
The claim of Theorem 2 (in this case) is thatÃ(z) :
Since it is diagonal in the Fourier basis it suffices to verify that the Fourier coefficients
For m = 0 this is true by definition of r(z). In general, using
. Now z − (2 j + 1) and z + (2 j + 1) always have the same imaginary part, but for ℜ(z) ≥ 0 the denominator always has a larger real part (in absolute value), and the product has magnitude at most 1 as claimed.
Remark 14. The rationality of the matrix coefficient c 2m (z) = Ã (z)ϕ 2m , ϕ 2m L 2 (M\K) was an essential ingredient in our argument above.
Corollary 15.
The normalized operator has no poles (or zeroes) for ℜ(ν) in the closed positive chamber.
DEGENERATE LIFT
In this section we establish Theorem 1.
The basic construction.
One eigenfunction. Let ψ ∈ L 2 (Y ) be a normalized eigenfunction with the parameter ν ∈ Ω; let R :
By the Cauchy-Schwartz inequality and Theorem 2,
In particular, the µ n ( f 1 , f 2 ) extend to finite Borel measures on X (positive measures when
. Also, we have a bound on the total variation of these measures which depends only on f 1 and f 2 but not on ν or R. This construction extends to the case where one of the two test vectors is not K-finite. Given Φ = ∑ τ∈K φ τ ∈V K we set:
noting that only finitely many τ can contribute. Letting
which is linear in the first variable and conjugate-linear in the second. Integration by parts on Γ\G shows that the extension µ R :
Remark 16. By C ∞ c (X) ′ K we mean the algebraic dual of our space C ∞ c (X) K of test functions. By abuse of terminology we shall call its elements distributions; convergence of distributions will be in the weak-* (pointwise) sense. Apart from limits of uniformly bounded sequences of measures, the limits we shall consider will be positive distributions (that is, take non-negative values at non-negative test functions), and such distributions are always Borel measures (finiteness will require an easy separate argument). For completeness we note, however, that when Φ defines a distribution on M\K in the ordinary sense (as is the case with δ ), µ R ( f , Φ) is bounded w.r.t. to an appropriate Sobolev norm and hence µ R ( f , Φ) is a distribution on X in the ordinary sense. Moreover, the bound depends on f and on the dual Sobolev norm of Φ but not ν or R.
A sequence of eigenfunctions. Let {ν n } ∞ n=1 ⊂Ω such that ν n → ∞, and let R n :
converge weak-* to a limiting measureμ ∞ , which we would like to study.
Fixing f 1 , f 2 ∈ V K the construction of the previous section gives a sequence of Borel
By the Banach-Alaoglu theorem there exists a subsequence
by the standard diagonalization argument we may assume (after passing to a subsequence) that for any
As before, given f 1 and g, the value of µ ∞ ( f 1 , f 2 ) (g) only depends on the projection of f 2 to a finite set of K-types. We can thus extend µ ∞ to all of V K = V K ⊗V K and it is clear that µ n converge weak-* to µ ∞ in the sense that for any fixed
The asymptotic properties of µ n are governed by the normalized spectral parameters ν n = ν n ν n ; passing to a subsequence again we assumeν n →ν ∞ as n → ∞. Since the ℜ(ν n ) are uniformly bounded (we are dealing with unitary representations), the limit parameter ν ∞ is purely imaginary.
Definition 17.
Call the sequence of intertwining operators {R n } ∞ n=1 conveniently arranged ifν n converge to someν ∞ ∈ ia * R and if for any f 1 , f 2 ∈ V K the sequence of measures
converges in the weak-* topology. Given our limiting measureμ ∞ we now fix once and for all a conveniently arranged sequence R n such that µ n (ϕ 0 , ϕ 0 ) converges toμ ∞ , and set M 1 = Z K (ν ∞ ). The motivation for the following choice will be come clear in the following Section.
which converge to the limit µ ∞ = µ ∞ (ϕ 0 ⊗ δ 1 ).
Note that for a K-invariant test function g, µ n (g) =μ n (g) since the spherical part of δ 1 is exactly ϕ 0 . It follows that the µ n indeed are lifts of the measuresμ n to X = Γ\G, which is Claim (1) of the main Theorem.
Remark 19. Note that our definition of µ n (and hence µ ∞ ) depends on the limit pointν ∞ , and not only on the limiting measureμ ∞ .
4.2.
Integration by parts; positivity. Pointwise addition and multiplication give an algebra structure to V K . Our asymptotic calculus for the measures µ n ( f 1 , f 2 ) will depend on the the following elements of this algebra.
For X ∈ g and k ∈ K we write the Iwasawa decomposition of Ad(k)X as X n (k)+ X a (k)+ X k (k). Now for X ∈ g andν ∞ ∈ ia * R set:
this is a left-M 1 -invariant function on K, in particular a left-M-invariant function on K. It is K-finite, being a matrix element of the adjoint representation of K on g.
Lemma 20. The subalgebra of V K generated by {ϕ 0 } ∪ {p X } X∈g under pointwise addition and multiplication is precisely
Proof. This follows from the Stone-Weierstrass Theorem, by which it suffices to check that the functions p X separate the points of 
Claims (2) and (4) of the main Theorem now follow from:
Proposition 23. We can choose f n ∈ V K (in the notation of the main Theorem, setψ n = R n ( f n )) so that the measures σ n = µ n ( f n , f n ) converge weak-* to µ ∞ .
Proof. Let {h k } ∞ k=1 ∈ F 1 be real-valued functions such that h 2 k converge weak-* to δ 1 , and let h 0 = ϕ 0 (it is easy to see that such a sequence exists). By Corollary 22 there exists constants C k depending only on the choice of f k such that for any g ∈ C ∞ c (X) K and n,
, and set f n = h k(n) , σ n = µ n ( f n , f n ). The sequence k(n) is monotone and tends to infinity; it follows that f 2 n converge weakly to δ 1 . Finally, we have:
has trivial pairing with R(ϕ 0 )g, since they don't transform under the same K-types. We may thus bound the first term in the inequality above by
Corollary 24. µ ∞ extends to a non-negative measure on X of total mass at most 1. When X is compact µ ∞ is a probability measure.
Proof. The σ n extend to positive measures, hence µ ∞ extends to a non-negative measure. To bound the total mass it suffices to consider K-invariant test functions for which µ ∞ agrees withμ ∞ , a weak-* limit of probability measures.
Corollary 25. When ψ n are eigenfunctions of an algebra H of operators which commute with the G-action, then so areψ n .
Proof. By Schur's Lemma each element of H acts as a scalar on the irreducible representation generated by ψ n ;ψ n belongs to this representation.
. Since a is a quotient of m ⊕ a ⊕ n by a Lie ideal, we can consider any λ ∈ a * C as a Lie algebra homomorphism a C ⊕ m C ⊕ n C → C. It thus extends to an algebra homomorphism U(a C ⊕ m C ⊕ n C ) → C, and there exists a unique algebra endomorphism τ λ :
Proof. By induction it suffices to prove both assertions for u = X ∈ m ⊕ a ⊕ n. The first claim follows from the the invariant pairing of F ν with F −ν . Taking complex conjugates, this implies:
, which is the second assertion.
We next summarize the analysis of the center of the universal enveloping algebra done in [14, §4] .
belongs to the center of the universal enveloping algebra. Furthermore, z acts on (I ν ,V K ) with the eigenvalue P(ν + ρ a − ρ h ).
It follows that for such P we have:
(to see this unwind the definitions, using the fact that I ν (c)ϕ 0 = 0).
Thinking of P as a function on h * C , let P ′ (ν) denote its differential at ν ∈ a * C . This is an element of the cotangent space to h * C , that is an element of h C .
C thought of as a real vector space), of degree at most d − 2 in the parameters ℑ(ν), such that for any unitarizable parameter ν ∈ a * C ,
Proof. Since P ′ is a homogeneous polynomial of degree d − 1, it suffices to show that τ ρ a −ρ h +ν−2ℜ(ν) (P) + τ ρ a +ν−2ℜ(ν) (b) − P(ν + ρ a − ρ h ) − P ′ (ν) is a polynomial of degree at most d − 2 in ν. It is clear that J 1 (ν) = τ ρ a +ν−2ℜ(ν) (b) is such a polynomial, as is J 2 (ν) = τ ρ a −ρ h +ν−2ℜ(ν) (P) − P(ν + ρ a − ρ h − 2ℜ(ν)) − P ′ (ν + ρ a − ρ h − 2ℜ(ν)). SinceP ′ is a polynomial of degree d −1 (valued in a C ), J 3 (ν) = P ′ (ν +ρ a −ρ h −2ℜ(ν))− P ′ (ν) is also of degree at most d − 2. It remains to consider J 4 (ν) = P(ν + ρ a − ρ h − 2ℜ(ν)) − P(ν + ρ a − ρ h ) which is a polynomial map of degree d − 1 in ν.
The first two terms are difference of the values of a polynomial at two points, we may write this in the form P ′ (ν + ρ a − ρ h ), −2ℜ(ν) + J 5 (ν) where J 5 (ν) includes the terms of degree d − 2 or less and the pairing is the one between h C and a * C . Finally, P ′ (ν + ρ a − ρ h )−P ′ (ℑ(ν)) has degree d −2 in ℑ(ν). Setting J 6 (ν) = P ′ (ν + ρ a − ρ h ) − P ′ (ℑ(ν)), −2ℜ(ν) we see that ϕ 0 ⊗ δ is annihilated by:
We conclude by showing that the final scalar vanishes. By assumption there exists w ∈ W such that wν = −ν. By Corollary 6 there existw ∈ W (g C : h C ) such thatwν = −ν. Applying the chain rule to P = P •w we see that P ′ (ℑ(ν)) is fixed byw, whilewℜ(ν) = −wℜ(ν).
Corollary 29. Let {R n } ∞ n=1 be a conveniently arranged sequence of intertwining operators from (I ν n ,V K ) to L 2 (X). Then the limit distribution µ ∞ = µ ∞ (ϕ 0 ⊗ δ 1 ) is H-invariant for any H = P ′ (ν ∞ ), where P ∈ U(h C ) W (g C :h C ) .
Proof. By additivity it suffices to prove this when P is homogeneous. Next, since µ n = µ n (ϕ 0 ⊗ δ 1 ) are M 1 -invariant distributions (in fact, we are lifting to Γ\G/M 1 , not to Γ\G), it suffices to consider M 1 -invariant test functions g ∈ C ∞ c (X)
K . For these we have µ n (ϕ 0 ⊗ δ 1 ) (g) = µ n (ϕ 0 ⊗ δ ) (g). We conclude that it is enough to show that µ ∞ (ϕ 0 ⊗ δ ) are P ′ (ν ∞ )-invariant for homogeneous P -but this follows immediately by passing to the limit in the Proposition.
Since the W (g C : h C )-invariant polynomials on h C are dense in the space of smooth functions on the sphere there, it is clear that {P ′ (ν ∞ )} is precisely the set h W ′ 1 C where W ′ 1 = Stab W (g C :h C ) (ν ∞ ). Claim (3) of the main Theorem is then contained in:
Proof. The subgroup of a Weyl group fixing a point in a (or its dual) is generated by the root reflections it contains. It follows that W 1 is generated by the root reflections s α where α ∈ ∆(g : a) satisfying B(α,ν ∞ ) = 0 (pairing given by the Killing form on g) while W ′ 1 is generated by the root reflections s α ′ where α ′ ∈ ∆(g C : h C ) satisfies B ′ (α ′ ,ν ∞ ) = 0 (Killing form on g C ). Now B ′ (α ′ ,ν ∞ ) = B(α ′ ↾ a ,ν ∞ ) since b is orthogonal to a, where the restrictions are either roots (or zero). Since s α fixes H iff α(H) = 0, while s α ′ fixes H iff α ′ (H) = 0, it follows that:
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