In manufacturing by machining, thermal loads on cutting tools can have a major influence on tool wear and hence process cost, especially at higher cutting speeds. An investigation has been undertaken to determine heat partition into the cutting tool for high-speed machining of AISI/SAE 4140 high-strength alloy steel with uncoated and TiN-coated tools. The cutting tests have been performed at cutting speeds ranging between 100 and 880 m/min with a feed rate of 0.1 mm/rev and a constant depth of cut of 2.5 mm. Cutting temperatures are measured experimentally using an infrared thermal imaging camera. The sticking and sliding regions are investigated from an examination of the tool-chip contact region using a scanning electron microscope (SEM). In addition, non-uniform heat intensity is modelled according to the contact phenomena. In this work, evaluation of the fraction of heat flowing into the cutting tool is carried out by iteratively reducing the available heat flux until the finite element method (FEM) temperatures are simultaneously matched at multiple points with the experimentally measured temperatures. This paper elucidates on the differences in thermal shielding for uncoated and TiN-coated tools. It is found that heat partition into the cutting tool decreases from a fraction of 0.41 to 0.17 for conventional cutting speeds and increases from 0.19 to 0.24 for high-speed machining when using uncoated carbide cutting tools. On the other hand, with TiN-coated tools, heat partition varies from 0.35 down to 0.095 for the whole range of cutting speeds. These results clearly show that the use of TiN-coated tools generally reduces heat partition into the cutting tool, but does so more significantly in high-speed machining (HSM) as compared with conventional machining speeds. The driver behind this study on heat partition in machining with TiN coatings is the design of coatings with enhanced thermal shielding properties.
INTRODUCTION
High-speed machining (HSM) at significantly increased cutting speeds and feed rates can lead to a significant reduction in the machining time. Therefore, high-speed machining is now recognized as one of the key manufacturing technologies for higher productivity. Key advantages of high-speed machining have been reported as high material removal rates, low cutting forces, the reduction in lead times, and improvement in part precision and surface finish [1] . The distinction between conventional and highspeed machining is based on the workpiece material being machined, the type of cutting operation, and the cutting tool used [2] .
Dry HSM demands specially engineered cutting tool materials with extreme hot hardness and improved fracture toughness, as well as resistance to abrasion, thermal shock, adhesion, and diffusion. Among the coatings available in the market, titanium-based thin films have found the widest acceptance. They tend to improve the wear resistance in many cutting applications [3, 4] , by reducing friction, adhesion, and diffusion, and by relieving thermal and mechanical stresses on the substrate. Furthermore, physical vapour deposition (PVD) based TiN coatings are widely used to improve the tribological and mechanical properties of the cutting tool [5, 6] .
It is now widely accepted that machining at higher cutting speeds leads to higher tool-chip interface temperatures. The temperature at the tool-chip interface and the heat transferred from this zone are crucial in determining tool wear, tool life, and surface integrity. These influences, which are predominant in dry machining at high speeds, are also extremely important for economical and ecological reasons. While heat generation depends mainly on process parameters and the machinability of the work material, the thermophysical properties of the cutting tool material are important factors in the distribution of temperature fields and heat dissipation [7] . Determination of the maximum temperature and temperature distribution along the rake face of the cutting tool is of particular interest because of their controlling influence on tool performance and tool life, as well as the quality of the machined part [8, 9] .
The main regions where heat is generated during the orthogonal cutting process are shown in Fig. 1 . First, heat is generated in the primary deformation zone owing to plastic work done at the shear plane. Second, heat is generated in the secondary deformation zone owing to work done in deforming the chip and in overcoming sliding friction at the toolchip interface zone. Finally, heat is generated in the tertiary deformation zone, i.e. at the tool-workpiece interface, owing to work done to overcome friction that occurs at the rubbing contact between the tool flank face and the newly machined surface of the workpiece. The fraction of heat that flows into the cutting tool, which is stationary relative to the heat source, is based on determination of the heat partition coefficient, R T , which defines the percentage of heat entering the cutting tool ( Fig. 1 ). The fraction R ch ¼ 1ÀR T defines the heat energy going into the moving chip.
In modelling the effect of the secondary heat source, the heat partition approach is commonly used by considering the tool-chip contact pair. To this end, Blok's heat partition principle [10] has been widely used in the analytical investigation of temperatures generated in metal cutting. Blok's principle models the two bodies in relative motion: one stationary, and the other moving with a relative velocity. Hence, it can be employed to solve the problem of heat partition at the tool-chip interface. Chao and Trigger [11] used Blok's partition principle, assuming a uniform heat partition ratio along the tool-chip contact length, but failed to achieve an interface temperature rise on the chip in agreement with that on the tool. Later on, Chao and Trigger [12] assumed that the heat intensities along the tool-chip and tool-workpiece interfaces were uniform. Komanduri and Hou [13] furthered the functional analysis approach based on the idea of Chao and Trigger [11] . These studies [12, 13] adopted the concept of a uniform heat intensity along the tool-chip interface. However, it can be argued that, because of the presence of plastic and elastic zones along the contact length, the secondary heat source cannot simply be assumed to be uniform. Huang and Liang [14] used a non-uniform heat intensity along the tool-chip interface in their model and determined heat partition by using the lengths of sticking and sliding zones from other studies. Recently, Karpat and Ö zel [15, 16] determined heat partition on the basis of a nonuniform heat intensity and calculated the actual lengths of sticking and sliding zones empirically for a carbide tool. Until now, there has been no documented model that considers non-uniform distribution of heat intensity coupled with an experimental quantitative determination of sticking and sliding zones along the tool-chip interface for TiN-coated tools and cutting speeds ranging from conventional to HSM.
Moriwaki et al. [17] reported that half of the heat generated by the friction between the tool and workpiece is supplied to the workpiece and the other half to the tool when machining annealed oxygen-free copper (99.99 per cent) with singlecrystal diamond and high-speed steel at cutting speeds of 138 and 276 m/min. Takeuchi et al. [18] has reported that 10 to 30 per cent of the total heat generated enters the tool. They applied this assumption in the machining of carbon steel (C = 0.55 per cent) using P15 carbide tooling at a cutting speed of 100 m/min. According to Wright et al. [19] , 80-90 per cent of heat generated at the rake face flows into the chip when machining annealed lowcarbon iron with M34 high-speed steel at cutting speeds ranging from 10 to 175 m/min. Lo Casto et al. [20] reported that between 56 and 24 per cent of heat was transmitted into the tool when machining AISI 1040 with a P10 sintered carbide insert at cutting speeds of 99-240 m/min. Grzesik and Nieslony [21] estimated that the fraction of heat going into the tool varied from 35 to 20 per cent when using multilayer coated tools, but changed from 50 to 40 per cent for uncoated carbide tools in the range of cutting speeds of 50-210 m/min for the workpiece material AISI 1045. According to Loewen and Shaw [22] , heat transmitted into the tool varies between 40 and 20 per cent when machining AISI/SAE B1113 free-cutting steel with a K2S carbide tool at cutting speeds of 30-182 m/min. Abukhshim et al. [23] evaluated the heat partition coefficient for the tool in the machining of AISI/SAE 4140 steel using P20 carbide tools to vary between 50 and 15 per cent in conventional machining at cutting speeds of 200-600 m/min. There is very limited published work that reports numerical values for heat partition considering workpiece and cutting tool combinations. Most studies, except that by Abukhshim et al. [23] , have only covered conventional cutting speeds. It is important, however, to establish similar reference values for heat partition over a wider range of cutting speeds including HSM.
This paper presents a combination of experimental and finite element modelling approaches to predicting heat partition in the secondary deformation zone. One novelty of the approach is the development of a technique that takes into account nonuniform heat intensity applied on the basis of a quantitative determination of sticking and sliding zones along the tool-chip interface. In general, the methodology to estimate heat partition into the cutting tool utilizes the tool-chip contact area, the velocity of the chip, the sticking and sliding lengths, the thermophysical properties of the tool, the shim seat and tool holder materials, and realistic and where appropriate non-uniform heat intensity.
Estimation of non-uniform heat intensity along the tool-chip interface
In machining, the contact phenomena can be characterized by sticking and sliding. This distinction is highly dependent on the tool and workpiece materials, as well as on the cutting conditions. In the sticking zone, the shear stress, t sh , can be assumed to be constant along the entire sticking (seizure) contact length up to x ¼ l st , where x is the distance from the cutting tool edge. In the sliding zone, this shear stress reduces to zero at the point at which the chip departs from the tool rake face. According to Wright et al. [19] , the shear stress in the sticking region, t sh , can be computed from the equation
where l st is the sticking length of the tool-chip contact zone, l sl is the sliding length of the tool-chip contact zone, a p is the depth of cut, and F fr is the frictional force which can be calculated from the equation
where F c is the cutting force, F f is the feed force, and g is the rake angle. In this study, the heat intensity q fr (x) along the sticking zone is defined as t sh V ch (x 6 l st ) which then linearly decreases to zero along the sliding contact zone (l st < x 6 l ch ), as shown in Fig. 2 . This heat generation model is used in the present study for thermal modelling of the tool-chip interface. It follows the work of Tay et al. [24] and Wright et al. [19] who also treated the heat distribution in the sliding region as linear. Recently, Huang and Liang [14] used a similar methodology to evaluate the non-uniform heat intensity but adopted the sticking and sliding length values from other studies. An important input variable, which is used in evaluating the heat intensity at the tool-chip interface, is the chip velocity, V ch . This can be computed from the equation
where V c is the cutting speed and l h is the chip compression ratio which is defined as
where t ch is the actual chip thickness and t is the undeformed chip thickness. 
Experimental details
The cutting tests were performed on a Dean Smith & Grace lathe machine. A Kistler cutting force dynamometer model 9121 was used to measure the cutting forces. Tungsten-based uncoated cemented carbide and PVD TiN-coated tools with geometries designated as TCMW 16T304 (ISO specification) (triangular shape insert with 0.4 mm nose radius, 3.97 mm thickness, and 7 clearance angle) were used. The tool holder used was Sandvik STGCR/L 2020K 16 (ISO specification). A pre-bored workpiece of AISI/SAE 4140 hightensile alloy steel with an external diameter of 200 mm and 2.5 mm tube thickness was used in the cutting tests. AISI/SAE 4140 was chosen, as it has many diverse applications in the manufacture of automobile components such as crankshafts, piston rods, steering components, axles, gears, and highresistance screws. Experimental conditions were similar for both cutting tool materials. The cutting tests were performed at eight different cutting speeds of 100, 197, 314, 395, 565, 628, 785, and 880 m/min. These cutting speeds were set by the available rotational speed on the conventional lathe. A new cutting edge was used for every cutting speed. The feed rate and depth of cut were kept constant at 0.1 mm/rev and 2.5 mm respectively. The length of cut was limited to 5 mm in order to minimize variability introduced by tool wear. The process parameters, as summarized in Table 1 , were selected as appropriate to the cutting tests in the HSM range.
Temperature measurement
Various experimental techniques have been developed and utilized to study cutting temperatures. Boothroyd [25] in an early work used a photographic technique to study the temperature distribution.
Wanigarathne et al. [26] used an infrared (IR) imaging system to measure transient temperature at different points (spots) on the cutting tool during orthogonal machining of AISI 1045 steel with coated grooved tools. An inverse method, together with infrared temperature measurements, was applied by Kwon et al. [27] to calculate the temperatures at the tool-chip interface. Davies et al. [28] used the finite element method in modelling the cutting tool temperature field and correlating it with the experimental infrared measurements of the temperature fields at the tool-chip interface during orthogonal machining of AISI 1045 steel.
M'Saoubi et al. [29] used an IR thermo-video camera to measure temperatures in the deformation zone ahead of the cutting tool tip. M'Saoubi and Chandrasekaran [30] successfully used an IR imaging technique based on charge-coupled device (CCD) sensors to determine temperature distributions in the orthogonal turning of SS2541 (SAE 4337) steel with uncoated (grade P20 S6) and TiN-coated tools. The authors concluded that PVD TiN coatings decreased by 30-35 C the maximum rake temperatures as observed using the IR-CCD based imaging technique. The size of the heat source was reduced, as a smaller tool-chip plastic contact length was observed when machining with the coated tool, resulting in less heat propagation into the cutting tool. Davies et al. [31] obtained IR thermal images from machining experiments with tungsten carbide tools and compared the temperature distributions with those obtained from a finite element analysis. Recently, Davies et al. [32] reviewed several temperature measurement methods and described how they can be applied to temperature monitoring during material removal. They detailed the sources of uncertainty in measuring/evaluating temperature using these techniques. Filice et al. [33] obtained IR thermal images from turning experiments with uncoated carbide tools and compared the temperature [19] and Tay et al. [24] distributions with those obtained numerically. Thus, it appears from the literature that IR thermal imaging is a useful technique for obtaining temperature distributions in cutting.
In the present work, temperatures are measured using an IR thermal imager FLIR ThermaCAM Ò SC3000, a long-wave and self-cooling analysis system with a cool-down time of < 6 min. It has a temperature range of À20 to þ2000 C with an accuracy of -2 per cent or -2 C for measurement ranges above 150 C. This camera can capture and store thermal images and data at high rates of up to 750 Hz PAL/900 Hz NTSC with the ThermaCAM ResearcherTM HS package. Complete technical specifications of the utilized thermal imaging system are given in Table 2 . This package allows extensive analysis of highly dynamic objects and events typically found in metal machining research applications. The IR thermal imager FLIR ThermaCAM SC3000 was mounted near the machine turret and placed directly over the tool rake face during cutting tests. The cutting tool temperatures were measured at three different points (spots P 1 to P 3 ) on the tool rake face, as shown in Fig. 3 . These three spots were appropriately selected as prominent observable locations on the rake face of the cutting tool. A high-resolution thermal imaging system was utilized, making it possible to generate thermal maps of the cutting tool insert rake face at distances away from the chip flow zone for the points (spots P 1 to P 3 ) in order to observe the thermal images clearly and avoid the effect of chip obstruction during machining, as shown in Fig. 4 .
The ThermaCAM SC3000 was set up and the location of the analysis area was chosen to be on the cutting tool insert. The camera was positioned at a distance of 25 cm from the insert in order to avoid any damage by the chips. The stored images were recalled and analysed by using available software. When placed on the image, the spotmeter gave the temperature value at the required points (spots P 1 to P 3 ).
The real temperature of an object depends strongly on the emissivity of the material, which is of particular concern when a thermal imaging camera is used. An accurate calibration of the thermographic system was carried out to find the emissivity values of the cutting tool materials (uncoated and TiN-coated inserts). Samples were heated to temperatures ranging from 100 to 900 C in an oven. A thermal imaging camera was used to read the temperature of the inserts, and the emissivity was adjusted until the temperature reading of the thermal imager matched a thermocouple reading. The average thermal emissivities of the uncoated cemented carbide and TiN-coated tool inserts were determined to be 0.48 and 0.21 respectively at 700 C.
FINITE ELEMENT MODELLING OF THE HEAT TRANSFER PROCESS
A commercial finite element software ABAQUS/ Standard (6.5-4) was used to solve the transient Fig. 3 Insert and tool holder system heat transfer problem and simulate heat transfer into the cutting tool insert. The element used to model the whole cutting assembly was a four-node tetrahedral heat transfer element DC3D4. The tool was modelled as a perfectly rigid body because tool materials have significantly high elastic moduli. The analysis was based on the estimated realistic uniform and non-uniform heat flux, where appropriate, applied over the experimentally evaluated toolchip contact area on the rake face of the cutting insert.
The heat transfer taking place in the tool-chip-work system under transient heat conduction in three dimensions is governed by the partial differential equation as
where a T and l T are respectively thermal diffusivity and thermal conductivity values for the tool, and u is the temperature. During the cutting process, some heat penetrates into the shim seat, the clamping parts, and the holder, and the computational domain cannot be considered as the cutting insert only. Therefore, models were developed for both an Fig. 4 Schematic thermographic measurement of the specified points (spots P 1 to P 3 ) (all dimensions are in mm) uncoated cemented carbide insert and a TiN-coated (with 4 mm coating thickness) insert, which consisted of the shim seat, the tool holder, and the clamp screw. Small details of the clamping screw parts were neglected in the models owing to modelling limitations of the analysis package. The thermal properties of the materials used in the model are given in Table 3 . Figure 5 shows the finite element mesh, with refinement of the mesh near the cutting edge. The final meshes consisted of 109 903 and 130 451 tetrahedral elements for uncoated and TiN inserts respectively. The frictional heat at the tool rake face results in a temperature rise for the cutting tool. To calculate the fraction of this heat entering the tool, 100 per cent heat intensity was applied initially on the identified contact area as heat input to the model. This percentage was then reduced until the measured and simulated temperatures were matched at points P 1 , P 2 , and P 3 .
For the heat transfer calculation, the following boundary conditions were used.
1. The cutting insert, shim seat, and tool holder interaction surfaces were assumed to be smooth and held together with a rigid clamping system and were assumed to be in perfect contact. 2. Initially the whole model was set at room temperature (u 0 ¼ 25 C).
For non-interactive surfaces of the cutting insert,
shim seat, and workpiece, heat losses due to heat convection were calculated using a convective heat transfer coefficient h ¼ 20 W/m 2 C [37]. 4. The furthest end-surface of the tool holder, which is distant from the cutting zone, was assumed to be at room temperature. Figure 6 shows the variation in cutting forces with cutting speed. The cutting force decreases when the cutting speed is increased from 100 to 395 m/min, marginally increases with the cutting speed up to 565 m/min, and subsequently decreases in the highspeed cutting region. On the other hand, for TiNcoated tools, cutting forces gradually decrease when the cutting speed is increased from 100 to 880 m/min. The experimentally measured cutting and feed force values for the uncoated cemented carbide tools are higher than those of the TiN-coated tools for the whole range of cutting speeds. This trend could be due to the TiN-coating which reduces friction and adhesion with the workpiece. The feed force also decreases gradually when the cutting speed is increased in all the cutting tests for both uncoated cemented carbide and TiN-coated tools.
RESULTS AND DISCUSSION

Cutting forces
Tool-chip contact area
The nature of contact between the chip and tool rake face has a major influence on the mechanics of machining, heat generation, and heat partition into the cutting tool. In this study, the tool-chip contact areas of the worn uncoated cemented carbide and TiN-coated inserts were obtained at different cutting speeds from a Polyvar optical microscope equipped with image-processing software. Sample optical images of the worn insert are shown in Fig. 7 . Figure 8 presents the calculated tool-chip contact area obtained from the optical microscope images of the worn inserts at different cutting speeds for uncoated and TiN-coated tools. It is observed that the contact area is significantly affected by the cutting speed. For uncoated tools there is a decrease in the contact area when the cutting speed is increased from 100 to 395 m/min. Beyond 395 m/min, the contact area increases with the cutting speed. This trend is in agreement with the widely reported reduction in contact area for lower cutting speeds and also agrees with more recent findings [23] in the high-speed machining region. On the other hand, with TiNcoated tools, the contact area decreases with increasing cutting speed in both conventional and HSM regions. These results clearly show that TiN coatings mitigate the expansion of the contact area at higher cutting speeds.
Determination of sticking and sliding regions
As mentioned earlier, at any instant during the cutting process, a part of the interface can be in seizure while the rest of the contact undergoes interfacial sliding. These interfacial conditions are highly dependent on the cutting conditions and the properties of the tool and the workpiece materials [8, 39] . In this work, scanning electron microscopy (SEM) and energy-dispersive X-ray analysis (EDXA) were used to distinguish between the sticking and the sliding regions from an examination of the tool-chip contact region for both uncoated and TiN-coated tools. The worn inserts were examined by SEM using a backscattered imaging mode for the range of cutting speeds. The contact length was scanned for evidence of iron (Fe) transfer from the chip. The evaluation of this Fe transfer intensity was taken on a cross-sectional plane of the contact area in the direction of chip flow. Figures 9(a) to (f) show the EDXA of Fe concentration maps of the rake face of the cutting inserts for the uncoated and TiN-coated tools for cutting speeds ranging from 100 to 880 m/min. All the micrographs show a low concentration of Fe about the cutting edge, and this is attributed to the effect of the tool edge radius. Figure 9 (a) shows that at 100 m/min the tool rake face is not dominated by Fe transfer from the chip, hence providing evidence that seizure does not occur at this cutting speed. As the cutting speed is increased to 565 m/min ( Fig. 9(b) ), the nature of the contact changes and the tool rake face is dominated by a significant amount of Fe transfer, thereby suggesting the tribological phenomenon of seizure taking place. For a higher cutting speed of 880 m/min there are high peaks of Fe near the edge of the rake face within the contact length ( Fig. 9(c) ). Fe peaks support a dominant sticking condition. For uncoated carbide cutting tools, it is justifiable to conclude from Figs 9(a) to (c) that no significant sticking or seizure occurred for 100 m/min, with 85 per cent sticking and 15 per cent sliding at 565 m/min, and 100 per cent sticking at 880 m/min.
For TiN-coated tools, at a low cutting speed 100 m/min, no significant concentration of Fe is present (less than 10 per cent), indicating the absence of material transfer or sticking and hence supporting a dominant sliding condition ( Fig. 9(d) ). When the cutting speed increases to 565 m/min, still no dominant Fe concentration is present ( Fig. 9(e) ), again supporting a prevalent sliding condition. At the highest cutting speed of 880 m/min ( Fig. 9(f ) ), about 32 per cent of the contact area shows significant Fe transfer, and hence a 32 per cent sticking (seizure) and 68 per cent sliding are established for this case. Figure 10 shows typical simulation results for the temperature distribution at the cutting insert for a non-uniform heat input at a cutting speed of 565 m/min for uncoated and TiN-coated tools. These distributions clearly show the presence of high temperature gradients near the cutting edge. The relatively high temperatures are expected owing to the high strength of the machined workpiece alloy and high depth of cut which was set at 2.5 mm.
Heat partition into the cutting tool
In the estimation of heat partition into the cutting tool with the combined FEM-experimental approach, a slight disagreement was observed between 'singlepoint' and 'multiple-point' temperature matching for both uncoated and TiN-coated tools. Errors in the prediction of heat partition owing to temperature matched at a single point (P 1 ) and multiple points (P 1 , P 2 , and P 3 ), range from À14.0 to þ1 per cent considering results for both types of cutting tool. This variation could be due to the fact that, when one point is selected for temperature matching, the thermal plane is not constrained. It is also plausible that non-uniform heat intensity can exist in the depth-of-cut direction, for example driven by chip curl. However, the low percentage variation between the single-point and multiplepoint matching cases shows that single-point matching can still provide a reasonable computational basis for predicting heat flux. Figure 11 compares heat partition into the cutting tool for uncoated and TiN-coated tools following the combined FEM-experimental approach and multiple-point matching. In the conventional cutting speed range of 100-395 m/min, the heat partition coefficient obtained for uncoated cemented carbide tools varies from 41 down to 17 per cent. For TiNcoated tools the heat partition varies from 35 down to 16.7 per cent. These ranges are representative of the values discussed earlier [20] [21] [22] [23] for conventional machining, thus further validating the integrity of the combined FEM-experimental approach employed in this study. A continuously decreasing trend for heat partition into the cutting tool is observed with TiNcoated tools for the whole range of cutting speeds, as supported by the contact area which reduces with increasing cutting speeds (Fig. 8 ).
In addition [40] , thermal effects caused by coatings have an important influence on the tribological behaviour between the cutting tool and the chip. The amount of thermal energy transferred into the chip body depends on the thermal conductivity of the coating film deposited on the cutting tool insert. When the thermal conductivity of the cutting tool is low, then the temperature in the chip will be high, and consequently the fraction of heat entering the cutting tool will be low. Furthermore, there is a direct correlation between the tool-chip contact length, the properties of the cutting tool, and the performance of the cutting process. For this reason, cutting tool materials with low thermal conductivity produce more curled chips because of a thermal bimetallic effect. As presented earlier, Table 3 shows the temperature-dependent thermal conductivity values for uncoated cemented carbide and TiN cutting tool materials. It can be seen in this table that the thermal conductivity values of the TiN coating are lower than those of the uncoated tools. Figure 11 shows, for both uncoated and TiN-coated tools, a reduction in the value of heat partition into the cutting tools obtained from the combined FEM-experimental approach with an increase in the cutting speed from 100 to 395 m/min, i.e. within the conventional and the transition cutting speed regions. These trends at lower cutting speeds are influenced by the well-known reduction in the contact length and hence the contact area ( Fig. 8 ).
When the cutting speed is increased above 395 m/min in the HSM region, the nature of the contact changes and the tool-chip contact length, and hence the contact area, increases for uncoated tools. As a consequence, Fig. 11 shows that the fraction of heat flowing into the uncoated tool gradually increases with the cutting speed and reaches 23.5 per cent at 880 m/min. In contrast, above 395 m/min, the tool-chip contact length, and hence the contact area, decreases for TiN-coated tools. For this case, Fig. 11 shows that the fraction of heat flowing into the TiN-coated tool gradually decreases with the cutting speed and reaches 9.5 per cent at 880 m/min. This implies that the use of single-layer TiN-coated tools compared with the uncoated tools can cause a reduction in heat partition into the cutting tool by about 17 per cent at conventional cutting speeds and 60 per cent in the HSM region. The benefits of reduction in heat partition brought by the TiN coating are more pronounced in HSM compared with conventional machining. A combined FEM-experimental approach is employed for accurate estimation of the fraction of heat going into the cutting tool for conventional and high-speed machining with uncoated and TiN-coated tools. This approach is based on simultaneously matching the measured and simulated temperatures at multiple points. The approach is validated with the published numerical heat partition values for uncoated tools in conventional machining. 2. The numerical model used here applies nonuniform heat intensity, where appropriate, based on a quantitative determination of sticking and sliding zones at the tool-chip interface which are established from EDXA material transfer analysis. 3. From the energy-dispersive X-ray line scanning measurements, the effects of cutting speed on the sticking and sliding lengths have been determined on the basis of the Fe transfer maps. While sliding friction is common in conventional machining, in HSM seizure takes place for uncoated carbide tools. The use of the TiN coating alleviates contact area expansion, as well as the transfer of Fe from the chip. 4. It is found that the use of TiN-coated tools causes a reduction in heat partition into the cutting tool compared with the uncoated tool: about 17 per cent at conventional cutting speeds, and 60 per cent in the HSM region. 5. It may be concluded that, compared with uncoated carbide tools, TiN coatings significantly improve the tribological phenomena by reducing the tool-chip contact area, providing a lower thermal conductivity for the tooling systems, and ultimately reducing heat partition into the cutting tool.
