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Abstract
We consider the problem of partitioning the node set of a graph into p cliques and k stable sets, namely the (p, k)-coloring
problem. Results have been obtained for general graphs [Feder et al., SIAM J. Discrete Math. 16 (3) (2003) 449–478], chordal
graphs [Hell et al., Discrete Appl. Math. 141 (2004) 185–194] and cacti for the case where k = p in [Ekim and de Werra, On
split-coloring problems, submitted for publication] where some upper and lower bounds on the optimal value minimizing k are
also presented. We focus on cographs and devise some efﬁcient algorithms for solving (p, k)-coloring problems and cocoloring
problems in O(n2 + nm) time and O(n3/2) time, respectively. We also give an algorithm for ﬁnding the maximum induced
(p, k)-colorable subgraph. In addition to this, we present characterizations of (2, 1)- and (2, 2)-colorable cographs by forbidden
conﬁgurations.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Partitioning the node set of a graph into two kinds of subsets (like for instance cliques and stable sets) is a natural extension
of the classical coloring problem which has therefore been a topic of extensive research in the recent years (see [1,2,5,6,10,11]).
Choosing subsets of nodes that induce cliques and stable sets has in addition the nice property of complementarity: the problem
is basically the same whether we consider the graph G or its complement.
In a more general context, Feder et al. [6] have considered so-called dense graphs and sparse graphs (instead of collection
of cliques and collection of stable sets) and they have studied the problem of partitioning the node set of a graph G into a dense
graph and a sparse graph. Complexity results are also given in [6]. Along the same line, Hell et al. [10] consider the problem
of partitioning the node set into p cliques and k stable sets and examine in particular the case of chordal graphs. These are
the graphs in which every cycle of length at least 4 contains a chord (an edge linking two nonadjacent nodes of a cycle). They
devise polynomial time algorithms using a perfect elimination order deﬁned on a chordal graph for solving the above mentioned
partitioning problems.
As a special case when k = p, the problem consists in partitioning the node set into k split graphs (these are graphs in which
the node set is the union of a clique and a stable set). It has been studied in [5].
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In this paper we intend to discuss the problem of partitioning the node set of a graph into p cliques and k stable sets; we call
(p, k)-coloring problems all different versions of this partitioning problem. We shall ﬁrst review some basic results concerning
such partitioning in general graphs [6] and after that we shall derive and exploit some consequences. We will consider cographs
also called P4-free graphs since they are deﬁned as graphs without induced chain on four nodes, i.e., without P4. These are
special cases of permutation graphs (graphs G for which G and its complement have a transitive orientation). We shall give a
new characterization of cographs which lead to efﬁcient algorithms for all (p, k)-coloring problems. General remarks on these
(p, k)-coloring problems will also be given as well as some avenues for further research.
Given a graph G = (V ,E), |V | = n and |E| = m. We denote by G the complement of G. For V ′ ⊂ V , G[V ′] denotes the
subgraph ofG induced by V ′. A graphG= (V ,E) is (p, k)-colorable ifV can be partitioned into p cliques and k stable sets ofG:
V = (K1, . . . , Kp, S1, . . . , Sk) whereKi , i= 1, . . . , p is a clique and Sj , j = 1, . . . , k is a stable set. Such a partition is called
a (p, k)-coloring of G. If p = k, then it is called a k-split-coloring of G [5]. Another problem, called cocoloring [9,7], consists
in minimizing the total number of cliques and/or stable sets covering all the nodes of a graph. In more general (p, k)-coloring
problems, we minimize k (resp. p) for a ﬁxed p (resp. k). We denote byKpSk the class of (p, k)-colorable graphs. Finally, given
a class C of graphs, C ∩KpSk is said to be polynomially determined if there exists a polynomial-time algorithm computing,
for every graph G ∈ C, a (p, k)-coloring of G whenever G ∈KpSk or recognizing that G /∈KpSk .
Given a graph G, we denote by p,k(G) the maximum cardinality (number of nodes) of a (p, k)-colorable subgraph of G. By
convention, 0,0(G)= 0. Note that 1,1(G) is called the split-independence number of G and denoted by S(G) in [5].
A class G of graphs is called hereditary if every node-induced subgraph of a graph G ∈ G also belongs to G.
2. (p, k)-coloring general graphs
In this section, we focus on (p, k)-colorings of general graphs.K0S1 (stable sets) andK1S0 (cliques) are trivially poly-
nomially determined as well asK0S2 (bipartite graphs) andK2S0 (co-bipartite graphs). Let us also note that a graph G is
(p, k)-colorable if and only if its complement G is (k, p)-colorable; consequently for every class of graphs C closed under
complementation,KpSk ∩ C is polynomially determined if and only ifKkSp ∩ C is polynomially determined.
The following theorem is proved in [6]:
Theorem 1 (Feder et al. [6]). LetG be a hereditary class of graphs, let (p, k) ∈ N×N, k1. IfK0Sk ∩G andKpS0∩G are
polynomially determined, thenKpSk ∩G is polynomially determined. Moreover, ifKpS0∩G (resp.K0Sk ∩G) is determined
in time Tp(n) (resp. Tk(n)), thenKpSk ∩ G can be determined in time O((n2kp+2)max(Tp(n), Tk(n))).
Corollary 2. If G is a subclass of perfect graphs, thenKpSk ∩ G is polynomially determined.
This follows also from the fact that hereditary families of perfect (p, k)-colorable graphs have a ﬁnite forbidden subgraph
characterization (and hence a polynomial time recognition algorithm) [11]. For instance,KpSk ∩ G can be determined in the
class of cographs in time O(mn2kp+2), where m denotes the number of edges and n the number of nodes.
A special case of Theorem 1 is the test of (i, j)-colorability with i, j2; note that the cases (0, 2) and (2, 0) reduce to testing
for the existence of a node 2-coloring.
Corollary 3 (Brandstädt [1] and Brandstädt et al. [2]). Since KiS0 and K0Sj are polynomially determined for i, j2,
K2S2 is also polynomially determined.
Let us note that the condition “G is hereditary” in Theorem 1 is needed unless NP= P. In fact, let us consider the class G
of graphs obtained by adding to any graph G a 4-clique K4 (a clique of size 4) without any edge between G and this clique.
G∩K0S3 is trivially polynomially determined since such graphs are never (0, 3)-colorable. On the other hand,G∩K1S0 is also
polynomially determined (recognition of a clique). But it is NP-complete to decide whether a graph of G is (1, 3)-colorable. In
fact a graphG is (0, 3)-colorable if and only if the graph obtained by adding toG a 4-clique not connected toG is (1, 3)-colorable.
Let us also point out that recognizing a (1, 3)-coloring remains difﬁcult even if a maximum induced (p, k)-colorable subgraph
with (p, k) equal to (1, 0), (0, 1), (0, 2) and (0, 3) can be polynomially computed:
Proposition 4. There exists a class of graphs G such that a maximum clique, a maximum stable set, a maximum induced
bipartite and also a maximum 3-colorable induced subgraph can be polynomially computed on G while it is NP-complete to
decide whether a graph in G is (1, 3)-colorable.
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Proof. Let us revisit the proof of NP-completeness of graph 3-colorability by reduction to 3-SAT [8]. Given an instance of
3-SAT with p clauses (C1, . . . , Cp) and n boolean variables (x1, . . . , xn), one constructs a graph G= (V ,E) deﬁned by
V = V1 ∪ V2 ∪ V3,
where V1 = {R, T , F }, V2 =
⋃n
i=1{xi, x¯i} and V3 =
⋃p
j=1{y
j
1 , y
j
2 , y
j
3 , y
j
4 , y
j
5 }. V contains two nodes per literal, ﬁve nodes per
clause and three color nodes R, T , F (standing for Red, True and False).
E = E1 ∪ E2 ∪ E3 ∪ E4,
where E1 = {RT ,RF, T F }, E2 =
⋃n
i=1{Rxi, Rx¯i , xi x¯i} and E3 =
⋃p
j=1{Ty
j
4, T y
j
5, y
j
4y
j
5 , y
j
4y
j
3 , y
j
3y
j
2 , y
j
3y
j
1 , y
j
2y
j
1 }. For
every clause Ci = (z1, z2, z3), E4 contains three edges linking the nodes of V2 associated to (z1, z2, z3) with (yj1 , y
j
2 , y
j
5 ),
respectively.
G is 3-colorable if and only if the related 3-SAT instance is satisﬁable. Moreover, denoting by Red, True and False the
respective colors of (R, T , F ) in this coloring, nodes in V2 are either True or False, which deﬁnes a truth assignment to boolean
variables satisfying every clause. It is also straightforward to verify that, for every 3-SAT instance, the related graph G admits a
4-coloring using the 4th color only for node T (in other words the graph obtained from G by removing node T is 3-colorable).
We denote by r=2n+5p+3 the order ofG, thenwe consider the graph G˜=(V˜ , E˜) deﬁned as follows: for every vertex v inVwe
introduce four copies uv1, u
v
2, u
v
3, u
v
4 in V˜ . Finally, we add two vertices u
′
4
T
, u′′4
T in V˜ . So we have V˜ =⋃v∈V {uv1, uv2, uv3, uv4}∪
{u′4T , u′′4T } while E˜ is deﬁned as follows: G˜[{uv1, v ∈ V }], G˜[{uv2, v ∈ V }] and G˜[{uv3, v ∈ V }] are 3 copies of G, G˜[{uv4, v ∈
V } ∪ {u′4T , u′′4T }] is a (r + 2)-clique, and ﬁnally, {uv1, uv2, uv3, uv4}, v ∈ V \{T } and {uT1 , uT2 , uT3 , uT4 , u′4T , u′′4T } induce cliques
in G˜.
By using a 3-coloring ofG[V \{T }], it is easy to compute three disjoint stable sets S1, S2 and S3 of G˜, each of cardinality r and
containing respectively uT4 , u
′
4
T
and u′′4
T
. Moreover, (G˜)= r and consequently S1 is a maximum stable set of G˜, S1 ∪ S2 is a
maximum induced bipartite subgraph of G˜ and S1∪S2∪S3 is amaximum 3-colorable induced subgraph of G˜. On the other hand,
{uv4, v ∈ V } ∪ {u′4T , u′′4T } is a maximum clique of G˜. Consequently maximum stable set, maximum clique, maximum induced
bipartite subgraph and maximum induced 3-colorable subgraph can be polynomially computed for every graph G˜ associated
to 3-SAT instances. G is the class of such graphs. A graph in G is (1, 3)-colorable if and only if the related 3-SAT instance is
satisﬁable, which is NP-complete to verify. 
3. The cographs
We shall restrict our attention to the class of cographs, also called P4-free graphs, since they have some nice properties with
respect to (p, k)-coloring problems including the split-coloring problem. We will see that cographs admit better algorithms in
terms of complexity and simplicity to solve the problems of (p, k)-coloring. For more information on structural properties of
cographs, as well as resolution of some basic problems as maximum clique and minimum coloring in this class, we refer the
reader to [3,4]. Let us ﬁrst remark that in cographs, induced split graphs reduce to threshold graphs; these are deﬁned as split
graphs for which there is an ordering of nodes such that the neighborhoods form a nested family [12].
3.1. The maximum induced (p, k)-colorable subgraph problem
Cographs are precisely the graphs that can be constructed from one node using the operations of taking disjoint unions and
taking complements. The cotree catalogs this construction with internal nodes labeled to mark which of these two operations
joins subgraphs. In the cotree T = (N,A) associated to a cograph G [3], every leaf corresponds to a node and conversely. Every
internal node x is labeled by its type t (x) (either 0 or 1) and corresponds to the subgraphG(x) of G containing all children of x.
If t (x)= 0, thenG(x) is disconnected and every connected component induces a child of x. If t (x)= 1, thenG(x) is connected
and every connected component of G(x) induces a child of x. We denote the set of children of an internal node x by C(x).
Theorem 5. A maximum induced (p, k)-colorable subgraph can be computed in time O((p3k+pk3)n) in cographs deﬁned by
their cotree.
Proof. The algorithm which is based on dynamic programming moves from the leaves to the root and computes the matrix
M(x)= (Mi,j (x))(i,j)∈{0,...,p}×{0,...,k} for every node x, whereMi,j (x) is a maximum (i, j)-colorable subgraph of G(x) (by
conventionM0,0(x)= ∅).
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Let us point out that, given a graphGwith h connected componentsG1, . . . ,Gh, i,j (G) is the optimal value of the following
problem (with variables (i1, . . . , ih)):
Pi,j :


max
∑h
l=1 il ,j (Gl)
s.t. ∑h
l=1il = i,
il ∈ {0, . . . , i}.
Moreover, if (i1, . . . , ih) is an optimal solution, thenG[V1 ∪ · · · ∪ Vh], whereGl[Vl] is a maximum (il , j)-colorable subgraph
of Gl , is a maximum (i, j)-colorable subgraph of G.
An optimal solution of Pi,j can be computed by dynamic programming from the matrix (i′,j (Gh′))(i′,h′)∈{0,...,i}×{1,...,h}
in time O(i2h).
This leads to the algorithm below based on two procedures Compose and Decompose. Compose computes the matrix
M(x) from matrices M(y), y ∈ C(x) by solving problems of type Pi,j . For every i, j , Mi,j (x), a maximum (i, j)-colorable
subgraph of G(x) is computed by dynamic programming: M˜r
s,j
(resp. Mˇr
i,s
) denotes a maximum (s, j)-colorable subgraph of
the graph induced by the ﬁrst r connected components ofG(x) (resp. a maximum (i, s)-colorable subgraph of the graph induced
by the ﬁrst r connected components of G(x)). Decompose is a recursive procedure which uses the previous one and moves
from the leaves to the root according to the dynamic programming principle.
A cograph G and the related cotree T = (N,A) are given, p and k are ﬁxed integers.
Max (p, k)-colorable subgraph in cographs
input: a cograph G and the corresponding cotree T = (N,A)
rooted in x0, p and k two integers.
output: a maximum (p, k)-colorable subgraph of G.
Begin
Decompose(x0);
ReturnMp,k(x0)
End.
Procedure Compose
input: x ∈ N;
M(y), y ∈ C(x)= {y1, . . . , y|C(x)|}.
output: M(x).
Begin
If t (x)= 0 Then
For Every (i, j) ∈ {0, . . . p} × {0, . . . , k} Do
For s ← 0 To i
M˜1
s,j
← Ms,j (y1);
For r ← 2 To |C(x)|
For s ← 0 To i Do
q0 ∈ argmax[|M˜r−1q,j | + |Ms−q,j (yr )|; q ∈ {0, . . . , s}];
M˜r
s,j
← M˜r−1
q0,j
∪Ms−q0,j (yr )
Od
Mi,j (x)← M˜ |C(x)|i,j
Od
Else % (t(x)= 1)%
For Every (i, j) ∈ {0, . . . p} × {0, . . . , k} Do
For s ← 0 To j
Mˇ1
i,s
← Mi,s(y1);
For r ← 2 To |C(x)|
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For s ← 0 To j Do
q0 ∈ argmax[|Mˇr−1i,q | + |Mi,s−q(yr )|; q ∈ {0, . . . , s}];
Mˇr
i,s
← Mˇr−1
i,q0
∪Mi,s−q0 (yr )
Od
Mi,j (x)← Mˇ |C(x)|i,j
Od
Fi
End.
Procedure Decompose
input: x ∈ N .
output:M(x).
Begin
If C(x)= ∅ Then
For Every (i, j) ∈ {0, . . . p} × {0, . . . , k} Do
If i + j = 0 ThenMi,j (x)← ∅ ElseMi,j (x)← {x}
Od
Else For Every y ∈ C(x)
Decompose(y);
Compose(x, [M(y), y ∈ C(x)])
Fi
End.
The execution of procedure Compose for a node x takes O(p3k|C(x)|) if t (x) = 0 and O(pk3|C(x)|) if t (x) = 1. Let us
ﬁnally notice that every internal node of a cotree has at least 2 children; consequently, the number of internal nodes is at most
F −1 where F is the number of leaves; moreover, in the cotree associated toG, F =n is the order ofG. Consequently, the whole
complexity is O((p3k + pk3)n), which concludes the proof. 
3.2. (p, k)-coloring cographs
Theorem 6. For any graph G =(V ,E), the following statements are equivalent:
(1) G is a cograph,
(2) ∀V ′ ⊆ V, 1,1(G[V ′])= (G[V ′])+ (G[V ′])− 1,
(3) ∀V ′ ⊆ V such that G[V ′] ∈KpSk where p1, let K be a maximum clique of G[V ′], then G[V ′\K] ∈Kp−1Sk .
Proof. (1) ⇒ (2) It is shown in [3] that any cograph G has the clique–kernel intersection property which means that every
maximal clique of G has one node in common with every maximal stable set of G. Thus, there is no disjoint pair of a maximum
clique and a maximum stable set in a cograph and, obviously, this property is hereditary.
(1)⇐ (2) Assume that G is not a cograph, then it will contain at least one induced P4. It sufﬁces to observe that 1,1(P4)=
(P4)+ (P4)= 2+ 2= 4 implying that (2) does not hold.
(3)⇒ (1) It sufﬁces to notice that a P4 with edges (a1, a2), (a2, a3) and (a3, a4) belongs toK1S1 but taking (a1, a2) as a
maximum clique does not yield a (0, 1)-colorable graph.
(1) ⇒ (3) Let K1, . . . , Kp, S1, . . . , Sk be a partition of V into p cliques and k stable sets. One can decompose any max-
imum clique K into two parts KC and KS where KC = K ∩ (K1 ∪ · · · ∪ Kp) and KS = K ∩ (S1 ∪ · · · ∪ Sk). Obviously,
KS has at most k nodes. Without loss of generality, one can write KS = {x1, . . . , xs} where xi ∈ Si and sk. An illustration
of the proof is given in Fig. 1 where the clique K is shown by light shadowed sets and where the dotted lines describe stable
sets.
On the other hand, there is a node set L ⊆ K1 ∪ · · · ∪ Kp with |L| |KS | = s such that KC ∪ L is a maximal clique of
K1 ∪ · · · ∪ Kp . Since G is a cograph, we can immediately say that (K1 ∪ · · · ∪ Kp)\(KC ∪ L) ∈ Kp−1S0 by coloring the
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Fig. 1. Proof of Theorem 6, implication (1)⇒ (3).
complementary graph.Then, knowing that (Ss+1∪· · ·∪Sk) ∈K0Sk−s , it sufﬁces to show thatL∪[(S1∪· · ·∪Ss)\KS ] ∈K0Ss
to obtain the assertion, namely G[V \K] ∈Kp−1Sk .
Now, let us suppose that there is a clique K ′ of size s + 1 in (L ∪ [(S1 ∪ · · · ∪ Ss)\KS ]). Clearly K ′ ∩ L = ∅ since
S1 ∪ · · · ∪ Ss ∈K0Ss and |K ′| = s + 1. In the same way, we know thatK ′ ∩ [(S1 ∪ · · · ∪ Ss)\KS ] = ∅ because |K ′|> |L|. In
what follows, we deﬁneK ′
L
=K ′ ∩L={z1, . . . , zl′ } andK ′S =K ′ ∩ [(S1 ∪ · · · ∪ Ss)\KS ]= {a1, . . . , ah, ah+1, . . . , as+1−l′ }
such that ∀ih, {ai} ∪ KC is a clique (ai ’s are possibly re-indexed) and that ∀ih + 1, ∃wi ∈ KC (ai, wi) /∈E (possibly
h= s + 1− l′). K ′ is shown as dark shadowed sets in Fig. 1. Now, let us observe the tree following facts which will allow us to
conclude.
Fact 7. aj ziwj xj is not a P4 ⇒ ∀h, h+ 1js + 1− l′,∀i l′, (xj , zi ) ∈ E.
Fact 8. KC ∪K ′L ∪ {x1, . . . , xs+1−l′ } has |KC | + s + 1 nodes thus it cannot be a clique⇒ h1.
Fact 9. ∀ih,∀jh+ 1, aj aiwj xj is not a P4 ⇒ (ai , xj ) ∈ E.
The above facts are illustrated in Fig. 1 where dashed lines are forbidden edges and thick lines are the necessary edges. Then
it sufﬁces to remark the following: Facts 7 and 9 imply that KC ∪K ′L ∪ {aj , jh} ∪ {xj , h+ 1js + 1− l′} is a clique of
cardinality |K| + 1, represented by the sets with bold frames, which yields a contradiction. 
Remark 10. The above result shows in particular that statement (3) is true neither for comparability graphs (known also as
transitively orientable graphs) which contain cographs as a subclass, nor for chordal graphs.
The proof of the following corollaries of Theorem 6, suggest some algorithms to solve problems related to (p, k)-coloring.
Corollary 11. In any cograph G;
(1) for any ﬁxed k, p0 =Min{p,G ∈KpSk} can be found in O(n2 + nm) time,
(2) the minimum split-coloring problem can be solved in O(n2 + nm) time.
Proof. For assertion (1) the algorithmconsists in repetitively constructing amaximumclique in the remaininggraph and removing
it as long as it is of size at least k+1. Then, S1, . . . , Sk are determined by a greedy coloring algorithm on the remaining graph. It
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sufﬁces to observe that according to Theorem 6, when the algorithm has already set p0 cliques, the remaining graph is inK0Sk
and thus does not admit a clique of size k + 1. Note that the only computation consists in ﬁnding p0 maximum cliques, which
takes O(p0(n+m)) time, and running once a greedy algorithm which takes only linear time.
As for assertion (2) in step i of the algorithm, one will compute a maximum clique in the remaining graph, if it is of size at
least i+1 then it will be chosen and removed from the graph before going to step i+1, otherwise an i-coloring will be computed
in the remaining graph. To conclude, note that in step i, the number of ﬁxed cliques is i. Therefore, if S(G)= k then in step k
the remaining graph belongs toK0Sk . Obviously, the time complexity is the same as the previous part of the corollary. 
One can also generalize the above corollary in the following way:
Corollary 12. For any cograph G and any function f : N −→ N, p0=Min{p,G ∈KpSf (p)} can be computed in polynomial
time.
Proof. First of all, the existence of a p such that G ∈KpSf (p) is obvious sinceKpSi ⊂KpSi+1. Now, let us consider the
same algorithm as in assertion (2) of Corollary 11 with the only difference that we test if the maximum clique in step i is of size
at least f (i)+ 1 (and not i + 1) and consequently the algorithm ends with an optimal coloring of the rest of the graph in f (i)
(and not i) colors. Once again, at step i we have set exactly i cliques. To end the proof, it sufﬁces to remark that after p0 steps
(i = p0), the remaining graph belongs toK0Sf (p).
Note that for a constant function f, we obtain assertion (1) of Corollary 11; f (p) = p gives the second part; f = 0 boils
down to the problem of node covering by cliques and ﬁnally if f = (G) then p0 = 0 i.e. G ∈K0S(G).
Corollary 12 is also true when interchanging cliques and stables sets by simply applying the same algorithm to the complement
of G. 
3.3. Cocoloring cographs
The cocoloring problem is a generalization of the classical coloring problem where the objective is to cover the nodes of a
given graph with a minimum number of cliques and/or stable sets. In other words, given a graph G, we want to ﬁnd a pair p, k
such thatG ∈KpSk with a minimum value of p+ k. Let z(G) denote the minimum value p+ k of a cocoloring; it is called the
cochromatic number. This problem is NP-complete for permutation graphs [14]. It has been solved in time O(n2) for cographs
(a proper subclass of permutation graphs) with a dynamic programming procedure visiting the nodes of their associated cotree
from the leaves to the root [9]. In what follows, we use Theorem 6 to devise a more simple algorithm for the cocoloring problem
in the class of cographs. More precisely, we show that the greedy algorithm for cocoloring given in [7] is exact for cographs and
has a better time complexity than O(n2). It runs as follows:
Greedy cocoloring
input: graph G= (V ,E).
output: cocoloringZ of G.
Begin
Z := ∅;
While G = ∅ Do
Compute a maximum stable set S and a maximum clique K of G;
Choose X = argmax(|S|, |K|) and add X toZ;
G := G[V \X].
Od
End.
Theorem 13. For any cograph G given by its cotree, a minimum cocoloring is obtained by the greedy cocoloring algorithm in
time O(n
3
2 ).
Proof. Let p, k be such that G ∈KpSk and that z(G)= p + k. Assume that the greedy algorithm does not work. This means
that there is a ﬁrst step where we cannot get an optimal decomposition anymore. At this step, assume that we have already
removed p′ cliques and k′ stable sets and that we remove a maximum clique K without loss of generality. IfG′ is the remaining
graph after p′ + k′ removals, theorem 6 implies that G′ ∈ Kp−p′Sk−k′ . By hypothesis, we have z(G′) = z(G) − p′ − k′
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but z(G′\K)>z(G)− p′ − q ′ − 1. Note that we cannot have p − p′< 0 since at some earlier stage we would have faced the
problem, neither p − p′> 0 because the problem would not occur yet. Therefore, we must necessarily have p − p′ = 0. Now,
one can derive the following inequalities using the facts that G′ ∈K0Sk−k′ and z(G′)= (G′)= (G′)= k − k′:
(G′)− 1= (G′)− 1z(G′\K)>z(G′)− 1= (G′)− 1= (G′)− 1.
Hence, the greedy algorithm should have choosen S instead of K which means that this case is not possible.
As for the time complexity, it is well known that a maximum clique and a maximum stable set can be found on a cotree in
time O(n). On the other hand, the number of steps is exactly z(G). If we denote by ni the number of nodes removed at step i
then the inequality z(G) − (i − 1)ni holds for i = 1, . . . , z(G). Summing down both sides of these inequalities for every i
yields the bound
√
n on z(G) which gives O(n
3
2 ) as overall complexity. 
3.4. Characterizing (2, 1)- and (2, 2)-colorable cographs
Let us point out the following lemma:
Lemma 14. Every connected component of a triangle-free cograph is a complete bipartite graph.
Proof. LetG=(A∪B,E) denote a triangle-free cograph which is obviously a bipartite graph. Consider a connected component
of G where one node a1 ∈ A is adjacent to b1 and b2 of B. It is easy to verify that if one of the neighbours of a1 is adjacent to
a node a2 ∈ A then any other neighbour of a1 has to be adjacent to a2 as well in order to avoid any possible P4. Applying this
argument to the nodes of both A and B yields a complete bipartite graph. 
In what follows, we denote by H the bipartite graph H = (A ∪ B,EH ) where A = {a1, a2, a3}, B = {b1, b2, b3} and
EH ={a1b1, a2b2, a3b3}.K is the tripartite graphK=(A∪B∪C,EK)whereA={a1, a2, a3},B={b1, b2, b3},C={c1, c2, c3}
andEK ={aibi , aici , bici , i= 1, 2, 3}. Both of these conﬁgurations are shown in Fig. 2 where dashed lines represent forbidden
edges and edges which do not appear in the ﬁgures are optional edges.
Proposition 15. A cograph is (2, 1)-colorable if and only if it does not contain conﬁguration H.
Proof. If G contains H = (VH ,EH ) as conﬁguration, then the subgraph G[VH ] is clearly not (2, 1)-colorable. Conversely, let
us suppose that G does not contain conﬁguration H. Let S∗ be a maximum stable set. Then, let S′ be a maximum stable set of
G[V \S∗], G[S′ ∪ S∗] is bipartite and admits S∗as maximum stable set; hence S′ is a minimum transversal set (a set of nodes
covering all the edges of the graph) and there exists a matching of size |S′| by König’s theorem. Since G does not contain H,
this matching is of size at most 2. It means that (G[V \S∗])2 and consequently by Lemma 14, G[V \S∗] ∈ K2S0, which
implies G ∈K2S1. 
Proposition 16. A cograph is (2, 2)-colorable if and only if it does not contain conﬁguration K.
Proof. If G contains K = (VK,EK) as conﬁguration, then G[VK ] is clearly not (2, 2)-colorable. Conversely, let us sup-
pose that G /∈K2S2. Let S∗ be a maximum stable set of G, according to Theorem 6, G[V \S∗] /∈K2S1. Consequently
(a) (b)
b2
b3
b1
b2
b1
b3
a1
a2
a3
a1
a2
a3
c1
c2
c3
Fig. 2. Conﬁgurations (a) H and (b) K.
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(Proposition 15), ∃S1 ∪ S2 ⊂ V \S∗, such that S1 and S2 are stable, |S1| = |S2| = 3 andG[S1 ∪ S2] admits a perfect matching.
Since S∗ is also a maximum stable set of the cograph G′ = G[S∗ ∪ S1 ∪ S2], this graph is not (2, 2)-colorable. In particular,
it is not bipartite, consequently (Lemma 14) it contains a triangle (a′, b′, c′) with a′ ∈ S∗, b′ ∈ S1 and c′ ∈ S2. (a′, b′, c′) is
a maximum clique of G′, consequently (Theorem 6) G′′ =G[(S∗ ∪ S1 ∪ S2)\{a′, b′, c′}] /∈K1S2. Thus, G′′ contains also a
triangle (a′′, b′′, c′′) with a′′ ∈ S∗, b′′ ∈ S1 and c′′ ∈ S2 and G′′′ = G[(S∗ ∪ S1 ∪ S2)\{a′, a′′, b′, b′′, c′, c′′}] /∈K0S2 and
contains a triangle (a′′′, b′′′, c′′′) with a′′′ ∈ S∗, b′′′ ∈ S1 and c′′′ ∈ S2. The subgraph G[{a′, a′′, a′′′, b′, b′′, b′′′, c′, c′′, c′′′}]
contains conﬁguration K, which concludes the proof. 
4. Conclusion
We have designed some algorithms for the special case of cographs where structural properties could be exploited in an
adequate way.
Further research is needed to derive similar results for other classes of perfect graphs; the case of comparability graphs should
be examined in the same spirit. It would be interesting to pay attention to some other classes of self-complementary graphs.
In addition, there are some classes of nonperfect graphs (like claw-free graphs, i.e.,K1,3-free graphs [13]) forwhich polynomial
algorithms exist to determine a maximum stable set. One may wonder whether such classes could be found where 1,1(G) can
also be determined in polynomial time.
Besides this, extensive computational experiments are needed to design efﬁcient heuristic procedures for obtaining good
bounds on p,k(G). One may try to adapt classical sequential coloring algorithms to these generalized coloring problems.
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