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Heckman	 et	 al.	 (1998),	 Heckman	 et	 al.	 (1997),	 Smith	 and	 Todd	 (2005),	 Kline	 (2011),	 and	
Hainmueller	(2012)	also	discuss	estimators	that	rely	on	the	reweighting	of	observations	to	improve	
balancing	conditions.	Such	weighting	approaches	differ	from	alternative	approaches	to	controlling	
for	 time‐varying	 confounding	 factors	 that	 rely	 on	 time‐differencing	 (Lee,	 2015),	 controlling	 for	
treatment‐trend	interactions	(Ahlfeldt,	Moeller,	et	al.,	2017),	or	interactive	fixed	effects	(Bai,	2003;	
Gobillon	and	Magnac,	2016).	Other	relevant	papers	devoted	to	studying	and	relaxing	the	standard	
DD	 identification	 restrictions	 include,	Meyer	 (1995),	 Angrist	 and	 Krueger	 (1999),	 Blundell	 and	
Macurdy	(1999),	Besley	and	Case	(2000),	Blundell	et	al.	(2004),	and	Athey	and	Imbens	(2006).1	In	
terms	of	the	approach	to	evaluating	the	WPT	DD,	this	paper	is	related	to	a	literature	using	Monte	

































settings	with	 continuous	 treatment	 variables	 and	 intervention	 study	 designs	with	 time‐varying	
treatment	effects	(as	e.g.	in	Autor,	2003).	






























ݕ௜௧ ൌ ෍ ߙ௡ ௧ܲܦ௜௡௡ ൅ ߤ௜ ൅ ߮௧ ൅ ߱௜݂ሺݐሻ൅߳௜௧,	 (1)	
where	ݕ௜௧	 is	an	outcome	observed	 for	a	unit	 i	=	1,…,I	at	period	t	=	1,…,T,	ܦ௜௡	 is	one	of	n	=	1,…,N	





















a	 zero	mean	 so	 that	 the	DD	estimator	would	 identify	ߙ௡.	Then,	 I	 draw	 the	non‐random	sample	
i	=	1,…,I	using	sampling	fractions	ܨ௝	that	are	correlated	with	ܪ௝,	which	introduces	the	estimation	
problem.	The	task	that	I	delegate	to	the	algorithms	introduced	in	section	2.3	is	then	simply	to	iden‐





To	ensure	 that	 the	algorithms	described	 in	section	2.3	stand	a	chance	of	 identifying	 the	correct	
sampling	weights	 ௜ܵ ൌ ܨ௜ି ଵ,	I	define	the	sampling	fractions	in	the	population	as	ܨ௝ ൌ 1/∑ ݎ௠ ௝݄௠௠ 	






߲ܦ௜௡ ቇ ൌ ߙ௡ ൅
1
ܰܧሺܪ௜ሻ൫݂̅
,௧ஹ௭ െ ݂̅,௧ழ௭൯	 (3)	
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and	the	latent	variable	in	equation	(2)	as	ܪ௝ ൌ െܯ/2 ൅ ∑ ௝݄௠௠ ,	where	 ௝݄௠	is	one	of	m	=	1,…,M	vari‐
ables	that	correspond	to	some	locational	attributes	such	as	distance	from	the	CBD	in	the	applica‐
tion.	As	discussed	in	the	next	section,	the	attributed	variables	 ௝݄௠	are	constructed	so	to	ensure	that	






For	the	time	trend,	I	use	polynomial	specifications	of	the	orders	o=1,2,3,	i.e.,	݂ሺݐሻ ൌ ∑ ߁௢ݐ௢௢ 	(see	
Figure		A1	in	the	appendix	for	an	illustration	of	the	functional	forms	chosen).	I	set	ߙ௡ ൌ 1,	ܫ ൌ 1000,	
ܶ ൌ 10,	and	ݖ ൌ 0.5ܶ.	In	line	with	the	empirical	application	in	section	3,	I	set	ܰ ൌ 2	and	M	=	3.	The	
ܰ ൌ 2	treatment	variables	ܦ௡ୀଵ	and	ܦ௡ୀଶ	and	the	M	=	3	attribute	variables	݄௠ୀଵ,	݄௠ୀଶ,	and	݄௠ୀଷ	
are	drawn	from	independent	uniform	(0,1)	distributions	at	the	beginning	of	each	experiment.	In	
each	experiment,	I	first	generate	the	data	for	the	data	universe	ሺ݆	 ൌ 	1, . . , ܬሻ	and	then	draw	a	sample	






















In	the	first	approach,	I	begin	by	defining	the	set	of	potential	weights	as	 መܵ௜ ൌ ∑ ݍ௠݄௜௠	௠ .	The	empir‐
ical	task	then	is	to	find	the	vector	of	parameters	ܳ ൌ ሺݍ௠ୀଵ, ݍ௠ୀଶ, ݍ௠ୀଷሻ.	For	this	purpose,	I	conduct	
a	grid	search	over	the	parameter	space	defined	by	ݍଵ ൌ 0, 0.1, 0.2, … ,1,	ݍଶ ൌ 0, 0.1, 0.2, … ,1,	ݍଷ ൌ












combination	that	minimises	the	“additive”	objective	ܤ஺ ൌ ∑ ൫ܿ̂ொ௡൯ଶ௡ .	As	already	discussed	in	2.1,	I	
expect	this	approach	to	perform	well	in	the	Monte	Carlo	setting	because	the	weights	 ௜ܵ 	I	search	for	





I	start	from	an	initial	set	of	weights	 መܵ௜௦ୀଵ 	ൌ 1	in	iteration	s=1.	Each	iteration	s	begins	with	an	esti‐
mation	of	the	marginal	effect	ܿ௦௡	of	each	treatment	on	the	outcome	trend	over	the	first	period.	
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∆ݕሶ௜ଵ ൌ ܿ௦଴ ൅෍ ܿ௦௡ܦሶ ௜௡௡ ൅ Ψ௦௜ 	 (10)
Next,	I	run	an	augmented	regression	in	which	I	allow	for	heterogeneity	in	the	marginal	effects	by	
adding	ܦሶ ௜௡ ൈ ݄௜௠	interaction	terms.	
∆ݕሶ௜ଵ ൌ ܾ௦଴ ൅෍ ܾ௦௡ܦሶ ௜௡௡ ൅෍ ෍ ܾ௦
௡,௠ܦሶ ௜௡ ൈ ݄௜௠௡௠ ൅ Ն௦௜,	 (11)
where	ܾ௦௡	and	ܾ௦௡,௠	are	parameters	of	interest	to	be	estimated.	The	estimated	marginal	effect	of	a	
treatment	is	ߨො௜௡ ൌ ߲∆ݕሶ௜ଵ/߲ܦሶ ௜௡ ൌ ෠ܾ௦௡ ൅ ∑ ∑ ෠ܾ௦௡,௠݄௜௠௡௠ .	I	acknowledge	that	a	distribution	of	marginal	
effects	 could	 be	 estimated	 non‐parametrically	 without	 requiring	 ݄௜௠,	 e.g.	 by	 means	 of	 locally	
weighted	regressions	(see	e.g.	McMillen,	1996).	To	reduce	the	computational	requirements	in	the	
Monte	Carlo,	I	opt	for	a	parametric	approach.		
The	algorithm	then	follows	a	simple	tree	structure.	If,	for	any	treatment	n,	ܿ̂௦௡ ൏ 0,	I	create	 መܵ௜௦ୀଶ,௡ ൌ
݃ሺ መܵ௜௦ୀଵ, ߨො௜௡ሻ,	a	set	of	weights	that	positively	depends	on	the	initial	weights	and	the	marginal	effect	
of	 the	treatment,	 thus	the	 first‐order	conditions	satisfy	݃ௌ ൐ 0	and	݃గ ൐ 0.	Likewise,	 if	 ܿ̂௦௡ ൐ 0,	 I	
create	weights	 መܵ௜௦ୀଶ,௡ ൌ ݃ሺ መܵ௜௦ୀଵ, ߨො௜௡ሻ	that	positively	depend	on	the	initial	weights	and	negatively	on	
the	marginal	effect,	i.e.	݃ௌ ൐ 0	and	݃గ ൏ 0.	For	the	next	iteration,	I	then	create	a	new	set	of	weights	

















































































Estimated	marginal	treatment	effects	ߙො௡Weights	 Mean Median	 S.D.
Uniform	(OLS)	 1	 1 1000 0.402 0.401 0.387
Uniform	(OLS)	 1	 2 1000 0.378 0.395 0.401
Sampling	weights	 1	 1 1000 0.986 0.989 0.326
Sampling	weights	 1	 2 1000 0.990 0.993 0.324
Grid	search	 1	 1 1000 0.979 0.980 0.254
Grid	search	 1	 2 1000 0.982 0.990 0.249
Iterative	 1	 1 1000 0.884 0.954 0.365
Iterative	 1	 2 1000 0.877 0.961 0.356
Uniform	(OLS)	 2	 1 1000 0.230 0.260 0.490
Uniform	(OLS)	 2	 2 1000 0.267 0.266 0.507
Sampling	weights	 2	 1 1000 0.987 1.005 0.415
Sampling	weights	 2	 2 1000 1.005 1.003 0.428
Grid	search	 2	 1 1000 0.966 0.975 0.323
Grid	search	 2	 2 1000 0.979 0.995 0.342
Iterative	 2	 1 1000 0.817 0.914 0.486
Iterative	 2	 2 1000 0.851 0.942 0.465
Uniform	(OLS)	 3	 1 1000 ‐0.907 ‐0.914 1.281
Uniform	(OLS)	 3	 2 1000 ‐0.982 ‐0.949 1.289
Sampling	weights	 3	 1 1000 1.037 1.007 1.065
Sampling	weights	 3	 2 1000 0.952 0.929 1.079
Grid	search	 3	 1 1000 0.989 0.991 0.809
Grid	search	 3	 2 1000 0.931 0.955 0.807
Iterative	 3	 1 1000 0.638 0.954 1.092
























































































lnሺܴܲܫܥܧ௜௧ሻ ൌ ߚ஽ூௌ்ሾܦܫܵ ௜ܶ ൈ ܲሺݐ ൐ 1902ሻ௧ሿ ൅ ߚேைூௌாሾܱܰܫܵܧ௜ ൈ ܲሺݐ ൐ 1902ሻ௧ሿ
൅෍ ൣߚ஺஽ூௌ்ܦܫܵ ௜ܶ ൈ ܲሺݐ ൌ ܣሻ௧ ൅ ߚ஺ேைூௌாܱܰܫܵܧ௜ ൈ ܲሺݐ ൌ ܣሻ௧൧஺ୀሺଵ଼ଽ଺,ଵଽ଴଴ሻ















fore	(t<1902)	to	the	after	(t>1902)	period,	i.e.	ߚመ஽ூௌ் ൌ ߜ௧வଵଽ଴ଶ஽ூௌ் െ ߜ௧ழଵଽ଴ଶ஽ூௌ் ,	where	ߜ௧ௌ	is	the	hedonic	
implicit	price	in	the	respective	period.	ߚመ஽ூௌ்	can	also	be	interpreted	as	the	hedonic	implicit	price	
ߜ௧வଵଽ଴ଶ஽ூௌ் 	of	station	distance	since	during	the	before	period	the	stations	could	not	be	anticipated	and,	







































the	treatments.	A	positive	collateral	of	the	Gaussian	transformation	is	that	all	ܭ௜,௠ ൌ ܭሺߣ௠, ݄௜௠ሻ	are	
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Carlo.	 The	 parameter	 space	 over	 which	 I	 search	 is	 defined	 by	 ݍଵ ൌ 0, 0.01, 0.02, … ,1,	 ݍଶ ൌ





























































targeted	and	the	non‐targeted	period.	 I	will	use	 these	weights	 in	what	 I	refer	 to	as	 the	baseline	
specification	in	the	remainder	of	the	paper.	
Tab.	2.	Marginal	treatment	effects	on	pre‐outcome	trends	(placebos)	
	 (1)	 (2)	 (3) (4) (5) (6)	 (7)





























r2	 .0146	 .0005	 .0051 .0071 .0031 .0004	 4.58e‐06
	 (8)	 (9)	 (10) (11) (12) (13)	 (14)





























r2	 .0045	 .0011	 .0023 .0120 .0021 .0013	 .0474



























































N	 5,456	 5,456	 5,456 5,456 5,456 5,456	 5,456



































	 Non‐weighted Weighted 	
	 Mean	 Median S.D. Mean Median	 S.D.Ln	land	price	1881	 4.213	 4.094 0.605 4.388 4.094	 0.615
Ln	land	price	1914	 5.854	 5.768 0.521 6.058 5.991	 0.591
Station	distance	(km)	 0.502	 0.491 0.237 0.467 0.486	 0.226
Noise	(10	db)	 0.229	 0.010 0.553 0.321 0.013	 0.665
Distance	from	CBD	 2.018	 2.061 0.797 1.764 1.733	 1.033
Distance	from	sub‐centre 4.212	 4.258 1.725 3.999 3.703	 1.712















































Parcel	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Year	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Anticipation	Effect	 ‐	 Yes ‐ Yes ‐	 Yes	
N	 38,192	 38,192 38,192 38,192 38,192	 38,192







































Parcel	effects	 Yes	 Yes Yes Yes Yes	 Yes	
Year	effects	 Yes	 Yes Yes Yes Yes	 Yes	
Anticipation	effects	 ‐	 Yes ‐ Yes ‐	 Yes	
N	 38,192	 38,192 38,192 38,192 38,192	 38,192
r2	 0.930	 0.930 0.930 0.930 0.930	 0.931
Notes:		 Results	replicated	based	on	models	reported	by	Ahlfeldt	et	al.	(2016).	Unit	of	observation	is	parcel‐year	(bal‐












































Parcel	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Year	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Anticipation	 ‐	 Yes ‐ Yes ‐	 Yes	
N	 38,192	 38,192 38,192 38,192 38,192	 38,192




































Parcel	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Year	effect	 Yes	 Yes Yes Yes Yes	 Yes	



















































N	 37,933	 37,933 37,898 37,898 38,192	 38,192




































Parcel	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Year	effect	 Yes	 Yes Yes Yes Yes	 Yes	
Anticipation	effects	 ‐	 Yes ‐ Yes ‐	 Yes	





N	 37933	 37933 38052 38052 37933	 37933
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