In classical canonical correlation analysis we are interested in the relationship between two random vectors ( ) and ( ) . We seek weight vectors and such that the linear combinations of vectors and called canonical variables, are maximally correlated with each other. Canonical correlation methods for data representing functions or curves have received much attention in recent years. Such data, known in the literature as functional data (Ramsay and Silverman, 2005) , has been the subject of much recent research interest. Examples of functional data can be found in several application domains, such as medicine, economics, meteorology and many others. Unfortunately, the multivariate data canonical correlation methods cannot be used directly for functional data, because of the problem of dimensionality and difficulty in taking into account the correlation and order of functional data. The problem of constructing canonical correlations and canonical variables for functional data was addressed by Leurgans et al. (1993) , and further developments were made by Ramsay and Silverman (2005) . In this paper we propose a new method of constructing canonical correlations and canonical variables for functional data.
INTRODUCTION AND DATA CONVERSION
. Let us assume that the function has the following representation
where { } are orthonormal basis functions, and the coefficients { } are estimated by the least squares method. Let ( ) , and be a matrix of dimension containing the values ( ) . The coefficients in the expression of (1) are estimated by the least squares method, that is, so as to minimize the function:
(2) Differentiating with respect to the vector , we obtain
The degree of smoothness of the function depends on the value (a small value of causes more smoothing of the curves). The optimum value for is selected using the Bayesian information criterion BIC (see Shmueli 2010 (4) where and are subject to the restrictions (5) In general, the kth canonical correlation and the associated and or weight functions and are defined as follows:
where and are subject to the restrictions of (5) 
FUNCTIONAL CANONICAL VARIABLES FROM SAMPLE
Canonical correlation analysis for random vectors and is based on the matrices , and . In practice these matrices are unknown. We estimate them on the basis of N independent realizations of these vectors, forming the matrices
where ̂ and ̂ are estimators obtained by the least squares method for the parameters and in the representation 
KERNEL VARIANT OF FUNCTIONAL CANONICAL CORRELATION ANALYSIS
The space of values of the random vectors and is mapped into a reproducing kernel Hilbert space (with kernel k) by the nonlinear function . To make matrix multiplication possible, in the kernel variant the number of orthonormal basis functions (for both processes) has to be equal to N ( ). Then matrices ̂ and ̂ in a new space have the forms:
Using the kernel trick (Moore-Aronszajn theorem (1950)), i.e.
( ) ( )
we obtain:
Then the matrices ̂ ̂ and ̂ ̂ have the form and respectively
The optimal s are given by solving the following eigenproblem:
The matrices and are non-negative definite and can include singular values. In practice (in order to solve this problem) we apply the idea used in ridge regression (regularization of the matrices), i.e. we replace with and with , where is a very small constant (see Friedman 1989) . 
EXAMPLE
The data considered come from the online database of the World Bank The two largest functional canonical correlation coefficients are given in Table 5 .1, and the two largest kernel functional canonical correlation coefficients in Table 5 .2. Finally, the projections of the 13 selected countries on the planes of functional and kernel functional canonical variables are shown in Figure  5 .3 and Figure 5 .4. The kernel variant, as compared with the classical functional method, gives a correlation coefficient close to 1, i.e. the two data sets can be presented as 100% correlated data sets (that is, the data projection in the kernel case lies on a straight line).
