treatment and their criteria for eligibility vary. These criteria 3 To whom correspondence should be addressed are drawn up balancing medical prognostic factors for success, and ethical, social and financial factors. Unfortunately, there Infertility affects one in six couples at some time in is little uniformity between these criteria (Table I) , partly due their lives, with 48% of these couples requiring assisted to a lack of objective data on which to base these decisions. conception techniques in order to achieve a pregnancy.
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In many cases the couple are expected to fund the treatment Whilst the overall clinical pregnancy rate per embryo themselves. Patients therefore choose to shop around for 'best transfer is 23%, this varies widely between clinics. The value' in terms of cost and results before they commit Human Fertilisation and Embryology Authority has themselves to treatment. Finally, for more precise discussion attempted to analyse the results of all units, with weighting of prognosis with the couple, a model to forecast the outcome of different factors affecting assisted conception, and the based on known features needs to be developed. One hopes published data have invariably led to comparisons between that eventually these models may also help in reducing the units. However, statistical models need to be developed to number of embryos chosen for transfer and hence the multiple eliminate bias for valid comparisons. Neural networks offer pregnancy rate. a novel approach to pattern recognition. In some instances
Neural networks offer a novel approach to pattern recognineural networks can identify a wider range of associations tion and have been used in a wide range of applications, than other statistical techniques due in part to their ability including medical image feature recognition and outcome to recognize highly non-linear associations. It was hoped prediction (Ripley, 1994) . Networks are interconnected layers that a neural network approach may be able to predict of processing elements which mimic, at a much simplified success for individual couples about to undergo in-vitro level, the properties of biological neurones. Thus each neurone fertilization (IVF) treatment. A neural network was receives several numerical inputs, each of which is multiplied constructed using the variables of age, number of eggs by a weighting factor. The sum of these weighted inputs recovered, number of embryos transferred and whether becomes the argument in a transfer function which determines there was embryo freezing. Overall the network managed the numerical output from the neurone. A common relevant to achieve an accuracy of 59%.
architecture comprises a layer of neurones to which input data Key words: in-vitro fertilization/neural networks/outcome are presented. The output from this layer becomes the input to the next and this pattern is repeated for the subsequent layers until the final layer, the output layer. By presenting to Introduction a network data (inputs) for which the outcome (outputs) is known and adjusting the weights to measure the differences One in six couples will seek specialist help at some time in their lives because of difficulty in conceiving (Hull et al., between the actual and derived network output, any underlying associations between the data and the outcomes may be 1985). It has been estimated that 48% of these couples will require assisted conception techniques [in-vitro fertilization identified and the network applied to previously unseen data to make predictions. In recent years neural networks have (IVF)-embryo transfer/gamete intra-Fallopian transfer (GIFT)] in order to have a realistic chance of success (School of Public been applied to a wide variety of clinical applications; Baxt and Skora (1996) utilized neural networks to identify which Health, University of Leeds, 1992) . Currently, in the UK, the overall clinical pregnancy rate per embryo transfer is 22.7% patients presenting to a hospital accident and emergency department with chest pain had suffered an acute myocardial (using own gametes) (HFEA, 1996) but varies widely between clinics. The Human Fertilisation and Embryology Authority infarction. The model proved successful compared with physicians in terms of sensitivity (73.3% for physicians, 96.0% for (HFEA) has attempted to analyse the results of all units with appropriate weighting given to different factors affecting neural network) and specificity (81.1 and 96.0% respectively).
Other successful applications include prediction of outcomes assisted conception. These data were published in 1995 and 1996 as Patient Guide to IVF and DI and have inevitably led following liver transplantation (Doyle et al., 1994) and diagnostic categorization of low back disorders (Bounds to comparisons between units. Statistical models need to be developed to eliminate bias for valid comparisons. et al., 1990) . a threshold of 0.46 was used, above which outcome was interpreted as 'pregnant'. The threshold value was chosen such that prediction results for both outcome categories were optimized.
In some instances neural networks can identify a wider
In order to develop a neural network two sets of data were required. range of associations than other statistical techniques (Ripley, One set, the 'training set', was used by the learning algorithm to 1994) due to their non-linearity. Associations within the data establish an appropriate set of network weights which accurately sets identified by neural networks would assist in understanding represented associations between input and output. The ability of the underlying mechanisms. It was hoped that a neural network network to generalize was then tested on a fraction of data which approach may predict success for individual couples about to had not been shown to the network before, but for which the outcomes undergo IVF treatment, allowing for a more cost effective use were known. This data set is known as the 'test set' and provided an objective analysis of model performance. In neural network of both patients' and health authorities' resources. development there are several parameters within the learning algorithm and network architecture which can be altered. The process of arriving
Materials and methods
at the combination of parameter values which yielded the best solution consisted of adjusting each one in turn, re-training the network and Aetiological factors for infertility in the entire data set are shown in Table II . Only data from the patient's first cycle of IVF were used.
comparing results. An initial database of 455 records was used to derive the two data Initially, a series of simple statistical tests was performed to assess which variables had an effect on outcome. The variables assessed are sets. Randomization was performed by designating a random number to each record and indexing the database with respect to this number listed in Table III . Categorical data were analysed by comparing observed and expected values in a contingency table utilizing the χ 2 before assigning the observation to either of the data sets. The training set comprised 164 records with equal numbers of 'pregnant' and 'not statistic. Continuous variables were divided into the two outcome categories and means compared using a standard t-test. Relationships pregnant' outcomes. [This selection ensured that the network was shown sufficient examples of each outcome to determine accurately between continuous input variables were also assessed through calculation of a linear correlation coefficient. As a result of this work, associations within the data and allowed development of networks which performed well over both outcome categories (Bishop, 1996) .] age, number of eggs recovered, number of viable eggs, proportion fertilized, number of embryos transferred and whether there was An unbiased assessment of network performance was provided by the test set which contained 291 records, giving 82 pregnancies. embryo freezing were identified as having some significant statistical relationship with the outcome measure. These variables have been
Comparable neural network models can be developed utilizing several data set randomizations to produce networks with different identified as significant prognostic factors of success (Aboulghar et al., 1994; Roseboom et al., 1995; Shennan et al., 1995; Seibel weights . A problem in which network output is sensitive to the particular data randomization is likely to be one in which associations et al., 1995). The output was simply 'not pregnant' or 'pregnant' coded in a binary format as 0 and 1 respectively. Neural network between input and output are weak. In order to assess this sensitivity, eight randomizations of the data sets were produced for network 
Results
The range of network performance over the eight data ran- in predicting success than failure (see Table V) shown by specificity of 0.68 and sensitivity of 0.55. Much time is spent in gynaecology clinics investigating the funding for treatment for each individual patient. Anger and bitterness is often expressed by the patients concerning the The information spanned a period of 3 years, during which time the clinical pregnancy rate within our unit rose from apparent random selection of eligibility criteria, with the doctors receiving the brunt of this wrath. An objective and 30.9% per embryo transfer to 41.1% per embryo transfer. However, the change in success rate was not mirrored by quantitative approach to predicting success would be extremely useful in identifying patients most likely to benefit from changing input data, reflecting the need to identify other unknown prognostic factors. Our results have plateaued at treatment in an individual unit. Neural networks may offer a novel statistical approach which aims to identify existing approximately 40.0% per embryo transfer, and so with the incorporation of another year's data a larger, more consistent associations between patient characteristics and subsequent treatment outcome.
database will result. The network was more accurate in predicting success than However, the highest overall predictive success of the eight neural networks was only 60%, suggesting that the input failure. The inclusion of other factors such as number of previous live births and a measure of social class, did not information was not sufficient to characterize the outcome. The range of network accuracy achieved simply by varying improve the positive prediction rate. We originally included source of funding as a measure of social class, with the inputs data set randomization reflects the intrinsic fuzziness of the data associations and also indicates the absence of important being either district, self-or private funding. But, perhaps as expected, this was not a good discriminator. Couples who are predictor variables from the initial data set. Factors such as the inherent developmental potential of the oocytes, influence district-funded may still be in a position to fund themselves. Recent publications have reported attempts to assess IVF of treatment regimes, differences in medical and laboratory techniques and intercycle variations may have an important success rates based upon cumulative conception rates (Stolwijk et al., 1996; Dor et al., 1996) . While these broadly give an but as yet unquantifiable influence on the outcome. The results obtained from neural network development highlight idea to the patient of success rates at that unit, neural networks give a tailored success rate unique to an individual patient. As the difficulties of forecasting biological events in these circumstances.
we have included data for the patient's first cycle of treatment, information from this cycle can be fed into a network to Effective neural network prediction models require an adequate number of training examples. In this case the database predict the outcome of a second cycle. Once a larger database has been compiled over multiple cycles, then 'attempt number' was relatively small which precluded the use of a third (validation) data set (Ripley, 1996) . A larger data pool may can be added as an input. Neural networks do not address the problem, associated with cumulative conception rates, of the have led to development of more accurate prediction models. The final size of the training data set was also limited by the reason for cessation of treatment.
The effect of infertility upon stress, and stress upon infertility, relatively small number of 'pregnant' outcomes and the need to provide a balanced data set (equal numbers of 'pregnant' has been well documented (Lindheim et al., 1995; Boivin and Takefman, 1995) . IVF treatment is often the culmination of and 'not pregnant' outcomes were allocated to the training set so that the network was trained equally well on data from both years of hopeless childlessness and perceived by the couple as their one last chance of fertility. This, combined with the outcome categories) with a reasonable number of 'pregnant' outcomes in the test set.
complex nature of IVF protocols, makes the treatment procedure itself a stressful time for the couple. The inclusion of an index of stress is likely to be helpful. This study needs to be repeated with a more comprehensive and self-corrected data set. If these results are repeated it highlights the unpredictability of infertility treatment and the lack of a strong association between currently recorded data and subsequent outcome. The development of a quantitative technique to give a more accurate prediction of success for an individual couple at a specific treatment centre would allow for a more cost-effective use of increasingly limited resources.
