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Abstract
A convex optimization-based method is proposed to numerically solve dynamic programs
in continuous state and action spaces. This approach using a discretization of the state space
has the following salient features. First, by introducing an auxiliary optimization variable that
assigns the contribution of each grid point, it does not require an interpolation in solving an
associated Bellman equation and constructing a control policy. Second, the proposed method
approximates the optimal value function via convex programming with a uniform convergence
property in the case of convex optimal value functions. We also propose a design method for a
control policy of which performance converges uniformly to the optimum as the grid resolution
becomes finer in this case. Third, when a nonlinear control-affine system is considered, the con-
vex optimization approach provides an approximate control policy with a provable suboptimality
bound. Fourth, for general cases, the proposed convex formulation of dynamic programming
operators can be simply modified as a nonconvex bi-level program, in which the inner problem
is a linear program, without losing uniform convergence properties if a globally optimal solution
to this bi-level program can be found. From our convex methods and analyses, we observe that
convexity in dynamic programming deserves attention as it can play a critical role in obtaining
a tractable and convergent numerical solution.
Key words. Dynamic programming, convex optimization, optimal control, stochastic systems,
numerical analysis.
1 Introduction
Dynamic programming (DP) has been a popular tool used to solve and analyze several sequential
decision-making problems, including optimal control, dynamic games and reinforcement learning [1].
By using DP, we can decompose a complicated sequential decision-making problem into multiple
tractable subproblems of which optimal solutions are used to construct an optimal policy of the
original problem. Numerical methods for DP are the most well studied for discrete-time Markov
decision processes (MDPs) with discrete state and action spaces (e.g., [2, 3]) and continuous-
time deterministic and stochastic optimal control problems in continuous state spaces (e.g., [4]).
The focus of this paper is the discrete-time case with continuous state and action spaces in the
finite-horizon setting. Unlike infinite-dimensional linear programming (LP) methods (e.g., [5, 6,
7, 8]), which require a finite-dimensional approximation of the LP problems, we develop a finite-
dimensional convex optimization-based method that uses a discretization of the state space.
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21.1 Related Work
Several discretization methods have been developed for discrete-time DP problems in continuous
(Borel) state and action spaces. These methods can be assigned to two categories. The first category
discretizes both state and action spaces. Bertsekas [9] proposed two discretization methods and
proves their convergence under a set of assumptions, including Lipschitz type continuity conditions.
Langen [10] studied the weak convergence of an approximation procedure, although no explicit error
bound is provided. However, the discretization method proposed by Whitt [11] and Hinderer [12] is
shown to be convergent and to have error bounds. Unfortunately, these error bounds are sensitive
to the choice of partitions, and additional compactness and continuity assumptions are needed
to reduce the sensitivity. Chow and Tsitsiklis [13] developed a multi-grid algorithm, which could
be more efficient than its single-grid counterpart in achieving a desired level of accuracy. The
discretization procedure proposed by Dufour and Prieto-Rumeau [14] can handle unbounded cost
functions and locally compact state spaces. However, it still requires the Lipschitz continuity of
some components of dynamic programs. Unlike the aforementioned approaches, the finite-state
and finite-action approximation method for MDPs with σ-compact state spaces proposed by Saldi
et al. does not rely on Lipschitz-type continuity conditions [15, 16].
The second category of discretization methods uses computational grids only for the state
space, i.e., this class of methods does not discretize the action space. These approaches have a
computational advantage over the methods in the first category, particularly when the action space
dimension is large. The state space discretization procedures proposed by Herna´ndez-Lerma [17] are
shown to have a convergence guarantee with an error bound under Lipschitz continuity conditions on
elements of control models. However, they are subject to the issue of local optimality in solving the
nonconvex optimization problem over the action space involved in the Bellman equation. Johnson
et al. [18] suggested spline interpolation methods, which are computationally efficient in high-
dimensional state and action spaces. Unfortunately, these spline-based approaches do not have
a convergence guarantee or an explicit suboptimality bound. Furthermore, the Bellman equation
approximated by these methods involves nonconvex optimization problems. A careful review on
a broader class of methods including approximate value or policy iteration, approximate linear
programming and state aggregation can be found in a recent monograph [19].
1.2 Contributions
The method proposed in this paper is classified into the second category of discretization procedures.
Specifically, our approach only discretizes the state space. The key idea is to use an auxiliary
optimization variable that assigns the contribution of each grid point when evaluating the value
function at a particular state. By doing so, we can avoid an explicit interpolation of the optimal
value function and control policies evaluated at the pre-specified grid points in the state space,
unlike most existing methods. The contributions of this work are threefold. First, we propose
an approximate version of the Bellman operator and show that the corresponding approximate
value function converges uniformly to the optimal value function v? when v? is convex. The
proposed approximate Bellman operator has a computational advantage because it involves a convex
optimization problem in the case of linear systems and convex costs. Thus, we can construct a
control policy, of which performance converges uniformly to the optimum, by solving M convex
programs in each iteration of the DP algorithm, where M is the number of grid points required for
the desired accuracy. Second, we show that the proposed convex optimization approach provides
an approximate policy with a provable suboptimality bound in the case of control-affine systems.
This error bound is useful when gauging the performance of the approximate policy relative to
3an optimal policy. Third, we propose a modified version of our approximation method for general
cases by localizing the effect of the auxiliary variable. The modified Bellman operator involves
a nonconvex bi-level optimization problem wherein the inner problem is a linear program. We
show that both the approximate value function and the cost-to-go function of a policy obtained by
this method converge uniformly to the optimal value function if a globally optimal solution to the
nonconvex bilevel problem can be evaluated; related error bounds are also characterized.
From our convex formulation and analysis, we observe that convexity in DP deserves attention
as it can play a critical role in designing a tractable numerical method that provides a convergent
solution.
1.3 Organization
In Section 2, we introduce the setup for dynamic programming problems and our approximation
method. The convex optimization-based method is proposed in Section 3. We show the uniform
convergence properties of this method when the optimal value function is convex. In Section 4, we
characterize an error bound for cases with control-affine systems and present a modified bi-level
version of our approximation method for general cases. Section 5 contains numerical experiments
that demonstrate the convergence property of this method.
1.4 Notation
Let Bb(X) denote the set of bounded measurable functions on X, equipped with the sup norm
‖v‖∞ := supx∈X |v(x)| < +∞. Given a measurable function w : X → R, let Bw(X) denote the
set of measurable functions v on X such that ‖v‖w := supx∈X(|v(x)|/w(x)) < +∞. Let L(X)
denote the set of lower semicontinuous functions on X. Finally, we let Lb(X) := L(X) ∩ Bb(X) and
Lw(X) := L(X) ∩ Bw(X).
2 The Setup
Consider a discrete-time Markov control system of the form
xt+1 = f(xt, ut, ξt),
where xt ∈ X ⊆ Rn is the system state, and ut ∈ U(xt) ⊆ U ⊆ Rm is the control input. The
stochastic disturbance process {ξt}t≥0, ξt ∈ Ξ ⊆ Rl, is i.i.d. and defined on a standard filtered
probability space (Ω,F , {Ft}t≥0,P). The sets X, U(xt), U and Ξ are assumed to be Borel sets, and
the function f : X× U× Ξ→ X is assumed to be measurable.
A history up to stage t is defined by ht := (x0, u0, . . . , xt−1, ut−1, xt). Let Ht be the set of
histories up to stage t and pit be a stochastic kernel from Ht to U. The set of admissible control
policies is chosen as Π := {pi := (pi0, . . . , piK−1) | pit(U(xt)|ht) = 1 ∀ht ∈ Ht}. Our goal is to solve
the following finite-horizon stochastic optimal control problem:
inf
pi∈Π
Epi
[K−1∑
t=0
r(xt, ut) + q(xK) | x0 = x
]
, (2.1)
where r : X× U→ R is a measurable stage-wise cost function, q : X→ R is a measurable terminal
cost function, and Epi represents the expectation taken with respect to the probability measure
induced by a policy pi. Under the following standard assumption for the measurable selection
condition, there exists a deterministic Markov policy, which is optimal (e.g., [5, Condition 3.3.3,
4Theorem 3.3.5]) and [20, Assumptions 8.5.1–8.5.3, Lemma 8.5.5]). In other words, we can find an
optimal policy pi?, which is deterministic and Markov, i.e., pi? ∈ ΠDM := {pi := (pi0, . . . , piK−1) |
pit : X→ U is measurable, pit(x) = u ∈ U(x) ∀x ∈ X}.
Assumption 1 (Semicontinuous model). Let K := {(x,u) ∈ X × U | u ∈ U(x)} be the set of
admissible state-action pairs.
1. The control set U(x) is compact for each x ∈ X, and the multifunction x 7→ U(x) is upper
semicontinuous;
2. The real-valued functions r and q are lower semicontinuous on K and X, respectively.
3. There exist nonnegative constants r¯, q¯ and β, with β ≥ 1, and a continuous weight function
w : X → [1,∞) such that |r(x,u)| ≤ r¯w(x), |q(x)| ≤ q¯w(x), and E[w(f(x,u, ξ))] ≤ βw(x)
for all (x,u) ∈ K;
4. The function (x,u) 7→ f(x,u, ξ) is continuous on K for each ξ ∈ Ξ.
5. The support Ξ is finite, i.e., Ξ := {ξˆ[1], . . . , ξˆ[N ]} for some ξˆ[s]’s in Rl, s = 1, . . . , N .
Note that by 3), 4) and 5), (x,u) 7→ E[w(f(x,u, ξ))] is continuous on K. For any v ∈ Bw(X),
let
(T v)(x) := inf
u∈U(x)
r(x,u) + E
[
v(f(x,u, ξ))
]
x ∈ X. (2.2)
Under Assumption 1, the dynamic programming (DP) operator T maps Lw(X) into itself by [20,
Lemma 8.5.5]. Let voptt : X→ R, t = 0, . . . ,K, be defined by the following Bellman equation:
voptt := T voptt+1, t = 0, . . . ,K − 1
with voptK ≡ q. Under Assumption 1, voptt ∈ Lw(X), and voptt (x) = infpi∈Π Epi[
∑K−1
k=t r(xk, uk) +
q(xK)|xt = x], i.e., voptt is the optimal value function of (2.1).
Given a measurable function ϕ : X→ U, let
(T ϕv)(x) := r(x, ϕ(x)) + E[v(f(x, ϕ(x), ξ))].
Under Assumption 1, there exists a measurable function pioptt : X → U such that pioptt (x) ∈ U(x),
and
voptt (x) = T pi
opt
t voptt+1(x)
for all x ∈ X and all t = 0, . . . ,K−1. Then, the deterministic Markov policy piopt := (piopt0 , . . . , pioptK−1) ∈
ΠDM is an optimal solution to (2.1) by the dynamic programming principle [5, Theorem 3.2.1].
We admit that Assumption 1-5) is quite restrictive. This assumption will be used to maintain a
finite number of constraints in our convex optimization formulation. For problems with a contin-
uous support, the proposed formulation may be used in conjunction with sampling-based meth-
ods [21, 22, 23].1
2.1 State Space Discretization
Our method aims to approximate the optimal value function voptt at pre-specified nodes in a convex
compact set Zt ⊆ X for all t. We select a sequence {Zt}Kt=0 of convex compact sets such that
Z0 ⊆ Z1 ⊆ · · · ⊆ ZK ⊆ X, and{
f(x,u, ξ) | x ∈ Zt,u ∈ U(x), ξ ∈ Ξ
} ⊆ Zt+1,
1The validity of such a combination has been numerically tested in Section 5.
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Figure 1: A two-dimensional example of the proposed discretization method. The dark gray box
is Z0 =
⋃2
i=1 Ci, and the light gray box is Z1 =
⋃12
i=1 Ci. The nodes x[1], . . . ,x[20] are selected as
the vertices of the small square boxes such that x[1], . . . ,x[6] ∈ Z0. In this example, M0 = 6, and
M1 = 20.
The existence of such a sequence is guaranteed under Assumption 1 because f is continuous in
(x,u), U(x) is compact, and Ξ is finite. Note that ZK 6= X in general, and the state space X
does not have to be compact. An explicit example satisfying these two conditions can be found in
Section 5. With such a sequence, we can evaluate voptt on Zt by using only information about v
opt
t+1
on Zt+1.
We choose NC convex compact subsets C1, . . . , CNC of ZK satisfying the following properties:
1.
⋃NC
i=1 Ci = ZK ;
2. Coi ∩ Coj = ∅ for i 6= j, where Coi denotes the interior of Ci;
3. For each t, there exists a subsequence {Cij}NC,tj=1 of {Ci}NCi=1 such that
⋃NC,t
j=1 Cij = Zt.
We relabel Ci, if necessary, so that
⋃NC,t
i=1 Ci = Zt for all t. Note that NC,K = NC , and NC,0 ≤ NC,1 ≤
· · · ≤ NC,K .
The nodes (or grid points) x[1], . . . ,x[M ] ∈ ZK are chosen such that each Ci is the convex hull
of a subset of the nodes. For example, in Fig. 1, C1 is the convex hull of {x[1],x[2],x[4],x[5]}. Then,
the maximum of the distance between two nodes in the same Ci is given by
δ := max
k=1,...,NC
max
x[i],x[j]∈Ck
‖x[i] − x[j]‖.
For example, in Fig. 1, δ is equal to the length of Ci’s diagonal. We also relabel x[i], if necessary,
so that x[1], . . . ,x[Mt] ∈ Zt for all t. Thus, MK = M , and M0 ≤M1 ≤ · · · ≤MK .
2.2 Value Functions on Restricted Spaces
Let v?t : Zt → R be the optimal value function restricted on Zt for each t. In other words,
v?t (x) = v
opt
t (x) ∀x ∈ Zt.
6Given any v ∈ Bb(Zt+1), let
(Ttv)(x) := inf
u∈U(x)
r(x,u) + E
[
v(f(x,u, ξ))
]
= inf
u∈U(x)
r(x,u) +
N∑
s=1
psv(f(x,u, ξˆ
[s]))
(2.3)
for all x ∈ Zt, where
ps := Prob(ξ = ξˆ
[s]) ∈ [0, 1],
and thus
∑N
s=1 ps = 1 by definition. Under Assumption 1, the restricted optimal value functions
satisfy the following Bellman equation:
v?t (x) = (Ttv
?
t+1)(x) ∀x ∈ Zt.
For any x ∈ Zt, v?t (x) can be computed by using v?t+1 due to our choice of Zt’s in Section 2.1.
This computation does not require information about voptt+1 outside Zt+1. Our goal is to develop a
convex optimization-based approach to approximating the restricted optimal value function v?t in
a convergent manner.
3 Convex Value Functions
3.1 Approximation of the Bellman Operator
When computing the optimal value functions via the DP algorithm v?t := Ttv
?
t+1, a closed-form
expression of v?t is unavailable in general. Unfortunately, it is challenging to solve the optimization
problem in the definition (2.3) of Tt without a closed-form expression of v
?
t . To resolve this issue,
we propose an approximation method that uses the value of v?t only at the nodes x
[1], . . . ,x[Mt+1] ∈
Zt+1.
Given any v ∈ Bb(Zt+1), let
(Tˆtv)(x) := inf
u,γ
r(x,u) +
N∑
s=1
Mt+1∑
i=1
psγs,iv(x
[i])
s.t. f(x,u, ξˆ[s]) =
Mt+1∑
i=1
γs,ix
[i] ∀s ∈ S
u ∈ U(x), γs ∈ ∆ ∀s ∈ S
(3.1)
for each x ∈ Zt, where ∆ is the Mt+1-dimensional probability simplex, i.e., ∆ := {γ ∈ RMt+1 |∑Mt+1
i=1 γi = 1, γi ≥ 0 ∀i = 1, . . . ,Mt+1}, and S := {1, . . . , N}. Under Assumption 1, the objective
function of (3.1) is lower semicontinuous in (u, γ) ∈ U(x) ×∆N , and the feasible set is compact.
Therefore, by [5, Proposition D.5], (3.1) admits an optimal solution, and Tˆt maps Bb(Zt+1) to Bb(Zt).
Moreover, Tˆt is monotone, i.e., for any v, v
′ ∈ Bb(Zt+1) such that v ≤ v′, we have Tˆtv ≤ Tˆtv′. The
constrained-optimization problem in (3.1) for a fixed x ∈ Zt can be numerically solved to obtain a
globally optimal solution by using several existing convex optimization algorithms (e.g., [24, 25, 26])
if the problem is convex.2
2More precisely, the set U(x) needs to be represented by convex inequalities, i.e., there exist functions ak :
X× Rm → R and bk : X→ R such that U(x) := {u ∈ Rm | ak(x,u) ≤ bk(x), k = 1, . . . , Nineq}, where u 7→ ak(x,u)
is a convex function for each fixed x ∈ X and each k.
7Note that the term v(f(x,u, ξˆ[s])) in the original Bellman operator is approximated by∑Mt+1
i=1 γs,iv(x
[i]), where the auxiliary weight variable γs,i can be interpreted as the degree to which
f(x,u, ξˆ[s]) is represented by x[i]. When v is convex, we immediately observe that Ttv is upper
bounded by Tˆtv on Zt because
v(f(x,u, ξˆ[s])) = v
(Mt+1∑
i=1
γs,ix
[i]
)
≤
Mt+1∑
i=1
γs,iv(x
[i]).
By further showing that Ttv is lower bounded by Tˆtv − Cδ for some positive constant C, we show
that Tˆtv converges uniformly to Ttv on Zt as the maximum distance δ between neighboring nodes
tends to zero.
By definition, Tˆt depends on the discretization parameter δ as well as N . For notational
simplicity, however, we suppress the dependence on δ and N .
3.2 Error Bound and Convergence
We now assume the convexity of v and show the following uniform convergence property:
Proposition 1. Suppose that Assumption 1 holds, and that v ∈ Lb(Zt+1) is convex. Then, we have
(Tˆtv)(x)− Lvδ ≤ (Ttv)(x) ≤ (Tˆtv)(x) ∀x ∈ Zt,
where Lv := maxj=1,...,NC,t supx,x′∈Cj :x6=x′
‖v(x)−v(x′)‖
‖x−x′‖ , and therefore Tˆtv converges uniformly to Ttv
on Zt as δ → 0.
Note that Lv < ∞ because v is continuous on the compact set Zt+1 under the assumption of
convexity and lower semicontinuity.
Proof. Fix an arbitrary x ∈ Zt. We first show that (Ttv)(x) ≤ (Tˆtv)(x). Under Assumption 1, the
objective function of (3.1) is lower semicontinuous, and the feasible set is compact. Let (uˆ, γˆ) ∈
U(x)×∆N be an optimal solution to (3.1), i.e., it satisfies
(Tˆtv)(x) = r(x, uˆ) +
N∑
s=1
Mt+1∑
i=1
psγˆs,iv(x
[i])
f(x, uˆ, ξˆ[s]) =
Mt+1∑
i=1
γˆs,ix
[i] ∈ Zt+1 ∀s ∈ S.
The convexity of v on Zt+1 implies that
v
(Mt+1∑
i=1
γˆs,ix
[i]
)
≤
Mt+1∑
i=1
γˆs,iv(x
[i]) ∀s ∈ S.
8Therefore, by the definition of (uˆ, γˆ), we have
(Tˆtv)(x) ≥ r(x, uˆ) +
N∑
s=1
psv
(Mt+1∑
i=1
γˆs,ix
[i]
)
= r(x, uˆ) +
N∑
s=1
psv(f(x, uˆ, ξˆ
[s]))
≥ inf
u∈U(x)
r(x,u) +
N∑
s=1
psv(f(x,u, ξˆ
[s]))
= (Ttv)(x).
We now show that (Tˆtv)(x) − Lvδ ≤ (Ttv)(x). Under Assumption 1, the objective function
of (2.3) is lower semicontinuous [20, Lemma 8.5.5], and the feasible set is compact. Thus, due
to [5, Proposition D.5], it admits an optimal solution, i.e., there exists u? ∈ U(x) such that
(Ttv)(x) = r(x,u
?) +
∑N
s=1 psv(f(x,u
?, ξˆ[s])). Let
ys := f(x,u
?, ξˆ[s]) ∀s ∈ S.
Then, ys ∈ Zt+1 because x ∈ Zt. Thus, there exists a unique j ∈ {1, . . . , NC,t+1} such that
ys ∈ Cj . Let N (ys) denote the set of grid points on the cell Cj that contains ys. For each s, choose
γ?s ∈ ∆ such that f(x,u?, ξˆ[s]) =
∑
i∈N (ys) γ
?
s,ix
[i] and
∑
i∈N (ys) γ
?
s,i = 1. Note that γ
?
s,i = 0 for all
i /∈ N (ys). We then have
(Ttv)(x) = r(x,u
?) +
N∑
s=1
psv(f(x,u
?, ξˆ[s]))
= r(x,u?) +
N∑
s=1
psv
( ∑
i∈N (ys)
γ?s,ix
[i]
)
.
(3.2)
By the definition of Lv, we have
v
( ∑
i∈N (ys)
γ?s,ix
[i]
)
≥ v(x[i′])− Lv
∥∥∥∥x[i′] − ∑
i∈N (ys)
γ?s,ix
[i]
∥∥∥∥
for all i′ ∈ N (ys). This implies that
v
( ∑
i∈N (ys)
γ?s,ix
[i]
)
≥ max
i′∈N (ys)
[
v(x[i
′])− Lv
∥∥∥∥x[i′] − ∑
i∈N (ys)
γ?s,ix
[i]
∥∥∥∥]
≥ max
i′∈N (ys)
[
v(x[i
′])− Lv
∑
i∈N (ys)
γ?s,i‖x[i
′] − x[i]‖
]
≥ max
i′∈N (ys)
[
v(x[i
′])− Lv
∑
i∈N (ys)
γ?s,iδ
]
≥
∑
i′∈N (ys)
γ?s,i′(v(x
[i′])− Lvδ)
=
Mt+1∑
i′=1
γ?s,i′v(x
[i′])− Lvδ,
(3.3)
9where the third inequality holds by the definition of δ, and the last equality holds because
∑
i′∈N (ys) γ
?
s,i′ =
1. Combining (3.2) and (3.3), we obtain that
(Ttv)(x) ≥ r(x,u?) +
N∑
s=1
Mt+1∑
i=1
psγ
?
s,iv(x
[i])− Lvδ
≥ (Tˆtv)(x)− Lvδ,
where the second inequality holds because (u?, γ?) is a feasible solution to (3.1). Therefore, the
result follows.
Let vˆt : Zt → R be defined by
vˆt(x) := (Tˆtvˆt+1)(x) ∀x ∈ Zt
for t = 0, . . . ,K − 1, with vˆK ≡ q on ZK . We now show that vˆt converges uniformly to the optimal
value function v?t on Zt as δ tends to zero when all v?t ’s are convex. A sufficient condition for the
convexity of v?t ’s is provided in Section 3.3.
Theorem 1 (Uniform Convergence and Error Bound I). Suppose that Assumption 1 holds, and
that the optimal value function v?t is convex on Zt for all t = 0, . . . ,K. Then, we have
0 ≤ vˆt(x)− v?t (x) ≤
K∑
k=t+1
Lkδ ∀x ∈ Zt ∀t = 0, . . . ,K, (3.4)
where Lk := supj=1,...,NC,k supx,x′∈Cj :x6=x′
‖v?k(x)−v?k(x′)‖
‖x−x′‖ , and therefore vˆt converges uniformly to v
?
t
on Zt as δ → 0.
Proof. We use mathematical induction to prove (3.4). For t = K, vˆK = v
?
K ≡ q on ZK , and thus
(3.4) holds. Suppose that the induction hypothesis holds for some t. By applying the operator Tˆt−1
on all sides of (3.4), we have for all x ∈ Zt−1
(Tˆt−1vˆt)(x)−
K∑
k=t+1
Lkδ ≤ (Tˆt−1v?t )(x) ≤ (Tˆt−1vˆt)(x)
due to the monotonicity of Tˆt−1. On the other hand, by Proposition 1,
(Tˆt−1v?t )(x)− Ltδ ≤ (Tt−1v?t )(x) ≤ (Tˆt−1v?t )(x) ∀x ∈ Zt−1
because v?t ∈ Lb(Zt) [20, Lemma 8.5.5] and it is convex. Therefore, we conclude that
(Tˆt−1vˆt)(x)−
K∑
k=t
Lkδ ≤ (Tt−1v?t )(x) ≤ (Tˆt−1vˆt)(x) ∀x ∈ Zt−1.
Note that vˆt−1 = Tˆt−1vt and v?t−1 = Tt−1v?t on Zt−1 by definition. This implies that vˆt−1(x) −∑K
k=t Lkδ ≤ v?t−1(x) ≤ vˆt−1(x) for all x ∈ Zt−1 as desired.
10
The approximate value function vˆt+1 evaluated at the nodes x
[1], . . . ,x[Mt+1] for t = 0, . . . ,K
can be used to construct a deterministic stationary policy, pˆi := (pˆi0, . . . , pˆiK−1), by setting
pˆit(x) ∈ arg min
u∈U(x)
min
γ∈∆N
[
r(x,u) +
N∑
s=1
Mt+1∑
i=1
psγs,ivˆt+1(x
[i])
]
s.t. f(x,u, ξˆ[s]) =
Mt+1∑
i=1
γs,ix
[i] ∀s ∈ S
for all x ∈ Zt. Let vpˆit : Zt → R be defined by
vpˆit (x) := (T
pˆitvpˆit+1)(x)
:= r(x, pˆit(x)) +
N∑
s=1
psv
pˆi
t+1(f(x, pˆit(x), ξˆ
[s])) ∀x ∈ Zt
with vpˆiK ≡ q on ZK . It is straightforward to check that T pˆit is monotone. To show that the cost-
to-go function vpˆit of pˆi converges uniformly to the optimal value function v
?
t , we first observe the
following:
Lemma 1. Suppose that Assumption 1 holds, and that vˆt is convex on Zt for all t = 0, . . . ,K.
Then, we have
vpˆit (x) ≤ vˆt(x) ∀x ∈ Zt
for all t = 0, . . . ,K.
Proof. We use mathematical induction. For t = K, vpˆiK = vˆK ≡ q on ZK , and thus the induction
hypothesis holds. Suppose that vpˆit+1 ≤ vˆt+1 on Zt+1 for some t+ 1. Due to the monotonicity of
T pˆit , we have
(T pˆitvpˆit+1)(x) ≤ (T pˆit vˆt+1)(x) ∀x ∈ Zt. (3.5)
Fix an arbitrary x ∈ Zt. By the definition of Tˆt and pˆi, under Assumption 1, there exists γˆ ∈ ∆N
such that
(Tˆtvˆt+1)(x) = r(x, pˆit(x)) +
N∑
s=1
Mt+1∑
i=1
psγˆs,ivˆt+1(x
[i]) (3.6)
and
f(x, pˆit(x), ξˆ
[s]) =
Mt+1∑
i=1
γˆs,ix
[i] ∀s ∈ S.
By the convexity of vˆt+1, we have
Mt+1∑
i=1
γˆs,ivˆt+1(x
[i]) ≥ vˆt+1
(Mt+1∑
i=1
γˆs,ix
[i]
)
= vˆt+1(f(x, pˆit(x), ξˆ
[s]))
(3.7)
for each s ∈ S. By combining the inequalities (3.6) and (3.7), we obtain that
(Tˆtvˆt+1)(x) ≥ r(x, pˆit(x)) +
N∑
s=1
psvˆt+1(f(x, pˆit(x), ξˆ
[s]))
= (T pˆit vˆt+1)(x).
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Recall (3.5), we conclude that for all x ∈ Zt,
vpˆit (x) = (T
pˆitvpˆit+1)(x) ≤ (T pˆit vˆt+1)(x) ≤ (Tˆtvˆt+1)(x) = vˆt(x).
This completes mathematical induction, and the result follows.
By using this lemma and Theorem 1, we obtain the following uniform convergence result:
Theorem 2 (Uniform Convergence and Error Bound II). Suppose that Assumption 1 holds, and
that v?t and vˆt are convex on Zt for all t = 0, . . . ,K. Then, we have
0 ≤ vpˆit (x)− v?t (x) ≤
K∑
k=t+1
Lkδ ∀x ∈ Zt ∀t = 0, . . . ,K,
where Lk := supj=1,...,NC,k supx,x′∈Cj :x6=x′
‖v?k(x)−v?k(x′)‖
‖x−x′‖ , and therefore v
pˆi
t converges uniformly to v
?
t
on Zt as δ → 0.
Proof. Fix an arbitrary t ∈ {0, . . . ,K}. Due to Theorem 1 and Lemma 1, we first observe that
vpˆit (x)− v?t (x) ≤ vˆt(x)− v?t (x) ≤
K∑
k=t+1
Lkδ ∀x ∈ Zt.
In addition, we have v?t ≤ vpˆit since v?t is the minimal cost-to-go function under Assumption 1.
Therefore, the result follows.
3.3 Interpolation-Free DP Algorithm
The error bounds and convergence results established in the previous subsection are valid if v?t and
vˆt are convex. We now introduce a sufficient condition for the convexity v
?
t and vˆt.
Assumption 2 (Linear-Convex Control). 1. The function
(x,u) 7→ f(x,u, ξ)
is affine on K := {(x,u) | x ∈ X,u ∈ U(x)} for each ξ ∈ Ξ. In addition, the stage-wise cost
function r is convex on K, and the terminal cost function q is convex on X.
2. If u(k) ∈ U(x(k)) for k = 1, 2, then λu(1) + (1 − λ)u(2) ∈ U(λx(1) + (1 − λ)x(2)) for any
x(1),x(2) ∈ X and any λ ∈ (0, 1).
Lemma 2. Suppose that Assumptions 1 and 2 hold, and that v : Zt+1 → R is convex. Then,
Ttv, Tˆtv : Zt → R are convex.
Proof. Suppose that v : Zt+1 → R is convex. Fix two arbitrary states x(k) ∈ Zt, k = 1, 2.
We first show that Ttv is convex on Zt. Under Assumption 1, for k = 1, 2, there exists u(k) ∈
U(x(k)) such that
(Ttv)(x(k)) = r(x(k),u(k)) +
N∑
s=1
psv(f(x(k),u(k), ξˆ
[s]))
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and f(x(k),u(k), ξˆ
[s]) ∈ Zt+1 for all s ∈ S. Fix an arbitrary λ ∈ (0, 1), and let x(λ) := λx(1) + (1−
λ)x(2) ∈ Zt and u(λ) := λu(1) + (1− λ)u(2). By Assumption 2, we have u(λ) ∈ U(x(λ)). Thus, the
following inequality holds:
(Ttv)(x(λ)) ≤ r(x(λ),u(λ)) +
N∑
s=1
psv(f(x(λ),u(λ), ξˆ
[s])).
Since (x,u) 7→ r(x,u) and (x,u) 7→ v(f(x,u, ξ)) are convex for each ξ ∈ Ξ, we have
(Ttv)(x(λ)) ≤ λr(x(1),u(1)) + (1− λ)r(x(2),u(2)) +
N∑
s=1
ps[λv(f(x(1),u(1), ξˆ
[s])) + (1− λ)v(f(x(2),u(2), ξˆ[s]))].
Therefore, we obtain that
(Ttv)(x(λ)) ≤ λ(Ttv)(x(1)) + (1− λ)(Ttv)(x(2)).
which implies that Ttv is convex on Zt.
Next we show that Tˆtv is convex on Zt. Under Assumption 1, for k = 1, 2, there exists an
optimal solution (uˆ(k), γˆ(k)) ∈ U(x(k))×∆N to (3.1) with x := x(k), i.e.,
(Tˆtv)(x(k)) = r(x(k), uˆ(k)) +
N∑
s=1
Mt+1∑
i=1
psγˆ(k),s,iv(x
[i])
and f(x(k), uˆ(k), ξˆ
[s]) =
∑Mt+1
i=1 γˆ(k),s,ix
[i] ∈ Zt+1 for all s ∈ S. Given any fixed λ ∈ (0, 1), let
(uˆ(λ), γˆ(λ)) := λ(uˆ(1), γˆ(1)) + (1− λ)(uˆ(2), γˆ(2)). Since (x,u) 7→ f(x,u, ξˆ[s]) is affine on K,
f(x(λ), uˆ(λ), ξˆ
[s]) =
Mt+1∑
i=1
γˆ(λ),s,ix
[i].
This implies that (uˆ(λ), γˆ(λ)) is a feasible solution to the minimization problem in the definition of
(Tˆtv)(x(λ)). Therefore,
(Tˆtv)(x(λ)) ≤ r(x(λ), uˆ(λ)) +
N∑
s=1
Mt+1∑
i=1
psγˆ(λ),s,iv(x
[i])
≤ λr(x(1), uˆ(1)) + (1− λ)r(x(2), uˆ(2))
+
N∑
s=1
Mt+1∑
i=1
ps[λγˆ(1),s,i + (1− λ)γˆ(2),s,i]v(x[i])
= λ(Tˆtv)(x(1)) + (1− λ)(Tˆtv)(x(2)),
where the second inequality holds due to the convexity of r. This implies that Tˆtv is convex on
Zt.
An immediate observation obtained from Lemma 2 is the convexity of v?t and vˆt for all t =
0, . . . ,K because v?K and vˆK are convex on ZK .
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Proposition 2. Under Assumptions 1 and 2, the functions v?t and vˆt are convex for all t =
0, . . . ,K.
Due to this proposition, the error bounds and convergence results in Theorems 1 and 2 are
valid under Assumptions 1–2. Note, however, that Assumption 2 is merely a sufficient condition
for convexity.
By using the proposed method, the following DP algorithm can be used to evaluate the approx-
imate value function vˆt at all grid point x
[i]’s in Zt:
1. Initialize vˆK ≡ q on ZK , and set t← K − 1;
2. At iteration t, set vˆt(x
[i]) := (Tˆtvˆt+1)(x
[i]) for all i = 1, . . . ,Mt;
3. If t = 0, then stop and return vˆt(x
[i]) for all i = 1, . . . ,Mt and all t = 0, . . . ,K; Otherwise,
set t← t− 1 and go to Step 2);
Given vˆt(x
[i]) for all i = 1, . . . ,Mt, the value of vˆt at the other points in Zt, the approximate value
function can be computed using (3.1) with v := vˆt+1. We also observe that the optimization problem
in (3.1) used to evaluate (Tˆtv)(x) is convex regardless of the convexity of v under Assumption 2.
Thus, in each iteration of the proposed DP algorithm, it suffices to solve Mt convex optimization
problems, each of which is for x := x[i].
Proposition 3. Under Assumption 2, the optimization problem in (3.1) for any fixed x ∈ Zt is a
convex program if v ∈ Bb(Zt+1).
Proof. Fix an arbitrary state x ∈ Zt. The objective function is convex in u and linear in γ (even
when v is nonconvex). Furthermore, the equality constraints are linear in (u, γ). Assumption 2
implies that U(x) is convex. Also, the probability simplex ∆ is convex. Therefore, this optimization
problem for any fixed x is convex.
Remark 1 (Interpolation-free property). Note that we can evaluate vˆt at an arbitrary x ∈ Zt
by using the definition (3.1) of Tˆt without any explicit interpolation that may introduce additional
numerical errors. This feature is also useful when the output of pˆit needs to be specified at a
particular state that is different from the grid points {x[i]}Mti=1. Unlike many existing discretization-
based methods, our approach does not require any interpolation in constructing both the optimal
value function and control policies.
4 Nonconvex Value Functions
The convexity of the optimal value function plays a critical role in obtaining the convergence
results in the previous section. To relax the convexity condition (e.g., Assumption 2), we first show
that the proposed approximation method is useful when constructing a suboptimal policy with a
provable error bound in the case of nonlinear control-affine systems with convex cost functions. For
further general cases, we propose a modified approximation method based on nonconvex bi-level
optimization problems, where the inner problem is a linear program.
4.1 Control-Affine Systems
Consider a control-affine system of the form
xt+1 = f(xt, ut, ξt) := g(xt, ξt) + h(xt, ξt)ut. (4.1)
More precisely, we assume the following:
14
Assumption 3. The function f : X×U×Ξ→ X can be expressed as (4.1), where g : X×Ξ→ Rn
and h : X × Ξ → Rn×m are (possibly nonlinear) measurable functions such that g(·, ξ) and h(·, ξ)
are continuous for each ξ ∈ Ξ. In addition, u 7→ r(x,u) is convex on U(x) for each x ∈ X.
Note that the condition on r imposed by this assumption is weaker than Assumption 2 which
requires the joint convexity of r. In this setting, each iteration of the DP algorithm in Section 3.3
still involves Mt convex optimization problems. This can be shown by using the same argument as
the proof of Proposition 3.
Proposition 4. Under Assumption 3, the optimization problem in (3.1) is a convex program.
In cases with control-affine systems, however, the optimal value function v?t is nonconvex. Thus,
we cannot use the convergence results and error bounds in Theorems 1 and 2. Due to the noncon-
vexity, vˆt obtained by value iteration in the previous section is no longer guaranteed to converge to
the optimal value function as δ tends to zero. However, we are still able to characterize an error
bound for the approximate policy pˆi as follows:
Proposition 5 (Error Bound). Suppose that Assumptions 1 and 3 hold, and that v?t is continuous
on Zt for each t. Then, for all t = 0, . . . ,K, we have
0 ≤ vpˆit (x)− v?t (x) ≤ vpˆit (x)− vˆt(x) +
K∑
k=t+1
Lkδ ∀x ∈ Zt,
where Lk := supj=1,...,NC,k supx,x′∈Cj :x6=x′
‖v?k(x)−v?k(x′)‖
‖x−x′‖ .
Proof. Fix an arbitrary t ∈ {0, . . . ,K}. Due to the optimality of v?t , we have
v?t (x) ≤ vpˆit (x) ∀x ∈ Zt.
Note that in the second part of the proof of Proposition 1, the convexity of v is unused. It only
require the continuity of v on Zt. Therefore, the second inequality of (3.4) in Theorem 1 holds
when v?t is continuous, i.e.,
vˆt(x)− v?t (x) ≤
K∑
k=t+1
Lkδ ∀x ∈ Zt.
This implies that
vpˆit (x)− v?t (x) ≤ vpˆit (x)− vˆt(x) +
K∑
k=t+1
Lkδ ∀x ∈ Zt,
and the result follows.
This theorem implies that the performance of pˆi converges to the optimum as δ tends to zero
only if its cost-to-go function vpˆit converges to the approximate value function vˆt for all t. Such
convergence may be rare in the case of nonlinear control-affine systems. However, this a posteriori
error bound is useful when we need to design a controller with a provable performance guarantee,
for example, in safety-critical systems where the objective is to maximize the probability of safety
(e.g., [27]), as this problem is subject to nonconvexity issues [28].
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4.2 General Case
In the case of general nonlinear systems with nonlinear stage-wise cost functions, we modify the
operator Tˆt as follows. For any v ∈ Bb(Zt+1), let
(T˜tv)(x) := inf
u∈U(x)
[
r(x,u) + (Htv)(x,u)
] ∀x ∈ Zt, (4.2)
where
(Htv)(x,u) := inf
γ
N∑
s=1
∑
i∈N (ys)
psγs,iv(x
[i])
s.t. ys = f(x,u, ξˆ
[s]) ∀s ∈ S
ys =
∑
i∈N (ys)
γs,ix
[i] ∀s ∈ S
γs ∈ ∆ ∀s ∈ S
γs,i = 0 ∀i /∈ N (ys) ∀s ∈ S
(4.3)
for each (x,u) ∈ Zt×U such that u ∈ U(x), where N (ys) denotes the set of grid points on the cell
Cj that contains ys. The inner optimization problem (4.3) for Htv is a linear program for any fixed
(x,u). However, the outer problem (4.2) is nonconvex in general. The nonconvexity originates
from the local representation of ys = f(x,u, ξˆ
[s]) by only using the grid points in the cell that
contains ys. However, such a local representation allows us to show that T˜tv converges uniformly
to Ttv on Zt as δ tends to zero if v is continuous on Zt+1.
Proposition 6. Suppose that Assumptions 1 holds, and that v ∈ Bb(Zt+1) is continuous. Then,
we have
|(T˜tv)(x)− (Ttv)(x)| ≤ Lvδ ∀x ∈ Zt,
where Lv := maxj=1,...,NC,t supx,x′∈Cj :x6=x′
‖v(x)−v(x′)‖
‖x−x′‖ , and therefore T˜tv converges uniformly to Ttv
on Zt as δ → 0.
Proof. Fix an arbitrary x ∈ Zt. Under Assumption 1, both (4.2) and (4.3) have optimal solutions.
Let u˜ be an optimal solution of (4.2), and let γ˜ be a corresponding optimal solution of (4.3) given
u := u˜. We also let y˜s := f(x, u˜, ξˆ
[s]) for each s. Then, we have
y˜s =
∑
i∈N (y˜s)
γ˜s,ix
[i].
By the continuity of v on the compact set Zt+1, we have
|v(y˜s)− v(x[i])| ≤ Lv‖y˜s − x[i]‖ ≤ Lvδ ∀i ∈ N (y˜s).
Since
∑
i∈N (y˜s) γ˜s,i = 1, we have∣∣∣∣v(y˜s)− ∑
i∈N (ys)
γ˜s,iv(x
[i])
∣∣∣∣ ≤ ∑
i∈N (y˜s)
|γ˜s,iv(y˜s)− γ˜s,iv(x[i])|
≤
∑
i∈N (y˜s)
γ˜s,iLvδ = Lvδ
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for each s. By using this bound, we obtain that
(T˜tv)(x) = r(x, u˜) +
N∑
s=1
∑
i∈N (y˜s)
psγ˜s,iv(x
[i])
≥ r(x, u˜) +
N∑
s=1
psv(y˜s)− Lvδ
= r(x, u˜) +
N∑
s=1
psv(f(x, u˜, ξˆ
[s]))− Lvδ
≥ (Ttv)(x)− Lvδ,
where the last inequality holds because u˜ is a feasible solution to the minimization problem in the
definition (2.3) of Tt.
The other inequality, (T˜tv)(x)− Lvδ ≤ (Ttv)(x), can be shown by using the second part of the
proof of Proposition 1.3 Since x was arbitrarily chosen in Zt, the result follows.
Let v˜t : Zt → R, t = 0, . . . ,K, be defined by
v˜t(x) = (T˜tv˜t+1)(x) ∀x ∈ Zt ∀t = 0, . . . ,K − 1
with v˜K ≡ q on ZK . By using Proposition 6 and the inductive argument in the proof of Theorem 1,
we can show that v˜t converges uniformly to the optimal value function on Zt as δ tends to zero.
Theorem 3. Suppose that Assumption 1 holds, and that v?t : Zt → R is continuous for all t =
0, . . . ,K. Then, we have
|v?t (x)− v˜t(x)| ≤
K∑
k=t+1
Lkδ ∀x ∈ Zt ∀t = 0, . . . ,K, (4.4)
where Lk := supj=1,...,NC,k supx,x′∈Cj :x6=x′
‖v?k(x)−v?k(x′)‖
‖x−x′‖ , and therefore v˜t converges uniformly to v
?
t
on Zt as δ → 0.
As before, we construct a deterministic Markov policy p˜i := (p˜i0, . . . , p˜iK−1) by setting p˜it(x) to
be an optimal solution of (4.2) with v := v˜t+1, i.e.,
p˜it(x) ∈ arg min
u∈U(x)
[
r(x,u) + (Htv˜t+1)(x,u)
] ∀x ∈ Zt.
Then, the cost-to-go function vp˜it : Zt → R under this policy can be evaluated by solving the
following Bellman equation:
vp˜it := T
p˜itvp˜it+1 ∀t = 0, . . . ,K − 1,
where vp˜iK ≡ q on ZK . This cost vp˜it incurred by the approximate policy p˜i converges uniformly to
the optimal value function v?t as the grid resolution becomes finer if v
?
t ’s are continuous.
3Note that the convexity of v is unused in the second part of the proof of Proposition 1. Thus, it is valid in the
nonconvex case.
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Corollary 1. Suppose that Assumption 1 holds, and that v?t : Zt → R is continuous for all t =
0, . . . ,K. Then, we have
0 ≤ vp˜it (x)− v?t (x) ≤
K∑
k=t+1
2Lkδ ∀x ∈ Zt ∀t = 0, . . . ,K,
where Lk := supj=1,...,NC,k supx,x′∈Cj :x6=x′
‖v?k(x)−v?k(x′)‖
‖x−x′‖ , and therefore v
p˜i
t converges uniformly to v
?
t
on Zt as δ → 0.
Proof. By the optimality of v?t under Assumption 1, we have v
?
t ≤ vp˜it on Zt for all t. We now show
that vp˜it ≤ v?t +
∑K
k=t+1 2Lkδ on Zt by using mathematical induction. For t = K, vp˜iK = v?K ≡ q on
ZK , and thus the induction hypothesis holds. Suppose that the induction hypothesis is valid for
some t+ 1, i.e.,
0 ≤ vp˜it+1(x)− v?t+1(x) ≤
K∑
k=t+2
2Lkδ ∀x ∈ Zt+1.
Then, due to the monotonicity of T p˜it , we have
(T p˜itvp˜it+1)(x) ≤ (T p˜itv?t+1)(x) +
K∑
k=t+2
2Lkδ ∀x ∈ Zt. (4.5)
Fix an arbitrary state x ∈ Zt. Under Assumption 1, by the definition of T˜t, there exists γ˜ ∈ ∆N
such that
(T˜tv
?
t+1)(x) = r(x, p˜it(x)) +
N∑
s=1
∑
i∈N (y˜s)
psγ˜s,iv
?
t+1(x
[i]), (4.6)
where y˜s := f(x, p˜it(x), ξˆ
[s]), and
f(x, p˜it(x), ξˆ
[s]) =
∑
i∈N (y˜s)
γ˜s,ix
[i].
Since v?t+1 is continuous on Zt+1, we have
|v?t+1(y˜s)− v?t+1(x[i])| ≤ Lt+1‖y˜s − x[i]‖ ≤ Lt+1δ ∀i ∈ N (y˜s).
Note that
∑
i∈N (y˜s) γ˜s,i = 1. Thus, the following inequalities hold:∣∣∣∣v?t+1(y˜s)− ∑
i∈N (y˜s)
γ˜s,iv
?
t+1(x
[i])
∣∣∣∣ ≤ ∑
i∈N (y˜s)
γ˜s,i|v?t+1(y˜s)− v?t+1(x[i])|
≤ Lt+1δ.
(4.7)
Due to (4.6) and (4.7), we have
(T˜tv
?
t+1)(x) ≥ r(x, p˜it(x)) +
N∑
s=1
psv
?
t+1(y˜s)− Lt+1δ
= r(x, p˜it(x)) +
N∑
s=1
psv
?
t+1(f(x, p˜it(x), ξˆ
[s]))− Lt+1δ
≥ (T p˜itv?t+1)(x)− Lt+1δ.
(4.8)
18
10 20 40 80 160 320 640
Grid size-1
10-4
10-3
10-2
10-1
Er
ro
r
1-norm
∞-norm
1st order
2nd order
Figure 2: Empirical convergence rates of vˆ(δ),0 for the linear convex problem with grid size M0 =
10, 20, 40, 80, 160, 320, 640. The errors ‖vˆ(δ),0 − v¯0‖ are measured by the 1(♦)–, and ∞()–norm.
On the other hand, by Proposition 6, we have
(T˜tv
?
t+1)(x) ≤ (Ttv?t+1)(x) + Lt+1δ. (4.9)
Since x was arbitrarily chosen in Zt, by combining inequalities (4.5), (4.8) and (4.9), we conclude
that
vp˜it = T
p˜itvp˜it+1 ≤ Ttv?t+1 +
K∑
k=t+1
2Lkδ = v
?
t +
K∑
k=t+1
2Lkδ
on Zt, which implies that the induction hypothesis is valid for t as desired.
From the computational perspective, it is extremely challenging to obtain a globally optimal
solution of (4.2) due to nonconvexity. Thus, over-approximating T˜tv is inevitable in practice, and
the quality of an approximate policy p˜i from an over-approximation of v˜t’s depends on the quality
of locally optimal solutions to (4.2) evaluated in the process of value iteration. As in Section 4.1,
one may be able to characterize a suboptimality bound for the approximate policy, for example, by
using a convex relaxation of (4.2). In fact, the optimization problem (3.1) can be interpreted as a
convex relaxation of (4.2) in the case of control-affine systems.
5 Numerical Experiments
We demonstrate the performance of the proposed method through a linear-convex stochastic control
problem. Consider the linear stochastic system xt+1 = 0.95xt+ut+ξt, and the stage-wise cost func-
tion r(xt, ut) = x
2
t + u
2
t . The set of admissible control actions is chosen as ut ∈ U := [−0.15, 0.15].
The i.i.d. disturbance process {ξt} is uniformly distributed over [−0.1, 0.1], i.e., ξt ∈ unif(−0.1, 0.1).
The computational domains are chosen as follows: Zt := [−1 − 0.2t, 1 + 0.2t] for t = 0, . . . , 10 so
that Z0 = [−1, 1] and Z10 = [−3, 3]. This choice of computational domains satisfies that{
0.95x+ u+ ξ | x ∈ Zt,u ∈ [−0.15, 0.15], ξ ∈ [−1, 1]
} ⊆ Zt+1,
and Z0 ⊆ Z1 ⊆ · · · ⊆ Z10. Each Zt is discretized with the grid points {−1 − 0.2t + δ(i − 1) | i =
1, . . . ,Mt := (2 + 0.4t)/δ + 1} with equal grid spacing δ. The terminal cost is set to be q ≡ 0.
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Figure 3: Empirical convergence rates of vˆ(N),0 for the linear convex problem with the number of
sample data N = 10, 100, 1000, 10000. The errors ‖vˆ(N),0 − v˜0‖ are measured by the 1(♦)–, and
∞()–norm.
To demonstrate the convergence of the proposed method as δ → 0, we fix the number of sample
data as N := 100, and compute vˆ(δ),0 for δ = 0.1 × 2k, k = 1, 0,−1, . . . ,−6, where vˆδ denotes the
approximate value function at t = 0 with grid spacing δ. Setting v¯0 := vˆ(δ=0.1×2−6),0, the errors
‖vˆ(δ),0 − v¯0‖ with δ = 0.1 × 2k, k = 1, 0,−1, . . . ,−5, are shown in Fig. 2. In this example, the
empirical convergence rate of our method is beyond the second order. Furthermore, the relative
error ‖(vˆ(δ),0 − v¯0)/v¯0‖1 is 0.0084% in the case of δ = 0.1× 2−5.
To test the empirical convergence of the proposed method as N → ∞, we also compute vˆ(N),0
for N = 10k, k = 1, . . . , 5, with δ fixed as 0.05, where vˆ(N),0 denotes the approximate value function
at t = 0 with the number of sample data N . The errors ‖vˆ(N),0 − v˜0‖ with N = 10k, k = 1, . . . , 4,
are shown in Fig. 3, where v˜0 := vˆ(N=105),0. In this example, the empirical convergence rate is
below the first order. The relative error ‖(vˆ(N),0 − v˜0)/v˜0‖1 is 0.19% in the case of N = 104.
6 Conclusions
We have proposed and analyzed a convex optimization-based method designed to solve dynamic
programs in continuous state and action spaces. This interpolation-free approach provides a con-
trol policy of which performance converges uniformly to the optimum as the computational grid
becomes finer when the optimal and approximate value functions are convex. In the case of control-
affine systems with convex cost functions, the proposed bound on the gap between the cost-to-go
function of the approximate policy and the optimal value function is useful to gauge the degree of
suboptimality. In general nonlinear cases, a simple modification to a bi-level optimization formu-
lation, of which inner problem is a linear program, maintains the uniform convergence properties
if an optimal solution to this bi-level program can be computed.
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