Generative Adversarial Networks (GANs) are widely used models to learn complex realworld distributions. In GANs, the training of the generator usually stops when the discriminator can no longer distinguish the generator's output from the set of training examples. A central question of GANs is that when the training stops, whether the generated distribution is actually close to the target distribution. Previously, it was found that such closeness can only be achieved when there is a strict capacity trade-off between the generator and discriminator: Neither of the two models can be too powerful than the other. In this paper, we established one of the first theoretical results in explaining this trade-off. We show that when the generator is a class of two-layer neural networks, then it is necessary and sufficient for the discriminator to be a one-layer network with ReLU-type activation functions. With this trade-off, using polynomially many training examples, when the training stops, the generator will indeed output a distribution that is inverse-polynomially close to the target. Our result also sheds light on how GANs training can find such a generator efficiently.
Introduction
Generative Adversarial Networks (GANs) [14] is one of the most popular models for generating real-life data. Since the original work, many variants have been proposed to improve the training and generalization of GANs [15, 30, 17, 26, 37, 31, 36] .
The goal of the GANs is to train a generator (usually a deep neural network) G whose input x follows from the standard Gaussian distribution, and whose output G(ω) is (in distribution) as close to the target distribution D * as possible. To achieve the goal, a discriminator network D is simultaneously trained to distinguish G(ω) from D * . The training process stops when a sufficiently trained discriminator can not distinguish G(ω) from D * better than random guessing. In this case, we also call the generator G(ω) wins the game [4] .
In this paper we focus on a popular variant of GANs called the Wasserstein GAN [3] . The Wasserstein distance is a measurement between two probability distributions p, q, defined as:
Where F is certain set of functions. In Wasserstein GAN, the set of functions F is usually taken to be a set of certain structured neural networks (the discriminators D). Therefore, the generator the teacher-student case as well, and when the generator is a one-layer network G(ω) = h(Aω) for some "monotone increasing" function h. They show that in this case, it is sufficient to let the discriminator be a quadratic function.
Our work extends the work [18] to the case of two-layer networks: We assume that the generator is given by G :
for some activation function h. We focus on the case when the real distribution D * is also realizable by the a neural network of the same structure, give as:
In our setting, as long as r > 1 and the degree of h is more than 2, simply using a quadratic discriminator is not enough to minimize the Wasserstein distance between G from G * . Therefore, we would like to consider the set of one-layer neural networks with ReLU activations as the discriminator, given as:
Our main result can be summarized below:
Theorem (Main, sketched). For every constant r and every h(z) = z p for a constant p ≥ 2, for every ε > 0, given N = poly(d/ε) training examples ω 1 , ω 2 , · · · , ω N ∼ N (0, I) and X 1 , · · · , X N ∼ D , when a norm bounded generator G satisfies that
D(X i ) ≤ ε for every norm bounded discriminator D, then we must have that W (G(ω), D * ) ≤ ε
Hence, our theorem shows that the set of one-layer neural networks with ReLU activations is both powerful enough to distinguish a bad generator from the good one, and it is also not too powerful so that the generator will maintain diversity.
The work [7] focus on the situation when the generator is invertible (or injective). In this case, the image of both G(ω) and G * (ω) each have density functions p and q that cover the entire space. Thus, one can use discriminator D to compute log p−log q and minimize the KL-divergence between p, q. In this special case, it can also minimize the Wasserstein distance. Our work does not require the image of G, G * to be injective, so there could be no density function for G and G * . Our result relies on a different technique to match the moment between G and G * instead of minimizing the KL-divergence.
The work [38] shows that one-layer neural networks with ReLU activation are dense in the space of Lipschitz functions, however, it does not provide any efficient sample complexity guarantee.
Method of Moment
Our work is also related to the Method of Moments, a well-known approach to learn an underlying distribution. Method of Moments has been used in many other machine learning problems such as mixture of Gaussian distribution [35, 27] , topic models [1] , hidden Markov models [2] , dictionary learning [5] , mixture of linear regression [20] and so on, and has been used to design practical GANs [19] as well. To the best of our knowledge, method of moments for moments has not been explicitly used to analyze the performance of Wasserstein GANs when the generator has at least one hidden layer.
Preliminary
For a function f : R d → R, we define the Lipschitz constant of the function f as:
For random variables X, Y in R d , we define the Wasserstein-1 distance W 1 (X, Y ) as:
We use G : R d → R D to denote the generator network in the learner, and D : R D → R to denote the discriminator network in the learner. We use D * to denote the true distribution where the training data X are sampled from. We use N to denote the number of training examples. For a (finite) set Z of training examples, we use X ∼ Z to denote X is a uniformly at random sample from the set Z.
We use N (µ, Σ) to denote a normal distribution with mean µ and covariance Σ. We use I d (or sometimes I for simplicity) to denote the identity matrix in dimension d. We use G # N (0, I d ) to denote the random variable G(ω) where ω ∼ N (0, I d )).
We use λ(X), σ(X) to denote the set of eigenvalues of matrix X and the set of singular values of X respectively. Also: λ min (X) = min λ∈λ(X) |λ|, σ min (X) = min σ∈σ(X) |σ| Last but not least, we list some notations on tensor decomposition theory. For vector α ∈ R d , we use α ⊗3 to denote a d × d × d tensor T where:
Also, for a tensor T ∈ R d×d×d and matrix G ∈ R d×d , we denote T = T [G, G, G] as a new tensor with the same shape as T where:
Our Model Our work focus on the Wasserstein GAN model. In this model, the the set of all functions (with Lipschitzness bounded by one) is replaced by a set of (norm bounded) discriminator neural networks. Given N i.i.d. samples Z = {X i } N i=1 from distribution D * and N i.i.d. samples S = {ω i } N i=1 from N (0, I d ), the Wasserstein GAN training objective is given as:
In this paper, we focus on the realizable case where the distribution D * is realizable by a twolayer neural network, given as:
Where h is an activation function. We shall parameterize the learner network as
k ∈ R d are trainable parameters. We consider the discriminator network as D(X) = ReLU( g, X + b), where g ∈ R d and b ∈ R are trainable parameters. We shall summarize our main result in the following section.
Statement of the main result
Our main result shows that when the weights in the target generator network α * (i) k
and v * (i) k is sampled from a smooth distribution, then using the aforementioned generator and discriminator as the learner network, the Wasserstein GAN training objective can minimize the Wasserstein distance between G(ω) and D * almost surely. Here, we consider a smooth distribution as α *
) is the first r columns of a random d × d orthogonal matrix (under Haar Measure). For regularity, we assume that |α * (i) k | = Θ(1) and σ = o(1). Given ground truth distribution D * generated by this G * , our main theory can be summarized as the follows:
Theorem (Main). For every σ, ε > 0 for every h(z) = z p for an integer p ∈ [2, 6] , for every constant r 50, with polynomial type of generator G * , given N =Ω
We must have that
Our approach Our approach is based on the recent technique of tensor decomposition [2] . We first observe that the ReLU discriminator can be used to efficiently simulate any low degree polynomial, i.e. For any p(z) = z q and ε > 0, there must be weights w 1 , · · · , w C , b 1 , · · · , b C for some value C depends on log 1 ε and q such that i ReLU(
for every z with |z| ≤ 1. Thus, if the generator wins against the ReLU discriminator, then the generator wins against any low degree polynomial discriminator. In this case, we then show that the generator must (approximately) match all the low degree moment between G(ω) and G (ω). With this observation, we first show that when the moment of one coordinate: G k (ω) matches the moment of G k (ω), then for all i, the coefficient α
After that, we consider the moment between the coordinates of G k and G k . Using a careful reduction to tensor decomposition, we can show that when the joint moment of G k , G k matches G k , G k , then the vectors v (i) k and v (i) k must be close as well, hence we conclude that the Wasserstein distance between G and G is small.
How Wasserstein GAN minimizes Wasserstein distance Our method also sheds light on how Wasserstein GAN can learn the true distribution: Instead of learning the true distribution of G (ω) and find a mismatch between the distribution of G and G (which could be very hard), the discriminator will simply try to find a mismatch of the lower order moment between G(ω) and the true distribution. Thus, the generator will win the game by matching all the lower order moment of D * . By doing so, we show that the generator is already learning the distribution: The generator needs to minimize a objective consists of certain tensor Frobenius norm difference between v and v . Prior works [2] have shown that such an objective must imply that v is close to v , and can be solved efficiently using gradient descent in certain cases [12] .
Discussion
In this paper we considered the question of whether Wasserstein GAN can learn the true distribution in Wasserstein distance. We have shown a preliminary result indicating that when the Generator is a two-layer network with polynomial activation functions, and the discriminator is a one-layer network with ReLU activation function, then the Generator versus Discriminator framework of Wasserstein GAN can indeed minimize the Wasserstein distance efficiently, meaning that only polynomially samples are needed to train a good generator. We believe that it is an important direction to study the explicit trade-off between the power of generator and discriminator in Wasserstein GAN, and we have made one initial step towards this direction. We are looking forward to extending our result to networks with more layers and more structures.
Cubic Generator
To present the simplest form of our result, we first consider the situation where both the learner and target generators are order-3 rank r < d orthogonal tensor multiplication functions. Denote G, G * : R d → R D be the learner and target generator functions with the following form:
Here, both v (i) k (i = 1, 2, · · · , r) and v * (i) k (i = 1, 2, · · · , r) are orthonormal vector groups, and the weights of the ground truth generator α * (i) k > 0. (This assumption is reasonable since we can shift the direction of v if its corresponding α < 0). The input vector of generators is drawn from normal Gaussian distribution: ω ∼ N (0, I d ). Firstly, we introduce a concept of (τ, A)-robustness.
satisfy the following conditions:
In the following parts, we assume that the ground truth generator satisfies the (τ, A)-robustness, and furthermore we prove that the learner generator can uniquely determine the target generator only by polynomial discriminators. We will also give the corresponding sample complexity which means the number of inputs we need to sample to make the learner generator creates a distribution that is -approximated to the ground truth:
Here, W 1 stands for the Wasserstein-1 distance between distributions and # stands for the pushforward measure. 
are the order-i moments of variables G k (ω) and G * k (ω).
Remark. The theorem above means that for any single node, if its moments of order 2, 4, · · · , 2r are identified, then its coefficients α (i) k (i = 1, 2, · · · , r) are also uniquely determined. It's worth mentioned that we only use moments of even number order because for each odd number i, it's obvious that M i (G k ) = M i (G * k ) = 0 because both [G k (x)] i and [G * k (x)] i are homogeneous polynomials with order 3i, which is an odd number. It leads to the zero expectation of variables G k (ω) and G * k (ω). Therefore, only when i is even, the equation
Inter-component Moment Analysis
In the section above, we conduct moment analysis for each component, which proves the identifiability of weights α
. In this section, we will show the relationship between v (i) k and v * (i) k by calculating the inter-component moments. Before that, we introduce a concept of Cubic Expectation Matrix (CE-Matrix) and give an assumption of its invertibility. Definition 2. CE-Matrix: Given a dimension r, r coefficients λ 1 , λ 2 , · · · , λ r and r independent random variables ω 1 , ω 2 , · · · , ω r which follows the normal Gaussian distribution. Denote:
Then we list all the 3-order and 1-order monomials with variables ω 1 , · · · , ω r . It's not difficult to know that there are altogether r + r+2 3 = 1 6 r(r 2 + 3r + 8) K r different monomials. We denote them as: P 1 , P 2 , · · · , P Kr .
The CE-Matrix is a K r × K r polynomial matrix in the following form:
We mark this CE-Matrix as:
Invertibility of CE-Matrix For any dimension 2 r 50, we have verified by computer that the polynomial matrix above is invertible. Or in other words, the determinant of CE-Matrix isn't equal to zero polynomial. det (CE[λ 1 , λ 2 , · · · , λ r ]) = 0
We believe that CE-Matrix is always invertible for every r ≥ 2.
Theorem 2. According to the invertibility of CE-Matrix, once α
holds for K = 1, 3, · · · , 2K r − 1. Then we have:
holds for a, b ∈ [r].
Sample Complexity
After the identifiability we discuss above, there is another important property which is the sample complexity. Firstly, we state our conclusion on the sample complexity of intro-component moment analysis. With loss of generality, assume α
Theorem 3. For each k ∈ [D], we list r equations:
here the M i (G * k ) stands for the empirical mean since we can't obtain the knowledge about the moment of the target generator in advance. After solving these equations, we can get a unique learner generator G k which satisfies:
with probability at least 1 − δ over the choice of samples ω (t) . Here C 1 is an absolute constant.
Next, we state the sample complexity of inter-component moment analysis.
, we list K r equations:
After solving these equations, we can get a learner generator G k , such that: with probability larger than 1 − 5δ over the choice of α * (i)
where C is an absolute constant.
After we analyze the intro-component and inter-component moments between learner generator and target generator, we are finally able to estimate their Wasserstein distance. Theorem 5. (Main theorem) With probability at least 1 − 5D 2 2 δ over the choice of the target generator G * , we can efficiently obtain a learner generator G only by polynomial discriminators, such that:
) ∈ R d×r is the first r column of a random orthogonal matrix (under Haar Measure). M is a constant positive integer. We also assume that the target generator satisfies the (τ, A)-robustness. This theorem also tells us that in order to make the Wasserstein distance smaller than , the number of samples we need is:
Other Forms of Generators and Discriminators
In this section, we will show that cubic generator can be extended to higher degree generator, and the polynomial-type discriminator can be extended to a more general two-layer ReLU network.
Extension of Generators to Higher Order
Actually, we can use very similar approaches to prove the identifiability and sample complexity of higher degree generators. Firstly, we list r intro-component moments for each component and uniquely determine the parameters α is similar to the one above, and:
Then we can get a tensor decomposition form of the inner products of each vector pairs (like the v (a) k
and v (b) l ) above. And finally, due to the uniqueness of tensor decomposition and Lemma 4. We can uniquely determine the learner generator to be exactly the same as target generator.
After extending our generators to be with higher order, we consider the situation where both the learner and target generators are order-p rank r < d orthogonal tensor multiplication functions. Denote G, G * : R d → R D be the learner and target generator functions with the following form:
Here, both v (i) k (i = 1, 2, · · · , r) and v * (i) k (i = 1, 2, · · · , r) are orthonormal vector groups, and the weights of the ground truth generator α * (i) k > 0. The input vector of generators is drawn from normal Gaussian distribution: ω ∼ N (0, I d ). Similarly, we assume G * satisfies the (τ, A)-robustness. With almost the same mathematical techniques, we can guarantee its identifiability with polynomial discriminators (or in other words, under moment analysis). Just like cubic generators, we can also calculate its corresponding sample complexity. 
After solving these equations, we can get a unique learner generator G k which satisfies:
holds for ∀k ∈ [D] with probability at least 1 − δ over the choice of samples ω (t) . 
After solving these equations, we can get a learner generator G k , such that: with probability larger than 1 − δ over the choice of α * (i)
, it holds that:
Theorem 8. (Main theorem) With probability at least 1−D 2 δ over the choice of the target generator G * , we can efficiently obtain a learner generator G only by polynomial discriminators, such that:
Here, just like the cubic occasion, each α * (i) k is sampled independently by distribution N (M, σ).
) ∈ R d×r is the first r column of a random orthogonal matrix (under Haar Measure). M is a constant positive integer. We also assume that the target generator satisfies the (τ, A)-robustness. This theorem leads to the sample complexity estimation we need:
· poly D, d, 1
Extension of Discriminators to 2-layer Networks
On the other hand, we will discuss the extension from polynomial type discriminator to twolayer ReLU discriminator. According to the existing results [24, 8] , we know that any Lipschitz function can be approximated by two-layer ReLU networks under L ∞ , which obviously include the polynomial functions with finite degree. Therefore, a more general two-layer ReLU networks can overlap the polynomial functions, which makes our conclusion verified.
Experimental Results
In this section, we conduct some simple experiments to test and verify our conclusions. In our experiment, we use cubic functions or 4-degree functions with rank 2 as both learner and target generator G, G * :
In the following figures, we use linear functions, 1-layer ReLU networks, 2-layer ReLU networks as discriminators respectively. The left one shows the change of Wasserstein loss L(G, D) by iterations while the right one shows the change of the parameter distance between the learner generator and target generator. We calculate the actual parameter distance by directly comparing their parameters.
While training, we use the Wasserstein loss with gradient penalty as loss function. We use 1e-3 and 1e-4 as the learning rate of the generator optimization step and discriminator optimization step. From the results, we can see that, when using linear discriminators, although the Wasserstein loss converges to 0 rapidly, the actual parameter distance does not converge. That's because linear discriminators are too weak to distinguish different generators. When using much complicated 1layer or 2-layer ReLU networks, the Wasserstein loss converges and the parameter distance also converges to 0 for degree 4 generators. By using 1-layer ReLU networks as discriminators, the Wasserstein loss curve converges much more smoothly. 
Some Simple Lemmas and Properties
Before we start to prove our main theorems, we give some useful properties and lemmas first.
Lemma 1. Assume random variable ω is sampled from the standard Gaussian distribution with dimension n, then for any orthogonal matrix G ∈ R n×n , distribution of random variable G · ω is also the standard Gaussian. Or in other words,
Here, # is the pushforward measure.
Lemma 2. For orthonormal vectors α 1 , α 2 , · · · , α k ∈ R n (k n), there exists an orthogonal matrix G, such that:
Here, e i ∈ R n is a unit vector with the i-th component 1 and the others 0.
Then matrix G = (α 1 , · · · , α k , β 1 , · · · , β n−k ) T is orthogonal and it's easy to verify that:
, which comes to the conclusion.
Then, there exists an orthonormal matrix G ∈ R m×m , such that: ∀i ∈ [n], α i = Gβ i .
proof. Without loss of generality, assume that α 1 , α 2 , · · · , α m are linearly independent. Denote A = (X, A 1 ) and B = (Y, B 1 ). Here, X, Y ∈ R m×m , A 1 , B 1 ∈ R m×(n−m) . According to condition (2) and (3), we have: A T A = B T B and we need to prove that there exists an orthogonal matrix such that: A = GB.
According to the polar decomposition of matrices, we know that there exists orthogonal matrices G 1 and G 2 , such that:
Since we have assumed that X is invertible, Y is also invertible and moreover:
which comes to our conclusion. Lemma 4. Given k unit vectors x 1 , x 2 , · · · , x k ∈ R d , then there exists another unit vector y ∈ R d , such that for ∀i ∈ [k],
Also, we denote e i be the r-length vector with its i-th element 1 and others 0. Next we will calculate the surface area of K i .
Combining the surface area of S d−1 :
We know that:
Therefore:
which means there exists a unit vector y ∈ R d , such that:
which comes to our conclusion.
Concentration Inequality for Polynomials
In this section, we introduce some definitions and properties in the field of multilinear polynomial and the concentration inequality for polynomial of independent random variables which are originally proposed in [33] .
Definition 3.
A random variable X is called moment bounded with parameter L > 0, if for any integer n, it holds that:
Then, we show that normal Gaussian distribution is moment bounded with parameter L = 1.
proof. Actually, we can calculate the moments:
Therefore, we have:
which means that:
and it comes to our conclusion.
Next, we further introduce some basic concepts about hypergraph and its relationship with polynomials. (2) Priority relationship between hypergraphs: For powered hyperedges h 1 , h 2 ∈ H(H), we write
(3) Relationship with polynomials: For powered hypergraph H, and real-valued weights w h for each hyperedge h ∈ H(H), we can define a polynomial f :
x τ hv v each hyperedge corresponds to a monomial with weight w h . (4) Order-r Parameters: Assume X 1 , · · · , X |V(H)| be independent random variables. We define:
Given n independent moment bounded random variables X = (X 1 , X 2 , · · · , X n ) with the same parameter L. For a general polynomial f (x) with total power q and maximal variable power Γ, then:
where R > 1 is an absolute constant.
Properties and Conclusions about Tensor Decomposition
In this section, we review the famous tensor decomposition algorithm, Jenrich's Algorithm, as well as the whitening and un-whitening process which are used in tensor decomposition. Assume tensor L ∈ R r×r×r has the following decomposition.
where u 1 , u 2 , · · · , u r are linearly independent. The following algorithm will output the r vectors u 1 , · · · , u r after we input the tensor L.
Whitening Process
Firstly we properly sample a unit vector x ∈ R r , which satisfies:
Next we slice the tensor L into r matrices and calculate the weighted sum of these matrices:
). Since the matrix L x is symmetrical, there exists an orthogonal matrix Q and diagonal matrix D, such that:
Here, we notice that since x · u i > 0, all of the diagonal elements of E are positive. Therefore, matrix L x is positive definite which means all of the diagonal elements of D are positive. Finally, we calculate the matrix G = QD −1/2 . Lemma 6. This matrix G satisfies that: G T u 1 , G T u 2 , · · · , G T u r are orthogonal with each other.
Proof.
is also a diagonal matrix and that proves the conclusion.
Then:
Here,λ i = G T u i 2 , λ i =λ 3 i > 0, and the equation above is an orthogonal tensor decomposition.
Orthogonal Tensor Decomposition for Tensors
We re-write the vector 1 λ G T u i v i , and then v 1 , v 2 , · · · , v r are orthonormal vectors. Then we will solve the orthogonal tensor decomposition problem:
Similarly, we randomly sample a r-length vector y and calculate the weighted sum:
We know that with probability 1 over the choice of y, the diagonal elements of D 1 are distinct. Therefore, we can uniquely determine the eigenvalue matrix D 1 and unit eigenvectors regardless of their sign. Assume that the eigenvalues of T y are d 1 > d 2 > · · · > d r and their corresponding unit eigenvectors are w 1 , w 2 , · · · , w r . Then let
, we can determine the sign by the fact that λ i > 0. Therefore, we can determine the λ i and v i uniquely.
Un-whitening Process
Finally, we need to use the results of the previous step to calculate u 1 , u 2 , · · · , u r . According to the equations above,
Till now, we can imply that tensor decomposition problem has a guaranteed unique solution.
Properties and Conclusions about Matrix Perturbation Theory
The proof of this lemma can be found in [34] .
be the i-th largest eigenvalue of matrix X, then it holds that for ∀i ∈ [n]:
(Perturbation of Eigenvectors) Assume symmetrical matrix X has distinct eigenvalues. λ is one of these eigenvalues and x is its corresponding eigenvector with its norm x 2 = 1. Then there exists an orthogonal matrix U = (x, U 2 ) such that:
which is a diagonal matrix. Once we perturb the matrix X into another symmetrical matrixX = X + E, then there exists an eigenvalueλ ofX and its corresponding unit eigenvectorx, such that:
Here:
and X † stands for the Moore-Penrose inverse of matrix X.
. Let Φ be the matrix of canonical angles between range(U 1 ) and range(Ũ 1 ), and Θ be the matrix of canonical angles between range(V 1 ) and range(Ṽ 1 ). If there exists δ, α > 0, such that
then we have the stability property:
Lemma 11. (Distance between Right-side Orthogonal Equivalence Classes) Given two matrices A, A * ∈ R N ×d (N > d), which satisfy the following inequality.
Also, assume all the d singular values of A * are larger than δ. Then, it holds that:
Consider the singular value decomposition of matrices A, A * .
According to Weyl's Theorem (Lemma 8), for ∀i ∈ [N ], it holds that:
On the other hand, according to the Wedin's Theorem (Lemma 10) and the assumption that each singular value of A * is larger than δ, we can properly choose the U 1 , U * 1 above such that: for ∀i ∈ [d]:
Here, we use the fact that all column vectors of U 1 , U * 1 are unit vectors. And from the inequality above, we know that:
) Therefore, we can get the final conclusion:
Proof of Theorem 1
proof. For a given k ∈ [D], we denote
for simplicity. Since it holds that v (i) k (i = 1, 2, · · · , r) is an orthogonal vector group, according to Lemma 1 and Lemma 2, there exists an orthogonal matrix Q such that Qv
According to the following property of Gaussian distribution:
We can completely extend the moment formula above. When 1 n r
Here, #t means the number of ts in a 1 , a 2 , · · · , a j . y k = x 2 k , k = 1, 2, · · · , r and most importantly, we define:
which is an r-variable homogeneous symmetric interchangeable polynomial. We can omit the subscript y if there is no ambiguity. Similarly, we can also define F * y [a 1 , a 2 , · · · , a j ] and y * k = (x * k ) 2 . Specifically, F y [n] = y n 1 + y n 2 + · · · + y n r . Once we prove F y [l] = F * y [l] (l = 1, 2, · · · , r), we can conclude that {y 1 , y 2 , · · · , y r } = {y * 1 , y * 2 , · · · , y * r } by simply using Newton formula and Vieta theorem. Therefore, according to the conditions that x i , x * i > 0 , we will have:
which comes to our conclusion. In the following part, we will prove F y [l] = F * y [l] (l = 1, 2, · · · , r) by using induction on l. (1) In the case where l = 1, from Equation (7), we know that:
holds for l = 1, 2, · · · , n − 1 (n r), then we try to prove F y [n] = F * y [n]. Before we do further proofs, we introduce an important lemma about F y . Lemma 12. Given a 1 , a 2 , · · · , a j 1, let n = a 1 + a 2 + · · · + a j , then:
Here, P (·) is some polynomial.
Proof. We use induction on j. When j = 1, the conclusion above is obvious and P ≡ 0. Assume the lemma holds for j, then for j + 1, we have j + 1 positive integers a 1 , a 2 , · · · , a j+1 . Denote N = a 1 + a 2 + · · · + a j+1 .
After applying this lemma to Equation (7), we have:
Here, P (·) means some polynomial and P s in different lines may stand for different polynomials, and:
, once we prove that S n = 0, we can conclude that F y [n] = F * y [n], which completes the induction and proves our theorem. Therefore, in the last part, we introduce a lemma to show that S n = 0.
Lemma 13. For any positive integer n,it holds that
Proof. When n = 1, 2, the inequality is easy to verify. We consider the situation where n 3. In fact, it's not difficult for us to see that:
In order to have Sn (2n)! = 0, we only need to prove that: T 1 > |T 2 | + · · · + |T n |. Before we do that, we analyze the following sequence.
which is increasing with k. Therefore, according to the properties of convex sequence, when a 1 + a 2 + · · · + a j = n:
· (n − 1)(n − 2) · · · (n − j + 1) = n−2 j=0 15 2 n−j−1 (2n)(2n − 1) · · · (2j + 3) (6n − 1)(6n − 3) · · · (6j + 7)
· (n − 1)(n − 2) · · · (j + 1) = n−2 j=0 15 2 n−j−1 2j + 3 6j + 7 · 2j + 4 6j + 9 · · · 2n 2j + 4n + 1
which comes to our conclusion. The lemma is proved.
Proof of Theorem 3
proof. This proof contains several individual parts below, and we use different lemmas to demonstrate. Since we assume that the target generator satisfies the (τ, A)-robustness, it holds that:
In the following lemma, we use concentration inequality for polynomials to estimate the difference between the empirical mean
Lemma 14. With probability greater than 1 − δ, the following inequalities hold simultaneously.
where C 1 is an absolute constant.
Proof. According to Theorem 9, considering the polynomial:
Since polynomial f (ω) is homogeneous with degree q = 6n and maximal variable power Γ = 6n. It holds that: µ 1 (w, ω) = µ 2 (w, ω) = · · · = µ 6n−1 (w, ω) = 0 since each nonempty hyperedge h satisfies q(h) = 6n. Then we estimate the upper bound of µ 0 (w, ω) and µ 6n (w, ω).
Here, we use the simple inequality that for a 1 +a 2 +· · ·+a r = 3n, (2a 1 −1)!!·(2a 2 −1)!! · · · (2a r −1)!! (6n−1)!! and the obvious fact that h 0 itself is the only hyperedge h that satisfies h h 0 . According to Theorem 5, normal Gaussian distribution N (0, 1) is moment bounded by parameter L = 1. Then:
Therefore, using Theorem 9, with probability at least 1 − δ, it holds that:
Here, C 1 is also an absolute constant. Note that when N is sufficiently large, the former one is bigger than the latter. Therefore,
holds for n = 1, 2, · · · , r with probability higher than 1 − δ. In order to make the r inequalities hold simultaneously, we replace δ with δ/r and it comes to our conclusion.
Next, we will learn how the sampling error influences the difference between α with Equation (7). Before that, we need to explicitly express the polynomial P (·) in Lemma 12 and furthermore show the relationship between moments M 2n (G k ) and homogeneous symmetric interchangeable polynomials F y [n]. Here y i = (α
Here, s(T ) stands for the sum of all elements in set T , and it's easy to tell that Lemma 12 is a much simpler version of this one.
Proof. We use induction on t. When t = 1, 2, this conclusion is obvious. If this lemma holds for t, we will prove that this lemma also holds for t + 1. According to Equation (8),
F [a 1 , · · · , a j + a t+1 , · · · , a t ] = T =T1∪T2∪···∪T k is a partition of {a1,··· ,at}
which completes the induction and comes to our conclusion.
After that, we use the following two lemmas to estimate the error between α (i) k and α * (i) k , which is caused by the sampling gap between M 2n (G k ) and M 2n (G * k ). In the first lemma, we prove the gap between F y [n] and F y * [n] while in the second lemma, we prove the gap between α (i) k and α * (i) k . Lemma 16. Assume that F y [n] (n = 1, 2, · · · , r) are calculated through M 2n (G k ) (n = 1, 2, · · · , r). Under the condition of Lemma 14, we have:
Proof. Again, we use induction on n. When n = 1, we know that:
Similarly, M 2 (G * k ) = 15F y * [1] . Therefore,
Assume the lemma holds for n − 1 (n r), then we prove for n. According to Lemma 15, we denote:
Then, F y [a 1 , · · · , a t ] = H y [a 1 , · · · , a t ] + (−1) t−1 (t − 1)! · F y [a 1 + · · · + a t ]. By using Equation (7):
(16) Denote = ((6r) 8r A 2r ) n−2 µ, and then by induction assumption:
Therefore: when a 1 + a 2 + · · · + a t = n and 1 t r:
and then:
In the inequality above, we use the following simple fact:
Connecting with Equation (16), we know that:
C(a 1 , · · · , a j )· |H y [a 1 , a 2 , · · · , a j ] − H y * [a 1 , a 2 , · · · , a j ]| (18) Here:
Also, there is a famous upper bound of the number of partitions of integer n introduced in [32] :
Since |S n | 1 and = ((6r) 8r A 2r ) n−2 µ, we get the conclusion that:
which completes the induction.
Lemma 17. There exists a permutation π : [r] → [r], such that:
Proof. Consider the map γ :
x 2r i T is a bijection from the neighbourhood of (α * (1) k , α * (2) k , · · · , α * (r) k ) T to the neighbourhood of its imaging point (F y * [1] , F y * [2] , · · · , F y * [r]) T since the Jacobian matrix of this point:
Since γ(α) is in the neighbourhood of γ(α * ) when N is sufficiently large, there is a pre-image β in the neighbourhood of α * such that γ(β) = γ(α * ). By Newton formula, Vieta Theorem and positiveness of α * as well as β, we know that β is simply a permutation of α. Without loss of generality, assume β = α. Then we can further infer that:
Connecting with the result of Lemma 16 which demonstrates that:
we get the following result:
Next, we will give an upper bound of J −1 F . Actually, there is an explicit expression of the inverse of Vandermonde matrix, by which we can express every element of matrix J −1 .
Connected with Equation (21), we get the upper bound of α − α * 2 .
Finally, combining Lemma 14 and Lemma 17, we can get the final conclusion: with probability at least 1 − δ, it holds for each k ∈ [D] that there exists a permutation σ, such that:
Without loss of generality, assume α
. Then the permutation σ = id, and till now, Theorem 3 is proved.
Proof of Theorem 2
proof. Without loss of generality, assume that i = 1, j = 2. In order to simplify the notifications, we re-express G 1 and G 2 as:
Here, the vector groups v (i) ,
, and we only need to prove that P ij = P * ij holds for ∀i, j ∈ [r]. Firstly, we give a clear expression on the inter-component moment expectation E[G 1 (ω) k G 2 (ω)]. According to Lemma 3, there exists an orthogonal matrix Q, such that:
Qv (1) = e 1 , · · · , Qv (r) = e r , Qw (j) = (P 1j , P 2j , · · · , P rj , Q j , 0, · · · , 0) T
Let k = 1, 3, · · · , 2K r − 1, we can rewrite the equations above as:
(S 1 , S 3 , · · · , S 2Kr−1 ) = p · CE[α (1) , α (2) , · · · , α (r) ]
Here, p is a vector with length K r . Its elements are:
Similarly, the same relationship holds for the target generator.
(S * 1 , S * 3 , · · · , S * 2Kr−1 ) = p * · CE[α (1) , α (2) , · · · , α (r) ]
Here, S * k = E (G * 1 (ω)) k G * 2 (ω) (k = 1, 3, · · · , 2K r − 1) and
According to the invertibility of CE-Matrix, det(CE[α (1) , α (2) , · · · , α (r) ]) = 0, which leads to the fact that the following region α (1) , α (2) , · · · , α (r) : det(CE[α (1) , α (2) , · · · , α (r) ]) = 0 has zero measure. Therefore, with probability 1 over the choice of α (1) , α (2) , · · · , α (r) , the Cubic Expectation Matrix CE[α (1) , α (2) , · · · , α (r) ] is invertible. Since (S 1 , S 3 , · · · , S 2Kr−1 ) = (S * 1 , S * 3 , · · · , S * 2Kr−1 )
it holds that p = p * . Then we have:
Furthermore, since Q 2 j = 1 − P 2 1j − · · · − P 2 rj , it also holds that for ∀x ∈ [r]:
Notice that Equation (27) is equivalent to the following tensor decomposition form.
Before using the property of tensor decomposition, we introduce a lemma to show that the following matrix P * has full rank with probability 1 over the choice of v * (i) , w * (i) . Proof. If matrix P * isn't invertible. Then there exists a non-zero vector (x 1 , x 2 , · · · , x r ) such that:
Since P * ij = v * (i) · w * (j) , we know that:
v * (i) · (x 1 w * (1) + x 2 w * (2) + · · · + x r w * (r) ) = 0 ∀i ∈ [r]
Therefore, the invertibility of matrix P * is equivalent to:
Assume v * (1) , v * (2) , · · · , v * (r) , u * (1) , · · · , u * (d−r) is an orthonormal basis. Then the statement above is equivalent to:
which probability is 0.
By the uniqueness of tensor decomposition (Section 7.3), we know that the r-vector group is a permutation of 3 β (1) (P * 11 , P * 21 , · · · , P * r1 ) T , 3 β (2) (P * 12 , P * 22 , · · · , P * r2 ) T , · · · , 3 β (r) (P * 1r , P * 2r , · · · , P * rr ) T Denote α * i = 3 β (i) (P * 1i , P * 2i , · · · , P * ri ) T and assume 3 β (i) (P 1i , P 2i , · · · , P ri ) T = α * σ(i) . Here, σ : [r] → [r] is a permutation. According to Equation (30): β (1) (P 11 , P 21 , · · · , P r1 ) T + β (2) (P 12 , P 22 , · · · , P r2 ) T + · · · + β (r) (P 1r , P 2r , · · · , P rr ) T = β (1) (P * 11 , P * 21 , · · · , P * r1 ) T + β (2) (P * 12 , P * 22 , · · · , P * r2 ) T + · · · + β (r) (P * 1r , P * 2r , · · · , P * rr ) T
which leads to:
Since β (i) i ∈ [r] are distinct and vectors α * 1 , α * 2 , · · · , α * r are linearly independent. We can conclude that: σ = id. Therefore, for ∀i, j ∈ [r], it holds that P ij = P * ij , which comes to our conclusion.
Proof of Theorem 4
proof. Without loss of generality, we consider G 1 , G 2 , G * 1 , G * 2 . To simplify our notifications, we rewrite them as:
Similar to the proof of Theorem 2, we firstly estimate the difference between the expectation:
and the empirical mean:
When N is sufficiently large, with probability greater than 1 − δ, the following inequalities hold simultaneously for each k = 1, 2, · · · , K r .
Here C 2 is an absolute constant.
Proof. According to Theorem 14, considering the following polynomial:
This polynomial f (ω) is homogeneous with degree q = 6k and maximal variable power Γ = 6k. Therefore:
since each nonempty hyperedge h has power 6k. Then we estimate the upper bound of µ 0 (w, ω) and µ 6k (w, ω).
By Theorem 9, when N is sufficiently large, it holds that: with probability larger than 1 − δ,
Here, k = 1, 2, · · · , K r . K r = 1 6 r(r 2 + 3r + 8) 2r 3 . In order to make the inequality holds simultaneously for k = 1, 2, · · · , K r , we use δ/K r to replace δ. Therefore, with probability larger than 1 − δ,
holds for each k = 1, 2, · · · , K r . Here, C 2 is an absolute constant. Denote S k = S k (G 1 , G 2 ), S * k = S k (G * 1 , G * 2 ) and s = (S 1 , S 3 , · · · , S 2Kr−1 ), s * = (S * 1 , S * 3 , · · · , S * 2Kr−1 )
From the lemma above, we know that with probability larger than 1 − δ:
we can estimate the upper bound of s * 2 :
According to Equation (25) , (1) , α (2) , · · · , α (r) ] , s * = p * · CE[α * (1) , α * (2) , · · · , α * (r) ]
Next, we will estimate the upper bound of p − p * 2 .
Lemma 20. Denote T = CE[α (1) , α (2) , · · · , α (r) ], T * = CE[α * (1) , α * (2) , · · · , α * (r) ]. Then we estimate the upper bound of (T * ) −1 F . Assume that the ground truth weights α * (1) , α * (2) , · · · , α * (r) are chosen independently from Gaussian distribution with positive integer M and standard deviation σ, then with probability larger than 1 − δ over the choice of α * (1) , α * (2) , · · · , α * (r) , we have:
Here, C 3 is an absolute constant.
Proof. Consider the matrix T * = CE[α * (1) , α * (2) , · · · , α * (r) ] ∈ R Kr×Kr . According to the definition of Cubic Expectation Matrix.
The inequality above holds because the expectation of each monomial is smaller than (6j − 1)!! and there are in all r 2j−1 monomials. Therefore, for each element of adjoint matrix ofT * . Its element:
Here, W * ji is the ji-th algebraic cofactor of T * . On the other hand, since det(T ) is an integercoefficient homogeneous polynomial with r variables α * (1) , α * (2) , · · · , α * (r) and degree 1 + 3 + 5 + · · · + (2K r − 1) = K 2 r . According to the anti-concentration property of Gaussian polynomials introduced by [23] , assume that the ground truth parameters α * (1) , α * (2) , · · · , α * (r) are chosen from a Gaussian distribution with positive integer mean M and standard deviation σ, then:
Here, C(det(T * )) is the sum of squares of all the monomial coefficients of CE[M + x 1 , M + x 2 , · · · , M +x r ]. Since this is a non-zero integer-coefficient polynomial, it's safe to say C(det(T * )) 1. Therefore, with probability at least 1 − δ, it holds that:
Finally, we can estimate the upper bound of the Frobenius norm of T * . With probability larger than 1 − δ over the choice of α * (1) , α * (2) , · · · , α * (r) ,
Here, C 3 , C 3 are absolute constants.
Next, we use the lemma above to estimate the gap p − p * 2 .
Lemma 21. With probability larger than 1 − 3δ over the choice of α * (1) , α * (2) , · · · , α * (r) :
Here, C is an absolute constant.
Proof. Denote E = T − T * . According to Theorem 3, we have:
with probability larger than 1 − δ,
According to Theorem 7: with probability at least 1 − 2δ,
Combining the equation above with Lemma 19, with probability larger than 1 − 3δ:
Since the form of p, p * is equivalent to tensor decomposition. Denote: = (u * (1) ) ⊗3 + (u * (2) ) ⊗3 + · · · + (u * (r) ) ⊗3
(39)
Here, u (i) = 3 β (i) (P 1i , P 2i , · · · , P ri ) T , u * (i) = 3 β * (i) (P * 1i , P * 2i , · · · , P * ri ) T . In the next lemma, we will use the uniqueness and perturbation property of tensor decomposition to estimate the solution gap
According to the Jenrich's Algorithm of tensor decomposition, firstly we find a matrix G ∈ R r×r such that: G T u * (1) , G T u * (2) , · · · , G T u * (r) are orthonormal vectors. Denote U = (u (1) , u (2) , · · · , u (r) ) and U * = (u * (1) , u * (2) , · · · , u * (r) ). Then G T U * is an orthogonal matrix and we conduct the whitening process, using the same G to the whitening.
Then we can properly sample an r-length unit vector x and calculate the weighted sum of r slices of sub-matrices of U and U * . Denote v (i) = G T u (i) , v * (i) = G T u * (i) .
Notice that V * is the orthogonal eigenvector matrix of U * x . We calculate the orthogonal eigenvector matrix V, V * of both U x and U * x , and we can give an upper bound of their difference with theoretical guarantee, which leads us to the stability of U * . Firstly, we analyze the stability property of V, V * by using Lemma 9.
Lemma 22. Given the whitening matrix G, we can estimate the upper bound of the difference of V and V * .
Proof. Notice that V * is an orthogonal matrix, which means v * (1) , v * (2) , · · · , v * (r) are orthonormal vectors. We can properly choose a unit vector x:
where α = 1/ √ 1 2 + 2 2 + · · · + r 2 = 6/r(r + 1)(2r + 1). Then the diagonal matrix D * = diag(α, 2α, · · · , rα). According to Lemma 9:
Then we estimate the upper bound of U x − U * x 2 :
After we estimate the gap between V and V * , there is also one step away from estimating the gap between U and U * , which is estimating the upper bound of G F and G −1 2 . The whitening process above shows how to get this G. We firstly properly choose a unit vector y and calculate the weighted sum.
L * y = y 1 L * [1, :, :] + y 2 L * [2, :, :] + · · · + y r L * [r, :, :] = U * EU * T
Here, E = diag( u (i) , y : i ∈ [r]). Since L * y is a symmetrical matrix, we can conduct the orthogonal decomposition as: L * y = QF Q T , and our whitening matrix G = QF −1/2 . Then we estimate the upper bound of G −1 2 .
Lemma 23. For the whitening matrix G mentioned above, we can estimate the upper bound of its 2-norm.
Proof. In fact, it's not difficult to notice that:
Here, we use the fact that: P * 2 1i + P * 2 2i + · · · + P * 2 ri 1.
On the other hand, we will estimate the upper bound of G F .
Lemma 24. With probability larger than 1 − 2δ over the choice of v * (i) , w * (i) i ∈ [r], we have:
Proof. It's obvious that:
. Here, λ min (X) is the absolute value of the eigenvalue of X which is closest to 0. Next,
Since U * ∈ R r×r has the following form:
Here, A * = (v * (1) , v * (2) , · · · , v * (r) ) ∈ R d×r , B * = (w * (1) , w * (2) , · · · , w * (r) ) ∈ R d×r . Therefore, U * = A * T B * . According to the conditions of v * (i) , w * (i) , matrices A * , B * can be treated as the first r columns of two random d × d orthogonal matrices (with regard to Haar Measure). Firstly, we analyze the lower bound of λ min (E). According to the rotational symmetrical property and Lemma 4, we can estimate the lower bound of U * i 2 with high probability.
Therefore, with probability at least 1 − δ, it holds that:
2d . After combining all these i = 1, 2, · · · , r together, we can conclude that, with probability at least 1 − δ, we have:
Also, by using Lemma 4, we can properly choose a unit vector y, such that:
Then, we estimate the lower bound of σ min (U * ) λ min (U * ). Since matrix U * can be treated as the top left r × r submatrix of a random orthogonal matrix (under Haar Measure), we use an important equation about the relationship between lower bound of the smallest eigenvalue and distance between subspaces.
Here, D i denotes the distance between the i-th column vector of U * and the subspace spanned by other column vectors. We analyze D 1 first, which is the distance between α = U * 1 and r − 1 dimensional hyperplane Γ = span(U * 2 , U * 3 , · · · , U * r ). Since U * 1 , · · · , U * r can be treated as the first r elements of r orthonormal vectorsŨ * 1 , · · · ,Ũ * r . Therefore, for any given hyperplane Γ in R r , α can be the first r elements of any random unit vector in the complementary space in span(Ũ * 2 , · · · ,Ũ * r ) ⊥ . Then we can estimate the lower bound of D 1 with high probability.
Here, n = (1/ √ r, · · · , 1/ √ r, 0, · · · , 0) T is a unit vector. Therefore,
Let √ rt = , we know that:
In other words, with probability greater than 1 − δ, it holds that:
λmin(U * ) δ 2 r 5/2 d 2 After summing up all the inequalities above, we can conclude that, with probability larger than 1 − 2δ over the choice of v * (i) , w * (i) i ∈ [r],
Finally, we are able to estimate the gap between U and U * and furthermore, the gap between P ij and P * ij and finish the proof of Theorem 4.
Lemma 25. For ∀i, j ∈ [r], it holds that:
Proof. Since V = G T U ⇒ U = G −T V . It holds that: 
1 , · · · , v (r) 1 , v
2 , · · · , v (r)
, · · · , v * (r) 1
, v * (1) 2
, · · · , v * (r)
Then, according to Theorem 4, with probability larger than 1 − 5D 2 2 δ, it holds that:
By Lemma 11, there exists orthogonal matrices G 1 , G 2 ∈ R d×d , such that:
k . Finally, we are able to estimate the Wasserstein distance. 
Since: Till now, the main theorem has been proved.
An Efficient Algorithm to Determine Generators by Moment Analysis
In this section, we summarize the sections above, and introduce an efficient algorithm (Algorithm 1) to determine the learner generator G only by moment analysis. if k = 1 then 3:
F [1] = 1 15 M 2 (G * k ).
4:
else 5:
Calculate F [k] according to Lemma 15 and Equation (16) .
6:
Solve the equation group: x k 1 + x k 2 + · · · + x k r = F [k] (k = 1, 2, · · · , r).
7:
Let α (i) k = √ x i i = 1, 2, · · · , r. Obtain the moments S k = E(G * i ) k G * j , k = 1, 3, · · · , 2K r − 1.
3:
Calculate the vector p = (S 1 , S 3 , · · · , S 2Kr−1 ) · (CE[α (1) i , · · · , α (r) i ]) −1
4:
Solve the following tensor decomposition problem: u ⊗3 1 + u ⊗3 2 + · · · + u ⊗3 r = P T ensor(p).
5:
Choose a permutation σ : [r] → [r], such that: (α Here, as we expressed in Proof of Theorem 2: p = r j=1 β (j) P * 3 1j , · · · , r j=1 β (j) P * 3 rj , 3 r j=1 β (j) P * 2 1j P * 2j , · · · , 3 r j=1 β (j) P * 2 rj P * r−1,j , 6 r j=1 β (j) P * 1j P * 2j P * 3j , · · · , 6 r j=1 β (j) P * r−2,j P * r−1,j P * rj , 3 r j=1 β (j) P * 1j Q * 2 j , · · · , 3 r j=1 β (j) P * rj Q * 2 j (44) P T ensor(p) ∈ R r×r×r is the tensor with elements:
β (j) P * aj P * bj P * cj (a, b, c, = 1, 2, · · · , r) p V ector(p) ∈ R r denotes the vector with elements:
β (j) P * kj (k = 1, 2, · · · , r)
