We introduce a new system, called shortHMM, for predicting exons, which predicts individual exons using two related genomes. In this system, we build a hidden semi-Markov model to identify exons. In the hidden Markov model, we propose joint probability models of nucleotides in introns, splice sites, 5 UTR, 3 UTR and intergenic regions by exploiting the homology between related genomes. In order to reduce the false positive rate of the hidden Markov model, we develop a screening process which is able to identify intergenic regions.
Introduction
A great challenge in analyzing large genomes, such as those of mammals and higher plants, is to identify the relatively small amount of coding DNA in genes from a huge amount of other sequences that contain signals other than coding exons.
There are several existing computational approaches for gene recognition in large genomes.
To list a few, there is an approach which uses statistical tools to identify likely splice sites and to detect tell-tale differences in sequence composition between coding and non-coding DNA; see for example Burset and Guigo (1996) . There are also a number of integrated models, which uses a hidden Markov model to scan large genomic sequences; see for example Genie (Kulp et al. 1996) and GENSCAN (Burge and Karlin 1997) . There are also programs that employ "homology" approaches, in which exons are identified by comparing a conceptual translation of DNA sequences to databases of known protein sequences, see (Pachter et al. 1999 ) and (Gelfand et al. 1996) .
With more and more sequences available, alignments between genomic sequences from related species, particularly mouse and human, have been used for identifying genes and regulatory elements (Hardison et al., 1997 , Ansari-Lari et al., 1998; Jang et al., 1999) and for finding genes (e.g. ROSETTA (Batzoglou et al., 2000) and CEM (Bafna and Huson, 2000) ). Later, ShortHMM is a combination of a hidden semi-Markov model and a screening process. In shortHMM we built the structure of exons into a hidden Markov model. We then specified the parameters in the hidden Markov model, i.e. the probability models for each state and the transition probabilities between the states. The probability models for each state were based on the joint distribution of nucleotides between aligned human and mouse sequences. Next, we proposed a screening process that utilized sliding windows and the aligned human and mouse sequences to discriminate coding regions from non-coding regions. Last, by combining the log odds ratios from the output of the hidden Markov model and the result of the screening process, we built a classifier: as we used the hidden Markov model to identify exons, we used this classifier as an indicator of the certainty to be ascribed to exons predicted by the hidden Markov model. Similar hidden semi-Markov models have been used by TWINSCAN and SLAM. However, the HMM in shortHMM differed in several aspects. shortHMM reduced the structures in TWIN-SCAN and SLAM from gene to exon, and reduced the promoter and poly-A states. Our experiments below suggestted that, in comparison to TWINSCAN or SLAM, shortHMM is more powerful and accurate in predicting individual exons. model (cf. Rabiner 1989) . Compared with the existing gene-finding programs, GENMARK (Borodovsky and McIninch, 1993) , GENSCAN (Burge and Karlin 1997) , TWINSCAN (Korf et al. 2001) , and SLAM (Cawley et al. 2003) , our model is more general in that it searches for exons directly (without promoter and poly-A states) instead of searching for whole genes.
However, by modelling individual coding exons outside of the context of the whole gene, it does lose the ability to check for frame consistency between exons and does not, by itself, report entire gene structures. The shortHMM model is designed to provide exon predictions to a larger, integrated gene-finding methodology, perhaps involving experimental exon validation as one step (see discussion). 
Probability models
We built the probability models for each state in the hidden Markov model shown in Figure   1 . We call the sequences that we searched for exons the target sequences, and the sequences aligned to the target sequences the information sequences. In Figure 2 , we present an example of alignments we used in our model.
The original alignment:
GAGAAACACACAGGCAGTGTTTCAAAACTGTCTTCTTTTTTCAAACAG---AGGGTGGTTCCAACTTCA GACAAATACATA--CAACATTTCAAAACAATGTTTCTTTTTCTAACAGTCTAGGGTGGCTCACACTTGA The alignment with indels deleted from the target sequence:
GAGAAACACACAGGCAGTGTTTCAAAACTGTCTTCTTTTTTCAAACAGAGGGTGGTTCCAACTTCA GACAAATACATA--CAACATTTCAAAACAATGTTTCTTTTTCTAACAGAGGGTGGCTCACACTTGA Figure 2 : In the alignment, the upper sequence is our target sequence and the bottom sequence is from another closely related species, the information sequence. The columns with indels in the target sequence were deleted. The similarity between the two sequences is used in our probability models.
Like TWINSCAN, gaps in the target sequences were deleted and the indels in the information sequence were treated as a fifth character. Since the indels and the deleted columns affected the dependency in the nucleotides in the information sequence, we used Markov dependency among the nucleotides of the target sequence and the joint distribution of the aligned nucleotides in our probability models. All states in Figure 1 were assigned joint probabilities of the nucleotides from the two sequences based on the alignments. In our notation, X denotes an alignment, h i denotes a nucleotide in a target sequence (human sequence) at the i-th position, and m i denotes a nucleotide in the information sequence (mouse sequence) at the i-th position. The probability matrix for each state was based on the observed frequencies of nucleotides in various cases. In some cases, pseudo-counts were added to adjust the frequencies so that our model would be less driven by the limited size of the training sets. We also estimated the transition probabilities between the states. The detailed probability models for each state are as follows. the last 3 positions were assigned the joint distribution of the aligned triplets based on the aligned start codons. Splice acceptor and donor sites sometime break the first or last codon in exons. The states of Accbp1, Accbp2, Donbp1, and Donbp2 were the states that completed the codons in the acceptor state and the donor state. These states were assigned joint probabilities of the aligned nucleotides estimated from the training set.
• The length distributions of the exon and the initial exon that is also a final exon, i.e. the single exon, were estimated from our training set of clearly orthologous exons, and are plotted in Figure 3 . There is a big difference in the length distributions between a single exon and all types of exon combined. Figure 3 also supports the idea that "medium-sized" exons (between 51 and 300 bp in length) are more abundant. to group the single exons and the initial exons in our training set according to their length.
To reduce the computational burden, the maximum lengths of single exons and exons were set at their 98-th percentiles. by assuming that each codon in the target sequence depends on the codon in front of it and that the triplet in the information sequence that aligned to a codon only depended on the codon it aligned to. In other words, for an alignment of j codons
the probability of generating X is
where h i+3k−2 h i+3k−1 h i+3k represent a codon and the m i s are the nucleotides aligned to
were estimated from the relative frequencies of the pairs of the aligned triplets in the exons in our training set. Our training set of clearly orthologous exons was a relatively small set, so some combinations of codon alignments may not appear in the codon alignments in our training set. Pseudo-counts were added when computing
, to make sure that each codon had a chance to appear in our prediction. Moreover, the pseudocounts we used were based on the codon usage in our training set to take into account the redundancy of the genetic code. The detailed calculations of pseudo-counts are given in appendix A.
• The transition probability from the single exon state to the translational stop state was set to be 1. The signal in the translational stop state was not as strong as the signal in donor sites when we compared the likelihood of the donor sites (11 base pairs), L( donor ), and the likelihood of the partial translational stop sites (a stop codon followed by 8 nucleotides in the 3 UTR region), L( partial translational stop site ). Thus, we used the transition probability, q stop from exon state to translational stop state to balance the two types of signal according to
Using the donor sites and translational stop sites in our training set, we estimated q stop to be 0.61. Thus, the transition probability from exon to translational stop state is set to be 0.61. The transition probabilities from acceptor states to exon state, Accbp1 and Accbp2 were set to be 0.47, 0.26, 0.26 respectively. The transition probabilities from exon state to donor state, Donbp1 and Donbp2 were also set to be 0.47, 0.26, 0.26 respectively.
These probabilities were estimated according to the frames in our training set of clearly orthologous exons.
• We observed different percentages of the single and initial exons in our training set for different intervals of log odds ratio, r, at the 5 UTR region and the intron region:
where
} is the 80 nucleotides before an exon. The fraction of initial and single exons combined in our training set for different GC content, gc, and different log odds ratio, r, are listed in Table 2 . Thus, in each alignment, we treated the first accepter site, Acc1, differently from the second accepter site, Acc2. A null state was inserted between the intron and the acceptor site, Acc2, and between the 5 UTR and the translational start signal. The transition probability from and to the null states were set as 1 and the emission probabilities were set according to Table 2 . We then assigned identical intron states to them respectively, as shown in Figure 1 .
Reverse-strand states
For each alignment, we computed the likelihood of the alignment and its reverse compliment and picked out the parse that had the highest likelihood from both strands as our prediction.
Detecting intergenic region: a screening process
Most of the short alignments either are part of a gene which do not contain intergenic regions or they are part of an intergenic region only. Thus we built a hidden Markov model shown in Figure 1 to search for exons and then used a screening method to indicate the existence of potential coding regions in alignments. Here we propose a simple scanning method that is based on sliding windows. In the screening process, the alignments were not treated according to the GC content and the synonymous codon usage as in Section 2.3 since these aspects did not have much effect in the screening process.
• Using local log odds ratios and extreme value distributions Our probability models in the HMM were based on the fact that functional elements such as exons tend to be more strongly conserved by evolution than random genomic sequences. On the other hand, ancestral repeats, the relics of transposons inserted before the mammalian radiation, are supposed not to be under selective pressure. So they form a good contrast to coding regions when measuring conservation levels.
We created 1,036,002 alignments of ancestral repeats and estimated the probability matrix of aligned gapless triplets Q. That is, for each pair of gapless aligned triplets
The joint distribution of aligned gapless codons is estimated from the aligned codons in clearly orthologous exons. That is, for each aligned codon pair
where µ h 1 h 2 h 3 ,m 1 m 2 m 3 is a pseudo-count that takes the redundancy of the genetic code into account (see appendix A). Both probability matrices did not take indels into consideration since our hidden Markov model has already taken care of the gaps in the alignments.
Thus, the similarity of two sequences in an alignment can be measured by a log odds score using these two probability matrices P and Q. That is, for each window of k adjacent gap-
Because the dependency between the triplets has been taken care of by our hidden Markov model, we relaxed the dependency assumption to keep the simplicity of the screening process.
Scores were extracted from windows in the alignment as follows. For a given starting position, we scored each window of consecutive aligned triplets with k gapless aligned triplets, skipping the aligned triplets with indels. Given the strand and the starting position of an alignment, and a fixed window size k, we got a set of scores by placing the windows one after another without overlap. There is a different set of scores for each of the six possible reading frame/strand combinations. Only one of these six sets contains the highest score among all the windows. This set was considered the best scoring set and was kept. We treated the scores as if they were independent to keep the screening process simple and let the HMM deal with the dependency in the codons.
Using the score set extracted in this way, we introduce a test to discriminate between the following hypotheses:
H 0 : null hypothesis that the DNA in the alignment is not coding, and
Let Score max be the highest score in the set of independent scores extracted from an alignment as described above. We calculated a p-value for hypothesis H 0 for this alignment
where N is the number of independent scores in the set.
In Figure 5 , we present an example of computing the p-value (2.3) of an alignment.
TTATTCAAAACAATGTTTCTGATGT|TTT|TCT|AAC|AGA|GGG|TGG|CTCACACTTGA TT-TTCAAAACTGTCTTCTT-----|TTT|TCA|AAC|AGA|GGG|TGG|TTCCAACTTCA
With indels deleted from the mouse sequence:
TTTTCAAAACAATGTTTCT*TTT|TCT|AAC|AGA|GGG|TGG*CTCACACTTGA TTTTCAAAACTGTCTTCTT*TTT|TCA|AAC|AGA|GGG|TGG*TTCCAACTTCA
Here the window size is k = 6. After removing indels, the window bounded by the '*'s had the highest score (Score max ) for any of the 6 possible reading frame/strand combinations. There were 2 adjacent windows in this frame. The aligned parts that were not underlined on both ends were not scored since these two segments did not have enough aligned triplets to fill an entire window. The
• Estimating the parameters for the screening process
In order to compute the p-value in (2.3), we need to estimate the window size k and the
Since k is fixed, we will lose information on short exons if k is too big and we will get too much noise in the estimate if k is too small. The 80% interval of the length distribution estimated from clearly orthologous exons is from 18 to 79 codons and this is used to define a possible range for k. For each k, 18 ≤ k ≤ 79 we estimated P H 0 (·) based on the training set of potential non-exons. We were most interested in how often we saw large values of the scores, i.e. in the extreme tail of the distribution of large scores. We tried fitting this tail distribution. We show the qq-plots from these fits for k = 32 as examples in Figure 6 . compare with t distribution with two degrees of freedom. We can see that among the three distributions the logistic fits the data best at the high score end.
Based on these fits, we chose the logistic distribution as our null distribution of the scores for all values of k, 18 ≤ k ≤ 79. The training set of clearly orthologous exons and the training set of potential non-exons were used to estimate the window size k that minimizes the false positive rates and maximizes the true positive rates. We set the false positive rate to 1% and examined the behavior of the true positive rate. Figure 7 shows that the true positive rate attains its maximum point when k = 32 and also that for 25 ≤ k ≤ 35, the true positive rates are similar. So the method is not particularly sensitive to the choice of k = 32. 
Combining the hidden Markov model with the screening process:
shortHMM Comparing the probability of the predicted path from the hidden Markov model with the probability of a given alignment,
we have a log odds ratio S 1 , normalized by the length of the alignment
where P (H 1 , X) is the output of the Viterbi algorithm and
is the probability of the alignment X being an intergenic region.
the observed frequency of the nucleotide h i aligned to m i given h i−1 and h i−2 in our training set of potential non-exons and q 0 is from Burge and Karlin (1997, page 11).
Meanwhile, the screening process provided a p-value for each alignment X, p = P (no exon | X), the probability of the absence of coding regions in each alignment based on human-mouse sequence similarity. This p-value could be transformed into a log odds ratio score, S 2
where L is the length of the alignment X.
Although both scores S 1 and S 2 have limited power to detect false positives, i.e. the false positive rate vs. false negative rate is similar to the existing results if used alone, the two scores combine to give a good classifier to detect false positives. Figure 8 shows the plot of true positives and false positives in terms of (S 1 , S 2 ). 
Results
Our model was evaluated on the test set of human-mouse alignments of exons from RefSeq genes, i.e. clearly orthologous exons; the alignments had at least 90 nucleotides and at most 100 nucleotides from both ends of the RefSeq coding exons. Our model was also tested on the test set of human-mouse alignments that are at least 100 base pairs away from all sequences with We compared our results with the outputs of TWINSCAN and SLAM that were supplied by the authers to the UCSC genome browser database. Our model was trained on alignments of individual exons while TWINSCAN and SLAM were trained on whole genes. Another major difference is in the exon modelling. We used a 1st-order Markov model to describe the codons while TWINSCAN only measured the conservation between the nucleotides and SLAM used a 0-order Markov model for codons. With more parameters in the exon model, we are able to detect subtle information of exons in aligned sequences. In addition, the 3rd-order Markov model in the splicing sites is able to detect more splicing sites instead of the 5th-order Markov model used in TWINSCAN and SLAM. Our clearly orthologous set is only constrained by the condition of no in-frame stop codon. This also broadened our prediction when compared to TWINSCAN and SLAM. However, because of the higher sensitivity of the HMM, the false positive rate increased.
But with the screening process, we are able to remove most of the false predictions.
The results are shown in Table 3 . In Table 3 On the total number of exons predicted regardless of GC content, our model had better performance compared to TWINSCAN and SLAM. In Table 3A The ability to detect final exons of our model is very close to TWINSCAN, i.e. 1% less in true positive rate, but our model still found 3% more final exons than SLAM.
Moreover, the performance of our model was much more stable in AT-rich regions than the other two methods. Table 3B Besides the better performance of our model on RefSeq exons, we also identified some new potential coding exons using our model. An example of a potential novel exon on chromosome Markov model to deal with partial genes reduced the computational burden when computing from longer sequences. We showed that genomic similarity was very powerful in locating internal exons and that our model is very effective in locating exons.
Discussion
In this paper, we reported predictions of individual coding exons outside the context of the whole gene. Our model is not as good as other methods in locating start codons and stop codons and thus have poor prediction in single exon genes. To improve the prediction of start codons and stop codons, we could modify our model by including a state for the promoter region and a state for the poly-A tail. On the other hand, the overall prediction power is maintained by the good prediction on the internal exons.
To evaluate the model on a broader range, we applied the algorithm on the sets of human-dog alignments which were obtained by replacing the mouse sequences in our training sets with the dog sequences from UCSC genome database (Dog Genome hg17). By thresholding on the scores from the screening process to control the false exons predicted from the hidden Markov model, we obtained slightly worse results as on human-mouse alignments. Although the prediction is not affected by the GC-content on the set of human-dog alignments, the model tends to overpredict final exons, which suggests that q stop in the HMM model needs to be adjusted. Also, the distribution of the scores from the screening process is no longer logistic under the null model. This suggests the fitted logistic distribution has limited usage. However, the scores from the screening process could still filter out the majority of the false predictions. This suggests that applying the screening process to the aligned exons predicted by other models, such as TWINSCAN and SLAM, will also reduce the false positive rates.
The alignments we have used for the experiments in this paper is available from the genome database at UCSC (http://genome.ucsc.edu). The sequences were locally aligned. Compared to using globally aligned sequences, the advantage for using locally aligned sequences is that we could have more data. Although so far, we have only implemented shortHMM to locally aligned sequences, but we could implement it to any other alignments as long as the information sequence is from a species closely related to the target sequence.
The main limitation of shortHMM is that it depends on the alignments. For RefSeq exons in the human genome database at UCSC (hg12), only 1% of the alignments start from the middle of the exons. However, 25% of exons do not have alignments covering 90 base pairs from each endpoints of the exon. This means that our model only works for 75% of RefSeq exons. But with the current rate of genome sequencing, this will become a minor restriction.
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A Appendix

A.1 Calculation of the pseudo counts µs
Given the Human-Mouse codon alignment, we would like to get the joint distribution of two codons that are aligned with each other or two adjacent codons. But most of the time, we didn't have observations on many of the possible codon pairs. So we needed to add pseudo counts to our observations. On the other hand, any two amino acids are always aligned to each other or next to each other somewhere in the sequence pair. We used this information in our pseudo counts. Then we assigned a pseudo count to each of the codon pairs according to the corresponding amino acid usage so that the total pseudo count assigned to the relative amino acid pair equals the rescaled counts of that amino acid pair. We put more weights on the codon pairs that appear more often. We modeled each codon pair as a Markov process. That is, the two letters in the second position of a codon pair depended on the two letters in the first position and the two letters in the third position depended on the two letters in the second position. Using N H c ×M c , we computed the probabilities of a base pair appearing at the first position, second position and the third position of a codon pair, P 1 (l 1 ), P 2 (l 2 | l 1 ), P 3 (l 3 | l 2 ) where l 1 l 2 l 3 form a codon pair. Let K be the total number of the codon pairs appeared; we have
, where l ∈ {A×A, A×C, A×G, A×T, ..., T ×T }. Here the pseudo counts added to N 2 and N 3 must be one-sixteenth of the the pseudo count added to N 1 in order to have P 1 (l 1 ) = P 2 (l 2 ) = P 3 (l 3 ).
This is because that
The same argument goes with P 3 (·).
We used P 1 (·), P i (· | ·), i = 2, 3 andã ij , i, j ∈ {1, ..., 20} to allocate a pseudo count to each of the codon pairs. That is, for the k-th codon pair H
