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2 General Bayesian updating 
まず，ベイズ統計学について簡単に振り返ることにする．パラメータ 0を与えたも
とでの X の密度関数を J(xI 0)とし， 0の事前密度を 1r(0)とする．また，データ X
を生成する真の分布を G とし，この真の分布は仮定されたモデル {f(xI 0)I 0 E 8} 
に含まれているとする．このとき，データ X=xを与えたもとでの 0の事後分布は
ベイズの定理により
J(x I 0)1r(0) 
1r(0 Ix)= oc J(x I 0)1r(0) J豆(xI 0')1r(0')d0' 













0* = arg醐{-j logJ(x I 0)dG(x)} 
をターゲットとしこれを推定することを考え，最尤推定量の漸近正規分布の共分散行
列の形がサンドイッチ型になることはよく知られている（もし，モデルが正しく特定
されている場合には 0*は真のパラメータ〇。に等しくなる）. Bissiri et al. (2016)で
は，このーlogJ(x I 0)の代わりに一般の損失関数 C(0,x)に対して， fC(0, x)dG(x) 
を最小にするパラメータに関する合理的かつ妥当なベイズ更新を考え，これを一般
ベイズ更新 (generalBayesian updating)とよび，対応する事後分布を一般事後分布
(general posterior)とよんだ．このように，データ xとパラメータ 0を尤度関数では
なく一般の損失関数により結びつけることによるベイズ推論に関する理論は実際には
もう少し前からあるが（例えば， Chernozhukovand Hong (2003)や Zhang(2006)), 
Bissiri et al. (2016)の論文を起点に様々な方面への応用が考えられており，関連する
方法論も多く提案されてきている．
3 General posterior distribution 
X を分布 Pに従う確率変数とし，その n個の独立な複製を xn= (X1, .. ,Xn) 
とおく．いま， 0= 0(P) (0 E 8~ 配）に関心があるとし，データと 0を結びつける
関数として損失関数仰(x):=£(0心）を準備する．また，推定のターゲットとなる母








IIn,w (d0) ex exp{ -w叫tn(0)}II(d0)
ここで， w>Oは事前に定める scaleparameterであり， learningrateとよばれ，事
後分布の広がりをコントロールする役割を果たす．また，この一般事後分布は Gibbs
posteriorともよばれる．損失関数は，分析の目的に応じて決めればよく，例えば













る．このとき， 0に対する flatな事前分布と learnigrate wを与えたもとで一般事後
分布 IIn,wを構成し，事後信用区間を求めると， X 土 Za(w―1び2n-1)1/2となる．こ
こで， ZaはN(O,1)のJ:側 a分位点であり， x= n-1 区~=1 ふとする．この場合，
w=庄／臼とおけば頻度論における被覆確率を（理論的には）達成することになる．
さて，もう少し一般的な状況で考えることにしよう． 事後分布 IIn,wは， nが十分
大きいとき平均0= argminRn(0), 共分散行列 w―l(nVe)-1をもつ d次元正規分布
で近似できる事が証明されている (Chernozhukovand Hong, 2003). ただし， VOは
R(0)の2次導関数の行列とする．一方で， M-推定量の漸近正規性により 0はnが十
分大きいとき，平均〇＊，共分散行列 n―ive―lEp[互we-1をもつ d次元正規分布に
従うことが知られている（例えば， vander Vaart (1998)). ただし，鯰はんの 0に
関する導関数を表す．両者の漸近共分散行列を見ればわかるように，事後信用領域は
頻度論における被覆確率を近似的にも達成しないことがわかる（このことについては，
Kleijn and van der Vaart (2012)でも言及されている）．なお，モデルが正しく特定
されている場合は適当な正則条件のもとで Bernstein-vanMisesの定理により近似的
に両者は一致することを示すことができる．そこで， Syringand Martin (2019)は，
この現象に着目して近似的な事後信用領域が noninalcoverage probabilityを近似的
に達成するように learningrate w をカリブレーションする方法を提案している．ま








所であるが，ここでは統計モデル {f(xI 0)I 0 E 8}を一つ想定し，損失関数として
仰(x)=£(x, f(x I 0))を考えると，推定のターゲットとなるパラメータはダイバー
ジェンスに対する相互エントロピーを最小化するものであると考えることもできる．




バージェンスが提案されいる．特に,Fujisawa and Eguchi (2008)により提案された
,-divergenceは理論と実装の両面で優れた点をもつダイバージェンスである．
ベイズ統計学の枠組みでの研究としては，例えば， Hookerand Vidyashankar 
(2014), Ghosh and Basu (2016), Jewson et al. (2018), Nakagawa and Hashimoto 











はされてきてはおらず今後の進展が期待されている (Lyddonet al., 2018). 一方で，











prior (例えば， Dattaand Mukerjee (2004))に韮づく事後信用領域を用いることで近
似的には nominalcoverage probabilityを達成できることが期待できそうであるが，
モデルが誤特定されている場合にはそれでもうまくいくとは限らないことが線形回帰




応用に焦点を当てたが，もちろん他にも多くの研究がある．例えば， Lyddon et al. 
(2019)や Syringand Martin (2019)では，サポートベクターマシンや分位点回帰モ
デルに対する適用も行なっている．この分野の人門としては Bissiriet al. (2016)が
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