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RESUMEN 
La presente línea de investigación se 
inscribe en la temática de Sistemas de 
Tiempo Real, profundizando sobre dos 
aspectos claves: planificación de tareas y 
latencia de los sistemas. Se utilizarán 
herramientas de simulación y sistemas 
reales. Una vez obtenidas posibles me-
joras, se implementarán en algún Sistema 
Operativo de Tiempo Real (SOTR). Se 
debe tener en cuenta que la planificación 
impacta en todo el sistema con  lo que 
surgen problemas tales como inversión de 
prioridades[18], lo cual también es tema 
de este trabajo. 
Palabras Claves: Tiempo Real, 
Planificación, Sistemas Operativos, 
Simulación, Latencia.  
CONTEXTO 
Del año pasado: Esta línea de 
Investigación forma parte del proyecto 
"Arqutecturas multiprocesador distribui-
das. Modelos, Software de Base y 
Aplicaciones" del Instituto de Investiga-
ción en Informática LIDI acreditado por 
la UNLP. El planteo que se presenta 
constituye la continuación de la misma 




Los sistemas de tiempo real (STR)  son 
sistemas para los que las restricciones de 
tiempo de cada tarea a realizar son un 
requerimiento esencial. Esto implica un  
sistema operativo especialmente dise-
ñado, en particular el planificador del 
mismo, que será en gran parte respon-
sable del cumplimiento de dichos 
plazos[1][2][3][5][10]. 
Un sistema de tiempo real es un sistema 
informático que: 
•Interacciona con entorno físico: 
Responde a estímulos que recibe del 
mismo dentro de un plazo de tiempo de-
terminado. 
•Para que el funcionamiento del sistema 
sea correcto no basta con que las acciones 
sean correctas, sino que tienen que 
ejecutarse dentro del intervalo de tiempo 
especificado (corrección lógica y 
temporal). 
•Si bien debe ser suficientemente rápido 
para cumplir los requerimientos, que un 
sistema sea rápido no implica que  sea de 
tiempo real. 
•Los requerimientos de rapidez estarán 
fijados por el tipo de estímulos con los 
que trate. 
•Es un sistema compuesto por un entorno 
físico y un sistema de cómputos que toma 
estímulos del entorno físico y genera 
acciones en el mismo. 
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•Si bien los estímulos del entorno fijo 
están regidos por un tiempo cronométrico 
y los del sistema de computo por un 
tiempo determinado por  la ejecución de 
instrucciones, dichos tiempos deberán 
estar sincronizados. 
•Las acciones del sistema de cómputo se 
llaman tareas.  Y la organización de 
dichas tareas para su ejecución por los 
procesadores  de la arquitectura de 
procesamiento se llama planificación de 
tareas de tiempo real. 
•El procedimiento que rige el orden de 
ejecución de tareas  se llama  política de 
planificación [9][11][12][13]. 
•Planificación de tareas dirigida al 
cumplimiento de las restricciones de 







LINEAS DE INVESTIGACION Y 
DESARROLLO 
•Simulación de diferentes sistemas, 
paradigmáticos,  empleando simuladores, 
principalmente la herramienta de simula-
ción Cheddar, a fin de determinar que 









•Se analizan los diferentes SOTRs, en lo 
referente a las políticas de planificación 
que tengan implementadas y la posibi-
lidad de agregarles o mejorarlas[15]. 
•Planificación sobre mono procesadores y 
multiprocesadores [4]. La planificación 
sobre multiprocesadores está emparentada 
con el tema de sincronización de relojes, 
expandiendo este tema a sistemas distri-
buidos. 
 
RESULTADOS Y OBJETIVOS 
 
•Se han realizado pruebas  sobre SOTRs a 
fin de determinar su latencia [17]. 
•Se han simulado diversos sistemas sobre 
la herramienta Cheddar. 
•
Experimentos en ambientes simulados de 
micro controladores, del tipo microchip, 
empleando el ambiente MPLAB y la 
herramienta de simulación  Proteus [16]. 
En estas simulaciones, se prueban 
sistemas utilizando como plataforma el 
sistema operativo Freertos[8], 
realizándose mediciones sobre la 
ejecución simulada del mismo. Dichas 
pruebas son derivadas de las realizadas en 
Cheddar. El objetivo de estas 
experiencias es detectar posibles mejoras 
a Freertos en los aspectos de planificación 
e implementarlas. 
 
FORMACION DE RECURSOS 
HUMANOS 
 
En base a estos temas se están desarro-
llando un doctorado y dos posibles tesinas 
de grado. También aportan trabajos de a-
 Activación 
Ejecución de la tarea 
Arranque Terminación 
Límite 
Tiempo de ejecución 
 Planificación de Tiempo Real 
Blanda Dura o estricta 
Dinámica Estática 
Apropiativa No apropiativa Apropiativa No apropiativa 
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lumnos de la materia Diseño de Sistemas 
de Tiempo Real.  
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