Meta-heuristic algorithm has been a research hotspot in solving the optimal solution of large-scale functions. However, meta-heuristic algorithms are prone to fall into local optimum problems, such as the recently proposed dolphin swarm algorithm (DSA). To solve this problem, in this study, the quantum search algorithm is introduced into DSA. In addition, to test the performance of the proposed quantum dolphin swarm algorithm (QDSA), six commonly used large-scale functions (e.g. Rotated hyperellipsoid function) are taken as examples. Furthermore, some advanced algorithms (e.g. whale optimization algorithm (WOA)) are used for comparison. The results show that the ability of QDSA to obtain global optimal solution is obviously improved compared with DSA, and the performance of QDSA is superior to other algorithms considered for comparison. Finally, it can be concluded that such a novel meta-heuristic algorithm may help to improve the problem of solving the optimal solution of large-scale functions.
I. INTRODUCTION
The optimization problem of large-scale functions has always been a hotspot in the field of optimization. Large-scale function optimization problems have important applications in theory and engineering [1] , [2] . Many practical engineering problems can be solved by transforming them into function optimization problems, such as multi-parameter function optimization [3] - [5] . In this study, we define a function whose variable is higher than 50 as a large-scale function. Therefore, it is of great significance to study the solution of large-scale functions.
However, the large-scale function is unable to draw intuitive function image in three-dimensional space, and with the increase of function dimension, the scale of search space presents exponential growth, which brings some difficulties to the optimization of large-scale function [6] - [8] .
The associate editor coordinating the review of this manuscript and approving it for publication was Dimitrios Katsaros . Therefore, some scholars have tried to use the meta-heuristic algorithm to solve the optimization problem of large-scale functions in recent years, these research results are shown in TABLE 1.
From TABLE 1, it is clear that some meta-heuristic algorithms proposed in the past few years are inspired by particle swarm optimization (PSO). PSO has been proposed for several years, but it is still easy to fall into local optimum. What is more, these meta-heuristic algorithms in TABLE 1 only improve this problem to a certain extent. Therefore, some improved meta-heuristic algorithms are established, as shown in TABLE 2.
For TABLE 2, some improved meta-heuristic algorithms are proposed, but these improved meta-heuristic algorithms just can solve the low-dimensional function, for example, some functions have two or three variables. So, in order to solve the optimization problem of large-scale functions, it is necessary to establish a new meta-heuristic algorithm. In 2016, dolphin swarm algorithm (DSA) is proposed and applied by [32] . However Similar to other metaheuristic algorithms, DSA has the problem of an optimal balance between exploitation and exploration and of easy falling into local optimum. So, to address this problem, a new algorithm named quantum dolphin swarm algorithm (QDSA) is proposed by introducing quantum search algorithm into dolphin swarm algorithm in this paper.
II. DOLPHIN SWARM ALGORITHM (DSA) A. HUNTING PROCESS OF DOLPHIN SWARM
The development of some meta-heuristic algorithms is inspired by PSO. DSA is no exception. Wu et al. observed dolphin swarm and found some behaviors, including echolocation, division of labor, cooperation and information exchange. Dolphins catch and feed on their prey through these behavior patterns.
B. SOME BASIC DEFINITIONS 1) DOLPHIN
In the optimization process of DSA, each dolphin is equivalent to the particle in the PSO, representing a feasible solution in the optimization problem. In this paper, dolphins are defined as Dol i =[x 1 , x 2 , . . . , x D ] T (i = 1, 2, . . . , N ), where N means the number of dolphins, and x j (j = 1, 2, . . . , D) mean the component.
2) OPTIMAL INDIVIDUAL AND NEIGHBORHOOD SOLUTION
The two important definitions related to the DSA are the optimal individual solution (expressed as L) and neighborhood solution (shown as K). Moreover, for each Dol i (i = 1, 2, . . . , N ), there are two important parameters which are K i (i = 1, 2, . . . , N ) and L i (i = 1, 2, . . . , N ), where L i means the optimal solution that Dol i finds in a unique time, and K i represents the optimal solution of what Dol i gets from others.
3) FITNESS AND DISTANCE
In DSA, three kinds of distances need to be defined, which are the distance between L i and K i , named DLK i , the distance between Dol i and K i , named DK i , and the distance between Dol i and Dol j , named DD i,j . These three distances are expressed as follows:
(1)
C. CRIGICAL STAGES 1) SEARCH STAGE When dolphins are searching for prey, they deliver the sound in M directions in the area near the dolphin in general. To accurately describe the process of dolphin hunting for prey, the sound is defined as
. . , M ) in this study, where v j (j = 1, 2, . . . , D) means the component of each dimension, called M means the number of sounds and the direction attribute of the sound. Furthermore, sound satisfies ||V i || = speed (i = 1, 2, . . . , M ), where 'speed' is the speed attribute of sound. A maximum search time T 1 is set to prevent dolphins from falling into the search phase. In the range of 0 to T 1 , the sound V j that Dol i (i = 1, 2, . . . , N ) makes at time t will find a new solution X ijt . The definition of X ijt is as follows.
For X ijt , its fitness value E ijt is defined as follows:
If E iab = min j=1,2,...,M;t=1,2,...,T 1 E ijt = min j=1,2,...,M;t=1,2,...,T 1 Fitness X ijt (6) Then L i of Dol i is defined as
If
Then L i replaces K i ; otherwise, K i does not vary. After all the Dol i (i = 1, 2, . . . , N ) update, L i and K i , dolphins get into the call stage.
2) RECEPTION STAGE
In DSA, the reception stage happens after the call stage. The reception stage is first represented in detail.
An N×N-order matrix which is named 'transmission time matrix' (TS= (TS ij (i = 1, 2, . . . , N ; j = 1, 2, . . . , N ))) is used to express the information exchange between dolphins, where TS ij is the rest of the time for the sound of moving from Dol i to Dol j . When dolphins enter the reception stage, that all components TS ij (i = 1, 2, . . . , N ; j = 1, 2, . . . , N ) in the TS will decrease indicate that the sounds spread on any component TS ij in the TS, and if
This shows that the sound, which will be obtained by Dol i , transmitting from Dol j to Dol i . What is more, TS ij will be substituted by a new acquisition time, which is named 'maximum transmission time' (T 2 ). Through this process, the related sound will be received. Besides, comparing K i and K j , if
Then K i will be replaced by K j , or K i does not vary. Then, DSA enters the predation stage.
3) CALL STAGE
where A means the acceleration. Then, TS i,j is updated in the light of the following equation:
After all the TS i,j is updated, DSA enters the reception stage.
4) PREDATION STAGE
In this stage, each dolphin hunts for preys within a surrounding radius called R 2 . Besides, R 2 determines the distance between its position after the predation obtains a new position and the dolphin's optimal neighborhood solution. In addition, the search radius R 1 , which is the maximum range in the search stage, is calculated as follows:
Then, Dol i (i = 1, 2, . . . , N ) is supposed to an example for depicting the calculation of R 2 and update the dolphin's position.
(a) For Dol i (i = 1, 2, . . . , N ), if
Next, R 2 is calculated on the basis of EQUATION (16) .
where e means the radius reduction coefficient.
After obtaining R 2 , Dol i 's new position newDol i is got:
and
Next, R 2 is calculated on the basis of EQUATION (20) . (20) After obtaining R 2 , Dol i 's new position newDol i can be obtained:
Next, R 2 is calculated on the basis of EQUATION (23) .
After obtaining R 2 , Dol i 's new position newDol i is got by EQUATION (21) .
After Dol i moves to the position newDol i , comparing newDol i with K i in terms of fitness, if
Then K i will be replaced by newDol i , or K i does not vary. At last, If the end condition of iteration is satisfied, DSA gets into the termination stage, otherwise, DSA gets into the search stage.
III. QUANTUM DOLPHIN SWARM ALGORITHM (QDSA)
In quantum space [33] , [34] , the dolphin's position and velocity cannot be determined simultaneously, so the dolphin's state must be described by wave function ψ(X,t), where X is the dolphin's position vector. The physical meaning of the wave function is that the square of its mode represents the probability density of the dolphin appearing at the X-position in space. The definition of the wave function ψ(X,t) is as follows:
Among them, Q is a probability density function, which satisfies the following normalization conditions. The dolphin position is obtained by Monte Carlo stochastic simulation, and its update equation is EQUATIONs (27) to (31) .
where P b and P g represent the individual and the global optimal position of the population respectively; θ is a random number which obeys uniform distribution on [0,1]; P(t) is the local attraction region of the tth iteration of dolphin, indicating that the position of each dolphin is a random position between the individual optimal position and the global optimal position; mbest(t) is the average value of the individual optimal position of all dolphins in the population; N denotes the size of the population, i.e. the number of dolphins; L denotes the weighted distance between the particle and the average optimal position of the population; u is a random number which obeys uniform distribution on [0,1]; α is called shrinkage-expansion coefficient, which is used to control the convergence rate of dolphins. As iteration progresses, α changes linearly from a to b. Usually a = 1, b = 0.5, and G max represents the maximum number of iterations.
The following evolutionary formulas can be obtained from the synthesis formula (27) -(31):
The flow chart of QDSA is shown in FIGURE 1.
IV. RESULTS ANALYSIS AND COMPARISON A. EXPERIMENTAL PLATFORM, COMPARING ALGORITHMS AND PARAMETER SETTING
In this paper, the main novel work is to propose a new algorithm, namely QDSA, which belongs to the field of artificial intelligence. The performance of computers in this field is very important, which directly affects the calculation results.
To test the performance of the QDSA and ensure the fairness of each experiment, we need to ensure that it is carried out on the same computer platform. Based on this common sense, the computer platform configuration is shown in TABLE 3. For a new algorithm proposed in this paper, it is necessary to test whether the performance of this algorithm is excellent or not and to compare it with the advanced algorithms (e.g. WPA (Wolf pack algorithm)) in the latest research results. In this paper, QDSA is compared with whale optimization algorithm (WOA) [35] , DSA ( [32] ), adaptive genetic algorithm (AGA) [36] , adaptive particle swarm optimization (APSO) [22] , WPA [30] , cuckoo algorithm (CS) [37] and Chicken swarm optimization (CSO) [38] .
In this paper, there are many metaheuristic algorithms involved. To ensure that all experiments are carried out on the same platform, the parameters of the algorithm need to be the same. In addition, all experiments are performed 10 times. The average results of these 10 experiments are used as the basis for comparison. The maximum number of iterations is 100 and the population number is 50. Furthermore, to ensure the fairness of the comparison, all the parameters of the proposed and comparative algorithms are set as shown in the six large-scale test functions are represented by F1, F2, F3, F4, F5, and F6, respectively.
The Rastrigin function has several local minima. It is highly multimodal, but the location of the minimum is regularly distributed. The Ackley function is widely used for testing optimization algorithms. It is characterized by a nearly flat outer region and a large hole at the center. The function poses a risk for optimization algorithms, particularly hillclimbing algorithms, to be trapped in one of its many local minima. The Griewank function has many widespread local minima, which are regularly distributed. The Sphere function has d local minima except for the global one. It is continuous, convex and unimodal. The Rotated Hyper-Ellipsoid function, which is an extension of the axis parallel Hyper-Ellipsoid function. The definitions of these functions are shown in EQUATIONs (33) → (39). Their two-dimensional diagrams are shown in FIGURE 2. The definition of Rastrigin function is as follow:
where x i and i belong to [−5, 5] and [1, D] , the minimum value of F1(x) is 0. The definition of Ackley function is as follow:
where x i and i belong to [−32.768, 32 .768] and [1, D] ; a = 20, b = 0.2, c = 2π; the minimum value of F2(x) is 0. The definition of Griewank function is as follow:
where x i and i belong to [-600, 600] and [1, D] ; the minimum value of F3(x) is 0.
The definition of Sphere function is as follow:
where x i and i belong to [-5.12, 5.12] and [1, D] ; the minimum value of F4(x) is 0. The definition of Levy function is as follow:
(ω i − 1) 2 · · · 1 + 10 sin 2 (π ω i + 1)
where i belong to [1, D] and the minimum value of F5(x) is 0. ω i is defined as follow:
The definition of Rotated hyper-ellipsoid function is as follow: FIGURE 3 gives the iterative behavior based on QDSA using the different dimension of the F1. FIGURE 4 shows the convergence curve based on QDSA and advanced algorithms considered for comparison using the different dimension of the F1. TABLE 5 lists different algorithms comparison based on the different dimensions of the F1 using different indicators.
By analyzing FIGUREs 3-4 and TABLE 5, the following results and comparison are given.
(1) As can be seen from FIGURE 3 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F1 function, i.e. 0. This situation is also reflected in FIGURE 3 (b), (c), (e), (f), (h) and (i). This result shows that QDSA can obtain the optimal solution of F1.
(2) For FIGURE 4, the average fitting curve of QDSA is lower than that of other advanced algorithms, which indicates that QDSA converges more easily than other algorithms. Furthermore, with the increase of the dimension of F1 function, the range of solution is also gradually enlarged, but the average fitting curve of QSDA is still very low, which shows that QDSA has a strong convergence ability.
(3) From TABLE 5, the Min, Max, Mean, Std., and A.G of QDSA are lower than other algorithms based on the 200, 300 and 400 dimensions of F1. This result shows that QDSA is better than other algorithms.
D. EXPERIMENT II: PERFORMANCE TESTING AND COMPARISON WITH ADVANCED ALGORITHMS BASED ON F2
Some experimental results are expressed in FIGUREs 5-6 and TABLE 6. FIGURE 5 shows the iterative behavior based on QDSA using the different dimension of the F2 including 200, 300, and 400 dimensions. FIGURE 6 demonstrates the convergence curve based on QDSA and some advanced algorithms considered for comparison by applying the different dimension of the F2. TABLE 6 lists different algorithms comparison based on the different dimensions of the F2 using different indicators.
Based on the FIGUREs 5-6 and TABLE 6, the following results and comparison are given.
(1) As can be seen from FIGURE 5 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F2 function, i.e. 0. This situation is also reflected in (2) For FIGURE 6, the average fitting curve of QDSA is lower than that of other algorithms, which implies that QDSA converges more easily than other algorithms. In addition, with the increase of the dimension of F2 function, the range of solution is also gradually enlarged, however, compared with other algorithms, QDSA has very good convergence ability.
(3) From 7 lists the iterative behavior based on QDSA using the different dimension of the F3 including 200, 300, and 400 dimensions. FIGURE 8 shows the convergence curve based on QDSA and advanced algorithms considered for comparison using the different dimension of the F3. TABLE 7 lists different algorithms comparison based on the different dimensions of the F3 using different indicators.
Based on the FIGUREs 7-8 and TABLE 7, the following results and comparison are given.
(1) As can be seen from FIGURE 7 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F3 function, i.e. 0. This situation is also reflected in FIGURE 7 (b), (c), (e), (f), (h) and (i). This shows that QDSA can obtain the optimal solution of F3. (2) For FIGURE 8, the average fitting curve of QDSA is lower than that of other algorithms, which implies that QDSA converges more easily than other algorithms. Besides, with the increase of the dimension of F3 function, the range of solution is also gradually enlarged, however, compared with other algorithms, QDSA has very good convergence ability. Some experimental results are shown in FIGUREs 9-10 and TABLE 8. FIGURE 9 gives the Iterative behavior based on QDSA using the different dimensions of the F4 including 200, 300, and 400 dimensions. FIGURE 10 shows the convergence curve based on QDSA and advanced algorithms Based on the FIGUREs 9-10 and TABLE 8, the following results and comparison are given.
(1) As can be seen from FIGURE 9 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F4 function, i.e. 0. This situation is also reflected in FIGURE 9 (b), (c), (e), (f), (h) and (i). This shows that QDSA can obtain the optimal solution of F4. (2) For FIGURE 9, the average fitting curve of QDSA is lower than that of other algorithms, which implies that QDSA converges more easily than other algorithms. Besides, with the increase of the dimension of F4 function, the range of solution is also gradually enlarged, however, compared with other algorithms, QDSA has very good convergence ability.
(3) From FIGURE 11 gives the iterative behavior based on QDSA using the different dimension of the F5 including 200, 300, and 400 dimensions. FIGURE 12 shows the convergence curve based on QDSA and advanced algorithms considered for comparison using the different dimension of the F5. TABLE 9 lists different algorithms comparison based on the different dimensions of the F5 using different indicators.
Based on the FIGUREs 11-12 and TABLE 9, the following results and comparison are given.
(1) As can be seen from FIGURE 11 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F5 function, i.e. 0. This situation is also reflected in FIGURE 11 (b), (c), (e), (f), (h) and (i). This shows that QDSA can obtain the optimal solution of F5.
(2) For FIGURE 11, the average fitting curve of QDSA is lower than that of other algorithms, which implies that QDSA converges more easily than other algorithms. What is more, with the increase of the dimension of F5 function, the range of solution is also gradually enlarged, however, compared with other algorithms, QDSA has very good convergence ability.
(3) From the iterative behavior based on QDSA using the different dimensions of the F6. FIGURE 14 shows the convergence curve based on QDSA and advanced algorithms considered for comparison using the different dimensions of the F6. TABLE 10 lists different algorithms comparison based on the different dimensions of the F6 using different indicators. Based on the FIGUREs 13-14 and TABLE 10, the following results and comparison are given.
(1) As can be seen from FIGURE 13 (a), (d) and (g) with the increasing number of iterations, the average fitting value gradually approaches the optimal solution of F6 function, i.e. 0. This situation is also reflected in FIGURE 13 (b), (c), (e), (f), (h) and (i). This shows that QDSA can obtain the optimal solution of F6. Furthermore, with the increase of the dimension of F6 function, the range of solution is also gradually enlarged, however, compared with other algorithms, QDSA has very good convergence ability.
(2) For FIGURE 14, the average fitting curve of QDSA is lower than that of other algorithms, which implies that QDSA converges more easily than other algorithms.
(3) From 
V. DISCUSSION

A. RESEARCH FINDINGS
The solution of large-scale functions has always been a hot topic for scholars at home and abroad. To solve the problem of large-scale function more accurately, a new algorithm (QDSA), is proposed in this study. Based on six commonly used large-scale test functions, the performance of QDSA and advanced algorithms are compared. Some interesting findings are as follows:
(1) According to Min, Max, Mean, Std., A.G, QDSA is better than DSA based on the different dimension of the Rastrigin function, Ackley function, Griewank function, Sphere function, LEVY function and ROTATED HYPER-ELLIPSOID function. This finding shows that the combination of quantum search and dolphin swarm algorithm effectively improves the problem of obtaining a globally optimal solution by DSA.
(2) Compared with WOA, AGA, APSO, WPA, CS, and CSO, QDSA has a stronger ability to obtain the optimal solution. This finding implies that QDSA is an effective improvement.
B. FUTURE RESEARCH
Although the proposed QDSA is better, the parameters are fixed when the QDSA is tested, which limits the ability of QDSA to solve large-scale functions to a certain extent. So, in future research, an adaptive parameter change of QDSA is a research direction. At the same time, the innovative method is applied to other fields to further verify the practical application value of the method, e.g. energy storage optimization [39] - [44] , the parameter optimization of natural gas load prediction [45] - [50] etc.
VI. CONCLUSION
Aiming at the problem that DSA has weak global convergence ability and is easy to fall into local optimum, this paper proposed QDSA. It is compared with CS, DSA, AGA, APSO, WPA, WOA, and CSO. Through experiments, the performance of QDSA in solving large-scale functions is better than that of other algorithms considered for comparison.
Besides, QDSA improves the problem of DSA falling into the local solution and QDSA obtains optimal solutions for different scale test functions. Therefore, it can be concluded that QDSA is an effective improvement.
