Abstract This article paves a way for assessing flood risk by the use of two-parameter distributions, for the intervals between threshold exceedences rather than by the traditional exponential distribution. In a case study, the apparent properties of intervals between exceedences of runoff events differ from those anticipated for exponentially distributed series. A procedure is proposed to relate two statistical parameters of the intervals to threshold discharges. It considers partial duration series (PDS) with thresholds equal to all high enough observed discharges. To avoid unnecessary assumptions on the behaviour of those parameters and effects of dependence between parameters for different PDS, a non-parametric trend-free pre-whitened scheme is applied. It leads to power-law relationships between a discharge and the mean and standard deviation of the intervals between its exceedences. Predicted mean inter-exceedence intervals, for the highest observed discharges at the stations, are closer to the observational periods than those predicted by GEV distributions fitted to AMS, and by GP distributions to fitted PDS. In the present case, the latter predictions are longer than the observational periods whereas some of the predicted mean inter-exceedences are shorter than the corresponding observational periods and some others are longer.
which the magnitude y of the event will be equalled or exceeded once is known as recurrence interval, return period or simple frequency, to be designated by T." The peak, which is the maximum instantaneous discharge of a runoff event, is the most pronounced measure of the event's magnitude. The traditional determination of recurrence intervals for a gauged site is composed of three steps: (1) drawing a sample of peaks from the records for the site; (2) fitting a statistical distribution that relates peaks to exceedence probabilities in the sample; and (3) transforming these probabilities into recurrence intervals (e.g. Jarvis et al., 1936; Katz et al., 2002; Smith, 2003) . The procedure for an ungauged site is based upon the results obtained for a number of gauged sites. The present work proposes to replace steps (2) and (3) by direct relationships between discharges and two statistical parameters of the intervals between their exceedences. This enables the fitting of two-parameter distributions (e.g. the gamma) to the intervals between exceedences of runoff peaks, rather than the one-parameter exponential distribution fitted by the traditional procedure.
CRITIQUE OF THE TRADITIONAL PRACTICE Sample selection
The complete series of recorded peaks at a site may be too voluminous for convenient handling (particularly in the old times of manual computation), and maintain too high a correlation among its members (which might interfere with the independence assumption lying behind the probabilistic procedures applied). To overcome these difficulties, a sample of high peaks is drawn from the complete series. Two methods of drawing are applied. One is of the maximum peak for every hydrological year on record, and the other is of the peaks that exceed a selected threshold (or are equal to it). Samples drawn through the former method are called Annual Maxima Series (AMS), and those drawn through the latter one are Partial Duration Series (PDS). In recent literature, and in non-hydrological articles, they are called also Block Maxima and Peaks Over Threshold, respectively.
Fit of a statistical distribution
The relationship between peaks and their exceedence probabilities is constructed by the fitting of a chosen statistical distribution to observed magnitudes in the sample. A number of distributions, a number of fitting methods and a number of tests of the goodness-of-fit are employed, with no general agreement on the choice (e.g. Cunnane, 1985; Bobee et al., 1993) . Certain countries have established regulations on the fits submitted for official purposes. Some recent articles recommend fit of the GEV distribution to AMS and of the GP distribution to PDS (e.g. Katz et al., 2002; Smith, 2003; Koutsoyiannis, 2004 Koutsoyiannis, , 2005 .
Transformation of probabilities to recurrence intervals
In a rigorous consideration, the recurrence interval of a discharge Q, T(Q), is defined as the expected value of the intervals between exceedences of Q. The value of T(Q) is traditionally predicted from the non-exceedence probability of that discharge, F(Q), through the following relationship:
where N is the observational period and n is the size of the series. Some articles that deal with AMS, or with PDS of which the size is equal to that of the corresponding AMS, omit the average frequency of events, n/N, and present the dimensionally incorrect relationship:
In addition to the dimensionality problem, equation (1a) cannot be applied to PDS of other sizes and to AMS for streams carrying no flow during a number of years during the observational period. (In the latter case, however, one may apply equation (1a) with a conditional probability, which eventually leads to equation (1).) The application of equation (1) suffices where the intervals between exceedences of Q follow a oneparameter distribution for which the different statistical parameters are deterministically related to one another. Such is the commonly selected exponential distribution (e.g. Shane & Lynn, 1964; Kirby, 1969; Cruise & Arora, 1990; Katz et al., 2002; Smith, 2003; Koutsoyiannis, 2004 Koutsoyiannis, , 2005 . For this distribution, the standard deviation of the intervals is equal to the mean, and the skewness coefficient's value is 2. The exponential distribution does not account for any persistence which might prevail in the series. Its application is based upon the presumption that the values in the series are independent of one another.
For the stations in the present study, Ben-Zvi (1999a,b) has shown that the gamma distribution fits the inter-exceedence intervals of the high peaks better than the exponential distribution does. Furthermore, differences are apparent between occurrence frequencies of high discharges in Israel during different epochs, which indicates that a certain persistence might exist there (Ben-Zvi & Azmon, 2003) . These raise a suspicion as to the adequacy of the exponential distribution for representing intervals between exceedences of high discharges.
Another view on the occurrence frequency of high discharges is gained through counting them. Exponentially distributed intervals result in a Poisson distribution of the number of exceeding events in a unit of time (e.g. Shane & Lynn, 1964; Kirby, 1969; Cruise & Arora, 1990; Xu et al., 1998) . This is a one-parameter distribution for which the mean and the variance are equal to the ratio of the time unit to the mean interexceedence interval. The Poisson distribution is often selected for counting runoff events (e.g. Ben-Zvi & BenZvi, 1971; Todorovic, 1978; Lang et al., 1999; Martins & Stedinger, 2001; Begueria, 2005) . A doubt about its adequacy was raised by Ben-Zvi (1991) , who found that the negative binomial distribution better counts runoff events in Israel. Lang (1999) found a paradox in the assertion that waiting times between events are exponential while their count is negative binomial. A negative binomial distribution of the number of events in a unit of time is associated with a gamma distribution of their inter-exceedence intervals. Fit of the latter distribution to records requires information on the mean and the standard deviation of the intervals.
As the traditional procedure draws information on the mean interval only, it should be replaced by one that can draw information on other parameters as well. A procedure, which simultaneously and independently draws information on two parameters, is proposed here. It directly relates discharges to the mean and to the standard deviation of the intervals between their exceedences. The present study demonstrates the need for and feasibility of applying such a procedure and paves a way for a more realistic assessment of flood risk.
THE PROPOSED PROCEDURE
To draw information on the intervals between exceedences of high peaks, a number of parameters of these intervals have been determined from the records. These are the mean, standard deviation, skewness coefficient and lag-1 serial correlation for many PDS at nine hydrometric stations in Israel. In general, the mean and the standard deviation are found to be unequal to each other, a fact that confirms earlier suspicions of the unsuitability of the exponential distribution (Ben-Zvi, 1991 , 1999a Ben-Zvi & Azmon, 2003) . The ratio of these parameters, the coefficient of variation, varies between different PDS at a station. This precludes the sufficiency of any one-parameter distribution for representing intervals between discharge exceedences.
As steps (2) and (3) of the traditional procedure result in a one-parameter distribution of the intervals, they are replaced by direct relations of discharges to two parameters of the intervals. The decision on the series to be selected for the procedure is based on the superiority of PDS over AMS. Kisiel et al. (1971) , stated that an event series is more informative than a monthly or an annual series. Todorovic (1978) , concluded that construction of a stochastic model for AMS is hampered by many difficulties, whereas that for PDS has a solid theoretical base. Rasmussen et al. (1994) considered PDS as providing a more complete description of flood processes than AMS do. Lang et al. (1999) viewed PDS as a compromise between AMS and classical time series modelling. Ben-Zvi (2009) showed a more accurate prediction (through the traditional procedure) of 100-year rainfall intensities by use of PDS than that by use of AMS. In the present study, many PDS, nested within one another, provide the required information. (In mathematics, nested series are telescopically placed within one another).
The mean inter-exceedence interval for a PDS is the ratio of the observational period to the number of exceedences in the series (i.e. to the position of the associated threshold in a descending order of the peaks) and it does not depend on the composition of the intervals in the series. Yet, the standard deviation of the intervals does depend on that composition. As different PDS at a site may share some of the interexceedence intervals, their standard deviations may not be independent of one another. To avoid unnecessary assumptions on the behaviour of the mean and the standard deviation associated with different PDS, and the effects of their inter-dependence, a nonparametric trend-free pre-whitened relationship is chosen.
The procedure for obtaining the new relationship considers the slopes between realizations of the variables. A slope is the difference between any two values of the dependent variable (i.e. the mean or the standard deviation of the intervals between exceedences) divided by the difference between the appropriate values of the independent variable (i.e. exceeded discharge). The median of all pair-wise slopes in the sample, positioned so as to pass through the point of median values of the variables, describes the sought relationship (e.g. Brauner, 1997; Newson, 2002; Huth & Pokorna, 2004) . To eliminate effect of autocorrelations that might exist between different realizations of the variables, their values are corrected by use of a trend-free pre-whitened (TFPW) procedure (Yue et al., 2002) .
In the present case, the linear slope appears too mild for the required relationships, while the logarithmic one appears promising. A logarithmic slope is a linear slope of the logarithmic-transformed values of the variables. Its back-transformation into physical dimensions results in a power-law relationship between the variables. The simultaneous application of the procedure, for the mean and for the standard deviation of the intervals, enables the fitting of a two-parameter distribution to flood occurrences.
DATA
The data for this study have been recorded at nine hydrometric stations of the Israel Hydrological Service. They are located on ephemeral streams and their watersheds are exposed to Mediterranean and arid climates, with precipitation falling during the cool winter season, and with a hot and dry summer season. Each station is equipped with a continuous water level recorder. Recorded water stages at the stations are transformed into discharges via rating curves. Accuracy of the curves is good for the Mediterranean climatic stations and poor for the arid ones (characterized here by a mean depth of precipitation of less than 200 mm year -1
). Some characteristics of the watersheds and the records are presented in Table 1 .
The complete series of runoff events has been drawn from the records. Cessation of the flow for at least 24 hours discriminates between distinct and multipeaked events. Application of such a criterion might interfere with the fit of a probabilistic distribution for counting the events (Ashkar & Rousselle, 1983) , but it avoids the need for a subjective distinction between outof-phase contributions from different tributaries and those resulting from distinct rainfall events. It also avoids the need for hydrograph separation, with its effect on the later discharges. Noting the seasonal effect on the distribution of events, records suspected of covering incomplete hydrological years were omitted from the analysis (here, the year is defined as the Israeli meteorological year, from 1 August to 31 July). The complete series of peaks, at the nine stations, are depicted in Fig. 1 .
SERIES PREPARATION
Inter-exceedence intervals of runoff peaks at a station were determined from the records. To avoid miscalculation, years of missing data are skipped. Accordingly, Note: The highest observed discharge at Hazor occurred prior to the regular observation period; the second highest discharge at Shiqma occurred after the collection date of data for the study.
the computed interval between the last event before a skipped year and the first event after that year is one year shorter than the actual interval between these events. The skipping involves a loss of information.
In application for a given site, one would better estimate an upper bound for the unrecorded peaks in a skipped year, and abandon the skipping in PDS associated with thresholds higher than that bound. An extension of this sub-procedure enables a simple incorporation of historical discharges. The sum of actual intervals between threshold exceedences in a PDS is shorter than the observational period. This is because the first event in the series almost never occurs just at the commencement of the observational period, and the last event almost never occurs at the exact end of that period. Yet, we know that no peak higher than the threshold occurred during the two marginal intervals. Neglecting these intervals involves a loss of information. But, considering the marginal intervals equivalent to actual inter-exceedence intervals exaggerates their weight, because each of them extends between an actual exceedence and an exogenous boundary. Weighting each of them by one half of the weight of an actual interval appears a reasonable compromise. Considering the sum of the two marginal intervals as one actual interval simplifies the computation of the statistical parameters. The mean, standard deviation, skewness coefficient and lag-1 serial correlation of the intervals, for PDS with mean interval of at least 0.5 years, are depicted in Fig. 2 . Fig. 2 reveals no consistent trend, at the different stations, for the coefficient of variation (CV) with respect to the mean interval. For most series, the CV is found to be larger than 1. It occasionally attains a value close to 1, as is anticipated of exponentially distributed series.
OBTAINED STATISTICAL PARAMETERS

Inspection of
The skewness coefficients for the different PDS seldom reach values close to 2, as is anticipated of exponentially distributed series. Their relationship with the mean intervals varies between stations. For two stations, the skewness coefficient is about 10 where the mean interval is 0.5 years; and it gradually declines to <2 where the mean interval exceeds 10 years. Irregular trends are found for the seven other stations. Values close to 0, of the lag-1 serial correlation, are seldom attained. Absolute values smaller than 0.5 are mostly found where the mean interval is shorter than 4 to 8 years. For most PDS, the lag-1 serial correlation attains a negative value. This may reflect paired occurrences of high discharges, with alternating long and short intervals between their arrivals. For PDS with a mean interval close to one year, it may also reflect seasonal effects of no flow in the summer and a very few events in the winter. For PDS with a mean interval longer than 2 years, no general trend is found. The lag-1 serial correlations fluctuate for some stations and generally decline for the others.
THE PROPOSED RELATIONSHIPS
The procedure aims at modelling the mean and the standard deviation of the intervals between exceedences of a chosen discharge. These parameters would be implemented for presenting the anticipated distribution of inter-exceedence intervals of this discharge. An example of application of the parameters is shown in Fig. 3 . There, the gamma distribution, with parameters computed from the actual records, is fitted to intervals between exceedences of the (empirically determined) 5-year discharges. The goodness of this fit, by the Anderson-Darling test, is shown in Table 2 . We consider a good fit where the test statistic indicates rejection of the fit with a significance level !25%; and a bad fit where it is rejected with a significance level 1%. Following Stephens (1986) , a good fit of the gamma distribution (A 2 < 0.48) is concluded for six stations and a fair fit (0.48 A 2 < 1.03) is concluded for the three other stations.
A thorough description of the proposed procedure (except for the logarithmic transformation) is available from Brauner (1997) and from Yue et al. (2002) . The relationship is based on the slope:
where i and j are PDS identifying numbers (i Þ j), S ij is the slope between the variable values of PDS i and j, Y is the dependent variable and X is the independent variable. Equation (2) is applied to all pair-wise combinations of PDS in the ensemble. The median of all the slopes, S*, is determined. This slope is then modified, by use of the TFPW procedure (Yue et al., 2002) . On a logarithmically-scaled plane, the resulting relationship forms a line which passes through the median point of the variable values (X m ;Y m ) and attains the pre-whitened median slope, S. Upon transformation to physical dimensions, the variables are related to each other by:
In the present case, X is PDS threshold and Y is either the mean or the standard deviation of the intervals between threshold exceedences. For these variables, the relationships are:
where T(Q) is predicted mean interval between exceedences of the discharge Q, T m median of the mean intervals in the PDS ensemble for a station, Q m median threshold in that ensemble, S m median slope for the log-transformed data whose dependent variable is the mean interval, Std(Q) predicted standard deviation of the intervals between exceedences of the discharge Q, Std m median standard deviations in the ensemble, and S s median slope for the log-transformed data whose dependent variable is the standard deviation. Because the ensemble of standard deviations ends at a PDS containing two members while that of the means ends at a PDS containing one member; their corresponding median thresholds differ from each other. According to the common definition (e.g. Chow, 1964) , T(Q) of equation (4) is the recurrence interval of Q. In this context, it is recalled that Turcotte & Greene (1993) and Malamud & Turcotte (2006) derived relationships, similar to equation (4), by use of power-law regressions. In the present study, the equation is derived by use of a non-parametric procedure. A strategic improvement is achieved here by the simultaneous application of equations (4) and (5) for estimation of two parameters of the intervals. By use of these parameters, a proper distribution will represent the intervals between exceedences of any selected discharge. Figure 3 presents fits of the gamma distribution to intervals between exceedences of empirically determined 5-year discharges at the stations; the goodness of these fits is shown in Table 2 .
Another advantage of equations (4) and (5) is the validity of their powers for an inverse relationship between the variables. In the present computations, inversed roles of the independent and the dependent variables yield reciprocal slopes, of which the median attains the reciprocal value of the original median. This result is exact for an odd-numbered series and is approximately exact for an even-numbered series with dense values at its centre. Accordingly, the frequently required Q(T), i.e. the discharge associated with the recurrence interval T, is simply predicted by:
In the proposed procedure, the ensemble for a station contains all PDS having long enough mean inter-arrival intervals. Obviously, the shorter the length, the larger is the ensemble, and the higher is the anticipated accuracy of the results. However, for ensembles commencing at too short mean intervals, the median slopes are found to be too mild and associate too long recurrence intervals to the maximum observed discharges. Reasonable results are obtained for ensembles commencing at mean intervals of 2 years.
RESULTS
The computed TFPW median slopes are summarized in Tables 3 and 4 and are depicted with respect to the data in Fig. 4 . The medians of the mean interval are slightly shorter than 4 years, while those of the standard deviations vary between 3.6 and 5.7 years. The median slopes for the mean interval vary between 1.3 and 3.3, while those for the standard deviation vary between 0.7 and 3.6. For seven stations, the 95% confidence interval of the slope for the standard deviation is wider than that for the mean.
The power-law regression results are also presented in Tables 3 and 4 and in Fig. 4 . Of the 18 cases, 13 values are located within the 95% confidence intervals of their corresponding non-parametric slopes. As a regression line does not necessarily pass through the median values of the variables in the ensemble, application of the two relationships might yield different results even where the powers are similar to each other.
For five stations, the mean inter-exceedence interval predicted for the maximum observed discharge (Table 3 , T(Qmax)) is longer than the number of years of complete record ( Note: The number within the parentheses pertains to the maximum observed discharge which occurred prior to the regular observation period. between 0.4 and 1.3 times the actual number of years, and for one station the predicted interval is 4.2 times longer than the actual one. These relations are retained in a comparison of the predicted intervals with the entire observational periods, which include also the years of incomplete or missing records and the 3 years passed from the end of the records to the analysis time. These indicate that the predicted recurrence interval of the maximum observed discharge is balanced with the number of years on record. They demonstrate that the proposed procedure predicts reasonable recurrence intervals.
The discharges predicted in association with mean interval of 100 years (Q 100 ) are presented in Table 3 . A comparison with the high observed discharges (Table 1) reveals that the predicted 100-year discharges have been exceeded only once. Had the records at the different stations been independent of one another (which is not exactly the case), the expected number of exceedences in the total of 435 station-years would be 4. The observed number is considerably smaller. This may indicate that the proposed procedure has not yet reached its optimal state. 
COMPARISON WITH THE TRADITIONAL PROCEDURE
To inspect the effect of shifting to the proposed procedure on predicted discharges, the traditional procedure was also applied to the data. Katz et al. (2002) , Smith (2003) and Koutsoyiannis (2004 Koutsoyiannis ( , 2005 recommend fitting of the GEV distribution to AMS and of the GP distribution to PDS. These are followed here. The threshold for the PDS was selected so as to obtain the series to which the GP distribution is best fitted (Ben-Zvi, 1994 , 2009 ). The GEV was fitted to sub-AMS that contain positive values only (the maximum discharges in years of no flow constitute another population) and the results were transformed into recurrence intervals by use of equation (1). There, N is the observational period and n is the number of positive values in the AMS. The results are summarized in Table 5 .
The goodness-of-fit of the distributions to the data series is examined by the Anderson-Darling test. Following Stephens (1986) , a good fit of the GEV distribution is concluded where the test statistic A 2 < 0.48, and the fit is bad where A 2 > 1.02. Following Choulakian & Stephens (2001) , a good fit of the GP distribution is concluded where the test statistic A 2 < 0.47 to 0.73 (depending on the shape parameter of the fitted distribution); and the fit is bad where A 2 > 1.1 to 2.0. In the present case, the GEV distribution well fits the AMS of two stations and badly fits the AMS of five other stations. In comparison, the GP distribution well fits PDS of seven stations, and fairly fits PDS of the two other stations. This advantage of the GP-PDS over the GEV-AMS concurs with that revealed by Ben-Zvi (2009) for rainfall intensity series.
According to Katz et al. (2002) , Smith (2003) and Koutsoyiannis (2004 Koutsoyiannis ( , 2005 , the shape parameter of the GEV distribution fitted to AMS and that of the GP distribution fitted to PDS are identical to each other. In the present case, this identity is found to be almost exact for two stations, and within about 10% of their values for two other stations. But, for five stations the two shape parameters lie far away from each other. Yet, for eight of the nine stations, the corresponding 100-year discharges, predicted through the two alternatives, are within 10% of each other. This result is similar to one revealed by Ben-Zvi (2009) for rainfall intensity series.
For eight of the nine stations, the predicted recurrence interval of the maximum observed discharge at a station is longer than the observational period, and for one station it is a little shorter (but for this station, the predicted recurrence interval of the high discharge that occurred shortly prior to the regular observations is much longer). The recurrence intervals predicted by the GP-PDS, for the maximum observed discharges at the stations, are shorter than those predicted by GEV-AMS. The almost entirely one-sided differences, between the recurrence intervals and the observational periods, are not in accord with those expected by the common definition of recurrence interval (e.g. Chow, 1964) . The sum of recurrence intervals, predicted by the AMS-GEV in association with the highest observed discharges at the stations, is 1095 years; the sum predicted by the PDS-GP is 841 years; and the sum predicted by the proposed procedure is 541 years. In comparison with the observed sum of 435 stationyears, the proximity of predictions to reality improves : Anderson-Darling test statistic, k: a shape parameter (negative), T max : recurrence interval of the largest peak (years), Q 100 : predicted 100-year peak (m 3 /s), N e : number of recorded events, n: size of the best fitted series. For T max , numbers within parentheses pertain to the maximum observed discharge which occurred prior to the regular observation period. from AMS-GEV to PDS-GP and further to the proposed procedure.
SUMMARY AND CONCLUSIONS
The case study demonstrates the unsuitability of the exponential distribution for representing intervals between discharge exceedences. Important statistical parameters of the intervals attain values which are quite different from those anticipated for exponentially distributed series. Although these results are obtained for one case, their general relevance should not be ruled out, at least for certain hydrological regimes. A more suitable procedure, that considers at least two parameters of the intervals should, therefore, be developed.
Such a procedure is proposed here. For nested PDS, power laws are derived to relate discharges with the mean and with the standard deviation of the intervals between their exceedences. The PDS are associated with thresholds equal to all observed peaks which are higher than a chosen minimum. A reasonable minimum is exceeded, on average, once in 2 years. The relationships are derived through a nonparametric pre-whitened procedure, using the median of slopes between all pair-wise logarithmic-transformed values of the data. In addition to the insensitivity of the proposed procedure to the behaviour of, and to the dependence between, statistical parameters associated with different PDS, it enables a simple and consistent application of inverse relationships, with no need for duplicate computations.
Application of the traditional procedure indicates an advantage in fitting the GP distribution to PDS (taking care to obtain the best fit) over that in fitting the GEV distribution to AMS. Yet, both fits result in recurrence intervals for the maximum observed discharges at the studied stations, which are longer than the observational periods. This result is not in accord with the definition of recurrence interval as the average interval between exceedences of a given discharge.
The balance between the recurrence intervals, predicted by the proposed procedure, for the maximum observed discharges at the stations, and the lengths of records, supports the validity of the proposed procedure. This procedure can easily be extended for inclusion of historical discharges. It also provides a base for examining trends in the intervals between occurrences of high discharges. However, the proposed procedure is not claimed to reach its optimal state. The principal goal of this study is to pave a way for two-parameter assessments of flood risk, instead of the one-parameter procedure employed nowadays.
