I. INTRODUCTION
Control of a general class of nonlinear systems has been pursued by considering the family of linearizations of the system about a set of equilibrium points [l, 21 . By designing feedback control laws for each of the linearizations and piecing them together into an overall nonlinear controller, it is possible to provide desired performance in a neighborhood of any given equilibrium point. In addition, stability in a neighborhood of the equilibrium sei can be guaranteed under certain conditions on the input [3] . Of course, one would like the controller to provide desired global performance, but this cannot be guaranteed. The global performance can be affected by tuning the set of local controllers, but this provides only an indirect method of influencing the global performance and has the disadvantage of linking the local and global performance.
Although the nonlinear controllers discussed above can be shown to exist for a general class of nonlinear systems, they cannot, in general, be computed in closed form. Approximation schemes must be developed that enable the computation and implementation of an approximation to the ideal controller. The approximation scheme developed in this paper allows us to easily incorporate control information that improves the global response while still providing the desired local response.
In Section I1 the extended-linearization method for designing local nonlinear controllers will be summarized. Section I11 discusses the extent to which global information can be incorporated into the local controller and Section IV discusses the specific approximation scheme considered.
Simulation results for a chemical reactor example are given in Section V. Future directions for research based on the preliminary results presented in this paper are discussed in the concluding section. 
EXTENDED LINEARIZATION
Now consider a nonlinear feedback for the original system of the form U = S(2, tu).
The closed-loop system is and has an equilibrium set ( z c ( P ) , P), parameterized 
The linearization of the closed-loop nonlinear system is given by
The extended-linearization problem is to determine a nonlinear function S such that the linearization of the closed-loop nonlinear system is equal to the desired closed-loop system. We have the following result from [I] .
Theorem: Suppose the nonlinear system (2.1) and a function G(.):R"+WmX" satisfy
Then there exist functions S(.,.):RnxWm+Rm, with S(O,O)=O, and H(.):Rm+RmXm, with H(0) invertible, such that (2.4) is equal to (2.3), with a=@), at each closed-loop equilibrium point in a neighborhood of the nominal equilibrium point (w=O, z=O).
One of the results that comes out of the proof of this theorem is that if G is specified, then H cannot be chosen arbitrarily.
If we also require that the function a, relating the open and closedloop equilibrium points, be the identity, then H is uniquely determined by G. Thus, not all control laws of the form (2.2) can be scheduled.
INCORPORATING GLOBAL INFORMATION
The nonlinear feedback function, S, is constructed by finding a function that satisfies the equilibrium conditions and the equations
where H is chosen so that the problem has a solution. The values and derivatives of S are specified on the equilibrium set. Thus, if there is one solution, there are an infinite number of solutions, since any smooth modification to the function that does not perturb the values or derivatives on the eqailibrium set results in a feedback that has the desired local properties. This allows global information to be incorporated into the feedback law without destroying the local performance about the equilibrium set.
There is a limit to the amount of global information that can be specified. For example, if it is desired to modify the system matrix for the linearized closed-loop system . at all points in the state-control space, rather than just on the equilibrium set, then an equation of the form D J P , S(2, 4) + DzAz, S(z, 4) ~1S(r,w) (3.1)
must be solved. In general, however, this equation will not have a solution. Global modification of the quantity (3.1) to produce desirable control characteristics is not possible. It is possible to specify the value of the feedback function S at certain isolated nonequilibrium points in the state-control space in order to improve the global performance. This is the modification used in the following development.
IV. APPROXIMATION SCHEME
The first step in the control law design is to define the boundaries of the state-control space where global control is needed. A course grid is laid over the state-control region of interest. At each non-equilibrium point, a control value is calculated using some global criterion, such as pointing the trajectory of the system toward the desired eauilibrium Doint.
If the calculated control values are simply splined together using standard techniques, such as natural cubic splines or basis splines, then the resulting control function might exhibit poor local performance about some equilibrium point. This is because the local response is determined by the derivative of the control law at the equilibrium point, and this has not been specified by the design procedure just described. T o avoid this problem, the spline functions should have the same partial derivatives a t equilibrium points as the desired linear controllers, subject to the constraint discussed in Section 11. This will cause the global controller to have the desired local performance in some neighborhood of the equilibrium point.
To alleviate notational difficulties, the following discussion will assume that there are only two state variables and the external control is held constant. Later, the discussion will be extended to additional dimensions. is a single-variable cardinal cubic spline ptj(xl) in the zI direction and another, P:~(Z~), in the x2 direction. The product of these cardinal cubic splines, Pij(xl, z2)=pfj(tl) . P:~(Z~), equals one at the specified grid point and zero at every other grid point. The control law is constructed by multiplying the cardinal spline associated with each grid point by the desired control value for the grid point and summing over all the grid points:
The cardinality condition does not uniquely determine a cardinal cubic spline. T o get a unique representation for the control law and to incorporate the desired derivative information at the equilibrium point, assume the equilibrium point occurs at the grid point with index (ie, j e ) . If j # j e , then p f j ( z l ) is taken to be a natural cubic spline. If j = j e , and the desired derivative in the t1 direction a t the equilibrium point is k,,(the gain of the desired linear feedback associated with zl), then p i j (q) is taken to be the unique piecewise cubic polynomial that satisfi&
The pTj(rz) are defined similarly.
T o extend the discussion into additional dimensions, assume that n states and m controls exist. Additional cardinal cubic spline functions are added as shown: The approximation scheme will be demonstrated on a model of a continuously stirred tank reactor that has two states and one input. A dimensionless model for a constant volume, non-adiabatic, continuously stirred tank reactor is given by the equations
where tl is the conversion, x2 is the dimensionless temperature, U is the dimensionless heat tranqfer coefficient, xe is the dimensionless cooling jacket temperature, D is the Damkohler number, and E is the dimensionless heat of reaction. For this example, t,=O.O, Lk0.05, k8.0, and v=2100. It is desired to operate the system about the equilibrium point t:=0.5 and t;=3.0. This point, corresponding to moderate conversion and temperature, is unstable, and the system requires compensation to achieve it. We assume in the following that the external control is held constant at the value necessary to drive the system to this operating point.
A continuous-time linear controller was designed to place the eigenvalues of the closed-loop linearization about this operating point at -2.0. The phase trajectories resulting from this controller are shown in Figure 5 .1. For initial conditions in the neighborhood of z=[O.l 4.OIT, the system has transients with large overshoots in both temperature and conversion.
As stated previously, the first step to developing a global controller is to define a grid over a specified region of the statecontrol space. The grid was chosen to be At each one of these grid points, a control value, Ki3, is calculated to point the trajectory toward the equilibrium point (see Figure 5 .2. Note, the subscripts on A ' are in the wrong order). The grid values are pieced together by cubic splines as discussed in Section IV. The resulting phase trajectories of this controller are shown in Figure 5 
VI. CONCLUSION
This paper has demonstrated one method of incorporating global information into a local nonlinear controller. The example showed that excellent results can be achieved using this method, but much work remains to develop these ideas into an easily implemented methodology. Although gridding is reasonable for systems of very low dimension (2 or 3), it breaks down as the order increases. We are exploring the possibility of gridding only the equilibrium set. An approximate extended-linearization controller would be implemented on the grid and linearly extrapolated to the rest of the state-control space. A method for adding additional grid points in the state-control space would be developed so that any regions that exhibit poor response characteristics (and only these regions) could be modified by incorporating global control information at one or more points. The idea would be to use this method in a CAD setting where first a basic, local controller is designed, and then the designer interactively modifies the global response as desired. Vol. AC-33, No. 2, 1988, pp. 193-197. J. Wang 
