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Abstract
We study a random design regression model generated by dependent observations, when the regression
function itself (or its ν-th derivative) may have a change or discontinuity point. A method based on the
local polynomial fits with one-sided kernels to estimate the location and the jump size of the change point
is applied in this paper. When the jump location is known, a central limit theorem for the estimator of the
jump size is established; when the jump location is unknown, we first obtain a functional limit theorem for
a local dilated-rescaled version estimator of the jump size and then give the asymptotic distributions for the
estimators of the location and the jump size of the change point. The asymptotic results obtained in this
paper can be viewed as extensions of corresponding results for independent observations. Furthermore, a
simulated example is given to show that our theory and method perform well in practice.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are interested in the change point problem in regression analysis. The change
point topic, introduced by Page [15], is very important in many applications. Since economic
time series are frequently affected by monetary policy and critical social events, the change
point problem has been studied by many authors. For a review of the work, see Brodsky and
Darkhovsky [2], Cso¨rgo˝ and Horva´th [5] and the references therein.
Since inference based on nonparametric models is robust against the misspecification of the
underlying regression model, these nonparametric models can effectively avoid the problem of
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misspecification found in parametric approaches. Many nonparametric regression techniques
have been developed to estimate a smooth regression function without the need for parametric
assumptions (see Fan and Yao [8] for details). The estimators are usually smooth and their rates
of convergence depend on the smoothness of the underlying regression function. However, in
examples of abrupt changes in price and wage, it is of interest to test the existence of change
points in the regression function or its ν-th derivative, ν ≥ 1. We are also interested in estimating
the location and size of the jumps.
Several nonparametric approaches have been proposed to detect the change points in a
regression function. Among them, the most popular method is probably the one based on the
difference of the left and right estimates. Let
m(x0) := E(Y1|X1 = x0)
be the regression function, and
m+(x0) = lim
x→x0+
m(x) and m−(x0) = lim
x→x0−
m(x). (1.1)
Furthermore, suppose that the ν-th derivative of m(·), denoted by m(ν)(·), ν ≥ 1, exists, and
m(ν)+ (·) and m(ν)− (·) are defined similarly to m+(·) and m−(·) in (1.1). For the case of a fixed
design model, Mu¨ller [14] gave the weak convergence to a Gaussian process of properly scaled
versions of estimators for the location of a change point and provided the rate of the global
L p convergence for a kernel regression estimator adjusted at the location of the change point;
Load’s [12] paper is based on the same idea and showed that the change point estimator converges
in probability at the rate O(n−1) when the errors are Gaussian. For the case of the random design
model, Gre´goire and Hamrouni [9] established an O(n−1) rate of convergence for the change
point estimator by the method of local linear fits; Huh and Park [10] considered the estimator
of the change point in the regression function (or its ν-th derivative) using the local polynomial
approach. The observations are assumed to be independent in all of the above literature. This
assumption seems natural, but in fact it can not usually be satisfied. In this paper, we will consider
the case when the observations are dependent and show that the asymptotic results are the same
as those in the independent case. Theorems 2–4 in Section 3 extend corresponding results in Huh
and Park [10].
The paper is organized as follows. In Section 2, we introduce the random design model, local
polynomial fits and some mild assumptions. In Section 3, the asymptotic results are given when
the jump location is known and unknown, respectively. In Section 4, we illustrate our theory
through a numerical example and the results show that our method works well in practice. Some
technical lemmas are provided in Section 5 and proofs of the main results are concentrated in
Section 6. Throughout the paper,
d−→ and ⇒ stand for convergence in distribution and weak
convergence, respectively. C denotes a positive constant, which may change from line to line.
2. Assumptions on the model and local polynomial fits
2.1. The random design model
Let {Yi , X i } be a bivariate stationary process with E |Y1| < ∞. The regression model we are
interested in is as follows:
Yi = m(X i )+ σ(X i )εi , (2.1)
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where {εi } is a stationary sequence such that E(ε1|X1) = 0 a.s. and E(ε21|X1) = 1 a.s. Hence, it
is easy to check that m(x0) = E(Y1|X1 = x0) and σ 2(x0) = E[(Y1−m(X1))2|X1 = x0], which
is the conditional variance of Y1 given X1 = x0. The regression function m(·) is smooth, but at
some points jumps in the function itself, or its ν-th derivative m(ν)(·), might occur.
When {Yi , X i } is i.i.d., the change point problem for the model (2.1) has been discussed by
many authors, say Gre´goire and Hamrouni [9]. Huh and Park [10] discussed limiting properties
of the change point estimation using the local polynomial fits in the random design model.
Prieur [16] considered the change point estimation for model (2.1) by local linear smoothing
under φ-dependence (see Dedecker and Prieur [6] for definition). In the case when the jump
location is known, Prieur [16] obtained the asymptotic distribution by Lindeberg adaptation
in a weak dependence frame; when the jump location is unknown, Prieur first showed that a
local dilated-rescaled version of ∆ˆν(z) (see Section 2.2 for definition) converges to a compound
Poisson process with an additional drift, and then gave the asymptotic distributions for the
estimators of the location and the jump size of the change point. In this paper, we will consider
α-mixing dependent observations and apply Doob’s small-block and large-block technique to
establish our central limit theorem. As can be seen from Section 3, the asymptotic distributions
for the estimators of the location and the jump size of the change point are different from Prieur’s
results.
A strictly stationary sequence {Zi , i = 0,±1, . . .} is called α-mixing if α(n)→ 0 as n→∞,
where
α(i) = sup
A∈F0−∞,B∈F∞i
|P(AB)− P(A)P(B)|,
F jk denotes the σ -algebra generated by {Zi , k ≤ i ≤ j}. This α-mixing dependence can be
satisfied by many time series models such as linear processes under appropriate conditions.
Hence, it is assumed in nonparametric inference by many authors, say Masry and Fan [13],
Cai [3]. For more details about the limit theorems for α-mixing sequences, we refer to Lin and
Lu [11] and the references therein.
In this paper, we always assume that {X i , εi } is a stationary sequence of α-mixing random
variables.
2.2. Local polynomial fits
The local polynomial method is a widely used nonparametric technique. It has advantages
over the popular kernel method, in terms of its ability in design adaptation and its high asymptotic
efficiency. Furthermore, the local polynomial fits can adapt to almost all regression settings and
cope well with the edge effects. For a detailed account on the subject, see Fan and Gijbels [7].
Since the form of m(·) is not specified, a remote data point from x0 provides little information
about m(x0). Hence, we can only use the local data points around x0. Assume that m(·) has
derivatives up to the (p + 1)-th order at the point x0. By the Taylor expansion, for x in a
neighborhood of x0, we have
m(x) = m(x0)+ m′(x0)(x − x0)+ m
′′(x0)
2
(x − x0)2
+ · · · + m
(p)(x0)
p! (x − x0)
p + o[(x − x0)p]. (2.2)
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In terms of statistical modelling locally around x0, we model m(x) as follows,
m(x) ≈
p∑
l=0
αl(x − x0)l , (2.3)
where
αl = m(l)(x0)/ l!, l = 0, 1, . . . , p.
Fitting model (2.3) with the local data, one can find (α0, α1, . . . , αp) to minimize
n∑
i=1
[Yi −
p∑
l=0
αl(xi − x0)l ]2 K
(
X i − x0
h
)
, (2.4)
where K (·) is a kernel function and h := hn is the bandwidth tending to zero as n tends to infinity.
The local polynomial estimator for m(l)(x0) is defined as mˆ(l)(x0) = l!αˆl , l = 0, 1, . . . , p, where
αˆ = (αˆ0, αˆ1, . . . , αˆp) is the solution to minimize (2.4).
Furthermore, suppose that K (·) has a compact support [0, 1]. Define mˆ(l)+ (x0) = l!αˆ+l as the
local polynomial estimator of m(l)+ (x0), where αˆ+ = (αˆ+0 , αˆ+1 , . . . , αˆ+p ) minimizes (2.4). Define
the left side estimator mˆ(l)− (x0) = l!αˆ−l , where αˆ− = (αˆ−0 , αˆ−1 , . . . , αˆ−p ) minimizes (2.4) with
K ( X i−x0h ) replaced by K (
x0−X i
h ). The estimators mˆ
(l)
+ (x0) and mˆ
(l)
− (x0) are based on the one-
sided data at the right and the left of x0. Here and in the sequel, we assume that m(·) has a
change point in its ν-th derivative, ν ≥ 0. In particular, when ν = 0, it corresponds to the
assumption that m(·) has a change point in itself. The jump size at x0 is estimated by taking the
difference of mˆ(ν)+ (x0) and mˆ
(ν)
− (x0), i.e.,
∆ˆν(x0) = mˆ(ν)+ (x0)− mˆ(ν)− (x0). (2.5)
We introduce the following natural estimator of the change point τ ,
τˆ = inf{t ∈ Q, : |∆ˆν(t)| = sup
x∈Q
|∆ˆν(x)|}, (2.6)
where Q is a compact support included in [0, 1]. Furthermore, ∆ν(τ ) = m(ν)+ (τ ) − m(ν)− (τ ) is
estimated by
∆ˆν(τˆ ) = mˆ(ν)+ (τˆ )− mˆ(ν)− (τˆ ). (2.7)
2.3. Assumptions
To establish asymptotic results for change point estimators, we introduce the following
regularity conditions.
A1. Suppose that the p-th derivative m(p)(·) of m(·) exists, p > ν, and m(ν)(·) satisfies the
Lipschitz condition over [0, τ ] and (τ, 1], i.e.,
|m(ν)(y)− m(ν)(x)| ≤ C |y − x | for (x − τ)(y − τ) > 0.
A2. The kernel function K (·) has a compact support [0, 1], and is assumed to satisfy∫ 1
0 K (u)du = 1. Furthermore, its first derivative K ′(·) satisfies the Lipschitz condition.
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A3. The density function of X1, denoted by f (·), has a compact support [0, 1]. Moreover, f (·)
satisfies the Lipschitz condition over [0, 1], and infx∈[0,1] f (x) > 0.
A4. σ(·) satisfies the Lipschitz condition over [0, 1].
A5. We assume that for some δ > 0 and a > δ/(2+ δ),
∞∑
t=1
ta[α(t)]δ/(2+δ) <∞, E(|ε1|2+δ|X1) <∞, a.s.
A6. There exists a sequence of positive integers {sn} satisfying sn →∞, sn = o[(nh)1/2] and
(n/h)1/2α(sn)→ 0, as n→∞.
A7. Let fi, j (·, ·) be the density function of (X i , X j ); then supi, j supu,v | fi, j (u, v)− f (u) f (v)| <
∞ and E(ε2i + ε2j |X i , X j ) <∞ a.s.
A8. h → 0 and nh →∞.
Remark 1 (Discussion of Assumptions). Assumptions A1 and A2 are standard in the asymptotic
theory of local polynomial fits (cf. Fan and Gijbels [7]).
Next, we will give an example where A3 and A4 hold. Consider (2.1) with
X i = 12 X i−1 + xi , σ (x) =
√
x, (2.8)
where {xi } is a sequence of i.i.d. random variables with a uniform distribution in [0, 1/2]. It can
be verified that {X i } is a sequence of α-mixing random variables. By an elementary calculation,
we can check that A3 and A4 are satisfied.
Next, we will give a sufficient condition for α(·) to satisfy A5 and A6. Suppose that
h = O(n−a0), 0 < a0 < 1, α(t) = O(t−a1) for some a1 > 0. It is easy to check that A5
is satisfied if a1 > (a + 1)(2 + δ)/δ. Letting sn = [(nh/ log n)1/2], we find that A6 holds if
a1 > (1+ a0)/(1− a0). Hence, both A5 and A6 are satisfied when
a1 > max{(a + 1)(2+ δ)/δ, (1+ a0)/(1− a0)}. (2.9)
From (2.9), we can see that there is a tradeoff between the moment condition on ε1 and the
decaying rate of α(·): when the moment order 2+δ becomes larger, the condition on the decaying
rate of α(·) can be weakened.
If we assume that {εi } is independent of {X i } with Eε2i < ∞, and both fi, j (·) and f (·) are
bounded for all i, j , we can show that A7 is satisfied. A8 is a regular condition on the bandwidth.
3. Asymptotic results
In this paper, we essentially study the basic situation when the regression function m(·) or its
ν-th derivative has a unique change point. The case of more than one change point will be studied
in our future work.
3.1. When the jump location is known
Here and in the sequel, denote by eν+1 the (p + 1)-dimensional unit vector with 1 at the
(ν + 1)-th argument. Let
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Sn, j (x0) = 1n
n∑
i=1
Kh(X i − x0)
(
X i − x0
h
) j
,
Tn, j (x0) = 1n
n∑
i=1
Kh(x0 − X i )
(
X i − x0
h
) j
,
where Kh(x) = 1h K ( xh ), Sn(x0) = X T (x0)W+(x0)X (x0) is a (p + 1) × (p + 1) matrix whose
(i, j)th element is Sn,i+ j−2(x0), and
X (x0) =

1
X1 − x0
h
· · ·
(
X1 − x0
h
)p
1
X2 − x0
h
· · ·
(
X2 − x0
h
)p
· · · · · · · · · · · ·
1
Xn − x0
h
· · ·
(
Xn − x0
h
)p

,
with W+(x0) = diag(Kh(X1 − x0), . . . , Kh(Xn − x0)). Define Tn(x0) and W−(x0) likewise,
with Kh(X i − x0) and Sn, j (x0) replaced by Kh(x0 − X i ) and Tn, j (x0), respectively.
From (2.4), one can easily show that the estimator mˆ(ν)+ (x0) can be written as
mˆ(ν)+ (x0) = ν!eTν+1αˆ+ =
ν!
nhν
n∑
i=1
W+ν,i (x0)Yi , (3.1)
where W+ν,i (x0) = eTν+1S−1n (x0)(1, ( X i−x0h ), . . . , ( X i−x0h )p)T Kh(X i − x0). Analogously,
mˆ(ν)− (x0) =
ν!
nhν
n∑
i=1
W−ν,i (x0)Yi ,
where W−ν,i (x0) = eTν+1T−1n (x0)(1, ( X i−x0h ), . . . , ( X i−x0h )p)T Kh(x0 − X i ). Let S and T be two
(p+ 1)× (p+ 1) matrices whose (i, j)th elements are µi+ j−2 and ωi+ j−2, respectively, where
µ j =
∫ 1
0 u
j K (u)du and ω j =
∫ 1
0 (−u) j K (u)du. Define
K ∗ν (u) = eTν+1S−1(1, u, . . . , u p)T K (u), L∗ν(u) = eTν+1T−1(1,−u, . . . , (−u)p)T K (u).
When the jump location τ of m(ν)(·) is known, we have the following result.
Theorem 1. If Assumptions A1–A8 and h = O(n−1/(2p+3)) hold, and m(p+1)(·) is continuous
at the change point τ , we have
(nh2ν+1)1/2(∆ˆν(τ )−∆ν(τ )− r(τ )) d−→ N (0, σ 21 (τ )), (3.2)
where
r(τ ) = ν!
(p + 1)!h
p+1−νm(p+1)(τ )
(∫
u p+1 K ∗ν (u)du −
∫
u p+1L∗ν(u)du
)
and σ 21 (τ ) = 2(ν!)2 σ
2(τ )
f (τ )
∫
(K ∗ν (u))2du.
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Remark 2. In addition, if nh2p+3 = o(1) is assumed in Theorem 1, it is easy to check that (3.2)
becomes
(nh2ν+1)1/2(∆ˆν(τ )−∆ν(τ )) d−→ N (0, σ 21 (τ )).
3.2. When the jump location is unknown
Define the process {ψn,ν(z) : −M ≤ z ≤ M}, where M <∞, and
ψn,ν(z) =

(nh2ν+1)(ν+1)/(2ν+1)[∆ˆν(τ + h
(nh2ν+1)1/(2ν+1)
z)− ∆ˆν(τ )], if ν is even,
(nh2ν+1)(ν+1)/(2ν)[∆ˆν(τ + h
(nh2ν+1)1/(2ν)
z)− ∆ˆν(τ )], if ν is odd.
A two-sided Brownian motion W (z) is defined as W (z) = W1(−z) for z < 0 and W (z) = W2(z)
for z ≥ 0, where Wi (z), i = 1, 2, are two independent standard Brownian motions defined on the
nonnegative half real line with W1(0) = W2(0) = 0. Next, we will establish a functional limit
theorem for {ψn,ν(z) : −M ≤ z ≤ M}, which is crucial to obtain the asymptotic distributions
of τˆ and ∆ˆν(τˆ ). To do so, the following assumption on bandwidth and the mixing coefficient is
needed.
A9. The bandwidth h and the mixing coefficient satisfy
α(t) ≤ Ct−r1 , n2r1−5h2r1+5(log n)−(2r1+1)4 →∞,
where r1 > 5/2.
Remark 3. A9 is a mild condition to establish uniform consistency and it is used by other
authors, such as Fan and Yao [8].
Theorem 2. Suppose that Assumptions A1–A9 are satisfied, nh2ν+1 →∞ and L∗ν(0) > 0.
(i) If ν is even, then
ψn,ν(z)⇒ ψν(z) := −∆ν(τ )
ν + 1 L
∗
ν(0)|z|ν+1 + σ2W (z), (3.3)
where W (·) is the two-sided Brownian motion,
σ2(τ ) =
(
4(ν!)2σ 2(τ )+∆20(τ )I (ν = 0)
f (τ )
)1/2
L∗ν(0).
(ii) If ν is odd, then
ψn,ν(z)⇒ −∆ν(τ )
ν + 1 L
∗
ν(0)|z|ν+1 + zσ3 N (0, 1), (3.4)
where σ 23 (τ ) = 2(ν!)2 σ
2(τ )
f (τ )
∫ 1
0 (L
∗(1)
ν (u))2du.
Next, we give the asymptotic distributions of τˆ and ∆ˆ(τˆ ).
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Theorem 3. Suppose that the conditions of Theorem 2 are satisfied.
(i) If ν is even, then
n1/(2ν+1)(τˆ − τ) d→
arg maxz∈(−∞,∞)ψν(z), when ∆ν(τ ) > 0,arg min
z∈(−∞,∞)ψν(z), when ∆ν(τ ) < 0.
(3.5)
(ii) If ν is odd, then
(nh)1/2(τˆ − τ)ν d→ N
(
0,
σ 23
∆2ν(τ )(L∗ν(0))2
)
. (3.6)
Theorem 4. Suppose that the conditions of Theorem 2 hold. Then, we have
(nh2ν+1)1/2(∆ˆ(τˆ )−∆(τ )− r(τ )) d−→ N (0, σ 21 (τ )), (3.7)
where r(τ ) and σ 21 (τ ) are defined as in Theorem 1.
Remark 4. It is possible that the conditional variance function σ(·) may have a change point
at τ . In this case, the asymptotic variance in Theorems 1–4 should be slightly modified, i.e,
2σ 2(τ ) in σ 21 (τ ) and σ
2
3 (τ ) should be replaced by σ
2+(τ ) + σ 2−(τ ); σ 2(τ ) in σ 22 (τ ) should be
replaced by σ 2+(τ ) when z ≥ 0 and σ 2−(τ ) when z < 0, where σ+(τ ) = limx→τ+ σ(x) and
σ−(τ ) = limx→τ− σ(x). For details about the change point estimator for the conditional variance
function under a dependence assumption, we refer to Chen et al. [4].
Remark 5. When the observations are independent, Gre´goire and Hamrouni [9] conjectured that
the rate O(n−1/(2ν+1)) would be achieved for the change point estimator in the ν-th derivative.
From Theorem 3, we know that when ν is even, the rate O(n−1/(2ν+1)) is achieved under α-
mixing dependence. On the other hand, when ν is odd, we can obtain a faster convergence
rate due to the one-sided kernel. For example, when ν = 1, r1 > 5 and h = O(n−1/4.5),
A9 is satisfied. The rate in Theorem 3(ii) is O((nh)−1/(2ν)) = O(n−7/18), which is faster than
O(n−1/3).
4. A numerical example of implementation
In this section, we will give a numerical example to illustrate our method. Suppose that
X t = 12 X t−1 + xt , εt =
1
2
εt−1 + ηt
where {xt } is a sequence of i.i.d. random variables uniformly distributed over [0, 1/2], {ηt } is
independent of {xt } and is a sequence of i.i.d. random variables with η1 ∼ N [0, 0.12]. We can
verify that both {X t } and {εt } are stationary and α-mixing.
For the random design regression model
Yt = m(X t )+ σ(X t )εt ,
we consider the following two cases for σ(·):
(I) σ(x) ≡ 1,
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(II) σ(x) = √x .
For the regression function, we first consider
m1(x) =

4x2(3− 4x), 0 ≤ x < 1/2,
4
3
x(4x2 − 10x + 7)− 3
2
, 1/2 ≤ x < 3/4,
16
3
x(x − 1)2, 3/4 ≤ x ≤ 1.
(4.1)
The above regression function was applied by many authors, e.g. Huh and Park [10]. We can find
that m1(·) has a change point at τ0 = 1/2 with jump size −0.5.
To study the change point of the derivative of the regression function, we then apply the
following regression function:
m2(x) =
∣∣∣∣x − 12
∣∣∣∣ . (4.2)
We can obtain that
m′2(x) =
{−1, 0 ≤ x < 1/2,
1, 1/2 ≤ x ≤ 1,
which implies that the derivative of m2(·) has a change point at τ0 = 1/2 with jump size 2.
In the simulation study, the data from the above cases consist of N = 500 replications of
sample sizes n = 500 and n = 1000. We apply the local linear estimator with the uniform kernel
K (x) = I (0 ≤ x ≤ 1) and the optimal bandwidth hopt is chosen to minimize
M SE(h) = 1
500
500∑
t=1
(τˆ (h, t)− τ0)2, (4.3)
where τˆ (h, t) is the estimator of τ0 in the t-th replication with bandwidth h. The measures for
the estimators of the jump location and jump size are taken to be
AE(τˆ ) = 1
500
500∑
t=1
|τˆ (hopt, t)− τ0| (4.4)
and
∆ˆ = 1
500
500∑
t=1
∆ˆ(τˆ (hopt, t)), (4.5)
respectively. AE(τˆ ) and ∆ˆ together with the standard errors of τˆ (hopt, t) and ∆ˆ(τˆ (hopt, t)) are
listed in Table 1 and Figs. 1–4.
From Table 1 and Figs. 1–4, we can find that our methods perform well in practice. We can
also find that the performance of the change point estimator with σ(x) = √x is better than
that with σ(x) ≡ 1. An important reason is that when σ(x) = √x , the conditional variance of
σ(X i )εi is smaller, since x ≤ 1. Besides, it can be seen that our method improves as the sample
size increases.
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Fig. 1. (a) is the performance of the change point estimator for the case (m1, I ) with n = 500, and Fig. 1 (b) is the
performance of the change point estimator for the case (m1, I I ) with n = 500. The solid line is m1(·) and the dashed
line is the local linear estimator of it.
Fig. 2. (a) is the performance of the change point estimator for the case (m1, I ) with n = 1000, and Fig. 2 (b) is the
performance of change point estimator for the case (m1, I I ) with n = 1000. The solid line is m1(·), and the dashed line
is the local linear estimator of it.
Fig. 3. (a) is the performance of the change point estimator for the case (m2, I ) with n = 500, and Fig. 3 (b) is the
performance of the change point estimator for the case (m2, I I ) with n = 500. The solid line is m′2(·) and the dashed
line is the local linear estimator of it.
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Fig. 4. (a) is the performance of the change point estimator for the case (m2, I ) with n = 1000, and Fig. 4 (b) is the
performance of the change point estimator for the case (m2, I I ) with n = 1000. The solid line is m′2(·) and the dashed
line is the local linear estimator of it.
Table 1
The performance of the estimators of jump location and jump size
Case Sample size AE(τˆ ) ∆ˆ
(m1, I ) n = 500 0.000014 (0.000041) 0.5276 (0.0251)
(m1, I ) n = 1000 0.000002 (0.000004) 0.5163 (0.0165)
(m1, I I ) n = 500 0.000002 (0.000006) 0.5171 (0.0130)
(m1, I I ) n = 1000 0.000001 (0.000003) 0.5201 (0.0067)
(m2, I ) n = 500 0.0064 (0.0033) 2.1059 (0.2170)
(m2, I ) n = 1000 0.0062 (0.0031) 1.9986 (0.1881)
(m2, I I ) n = 500 0.0074 (0.0032) 2.0722 (0.1748)
(m2, I I ) n = 1000 0.0055 (0.0026) 2.0350 (0.0886)
5. Some technical lemmas
First of all, we introduce the following covariance inequality for α-mixing sequence, whose
proof can be found in Lin and Lu [11].
Lemma 1. If E[|X |p + |Y |q ] <∞ for some p, q ≥ 1 and 1/p + 1/q < 1, then it holds that
|Cov(X, Y )| ≤ 8α1/r [E |X |p]1/p[E |Y |q ]1/q ,
where r = (1− 1/p − 1/q)−1 and α = supA∈σ(X),B∈σ(Y ) |P(AB)− P(A)P(B)|.
Before stating Lemma 2, we give some notations. Define
ψ˜n,ν(z) =
b
ν+1
n,ν ν!(nhν+1)−1
n∑
i=1
[D+n,ν(X i , Yi , z)− D−n,ν(X i , Yi , z)], z 6= 0,
0, z = 0,
(5.1)
where
bn,ν =
{
(nh2ν+1)1/(2ν+1), if ν is even,
(nh2ν+1)1/(2ν), if ν is odd,
D+n,ν(u, v, z) = f (τ + dn,ν(z))−1 K ∗ν
(
u − τ − dn,ν(z)
h
)
v − f (τ )−1 K ∗ν
(
u − τ
h
)
v,
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D−n,ν(u, v, z) = f (τ + dn,ν(z))−1L∗ν
(
τ + dn,ν(z)− u
h
)
v − f (τ )−1L∗ν
(
τ − u
h
)
v
and dn,ν(z) = hz/bn,ν . Let K ∗(1)ν (·) and L∗(1)ν (·) be the derivatives of K ∗ν (·) and L∗ν(·),
respectively.
Lemma 2. Suppose that the conditions of Theorem 2 are satisfied.
(i) If ν is even, then uniformly for z1, z2 ∈ [−M,M], we have
Cov(ψ˜n,ν(z1), ψ˜n,ν(z2))
=

4(ν!)2σ 2(τ )+∆0(τ )2 I (ν = 0)
f (τ )
min{|z1|, |z2|}(L∗ν(0))2 + o(1), z1z2 ≥ 0,
0, otherwise.
(5.2)
(ii) If ν is odd, then uniformly for z1, z2 ∈ [−M,M], we have
Cov(ψ˜n,ν(z1), ψ˜n,ν(z2)) = 2(ν!)2z1z2 σ
2(τ )
f (τ )
∫ 1
0
(L∗(1)ν (u))2du + o(1). (5.3)
Proof. (i) We only consider the case of z1 > 0 and z2 > 0, since the case of z1 < 0 and z2 < 0
can be dealt with analogously. Recall that for z > 0,
ψ˜n,ν(z) = bν+1n,ν ν!(nhν+1)−1
n∑
i=1
[D+n,ν(X i , Yi , z)− D−n,ν(X i , Yi , z)]
=: bν+1n,ν ν!(nhν+1)−1
n∑
i=1
T νn,i (z).
It is easy to check that
Cov(ψ˜n,ν(z1), ψ˜n,ν(z2)) = b2ν+2n,ν (ν!)2(nhν+1)−2
n∑
i=1
Cov(T νn,i (z1), T
ν
n,i (z2))
+ b2ν+2n,ν (ν!)2(nhν+1)−2
∑
i 6= j
Cov(T νn,i (z1), T
ν
n, j (z2))
=: Πn,1 +Πn,2.
By Lemma 2 in Huh and Park [10], we have
Πn,1 =

4(ν!)2σ 2(τ )+∆0(τ )2 I (ν = 0)
f (τ )
min{|z1|, |z2|}(L∗ν(0))2 + o(1), z1z2 ≥ 0,
0, otherwise.
(5.4)
By (5.4), it suffices to show that
Πn,2 = o(1) for z1 > 0, z2 > 0. (5.5)
Observe that
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Πn,2 = b2ν+2n,ν (ν!)2(nhν+1)−2
∑
0<|i− j |≤dn
Cov(T νn,i (z1), T
ν
n, j (z2))
+ b2ν+2n,ν (ν!)2(nhν+1)−2
∑
|i− j |>dn
Cov(T νn,i (z1), T
ν
n, j (z2))
=: Πn,3 +Πn,4,
where dn = [bn,νh
−δ
a(2+δ) ]. By the definition of T νn,i (·), we have
Πn,3 = b2ν+2n,ν (ν!)2(nhν+1)−2
{ ∑
0<|i− j |≤dn
[Cov(D+n,ν(X i , Yi , z1), D+n,ν(X i , Yi , z2))
−Cov(D+n,ν(X i , Yi , z1), D−n,ν(X i , Yi , z2))
−Cov(D−n,ν(X i , Yi , z1), D+n,ν(X i , Yi , z2))
+ Cov(D−n,ν(X i , Yi , z1), D−n,ν(X i , Yi , z2))]
}
=: Πn,5 +Πn,6 +Πn,7 +Πn,8.
By A1–A3, it is easy to check that for z > 0,
|D+n,ν(u, v, z)| ≤ Cb−1n,νK ∗(1)ν
(
u − τ
h
)
|v|,
|D−n,ν(u, v, z)| ≤ Cb−1n,νL∗(1)ν
(
u − τ
h
)
|v|. (5.6)
By (5.6), A5 and A7, we have
|Πn,5| ≤ C
nb2νn,νh
2dn
(nhν+1)2
= O
(
dnh
bn,ν
)
.
Similarly, we have
|Πn, j | = O
(
dnh
bn,ν
)
, 6 ≤ j ≤ 8.
Hence, by the definition of dn , it follows that
|Πn,3| = O
(
dnh
bn,ν
)
= O(h1− δa(2+δ) ) = o(1). (5.7)
Next, we consider Πn,4. To make use of Lemma 1, we shall calculate the bound of
E |D±n,ν(X1, Y1, z)|2+δ for z > 0. By (5.6), A1 and A5, we have
E |D+n,ν(X1, Y1, z)|2+δ ≤ C E |b−1n,νK ∗(1)ν
(
X1 − τ
h
)
Y1|2+δ
= O
(
h
b2+δn,ν
)
.
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By the same argument, E |D−n,ν(X1, Y1, z)|2+δ = O( hb2+δn,ν ). By Lemma 1, we have
Πn,4 = b2ν+2n,ν (ν!)2(nhν+1)−2
∑
|i− j |>dn
Cov(T νn,i (z1), T
ν
n, j (z2))
≤ b2ν+2n,ν (ν!)2(nhν+1)−2
∑
|i− j |>dn
αδ/(2+δ)(|i − j |)O(b−2n,νh2/(2+δ))
= O(b−1n,νh−δ/(2+δ))
∑
t>dn
αδ/(2+δ)(t)
= O(b−1n,νh−δ/(2+δ)d−an )
∑
t>dn
taαδ/(2+δ)(t)
= O(b−(a+1)n,ν )
∑
t>dn
taαδ/(2+δ)(t) = o(1).
(ii) The proof is analogous to the case that ν is even. Hence the details are omitted. 
In order to prove Theorem 2, we need the following uniform weak convergence for W+n,ν(x0),
whose proof is similar to that of Theorem 5.3 in Fan and Yao [8].
Lemma 3. Under the conditions of Theorem 2, we have, for j ≤ 2ν,
sup
x0∈[0,1]
|Sn, j (x0)− f (x0)µ j | = op(1), (5.8)
and
sup
x0∈[0,1]
|Tn, j (x0)− f (x0)ω j | = op(1). (5.9)
The following lemma is established by Whitt [17].
Lemma 4. If Pn , n = 1, 2, . . ., and P are probability measures on (C,F), where C :=
C(−∞,+∞) is the set of all continuous functions on (−∞,+∞), then Pn ⇒ P if and only
if Pnr
−1
M ⇒ Pr−1M for all M > 0, where rM : C(−∞,+∞) → C[−M,M] is the simple
projection or restriction from (−∞,+∞) to [−M,M].
6. Proofs of the main results
Proof of Theorem 1. The result follows immediately from Theorem 6.3 in Fan and Yao [8].

Proof of Theorem 2. We only consider the case that ν is even, since the case that ν is odd can
be dealt with similarly. We are to prove (3.3) by the usual approach which contains the following
two steps.
(i) For each integer l ≥ 1 and real constants z1, . . . , zl ∈ [−M,M],
λ1ψn,ν(z1)+ · · · + λlψn,ν(zl) d→ N (Al , Bl), (6.1)
where λ1, . . . , λl are any real numbers, Al = −∑lj=1 λ j ∆ν (τ )ν+1 L∗ν(0)|z j |ν+1 and Bl =∑l
j,k=1 λ jλkσ(z j , zk) with σ(z j , zk) = Cov(ψn,ν(z j ), ψn,ν(zk)).
(ii) The tightness of {ψn,ν(z),−M ≤ z ≤ M}.
Z. Lin et al. / Journal of Multivariate Analysis 99 (2008) 2339–2355 2353
We only prove step (i) for the case l = 2. By Lemma 3, to show (6.1), it is enough to prove
λ1ψ˜n,ν(z1)+ λ2ψ˜n,ν(z2) d→ N (A2, B2). (6.2)
By Lemma 1 in Huh and Park [10], we have
E(λ1ψ˜n,ν(z1)+ λ2ψ˜n,ν(z2)) = A2.
Hence, (6.2) is equivalent to
n∑
i=1
(Qn,i − E Qn,i ) d→ N (0, B2), (6.3)
where Qn,i = bν+1n,ν ν!(nhν+1)−1{λ1[D+n,ν(X i , Yi , z1)−D−n,ν(X i , Yi , z1)]+λ2[D+n,ν(X i , Yi , z2)−
D−n,ν(X i , Yi , z2)]}.
As ε1 is not necessarily bounded, we will prove (6.3) by the truncation method. Denote
εLi = εi I (|εi | ≤ L) and Y Li = m(X i ) − σ(X i )εLi . Define QLn,i as above with Yi replaced by
Y Li . Let B
L
2 be defined as B2 with the sample {Yi , X i } replaced by {Y Li , X i }. Applying Doob’s
large-block and small-block technique with the help of Lemma 2, we can show that
n∑
i=1
QLn,i − E QLn,i d→ N (0, BL2 ). (6.4)
Let Q˜Ln,i = Qn,i − QLn,i . In view of (6.4), it suffices for us to show
Var
(
n∑
i=1
Q˜Ln,i
)2
→ 0 (6.5)
as first n→∞ and then L →∞. In fact, a similar calculation as in the proof of Lemma 2 gives
Var
(
n∑
i=1
Q˜Ln,i
)2
≤
n∑
i=1
E(Q˜Ln,i )
2 + 1
n
n∑
i=1
n∑
j=1
j 6=i
|Cov(Q˜Ln,i , Q˜Ln, j )|
= O(E{ε21 I (|ε1| > L)|X1 = τ })+ o(1) (as n→∞)
→ 0 (as L →∞).
Thus the proof of step (i) is completed.
Secondly, we will prove (ii). By Lemmas 2 and 3, we have, for n large enough,
E[(ψn,ν(z1)− Eψn,ν(z1))− (ψn,ν(z2)− Eψn,ν(z2))]2
= Var(ψn,ν(z1))+ Var(ψn,ν(z2))− 2Cov(ψn,ν(z1), ψn,ν(z2))
≤
{
C |z2 − z1|, when ν is even,
C(z2 − z1)2, when ν is odd,
where C is some positive constant. By Theorem 12.3 in Billingsley [1], the tightness is proved.
Therefore, the proof of Theorem 2 is completed. 
Proof of Theorem 3. We only consider the case that ν is even. By Lemma 4 and Theorem 2, we
have
{ψn,ν(z),−∞ < z <∞} ⇒ {ψν(z),−∞ < z < +∞}. (6.6)
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Let zn be the location of the maximum of ψn,ν(z). Note that
τˆ = τ + n− 12ν+1 zn . (6.7)
Hence,
n−
1
2ν+1 (τˆ − τ) = zn = arg max
z∈(−∞,∞)
ψn,ν(z). (6.8)
By the mapping theorem, (3.5) holds. 
Proof of Theorem 4. Note that
(nh2ν+1)1/2(∆ˆ(τˆ )−∆(τ )) = (nh2ν+1)1/2(∆ˆ(τˆ )− ∆ˆ(τ ))+ (nh2ν+1)1/2(∆ˆ(τ )−∆(τ ))
=: Γn,1 + Γn,2. (6.9)
By Theorem 1, we have
Γn,2 − (nh2ν+1)1/2r(τ ) d→ N (0, σ 21 (τ )). (6.10)
On the other hand, by Theorem 2 and nh2ν+1 →∞, we have
Γn,1 = op(1). (6.11)
In view of (6.9)–(6.11), the result follows immediately. 
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