We construct some new families of optical orthogonal codes that are asymptotically optimal. In particular, for any prescribed value of λ, we construct infinite families of (n, w, λ)-OOCs that in each case are asymptotically optimal. Our constructions rely on various techniques in finite projective spaces involving normal rational curves and Singer groups. These constructions generalize and improve previous constructions of OOCs, in particular, those from conics [14] and arcs [1] .
Introduction
There is interest in applying code-division multiple-access (CDMA) techniques to optical networks (OCDMA) and the codes used in an OCDMA system are called optical orthogonal codes. An (n, w, λ a , λ c )-optical orthogonal code (OOC) is a family of binary sequences (codewords) of length n, and constant hamming weight w satisfying the following two conditions: where each subscript is reduced modulo n.
As stated above, an application of optical orthogonal codes is to optical CDMA communication systems where binary codewords with strong correlation properties are required (see [5, 6, 11] for more details). Subsequently, OOCs have been used for multimedia transmissions in networks using fiber-optics [13] . Optical orthogonal codes have also been called cyclically permutable constant weight codes in the construction of protocol sequences for multiuser collision channels without feedback [15] . Mathematically, OOCs have been studied in their own right because of their connection to various problems that arise naturally in combinatorics. For instance, there is a fundamental equivalence between optimal OOCs and maximum cyclic t-difference packings [10] .
An (n, w, λ a , λ c )-OOC with λ a = λ c is denoted an (n, w, λ)-OOC. The number of codewords is the size of the code. For fixed values of n, w, λ a and λ c , the largest size of an (n, w, λ a , λ c )-OOC is denoted Φ(n, w, λ a , λ c ). An (n, w, λ a , λ c )-OOC of size Φ(n, w, λ a , λ c ) is said to be optimal. In applications, optimal OOCs facilitate the largest possible number of asynchronous users to transmit information efficiently and reliably. From the Johnson Bound for constant weight codes it follows [6] that Φ(n, w, λ) ≤ 1 w
Much of the literature is restricted to (n, w, λ)-OOCs. If C is an (n, w, λ a , λ c )-OOC with λ a = λ c then we obtain a bound on the size of C by taking λ = max{λ a , λ c } in (1.1). Alternatively, in [19] , Yang and Fuja discuss OOCs with λ a > λ c and a corresponding bound is established. The codes we construct in Sections 3 and 4 both have λ a = λ c and, as such, (1.1) seems the only applicable bound.
We now carefully define the concept of an OOC being asymptotically optimal. Let F be an infinite family of OOCs of varying length n with λ a = λ c . For any (n, w, λ)-OOC C ∈ F containing at least one codeword, the number of codewords in C is denoted by M (n, w, λ) and the corresponding Johnson bound is denoted by J(n, w, λ).
For λ = 1, 2 there are many constructions of (asymptotically) optimal families of (n, w, λ)-OOCs. For λ > 2 however, constructive examples seem relatively scarce. In [1, 3, 4, 14] , methods of projective geometry are successfully employed to provide asymptotically optimal families of OOCs with λ ≥ 2. In the present work we generalize the previous constructions. In particular, for each prescribed λ ≥ 2 we provide several new asymptotically optimal families of OOCs (Theorems 3.4, 5.2 and Corollaries 4.2, 4.4, 5.3, and 5.6). The codes constructed in Theorem 5.2 have the same or similar parameters to those constructed in [14] yet compare more favorably with the Johnson Bound (JB). For instance, Table 1 shows how the sizes of some of our codes compare to some previously known codes. We remark that the construction given in [14] is a special case of our Corollary 4.2 by taking k = 3. We also mention that the construction provided in Corollary 4.4 is a strict improvement to the main results of [1] . 
Preliminaries
As our work relies heavily on the structure of finite projective spaces, we start with a short overview of the fundamental concepts needed. We let P G(k, q) represent the finite projective geometry of dimension k and order q. Due to a result of Veblen and Young in the early 1900s, all finite projective spaces of dimension not equal to two are equivalent up to the order. The space P G(k, q) can be modeled easily with the vector space of dimension k + 1 over the finite field GF (q). In this model, the one-dimensional subspaces represent the points, two-dimensional subspaces represent lines, etc. Using this model, it is not hard to show by elementary counting that the number of points of P G(k, q) is given by θ(k, q) = q k+1 −1 q−1 . We will continue to use the symbol θ(k, q) to represent this number.
The Fundamental Theorem of Projective Geometry states that the full automorphism group of P G(k, q) is the group P ΓL(k + 1, q) of semilinear transformations acting on the underlying vector space. The subgroup P GL(k + 1, q) ∼ = GL(k + 1, q)/Z 0 (where Z 0 represents the center of the group GL(k + 1, q)) of projective linear transformations is easily modeled by matrices and will be referred to in some of our discussions. A Singer group is a cyclic group acting sharply transitively on the points and hyperplanes of P G(k, q), and the generator of such a group is known as a Singer cycle. Singer groups are known to exists in projective spaces of any order and dimension.
Another property that will provide some assistance is the principle of duality. For any result about points of P G(k, q), there is always a corresponding result about hyperplanes (subspaces, or flats, of dimension k − 1). More generally, for any result dealing with flats of P G(k, q), replacing each reference to an m-flat, m < k, with a reference to a (k − m − 1)-flat, yields a corresponding dual statement that has the same truth value. For instance, a result about a set of points of P G(k, q), no three of which are collinear, could be rewritten dually about a set of hyperplanes of P G(k, q), no three of which meet in a common (k − 2)-flat.
In [6] Chung, Salehi, and Wei provide a method for constructing (n, w, 1)-OOCs using lines of the projective geometry P G(k, q). As our methods may be viewed as a generalization of this construction, we describe the technique in detail. The idea makes use of a so-called Singer group that is most easily understood by modeling a finite projective space using a finite field. If we let ω be a primitive element of GF (q k+1 ), the points of Σ = P G(k, q) can be represented by the field
Hence, in a natural way a point set A of P G(k, q) corresponds to a binary n-tuple (or codeword) (a 0 , a 1 , . . . , a n−1 ) where a i = 1 if and only
Recall that the non-zero elements of GF (q k+1 ) form a cyclic group under multiplication. Moreover, it is not hard to show that multiplication by ω induces an automorphism, or collineation, on the associated projective space P G(k, q). Denote by φ the collineation of Σ defined by ω i → ω i+1 . The map φ clearly acts transitively on the points (and dually on the hyperplanes) of Σ. It is important to note that if A is a point set of Σ corresponding to the codeword c = (a 0 , a 1 , . . . , a n−1 ), then φ induces a cyclic shift on the coordinates of c. 
Our new constructions of asymptotically optimal OOCs will also rely on orbits of Singer groups.
However, we consider the orbits of flats of varying dimension. As such, we let
Elementary counting can be used to show that
Moreover, it is well understood that in P G(k, q), not all orbits of d-flats are full orbits (having size θ(k, q)). The number of orbits of d-flats of varying lengths was investigated in [8] . We let N q (d, k) be the number of full d-flat orbits in P G(k, q). Hence, using the notation from the construction above,
The following lemma is a consequence of Theorem 2.1 of [8] and shall prove useful in our new constructions of asymptotically optimal OOCs. Note that the count in Theorem 2.1 is a special case of the following.
Lemma 2.2. Using the notation above,
The final concept from finite projective geometry that we make use of is that of an arc. 
to be a set of m points of P G(d, q) that meets some hyperplane in r points and meets no hyperplane in as many as r + 1 points. Hence, arcs of degree d are simply arcs. In the plane P G(2, q), for instance, an arc of degree 2 is simply an arc, and an arc of degree 3 (also known as a cubic arc) is a set of points such that no 4 points lie on a common line. There is a great deal of literature regarding the connection between arcs and other classes of error-correcting codes including low-density parity-check codes [7] and MDS codes [2] .
In P G(2, q), a (non-degenerate) conic is a (q + 1)-arc and elementary counting shows that this arc is complete when q is odd. In fact, a well-known result of Segre says that every complete arc of P G (2, q) , q odd, is a conic. The (q + 2)-arcs (hyperovals) exist in P G(2, q) if q is even and they are necessarily complete. Conics are a special case of the so called normal rational curves. A rational curve C n of order n in P G(d, q) is a set of points
where each g i is a binary form of degree n and the highest common factor of g 0 , g 1 , . . . , g d is 1. The curve C n may also be written
where
It is well-known that an NRC is, in fact, a (q + 1)-arc. If C is an NRC in P G(d, q) then the subgroup of P GL(d + 1, q) leaving C fixed is (isomorphic to) P GL(2, q) (see [12] Theorem 27.5.3).
It follows that if ν(d, q) denotes the number of distinct normal rational curves in
The following is a well known property of NRCs (see [18] ).
A collection F of m-arcs (perhaps of varying degrees) in π is said to be a t-family if every pair of distinct members of F meet in at most t points. By 
A construction from arcs in d-flats
Our first construction relies on arcs lying in d-flats of a large projective space over sufficiently large order q. Using families of arcs as defined in Definition 2.5, we obtain the following.
Proof. Let Σ = P G(k, q), let ω be a primitive element of GF (q k+1 ) with associated Singer cycle φ,
and identify each member of F with the corresponding codeword of length θ(k, q) and weight m.
For the auto-correlation, let K be a member of F, where say
Here, we use φ(K) to represent the image of K under the Singer cycle φ. Therefore, for all i with 1
For the cross-correlation consider two distinct members of F, say K and K where K and K are m-arcs in say Π s and Π t respectively (where perhaps s = t). We wish to investigate the maximal cardinality: max
The following appears in [1] ; for the sake of completeness we include a proof.
Proof.
* . With reference to Equation (2.1), consider the collection of NRCs in Π having polynomial coefficients in GF (q). Denote by X P the number of such NRCs containing P . Note that any such NRC intersects π in an NRC of π. To determine X P , we count ordered pairs (N , Q) where N is an NRC of Π over GF (q) and Q is a point of N in Π * . This gives us the following.
After some simplification we arrive at
Let C be an NRC in Π over GF (q) containing P . Then the point
) conjugate to P is also contained in C (and is also in Π * ). As such, any two of the NRCs counted above have at most d common points in π. Hence, by restricting to the intersection of these NRCs with π we have a d-family of (q + 1)-arcs in π having size X P . 
Proof. Follows from Theorem 3. 
With reference to Definition 1.1 we see that the codes constructed as in Theorem 3.4 satisfy the following limit:
Hence, we obtain the following.
Theorem 3.5. Each infinite family of OOCs in Theorem 3.4 is asymptotically optimal.

A construction from arcs of higher degree
We now show that for d > 1 it is possible to improve the codes constructed above. Again, we rely on families of arcs lying in certain flats of a large projective space with sufficiently large order q. For this construction, however, we vary the dimension of the flats where the arcs lie. 
Identify each member of F with the corresponding codeword of length θ(k, q) and weight m. We claim that the code C comprised of all such codewords is a (θ(k, q), m, d)-OOC. That C is of constant weight m is clear.
The auto-correlation, λ a = d:
Let K be a member of F, say K ∈ F s,t is an m-arc of degree r (≤ d) in the s-flat Π, 1 ≤ s ≤ d, and Π is a full orbit under φ. It suffices to show
is at most an (s − 1)-flat, we are computing the maximum size of the intersection of an m-arc of degree r lying in an s-flat with an (s − 1)-flat. It follows that 
.
) ≤ s < s and therefore (as in the first part of the proof)
If s = s we consider two cases:
Case 2: Π = Π . In this case Π = Π , so
It follows that λ c ≤ d.
If we use the 2-family of arcs (in this case, conics) in the plane as in Theorem 3.2, and embed into the ambient space P G(k, q), we obtain the following asymptotically optimal class of OOCs. 
Remark 4.3. For k = 3 above, we get the main result of [14] . Table 2 
For subsequent classes of codewords, we consider in turn the (d − i)-flats, for each i ≥ 2. By Theorem 2.4 the collection of all NRCs in a (d − i)-flat i ≥ 2 is a (d − i + 2)-family of arcs (of degree (d − i)).
Hence again we arrive at an ostensibly loose lower bound:
Putting all of these classes of codewords together establishes the following. 
Remark 4.5. Taking k = d+1 in the above yields codes of the same parameters as those constructed in [1] . Moreover, the size of the codes constructed in [1] correspond to the first and last terms in the expansion (4.2). Consequently, for λ > 2 we obtain a strict improvement to the main construction of (n, w, λ)-OOCs in [1] . Tables 3 and 4 
Affine constructions
For our final construction, we will work in the finite affine space AG(k, q). Our basic technique follows the work of [16] It is well-known that AG(d, q) does not admit a Singer group in the same fashion as P G(d, q). However, we can still apply the same general techniques as above. One way to model AG(k, q) is with a k-dimensional vector space over GF (q). In this model, the vectors represent the affine points. The finite field GF (q k ) is one example of such a vector space. As the non-zero field elements of GF (q k ) form a cyclic group under multiplication, we can obtain a similar group (to that of a Singer group of P G(d, q)) by simply removing the point corresponding to the zero element of GF (q k ). Briefly, let Σ = AG(k, q) and denote by 0 the zero vector in Σ. Take α to be a primitive element of GF (q k ). Just as in the projective case, each nonzero vector in Σ corresponds in the natural way to α j for some j, 0 ≤ j ≤ q k−2 . Denote byφ the (Singer-like) mapping of Σ defined byφ(α j ) = α j+1 and φ(0) = 0. Hence, for all of our constructions below, our code lengths will be of the form q k − 1 where the coordinates of the codewords correspond to the non-zero elements of the finite field GF (q k ) (see e.g. [17] ). Just as in the previous sections, we will make use of certain families of arcs lying in AG(k, q). 
Proof. Our technique is exactly as in Theorem 3.1. We consider a family of (q + 1)-arcs lying in a plane π of AG(k, q) not containing the origin. We only need to show that the 2-family of (q + 1)-arcs of P G(2, q) constructed in Theorem 3.2 can still be constructed in AG (2, q) . Let Π = P G(2, q 2 ) and let π ∼ = P G(2, q) be the natural Baer subplane of Π consisting of the set of points whose homogeneous coordinates lie in the subfield GF (q) of the field GF (q 2 ). Let P be any point of Π \ π. As in Theorem 3.2, there are q 3 − q 2 arcs of Π, the family F, that meet the Baer subplane π in a sub-arc of size q + 1. We refer to these sub-arcs as GF (q)-arcs. Now, consider the line P P q , that is, the line joining P with is conjugate point P q . It's a simple consequence of the classical theory that this line meets the subplane π in a Baer subline. Since the points P and P q both lie on each of the arcs of F, it follows that no other points of the line P P q lie on any of the GF (q)-arcs. Hence, if we remove the Baer subline of P P q lying in π from the Baer subplane π, we are left with an isomorphic copy of AG(2, q) containing a set of q 3 − q 2 arcs, pairwise meeting in at most two points.
We now embed the affine plane AG (2, q) in AG(k, q) and associate with each arc of the family a codeword. The results on auto and cross correlation now follow as in Theorem 3.1.
We can increase the number of codewords in the code above by adding the lines of AG(2, q) as additional codewords. In AG(2, q) , however, lines contain q points. Hence, in order to keep our codewords of constant weight, we start by removing one point (randomly) from each arc of the family F. Using these q-arcs together with the lines of AG (2, q) gives us the following. 
Just as with the projective case, the construction above generalizes naturally. The proof of the following is entire similar to that of Theorem 4.1. 
We now establish some lower bounds on
Proof. As in Theorem 5.2, consider π = P G(d, q) as a (Baer) subspace of Π = P G(d, q 2 ) and choose a point P of Π outside of π. As discussed in Theorem 3.2, there are (
NRCs (the family F) passing through P and meeting π in a sub-arc, and this collection of (q +1)-arcs forms a d-family of GF (q)-arcs in π. The line P P q of Π meets π in a Baer subline l 0 . Now consider any (d − 1)-flat, say π 0 , of π that contains the line l 0 . The hyperplane π 0 extends to a hyperplane of the entire space Π that contains the points P and P q . By the definition of arc, any of the arcs in our family F meet this (d − 1)-flat of Π in at most d points, two of which are P and P q . Hence, if we delete the hyperplane π 0 from π, we delete at most d − 2 points from any arc of the family F. This gives us a family of arcs we call F 0 . For any arc of F not meeting π 0 in d − 2 points, we (randomly) remove points so that each arc of F 0 has size (q + 1)
From Lemma 5.5 we have
Moreover, an analysis similar to that preceding Corollary 4.4 yields
which, with Theorem 5.4, establishes the following. 
As discussed before Corollary 4.4, we can potentially increase the number of codewords by using arcs of higher degree. In particular, if there exists a t-family F of m-arcs of degree r in P G(d, q) , then there would exist a t-family F 0 of (m − r)-arcs of degree r in AG(d, q) . Such a family F 0 could potentially be larger than the family described in Lemma 5.5 which would lead to larger codes. In addition, notice in the constructions above that we were forced to remove some points from our arcs for the sole purpose of maintaining a constant codeword weight. Avoiding this might improve the parameters of our codes. Tables 5, 6 , and 7 compare some of the classes of codes constructed as in Corollary 5.6 with the number of codes given by the Johnson Bound. Of particular note are the codes for λ = 2 (Table 5) whose ratio with the Johnson bound is extremely close to 1. 
Conclusion
We have exhibited a very general construction of optical orthogonal codes that gives rise to a robust class of asymptotically optimal codes. Our codes generalize and improve the prior constructions involving conics [14] and arcs [1] by expanding the families of intersecting arcs and by working in higher dimensional projective spaces. One next step might be to consider subgeometries P G(k, q) embedded in P G(k, q n ) and use large families of arcs in these subgeometries to find other classes of OOCs whose size approaches that given by the Johnson Bound.
In the last section of [16] the authors discuss the possibility of OOCs with different weight classes. In the constructions of Section 5, points were arbitrarily removed from certain arcs for the sole purpose of maintaining a constant codeword weight. Hence, the methods of Section 5 provide a construction for large non-constant weight codes with strong auto and cross correlations properties. The investigation into bounds on the size of such OOCs with different weight classes seems an interesting problem as well.
