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Abstract Data preprocessing is an important component of machine learning
pipelines, which requires ample time and resources. An integral part of prepro-
cessing is data transformation into the format required by a given learning algo-
rithm. This paper outlines some of the modern data processing techniques used
in relational learning that enable data fusion from different input data types and
formats into a single table data representation, focusing on the propositionaliza-
tion and embedding data transformation approaches. While both approaches aim
at transforming data into tabular data format, they use different terminology and
task definitions, are perceived to address different goals, and are used in different
contexts. This paper contributes a unifying framework that allows for improved
understanding of these two data transformation techniques by presenting their uni-
fied definitions, and by explaining the similarities and differences between the two
approaches as variants of a unified complex data transformation task. In addition
to the unifying framework, the novelty of this paper is a unifying methodology com-
bining propositionalization and embeddings, which benefits from the advantages of
both in solving complex data transformation and learning tasks. We present two
efficient implementations of the unifying methodology: an instance-based Prop-
DRM approach, and a feature-based PropStar approach to data transformation
and learning, together with their empirical evaluation on several relational prob-
lems. The results show that the new algorithms can outperform existing relational
learners and can solve much larger problems.
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1 Introduction
Data preprocessing for machine learning is a great challenge for a data scientist
faced with large quantities of data in different forms and sizes. Most of the mod-
ern data processing techniques enable data fusion from different data types and
formats into a single table data representation, which is expected by standard ma-
chine learning techniques including rule learning, decision tree learning, support
vector machines (SVMs), deep neural networks (DNNs), etc. The key element of
the success of modern data transformation methods is that similarities of original
instances and their relations are encoded as distances in the target vector space.
Two of the most prominent data transformation approaches outlined in this
paper are propositionalization and embeddings. While propositionalization [37, 94]
is a well known data transformation technique used in relational learning (RL)
and inductive logic programming (ILP) [20, 43, 58], embeddings [55, 93] have only
recently been recognized by RL and ILP researchers as a powerful technique for
preprocessing relational and complex structured data. In the relational learning
context of this paper, both approaches take as input a relational data set (e.g., a
given relational database) and transform it into a single data table format, which
is then used as an input to a propositional learning algorithm of choice.
The first aim of this paper is to present a unifying survey of propositional-
ization and embedding data transformation approaches. While both approaches
aim at transforming data into a tabular data format, the approaches use differ-
ent terminology and task definitions, claim to have different goals, and are used
in very different contexts. This paper contributes an improved understanding of
these data transformation techniques by presenting a unified terminology and def-
initions, by explaining the similarities and differences of the two definitions as
variants of a unified complex data transformation task, by exploring the apparent
differences between the two approaches, and by outlining some of their advantages
and disadvantages.
In addition to the unifying survey, the main novelty of this paper is a unifying
methodology that combines propositionalization and embeddings, which benefits
from the advantages of both in solving complex data transformation and learn-
ing tasks. The unifying methodology resulted in two new pipelines, PropDRM
and PropStar, which implement an instance-based and a feature-based approach
to data transformation and learning, respectively. Both approaches are computa-
tionally efficient and can successfully solve much larger tasks than the existing
relational learning approaches. We made their code publicly available.
The paper starts by motivating the need for transforming heterogeneous re-
lational data into a tabular format in Section 2. Section 3 introduces the data
transformation approaches in the context of information representation levels pro-
posed by Ga¨rdenfors [29]. Section 4 presents the related work, focusing on selected
propositionalization and embeddings methods relevant to the relational learning
context of this paper. Section 5 presents a unifying framework for propositional-
ization and embeddings, allowing for the analysis of characteristic properties of
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these data transformation approaches. Section 6 proposes a unifying methodol-
ogy that combines propositionalization and embeddings, which benefits from the
advantages of both, and presents two implementations of the proposed unifying
framework: an instance-based embedding approach PropDRM based on the exist-
ing Deep Relational Machines (DRM) [49, 81], followed by a novel feature-based
embedding approach PropStar proposed in this paper, using the StarSpace entity
embedding approach [93]. Experimental evaluation of the proposed implementa-
tions is presented in Section 7. The paper concludes by a summary and some ideas
for future work in Section 8.
2 Motivation
Machine learning is the key enabler for computer systems to progressively improve
their performance when helping humans to solve difficult problem solving tasks.
Nevertheless, current machine learning approaches only come half-way in helping
humans, as humans still have to formulate the problem and prepare the data in
the form that is best suited to the powerful machine learning algorithms.
Most of the best performing machine learning algorithms, like Support Vector
Machines (SVMs) or deep neural networks, assume numeric data and outperform
symbolic approaches in terms of predictive performance, efficiency, and scalability.
The dominance of numeric algorithms started in 1980s with the advent of back-
propagation and neural networks [74], continued in late 1990s and early 2000s
with SVMs [16], and finally reached the current peak with deep neural networks
[30]. Deep neural networks are currently considered the most powerful learners for
solving many of previously unsolvable learning problems in computer vision (face
recognition rivals humans’ performance), game playing (a program has beaten a
human champion in the game of Go), and natural language processing (successful
automatic speech recognition and machine translation).
While the most powerful machine learning approaches are numeric, humans
perceive and describe real-world problems mostly in symbolic terms, using various
data representation format, such as graphs, relations, texts or electronic health
records, all involving discrete representations. However, if we are to harness the
power of successful numeric deep learning approaches for discrete learning prob-
lems, discrete data should be transformed into a form suitable for numeric learn-
ing algorithms. The viewpoint of addressing real-world problems as numeric has
a rationale even for discrete domains, as many symbolic learners perform gener-
alizations based on object similarity. For example, in graphs, nodes can represent
similar entities or have connections with similar other nodes; in text, words can
appear with similar contexts or play the same role in sentences; in medicine, pa-
tients may have similar symptoms or similar disease histories. Such similarities are
used by numerous machine learning algorithms to generalize and learn, including
classical bottom-up learning approaches such as hierarchical clustering, as well as
symbolic learners adapted to top-down induction of clustering trees [5]. If we want
to exploit the power of modern machine learning algorithms, like SVMs and deep
neural networks, to process the inherently discrete data, one has to transform dis-
crete data into (numeric) vectors in such a way that similarities between objects
are preserved and encoded as distances in the transformed (numeric) space.
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Contemporary preprocessing approaches that prepare numeric vector data for
machine learning algorithms are called embeddings. Nevertheless, as demonstrated
in this paper, symbolic data transformations, as ancestors of the contemporary
embedding approaches, remain relevant: the role of propositionalization, a sym-
bolic approach to relational data transformation into feature vectors, is not only
to enable contemporary machine learning algorithms to induce better predictive
models, but to allow descriptive data mining approaches to discover interesting
human-comprehensible patterns in symbolic data.
As this paper demonstrates, albeit propositionalization and embeddings rep-
resent different types of data transformations, these approaches actually represent
the two sides of the same coin. The main unifying element they have in common
is that they transform the data into a vector format and encode the relations
between objects in the original space as distances in the new vector space.
3 Data transformations and information representation levels
As this section will show, we consider data transformations as a particular subpro-
cess of data preprocessing. Data preprocessing aims to handle missing attribute
values, control out-of-range values and impossible attribute-value combinations,
or handle noisy or unreliable data, to name just some of the types of data irreg-
ularities addressed in processing real-life data. Data preprocessing may include
data cleaning, instance selection, normalization, feature engineering (feature ex-
traction and/or feature construction), data transformation, feature selection, etc.
The result of data preprocessing is the final training set, which is used as input to
a machine learning algorithm.
Data preprocessing can be manual, automated, or semi-automated. We focus on
automated transformations of data, present in heterogeneous types and formats,
into a uniform tabular data representation. We refer to this specific automated
data preprocessing task as data transformation, and define it as follows.
Definition 1 (Data transformation)
Data transformation is a step in the data preprocessing task that automatically
transforms the input data and the background knowledge into a uniform tabular
representation, where each row represents a data instance, and each column rep-
resents one of the dimensions in a multi-dimensional feature space.
In the above definition, we decided to distinguish between data and background
knowledge. This is an intentional decision, although it could be argued that in some
settings, we could refer to both as data. Let us provide an operational distinction
between data and background knowledge. Data is considered by the learner as the
target data from which the learner should learn a model (e.g., a classifier in the case
of class labeled data) or a set of descriptive patterns (e.g., a set of association rules
in the case of unlabeled data). Background knowledge is any additional knowledge
used by the learner in model or pattern construction from the target data. Simplest
forms of background knowledge define hierarchies of features (attribute values),
such as color green being more general than light green or dark green. More complex
background knowledge refers to any other declarative prior domain knowledge,
such as knowledge encoded in relational databases, knowledge graphs or domain
specific taxonomies and ontologies, such as the Gene Ontology, in its 2020-05-02
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release including 44,508 GO terms, 7,765,270 annotations, 1,464,358 gene products
and 4,593 species.
This data transformation setting is applicable in various data science scenarios
involving relational data mining, inductive logic programming, text mining, graph
and network mining as well as tasks that require fusion of data of a variety of
data types and formats and their transformation into a joint data representation
formalism.
3.1 Information representation levels
As currently the most powerful machine learning (ML) algorithms take as input
numeric representations, users of ML algorithms tend to transform other forms
of human knowledge into the numeric representation space. Interestingly, even if
this is countering a standard RL and ILP viewpoint, this is true also for symbolic
representations, which are currently used to store most of the human knowledge.
The distinction between the symbolic and numeric representation space men-
tioned above can be further clarified in terms of the levels of cognitive repre-
sentations, introduced by Ga¨rdenfors [29], i.e. the neural, spatial and symbolic
representation levels. In his theory, Ga¨rdenfors assumes that when modeling cog-
nitive systems in terms of information processing, all three levels are connected:
starting from the sensory inputs at the lowest neural representation level, resulting
in spatial representations at the middle conceptual spaces level, up to symbolic
representations at the level of language.
Neural. This representation level corresponds to the sub-conceptual connectionist
level. At this level, information is represented by activation patterns in densely
connected networks of primitive units. This enables concepts to be learned from
the observed data by modifying the connection weights between the units.
Spatial. This representation level is modeled in terms of Ga¨rdenfors’ conceptual
spaces. At this level, information is represented by points or regions in a concep-
tual space built upon some dimensions that represent geometrical, topological
or ordinal properties of the observed objects. In spatial representations, the
similarity between concepts is represented in terms of the distances between
the points or regions in a multidimensional space, where concepts are learned
by modeling the similarity between the observed objects.
Symbolic. At this representation level, information is represented by the language
of symbols (words), where the meaning is internal to the representation itself
(i.e. symbols have meaning only in terms of other symbols, while their seman-
tics is grounded in the spatial level), and concepts are learned by symbolic
generalization rules.
From the perspective of this paper, the above levels of cognitive representa-
tions introduced by Ga¨rdenfors [29] provide a theoretical ground to separate the
learning approaches as well as the data transformation approaches into three cat-
egories based on the levels of their output representation space: neural, spacial
and symbolic. However, given the scope of this paper, we do not consider neural
transformations, and focus only on two data transformation types:
– symbolic transformations, in this paper referred to as propositionalization, de-
noting data transformations into a symbolic representation space, and
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– numeric transformations, in this paper referred to as embeddings, denoting
data transformations into a spatial representation space.
These two data transformation approaches are briefly introduced below, and
further described in the related work (Section 4).
3.2 Transformations into symbolic representation space
The past decades of machine learning were characterized by symbolic learning,
where the result of a machine learning or data mining algorithm was a predictive
model of a set of patterns described in a symbolic representation language, result-
ing in symbolic human-understandable patterns and models. Symbolic machine
learning approaches include rule learning [13, 53], decision tree learning [68] and
learning logical representations by relational learning and inductive logic program-
ming (ILP) algorithms [20, 43, 58].
To be able to apply a symbolic learner, the data is typically transformed into
a single tabular data format, where each row represents a single data instance,
and each column represents an attribute or a feature. Such transformation into
symbolic vector space (i.e. a symbolic data table format) is well known in the ILP
and relational learning community, where it is referred to as propositionalization.
Propositionalization approaches are presented in Section 4.2.
3.3 Transformations into numeric representation space
In the last 20 years we have been witnessing increasing dominance of statisti-
cal machine learning and pattern-recognition methods, including neural network
learning [75], Support Vector Machines (SVMs) [77, 86], random forests [9], and
boosting [27]. These statistical approaches are quite different from the symbolic
approaches mentioned in Section 3.2, however there are many approaches that
cross these boundaries, including e.g., the CART decision tree learning algorithm
[10], the Bump hunting rule learning algorithm [28], which are firmly based in
statistics. Moreover, ensemble techniques such as boosting [27], bagging [8] or ran-
dom forests [9] also combine the predictions of multiple logical models on a sound
statistical basis [3, 52, 76]. All these are also considered to belong to the family of
statistical learning approaches.
To be able to apply a statistical learner, the data is typically transformed into a
single tabular data format, where each row represents a single data instance, and
each column is a numeric attribute or a numeric feature, with some predefined
range of numeric values. Such transformation into numeric vector space (i.e. a
numeric data table format) is well known in the deep learning community, where
it is referred to as embedding. Approaches to embedding relational structures are
presented in Section 4.3.
4 Related work
In this section we first outline various transformation methods in Section 4.1, fol-
lowed by a more detailed description of the data transformation methods relevant
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for the context of relational learning, i.e. propositionalization and embeddings, in
Section 4.2 and Section 4.3, respectively.
4.1 Outline of data transformation methods
While there are many algorithms for transforming data into a spatial representa-
tion, it is interesting that recent approaches rely on deep neural networks, thereby
harnessing the neural representation level as the means to transform symbolic
representations into the spatial representation. Below we list the main types of
approaches that perform transformations between representations.
Community detection and graph traversal methods. Many complex data sets can
be represented as graphs, where nodes represent data instances and edges repre-
sent their relations. Graphs can be homogeneous (consisting of a single type of
nodes and relations) or heterogeneous (consisting of different types of nodes and
relations). To encode a graph in a tabular form by preserving the information
about the relations, various graph encoding techniques were developed, such as
propositionalization via random walk graph traversal, representing nodes via
their neighborhoods and communities [65]. These approaches are frequently
used for data fusion in mining heterogeneous information networks. Neural
network approaches (presented below) are also very competitive as means for
encoding graphs.
Matrix factorization methods. When data is not explicitly presented in the form
of relations but the relations between objects are implicit, given by a similarity
matrix, the objects can be encoded in a numeric form using matrix factoriza-
tion. As an example take Latent Semantic Analysis used in text mining, which
factorizes a word similarity matrix to represent words in a vector form. An-
other example is factorization of graph adjacency matrices. These types of
embeddings were largely superseded by deep neural networks which, instead of
observing similarity between different objects, construct a prediction task and
forecast similarity. For example, for text, given a word, the word2vec embed-
ding method [55] predicts words in its neighborhood.
Propositionalization methods are used to get tabular data from multirelational
databases as well as from a mixture of tabular data and background knowl-
edge in the form of logic programs or networked data, including ontologies.
These transformations were mostly developed within the Inductive Logic Pro-
gramming and Relational Learning community, and are still actively researched
and used. Propositionalisation methods do not perform dimensionality reduc-
tion and are most often used with data mining and symbolic machine learning
algorithms. We discuss these methods in Section 4.2.
Neural networks based methods. In neural networks the information is represented
by activation patterns in interconnected networks of primitive units. This en-
ables that concepts are gradually learned from the observed data by modify-
ing the connection weights between the hierarchically organized units. These
weights can be extracted from neural networks and used as a spatial repre-
sentation that transforms relations between entities into distances. Recently,
this approach became a prevalent way to build representation for many dif-
ferent types of entities, e.g., texts, graphs, electronic health records, images,
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relations, recommendations, etc. In Section 4.3 we describe the data types and
approaches, which are capable of embedding relational structures and are there-
fore most relevant for the context of this paper. These include knowledge graph
embeddings (presented in Section 4.3.1), entity embeddings capable of forming
(both supervised and unsupervised) representations based on the similarity of
entities (presented in Section 4.3.2), and Deep Relational Machines methodol-
ogy that links symbolic representations to deep neural networks (presented in
Section 4.3.3).
Other embedding methods. Other forms of embeddings were developed by differ-
ent communities that observed the need to better represent the (symbolic)
data. For example, Latent Dirichlet Allocation (LDA) [4] used in text anal-
ysis learns distributions of words for different topics. These distributions can
be used as an effective embedding for words, topics, and documents. Feature
extraction methods form a rich representation of instances by projecting them
into a high dimensional space [48]. Another example of (implicit) transforma-
tion into high dimensional space is the kernel convolutional approach proposed
by Haussler [34], which introduces the idea that kernels can be used for discrete
structures by iteratively applying convolution and kernels to smaller parts of
the data structure. Convolutional kernels exist for sets, graphs, trees, strings,
logical interpretations, and relations [17]. This allows methods such as SVM
or Gaussian Processes to work with relational data. Most of these embeddings
are recently superseded or merged with neural networks.
All the above approaches perform data transformations from different data
formats to a single table representation. However, their underlying principles are
different: while factorization and neural embeddings perform dimensionality reduc-
tion, resulting in lower-dimensional feature vector representations capturing the
semantics of the data, propositionalization results in a vector representation using
relational features with a higher generalization potential than the features used
in the original data representation. Note that there exist also other approaches to
data transformation and fusion, including HINMINE [36], metapath2vec [95] and
OhmNet [89], which are out of the main scope of this paper.
4.2 Propositionalization
In propositionalization, relational feature construction is the most common ap-
proach to data transformation. LINUS [44] was one of the pioneering proposition-
alization approaches using automated relational feature construction. LINUS was
restricted to generation of features that do not allow recursion and existential lo-
cal variables, which means that the target relation cannot be many-to-many and
self-referencing. The second limitation was more serious: the queries could not
contain joins (conjunctions of literals). The LINUS descendant SINUS [45] incor-
porates more advanced feature construction techniques inspired by 1BC [25]. The
LINUS approach had many followers, including relational subgroup discovery sys-
tem RSD [94], which is outlined also in the list of propositionalization approaches
below. Alternatives to relational feature construction include the construction of
aggregation queries.
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In this section we first clearly define the distinction between attributes and
features, followed by an outline of selected propositionalization approaches and of
the specific Wordification approach used in the algorithms developed in this work.
4.2.1 Features
To be able to apply a symbolic propositional learner, the data should be rep-
resented in a single table data format, where each row represents a single data
instance, and each column represents an attribute or a feature. For the sake of
clarity, let us distinguish between attributes and features below.
Attributes that describe the data instances can be either numeric variables
(with values like 7 or 1.5) or nominal/discrete variables (with values like red or fe-
male). In contrast to attributes, a feature describes the presence or absence of some
property of an instance. As a result, features are always Boolean-valued (values
true or false). For example, for attribute gender with values female and male, two
separate features can be constructed: f1: gender=female and f2: gender=male,
and only one of these features is assumed to be true for an individual data in-
stance. Note that features are different even from binary-valued attributes: e.g.,
for a binary attribute ai with values true and false, there are two corresponding
features: f3: ai = true and f4: ai = false. Furthermore, features can test a value of
a single attribute, like aj > 3, or they can represent complex logical and numerical
relations, integrating properties of multiple attributes, like f5: ak < 2 · (aj − ai).
Previous feature types are referred to as propositional features. On the other
hand, relational features relate the values of different attributes to each other. In
the simplest case, for example, they test for the equality or inequality of the values
of two attributes of the same type, such as Length and Height. More complex
relational features can use the background relations, e.g., f6: adjacent(NodeX,
NodeY). Even more advanced, relational features can introduce new variables. For
example, if relations are used to encode a graph, a relational feature such as f7:
color(CurrentNode, blue) ∧ link(CurrentNode, NewNode) ∧ color(NewNode, red),
can introduce a new variable NewNode to subsequently test whether there exists
a previously not visited node in the graph that is colored red.
Take a simple toy trains example learning problem illustrated in Appendix A,
and two complex relational features describing trains:
f8: hasCar(T,C) ∧ carLength(C,short) ∧ carRoof(C,peaked)
f9: hasCar(T,C1) ∧ carLength(C1,short) ∧ hasCar(T,C2) ∧ carRoof(C2,peaked)
Feature f8 is a single complex relational feature, while f9 contains two distinct
relational features. Formally, a feature is defined as a minimal set of literals such
that it introduces at most one local (i.e. existential) variable in the feature set
composing the relational feature.
The main point of relational features is that they localize variable sharing: this
can be made explicit by naming the features:
f10: hasShortCar(T) ← hasCar(T,C) ∧ clength(C,short)
f11: hasPeakedroofCar(T) ← hasCar(T,C) ∧ carRoof(C,peaked)
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The propositionalization approach to relational learning captures exactly this
idea: generating complex features, such as f8, f10 and f11, which will allow multi-
relational data representation of properties of target instances (such as trains T )
through representations of properties of their components (such as cars C). Se-
lected propositionalization approaches, which use complex feature construction in
the automated multi-relational data transformation process are outlined below.
4.2.2 Outline of selected propositionalization algorithms
Below we outline a selection of propositionalization approaches, while an interested
reader can find extensive overviews of different feature construction approaches in
the work of Kramer et al. [37] and Krogel et al. [38].
Relaggs [39] stands for relational aggregation. It is a propositionalization ap-
proach that takes the input relational database schema as a basis for a declar-
ative bias, using optimization techniques usually used in relational databases
(e.g., indexes). The approach employs aggregation functions in order to sum-
marize non-target relations with respect to the individuals in the target table.
1BC [25] strives to enable the propositional naive Bayes classifier to handle rela-
tional data. It does so by a transformation in which a set of first-order condi-
tions is generated and then used as attributes in the naive Bayes classifier. The
transformation, however, is done in a dynamic manner, as opposed to standard
propositionalization, which is performed as a static step of data preprocessing.
This approach is extended by 1BC2 [42], which allows distributions over sets,
tuples, and multisets, thus enabling the naive Bayes classifier to consider also
structured individuals.
Tertius [26] is a top-down rule discovery system, incorporating first-order clausal
logic. The main idea is that no particular prediction target is specified be-
forehand, hence Tertius can be seen as an ILP system that learns rules in an
unsupervised manner. Its relevance for this survey lies in the fact that Tertius
encompasses 1BC, i.e. relational data is handled through 1BC transformation.
RSD [94] is a relational subgroup discovery algorithm composed of two main steps:
the propositionalization step and the (optional) subgroup discovery step. The
output of the propositionalization step can be used also as input to other
propositional learners. RSD effectively produces an exhaustive list of first-order
features that comply with the user-defined mode constraints, similar to those
of Progol [57] and Aleph [79]. Furthermore, RSD features satisfy the connec-
tivity requirement, which imposes that no feature can be decomposed into a
conjunction of two or more features. Mode declarations define the algorithm’s
syntactic bias, i.e. the space of possible features.
HiFi [41] is a propositionalization approach that constructs first-order features
with hierarchical structure. Due to this feature property, the algorithm per-
forms the transformation in polynomial time of the maximum feature length.
Furthermore, the resulting features are the shortest in their semantic equiv-
alence class. The algorithm is shown to perform several orders of magnitude
faster than RSD for higher feature lengths.
RelF [40] is the most relevant of the algorithms in the TreeLiker software [40]. It
constructs a set of tree-like relational features by combining smaller conjunctive
blocks. RelF preserves the monotonicity of feature reducibility and redundancy
Propositionalization and Embeddings: Two Sides of the Same Coin 11
(instead of the typical monotonicity of frequency), which allows the algorithm
to scale far better than other state-of-the-art propositionalization algorithms.
Cardinalization [1] is specifically designed to enable more than just categorical
attributes in propositionalization. Specifically, it can handle a threshold on
numeric attribute values and a threshold on the number of objects satisfying
the condition on the attribute simultaneously. Cardinalization can be seen as
an implicit form of discretization. While in discretization one sets a thresh-
old on a numeric attribute and see how many objects satisfy the threshold
later, and the cardinality follows implicitly from the attribute value threshold;
on the other hand, in cardinalization, we set a threshold on the cardinality,
and let an attribute-value learner decide where the threshold value on the nu-
merical attribute should lie. Hence, Cardinalization allows for context-aware
discretization. Quantiles [1] is a variant of Cardinalization. Instead of choosing
an absolute number as cardinality threshold, Quantiles uses a relative number.
CARAF [12] approaches the problem of large relational feature search space by
aggregating base features into complex compounds, which makes CARAF sim-
ilar to Relaggs. Complex aggregates run the risk of overfitting. While Relaggs
tackles this problem by restricting itself to relatively simple aggregates, the
distinguishing feature of CARAF is that instead it incorporates more complex
aggregates into a random forest, which ameliorates the overfitting effect.
Aleph [79] is the most popular ILP algorithm and is actually an ILP toolkit with
many modes of functionality: learning of theories, feature construction, incre-
mental learning, etc. Aleph uses mode declarations to define the syntactic bias.
Input relations are Prolog clauses, defined either extensionally or intensionally.
Aleph’s feature construction functionality also means it is a propositionaliza-
tion approach.
Wordification [62, 63] is a propositionalization method inspired by text mining
that can be viewed as a transformation of a relational database into a corpus
of text documents. The distinguishing property of Wordification is its efficiency
when used on large relational data sets and the potential for using text mining
approaches on the transformed propositional data. While most of the outlined
propositionalization algorithms construct complex relational features includ-
ing variables in the arguments of relational features, Wordification constructs
simple, easily interpretable features that are treated as ‘words’ in the trans-
formed Bag-Of-Words representation. It constructs features of the kind ai = vij
(formulated as ai vij). In addition to such simple features, it constructs also
conjuncts (of size 2) of such features, e.g., ai = vij ∧ ak = vkl, formulated as
ai vij ak vkl. To avoid confusion in case the same attribute name appeared
in several tables, the actual form of features is t ai vij including the indicator
of the name of table t in which attribute ai appears. For a simple example of
how such features are generated, the reader is referred to Appendix A.
4.2.3 Wordification
Given that in a previous experimental evaluation of propositionalization algo-
rithms [62, 63] the Wordification algorithm was shown to be the most effective,
we selected Wordification as the propositionalization algorithm of choice in the
proposed implementations combining propositionalization and embeddings in Sec-
tion 6, where the Wordification algorithm was adapted to handle large data sets.
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In the Wordification implementation, described in detail in Section 6.2.1, the
original feature representation TableName AttributeName AttributeValue was—
for implementational convenience—replaced by a tuple representation (t.name, c,
v), where t.name refers to a table name, c to a given colon (attribute) in the table
t, and v to a given value v of attribute c. Such features will be referred to as
features or as relational items in the algorithm description, as appropriate.
Using this feature representation, Wordification of a multi-relational database
can be summarized as the following operation:
DBi =
⊎
t∈T
WORDIFY(t(m(i)))
where m maps a given table t’s indices to target (initial) table indices (i) and T is
the set of all tables from which a foreign key path exists to the target table. The unionmulti
operator represents a disjoint union of multisets (sum), yielding a single multiset
(duplicates are allowed).
Foreign keys are designated columns that link data between distinct tables.
Value of a foreign key in a given table is referred to as the instance id (the row is
uniquely determined by this value). Let C represent the set of all columns that are
not foreign keys, ids or target classes. The WORDIFY method returns a multiset
(a bag) of relational items (for the i-th instance) constructed as follows:
WORDIFY(t(m(i))) =
⊎
v∈t[m(i)][c∈C]
(t.name, c, v)
where t[c] represents the values v of table t in column c, and t.name is the name
of table t. Thus, Wordification is na¨ıve in the sense that it simply concatenates
attribute values across tables by maintaining the column and table name informa-
tion in constructing features. The original implementation, however, can become
spatially intractable (see [62], proof of complexity) as its spatial complexity is
O(row · tables · 2col). Details of a more efficient implementation of Wordification
are available in Section 6.2.1.
4.3 Embedding relational structures
In this section, we discuss methodologies capable of embedding relational struc-
tures. We start with an introduction to knowledge graph embeddings, an emerging
group of methods that operate on large, real-world, annotated graphs, in Sec-
tion 4.3.1. We proceed by the presentation of entity embeddings, a more general
methodology capable of supervised, as well as unsupervised embeddings of many
entities, including texts and knowledge graphs in Section 4.3.2. Finally, in Sec-
tion 4.3.3, we present Deep Relational Machines, an emerging methodology that
links symbolic representations to deep neural networks.
4.3.1 Knowledge graph embeddings
In knowledge graphs (KG), edges correspond to relations between entities (nodes)
and the graphs present Subject-Predicate-Object triplets. The KG handling algo-
rithms attempt to solve the problems like triplet completion, relation extraction,
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and entity resolution. The KG embedding algorithms, briefly discussed below, out-
line some of the key ideas which render these methods highly scalable and useful
for large, semantics-rich graphs. For detailed description and a recent, extensive
overview of the field, we refer the reader to [90], from where we next summarize
some of the key ideas underlying knowledge graph embedding.
In the below description of KG embedding algorithms, the Subject-Predicate-
Object triplet notation is replaced by the (h, r, t) triplet notation, where h is
referred to as the head of a triplet, t as the tail, and r as the relation connecting
the head and the tail. A schematic representation of triplet embedding is shown
in Figure 1. The embedding methods briefly outlined below optimize the total
plausibility of the input set of triplets, where plausibility of a single triplet is
denoted with fr(h, t).
d
Head
Relation Tail
d
d
h
r
t
Fig. 1: Schematic representation of knowledge graph embedding. Head-Relation-
Tail (h, r, t) triplets are used as inputs. Triplets are embedded in a common d-
dimensional vector space.
– The first group of KG embedding algorithms are termed translational distance
models, as they exploit distance-based scoring functions. They measure the
plausibility of a fact as the distance between the two entities, usually after a
translation carried out by the relation. One of the representative methods for
this type of embedding is transE [7], where the cost function being optimized
can be stated as:
fr(h, t) = −||h + r− t||2.
For vectors h, r, and t in the obtained embedding, score fr(h, t) is high if
triplet (h, r, t) is present in the data.
– The second group of KG embedding algorithms is not deterministic, as it
takes into account the uncertainty of observing a given triplet. A represen-
tative method for this type of embeddings is KG2E [35], which models the
triplets with multivariate Gaussians. It models individual entities, as well as
relations as vectors, drawn from multivariate Gaussians, assuming that h, r
and t vectors are normally distributed, with mean vectors µh, µr, µt ∈ Rd and
covariance matrices Σh, Σr, Σt ∈ Rd×d, respectively. KG2E uses Kullback-
Liebler divergence to directly compare the distributions as follows:
fr(h, t) = KL(N (µt − µh),N (µr))
=
∫
Nx(µt − µh, Σt +Σh) ln Nx(µt − µh, Σt +Σh)Nx(µr, Σr) dx,
where Nx denotes the probability density function of the normal distribution.
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– Semantic matching models exploit similarity-based scoring functions. They
measure plausibility of facts by matching latent semantics of entities and rela-
tions embodied in their vector space representations. One of the representative
algorithms for learning by semantic matching is RESCAL [60]. RESCAL opti-
mizes the following expression:
fr(h, t) = r
T ·Mr · t,
where h and t are representations of entities, and Mr ∈ Rd×d is a matrix
associated with relations.
– Matching using neural networks. Deep neural networks model triplets via train-
ing of neural network architectures. One of the first approaches was Semantic
Matching Energy (SME) [6]. This method first projects entities and their rela-
tions to their corresponding vector embeddings. The relation’s representation
is next combined with the relation’s head and tail entities to obtain g1(h, r)
and g2(t, r) entity-relation representations in the hidden layer. Finally, a dot
product is used to score the triplet relation matching
fr(h, t) = g1(h, r)
T · g2(t, r).
The simplest version of SME defines the g1 and g2 as:
g1(h, r) = W
(1)
1 · h +W (2)1 · r + b1
g2(t, r) = W
(1)
2 · t +W (2)2 · r + b2.
Here, W
(1)
1 ,W
(2)
1 ,W
(1)
2 and W
(2)
2 are R
d×d dimensional weight matrices and
b1 and b2 are bias vectors.
Recent advances in embeddings of knowledge graphs show interesting research
directions. For example, hyperbolic geometry could be used to better capture
latent hierarchies, commonly present in real-world graphs [59]. Further, KG em-
bedding methods are increasingly tested on large, multi-topic data collections, for
example, the Linked Data (LD) which standardize and fuse data from different
resources. Knowledge graph embeddings, such as RDF2vec [71] attempt to exploit
vast amounts of information in LD and transform it into a learning-suitable format.
As knowledge graphs are not necessarily the only source of available information,
algorithms exploit also other information, e.g., textual information available for
each triplet [92]. Recent trends in knowledge graph embeddings also explore how
symbolic, logical structures could be used during embedding construction. Ap-
proaches such as KALE [33] construct embeddings by taking into account logical
rules (e.g., Horn clauses) related to the knowledge graph, thus increasing the qual-
ity of embeddings. Similar work was proposed by Rockta¨schel et al. [73], where
pairs of embeddings were considered during optimization. The same group also
showed how relations can be modeled without grounding the head and tail entities
for simple implication-like clauses [22]. Wang et al. [91] demonstrated that logi-
cal rules can aid in knowledge graph completion on large knowledge bases. They
showed that inclusion of rules can reduce the solution space and significantly im-
prove the inference accuracy of embedding models.
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4.3.2 Entity embedding with the StarSpace approach
The guiding principle behind all embeddings, described in the previous section, is
the persistence of similarity, i.e. that entities which are similar in the knowledge
graph must be represented by vectors that are similar in the embedding space.
A general approach implementing this principle is to use any similarity function
between entities to form a prediction task for a neural network. Below we describe
a successful example of this approach, called StarSpace [93]. As this approach
assumes discrete features from a fixed dictionary, it is particularly appealing to
relational learning and inductive logic programming.
The idea of StarSpace is to form a prediction task where a neural network is
trained to predict the similarity between an entity and its related entity (e.g., its
label or some other entity). The resulting neural network can be used for several
purposes: directly in classification, to rank instances by their similarity, or weights
of the trained network can be used as pretrained embeddings.
In StarSpace, each entity has to be described by a set of discrete features from
a fixed-length dictionary and forms a so called Bag-Of-Features. This representa-
tion is general enough to cover texts (documents or sentences can be described by
bags-of-words or bags-of-n-grams), users (described by bags of documents, movies,
or items they like), relations and links in graphs (described by semantic triples),
etc. During training, entities of different kinds are embedded in the same latent
space, suitable for various down-stream learning tasks, e.g., a user can be com-
pared with the recommended items. Note that entities can be embedded along
with target classes, resulting in supervised embedding learning. This type of repre-
sentation learning is the key element of the proposed PropStar algorithm outlined
in Section 6.1.2 and presented in detail in Section 6.2.3.
The StarSpace approach trains a neural network model to predict which pairs
of entities are similar and which are dissimilar. Two kinds of training instances
are formed, positive (a, b) ∈ E+, which are task dependent and contain correct
relations between entities (e.g., document a with its correct label b), and negative
instances (a, b−1 ), . . . , (a, b
−
k ) ∈ E−a . For each entity a (e.g., a document) appearing
in the positive instances, negative instances are formed using k-negative sampling
from labels {b−i }ki=1 as in word2vec [55]. In each batch, the neural network tries
to minimize the loss function L, defined as follows:
L =
∑
(a,b)∈E+
(
Loss(sim(a, b)) +
1
k
k∑
i=1
(a,b
−
i
)∈E−a
Loss(sim(a, b−i ))
)
For each batch update in the training of neural network, k negative examples
(a parameter) are formed by randomly sampling labels b−i from within the set of
entities that can appear in b. For example, in the document classification task,
document a has its correct label b, while k negative instances have their labels b−i
sampled from the set of all possible labels. Similarity function sim represents the
similarity between the vector representations of the two entities; typically a dot
product similarity is used. Within one batch, loss function Loss sums the losses of
the positive instance (a, b) and the average of the k negative instances (a, b−i ), i ∈
1 . . . k. To asses the loss, margin ranking loss is used, Loss = max(0,m−sim(a, b′)),
where m is the margin parameter, i.e. the similarity threshold, and b′ is a label.
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The trained network can be used for several purposes. To classify a new instance
a, one iterates over all possible labels b′ and chooses arg maxb′ sim(a, b
′) as the
prediction. For ranking, entities can be sorted by their predicted similarity score.
The embedding vectors can also be extracted and used for some other downstream
task. Wu et al. [93] recommend that the similarity function sim(·, ·) is shaped in
such a way that it will directly fit the intended application, so that training will
be more effective.
A few examples of tasks successfully tackled with the StarSpace feature trans-
formation approach are described below.
– In multiclass text classification the positive instances (a, b) are taken from the
training set of documents E+, represented with bags-of-words and their labels
b. For negative instances, entities b−i are sampled from the set of possible labels.
– In recommender systems users are described with a bag of items they liked
(or bought). The positive instances use a single user ID as a and one of the
items that user liked as b. Negative instances take b−i from the set of possible
items. Alternatively, to work for new users, the a part of user representation
is composed of all the items that user liked, except one, which is used as b.
– For link prediction the concepts in a graph are represented as triples head-
relation-tail (h, r, t), e.g., gene-generates-protein. A positive instance a consists
either of h and r, while b consists of t; alternatively, a consists of h, and b
consists of r and t. Negative instances b−i are sampled from the set of possible
concepts. The trained network can then predicted links, e.g., gene-generates-
what.
– For sentence embedding in an unsupervised fashion, a collection of documents,
containing sentences, is turned into a training set. For positive instances, a
and b are sentences from the same document (or are close together in a doc-
ument), while for negative instances, sentences b−i are coming from different
documents. This definition of a task tries to capture the semantic similarity
between sentences in a document.
In the PropStar algorithm proposed in this work, we use StarSpace similarly
to the first case mentioned above (multiclass text classification). Namely, Wordi-
fication returns a bag of features (relational items) for each instance in the target
table. The embeddings are learned for each feature separately, and class labels
are also embedded in the same space. During classification, representations of re-
lational items associated with a given instance (bag of features) are averaged to
obtain the representation of the instance—a similar idea as in the document rep-
resentation adopted in the highly efficient doc2vec branch of algorithms aimed at
document classification [47]. The embedded instances, now located in the same
vector space as the embeddings of class labels, are directly used for classification.
The label, closest to the representation of a given target instance is selected as the
final prediction.
4.3.3 Deep Relational Machines
Deep neural networks are effective learners in numeric space, capable of construct-
ing intermediate knowledge constructs and thereby improve semantics of baseline
input representation. Training deep neural networks on propositionalized relational
data were explored by Srinivasan et al. [81], following the work of Lodhi [49], where
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Deep Relational Machines (DRMs) were first introduced. In Lodhi’s work, the
DRMs used bodies of first order Horn clauses as input to restricted Boltzmann
machines, where conjuncts of bonds and other molecular structure information
compose individual complex features; when all structural properties are present
in a given instance, the target’s value is true, and false otherwise. For example,
consider the following propositional representation of five instances (rows), where
complex features are comprised of conjuncts of atoms fi, as illustrated in Figure 2.
In
st
an
ce
f 1
∧
f 2
f 3
∧
f 2
f 1
∧
f 3
f 5
∧
f 2
f 4
∧
f 1
∧
f 5
C
la
ss
1 [ 1 1 1 1 0 ] +
2 [ 0 1 0 0 1 ] +
3 [ 0 0 1 0 0 ] -
4 [ 0 1 0 0 1 ] -
5 [ 1 0 0 0 1 ] -
Fig. 2: Example input data for a deep relational machine that operates on the
instance level.
Note that the propositionalized data set P is usually a sparse matrix, which
can represent additional challenge for neural networks. The DRMs proposed by
Lodhi [49] were used for prediction of protein folding properties, as well as muta-
genicity assessment of small molecules. This approach used feature selection with
information theoretic measures such as information gain as the sparse matrix re-
sulting from the propositionalization was not suitable as an input to the neural
network. The initial studies regarding DRMs explored how deep neural networks
could be used as an extension of relational learning.
Recently, promising results were demonstrated in the domain of molecule clas-
sification [19] using ILP learner Aleph in its propositionalization mode for feature
construction. After obtaining propositional representation of data, the obtained
data table was fed into a neural network that associated such representations
with the output space (e.g., a molecule’s activity). Again, sparsity and size of
the propositionalized representation is a problem for deep neural networks. Again,
stochastic feature selection of relational features that are used as input to deep
relational machines can improve the performance and interpretability [18].
The work of Srinivasan et al. [81] is relevant for the interpretability of deep
relational machines, proposing a logical approximation of well-known prediction
explanation method LIME [70] and showing how it can be efficiently computed.
In summary, DRMs address the following issues at the intersection of deep
learning and relational learning:
– DRMs demonstrated that deep learning on propositionalized relational struc-
tures is a sensible approach to relational learning.
– Their input is comprised of logical conjuncts, offering the opportunity to obtain
human-understandable explanations.
– DRMs were successfully employed for classification and regression.
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– Emerging ideas in the area of representation learning have only recently been
explored in the ILP context [23], indicating there are many possible improve-
ments both in terms of execution speed, as well as more informative feature
construction on the symbolic side of computation.
We further discuss DRMs in the context of efficiency of their implementation
in Sections 6.1.1 and 6.2.2. Development of DRMs that are efficient with respect to
both space and time is an ongoing research effort. Building on the ideas of DRMs,
we implemented a variant of this approach, capable of learning directly from large,
sparse matrices that are returned from Wordification of a given relational database,
rather than using feature selection or the output of Aleph’s feature construction
approach. Our novel, efficient DRM implementation is presented in Section 6.2.2.
5 Unifying framework for propositionalization and embeddings
The connection we made between different information representation levels and
different transformation techniques shows that propositionalization and embed-
dings are two sides of the same coin. If we view embeddings as transformations for
texts, graphs, recommendations, electronic health records, and other entities with
defined similarity function, we can conclude that all these transformation present
a multifaceted approach to feature construction.
To this end, the paper contributes a novel understanding of these data trans-
formation techniques. In Section 5.1, we first present a unified terminology and
definitions, and explain the apparent differences between the definitions of proposi-
tionalizationa and embeddings as variants of a complex data transformation task.
In further sections we explore the apparent differences between the two approaches.
In Sections 5.2, 5.3, and 5.4 we discuss differences in data representation, learn-
ing, and use. Finally, in Section 5.5 we summarize strengths and limitations of
propositionalization and embeddings.
5.1 Unifying definitions
Below we present a unified view on the definitions of propositionalization and
embedding tasks, as instances of a general data transformation task defined in
Section 1 via Definition 1.
Definition 2 (Propositionalization)
Given: Input data of a given data type and format, and heterogeneous back-
ground knowledge of various data types and formats.
Find: A tabular representation of the data enriched with the background knowl-
edge, where each row represents a single data instance, and each column rep-
resents a feature in a d-dimensional symbolic1 vector space Fd.
Definition 3 (Embedding)
Given: Input data of a given data type and format, and heterogeneous back-
ground knowledge of various data types and formats.
1 In the case of binary valued features, each value in each column is ∈ {0, 1}.
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Find: A tabular representation of the data enriched with the background knowl-
edge, where each row represents a single data instance, and each column rep-
resents one of the dimensions in the d-dimensional numeric vector space Rd.
5.2 Unifying propositionalization and embeddings in terms of data representation
Both data transformation techniques result in a vector space representation. The
unifying dimensions of propositionalization and embeddings in terms of data rep-
resentation, which are summarized in Table 1, are explained below.
In propositionalization, the transformation results in a binary matrix of sparse
binary vectors, where rows corresponds to training instances and columns corre-
spond to symbolic features constructed by a particular propositionalization algo-
rithm. These features are human interpretable, as they are either simple logical
features (such as attribute values), conjunctions of such features, relations among
simple features (such as e.g., a test for the equality or inequality of values of two
attributes of the same type), or relations among entities (such as links among
nodes in a graph). Given that the number of constructed features is usually large,
such transformation results in a sparse binary matrix with few non-zero elements.
Embeddings output is usually a dense matrix of a user-defined dimensionality,
composed of vectors of numeric values, one for each object of interest. For neural
network based embeddings, vectors usually represent the activation of neural net-
work nodes of one or more levels of a deep neural network. Given a relatively low
dimensionality of these vectors (from 100 to 1000) this dense representation is ef-
ficient in terms of space. However, the features/dimensions are non-interpretable,
therefore a separate explanation mechanisms and visualizations are required.
Table 1: Unifying and differentiating aspects of propositionalization and embed-
dings in terms of data representation.
Representation Propositionalization Embeddings
Vector space symbolic numeric
Features/variables symbolic numeric
Feature values Boolean (0 or 1) numeric
Sparsity sparse dense
Space complexity space consuming mostly efficient
Interpretability interpretable features non-interpretable
5.3 Unifying propositionalization and embeddings in terms of learning
For both data transformation techniques, the resulting vector space representation
is used as an input to a learning algorithm of the user’s choice. The unifying
dimensions of propositionalization and embeddings in terms of most frequently
used learners (summarized in Table 2) are explained below.
After propositionalization, any learner capable of processing symbolic features
can be used. Typical learners include rule learning, decision tree learning, random
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forests for a supervised setting, or association rules and symbolic clustering algo-
rithms applied in a non-supervised learning setting. Learners usually use heuristic
search to find a global optimum in terms of heuristics to be optimized (exceptions
being, e.g., association rule learners using exhaustive search with constraints).
Typical algorithms are decision tree learners, rule learners, linear regression and
SVMs. Learners require some parameter tuning to achieve optimal results, but
parameters are relatively few. Learning is typically performed on CPUs.
The embedded vectors are best suited for distance-based learners, such as neu-
ral networks, and to a lesser degree for kernel methods or logistic regression. Deep
neural networks use greedy search to find locally optimal solutions, and are usually
trained on GPUs, but can be used for prediction on both CPUs or GPUs. As a
weakness, deep learning algorithms require substantial (hyper)parameter tuning.
Table 2: Unifying and differentiating aspects of propositionalization and embed-
dings in terms of learning context.
Learning Propositionalization Embeddings
Meaning capturing via symbols via distances
Search strategy heuristic search greedy
Search goal global optimum local optimum
Typical algorithms symbolic, linear regression, SVM deep neural networks
Parameters few many
Hardware CPU CPU/GPU
5.4 Unifying propositionalization and embeddings in terms of use
The unifying dimensions of propositionalization and embeddings in terms of their
use (summarized in Table 3) are explained below.
Table 3: Unifying and differentiating aspects of propositionalization and embed-
dings in terms of use.
Use Propositionalization Embeddings
Problems/context relational tabular, texts, graphs
Data type fusion enabled enabled
Explanation directly interpretable special approaches
Propositionalization [37] is one of the established methodologies used in rela-
tional learning [20, 24] and ILP [20, 43, 58] (see the propositionalization methods
outlined in Section 4.2). The propositionalization approach was applied also in
the semantic data mining where ontologies are used as a background knowledge
in relational learning [46, 66, 87].
The embedding technologies are mostly used in the context of deep learning for
various data formats, including tabular data, texts, images, and graphs (including
knowledge graphs). In addition to knowledge graph embedding approaches (see
Section 4.3.1), we outline some other approaches to graph embeddings below.
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The first studies of graph embeddings were influenced by embedding construc-
tion from textual data. For example, the well known skip-gram model, initially
used as part of word2vec [55] was successfully applied to learn node representa-
tions. DeepWalk [64] was one of the first learners that treats short random walks
in graphs as sentences (or short phrases) to learn latent node embeddings. Deep-
Walk was revisited as node2vec [31] to take into account different types of random
walks, parameterized by breadth, as well as depth-first search. LINE [84] performs
similarly well for the tasks of classification and link prediction by attempting to
optimize both local, as well as global network structure.
As for fusing heterogeneous data types, a propositionalization approach was
proposed as a mechanism for heterogeneous data fusion [32]. As for data type fu-
sion using embedding-based methods, PTE [83] exploits heterogeneous networks
of texts for supervised embedding construction. NetMF [67] is a generalization of
Deepwalk, node2vec, LINE and PTE, re-formulating them as a matrix factoriza-
tion problem. Furthermore, struc2vec [69] builds on two main ideas: representa-
tions of two nodes must be close if the two nodes are structurally similar, and
the latent node representation should not depend on any node or edge attribute,
including the node labels. Examples of approaches to heterogeneous graph embed-
dings include HINMINE [36], metapath2vec [95] and OhmNet [89], an extension
of node2vec to a heterogeneous biological setting. Heterogeneous data embeddings
[11] of images, videos and text were also formulated as a task of heterogeneous
graph embedding.
Concerning the interpretability of results, propositionalization approaches are
mostly used with symbolic learners whose results can be interpretable, given the in-
terpretability of features used in the transformed data description. For embedding-
based methods, given the non-interpretable numeric features/dimensions, specific
mechanisms need to be implemented to ensure results explanation [72, 88]. A re-
cent well-known approach, which can be used in a post-processing phase of an
arbitrary prediction model, is named SHAP [50]. In this approach, Shapley values
offer insights into instance-level predictions by assigning fair credit to individual
features for participation in prediction-explaining interactions. Explanation meth-
ods such as SHAP are commonly used to understand and debug black-box models.
We refer the reader to [50] for a detailed overview of the method.
5.5 Summary of strengths and limitations of propositionalization and embeddings
Let us summarize the unified presentation of propositionalization and embeddings
by presenting the strengths and weaknesses of the two approaches. The main
strength of propositionalization is the interpretability of the constructed features,
while the main strength of embeddings is high performance of classifiers learned
from embeddings due to their compact representation in a vector space.
In terms of their strengths, both approaches to data transformation are: (a)
automated, (b) fast, (c) semantic similarity of instances is preserved in the trans-
formed instance space (as a remark, due to a more compact representation, em-
beddings preserve semantic similarity of features even better than proposition-
alization), (d) transformed data can be used as input to standard propositional
learners, as well as to contemporary approaches.
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In addition to these characteristics, embeddings have other favorable prop-
erties: (a) embedded vectors representations allow for transfer learning, e.g., for
cross-lingual applications in text mining or image classification from different types
of images, (b) cover a very wide range of data types (text, relations, graphs, im-
ages, time series), and (c) have a very wide community of developers and users,
including industry.
In terms of their limitations when used in a multi-relational setting, both ap-
proaches to data transformation: (a) are limited to 1-many relationships (cannot
handle many-to-many relationships between the connected data tables), (b) cannot
handle recursion, and (c) cannot be used for predicate invention.
In addition to these characteristics, limitations of propositionalization include:
(a) only boolean values are used in the transformed vector space, (b) generated
sparse vectors can be memory inefficient, (c) limited range of data types are
handled (relations, graphs), and (d) a small community of developers and users
(mainly from ILP).
Embeddings also have several limitations: (a) loss of explainability of features
and consequently of the models trained on the embedded representations, (b) many
user-defined hyper-parameters, (c) high memory consumption due to many weights
in neural networks, and (d) requirement for specialized hardware (GPU) for effi-
cient training of embeddings, which may be out of reach for many researchers.
6 Proposed unification methodology and its two implementations
The unifying aspects analyzed in Section 5 can be used as a basis for a unifying
methodology that combines propositionalization and embeddings, and benefits
from the advantages of both. The propositionalization successfully captures rela-
tional information through complex relational feature construction, but results in
a sparse symbolic feature vector representation. This weakness can be successfully
overcome by embedding the constructed feature vectors into a lower dimensional
numeric vector space, resulting in a condensed numeric feature vector representa-
tion appropriate for use by modern deep learning algorithms.
To this end, we describe two novel data transformation algorithms, combining
propositionalization and embedding based transformations into a joint data trans-
formation framework. We first briefly outline the two approaches in Section 6.1,
followed by their detailed descriptions in Section 6.2.
6.1 Outline of proposed data transformation and learning methods
We first overview the proposed unifying data transformation approaches. The first,
named PropDRM, is an instance-based data transformation approach. The sec-
ond one is a feature-based data transformation pipeline, called PropStar. The
approaches are outlined in the next two subsections.
6.1.1 PropDRM: An instance-based approach
The first unifying approach for embedding of multi-relational databases is based
on Deep Relational Machines [19] (DRMs), presented in Section 4.3.3. Rather than
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using the output of Aleph’s feature construction approach, as was the case in the
DRM implementation of Dash et al. [19], we implemented a variant of this ap-
proach, capable of learning directly from large, sparse matrices that are returned
by the Wordification [63] approach to propositionalization of relational databases.
In this work, following the paradigm of propositionalization by Wordification, each
instance is described by a bag (a multiset that allows for multiple appearances of
its elements) of features of the form TableName AttributeName Value. Wordifica-
tion treats these simple easily interpretable features as ‘words’ in the transformed
Bag-Of-Words representation. In this work, they represent individual ‘relational
items’ and we use the notation (table.name, column.name, value).
Relational representations are thus obtained for individual instances, resulting
in embeddings of instances (e.g., molecules, persons, companies etc). Batches of
instances are then fed to a neural network, which performs the desired down-
stream task, such as classification or regression. Schematically, the approach is
illustrated in Figure 32.
Note that although propositionalization and subsequent learning are concep-
tually two distinct steps, they are not necessarily separated when implemented in
practice: as neural networks operate with small batches of input data, if propo-
sitionalization is capable of similar batch functionality, relational features can be
generated in a lazy manner when needed by the neural network. The technical
details of the proposed PropDRM implementation are presented in Section 6.2.2.
+-Deep neural
network
classification Explanation with
Shapley valuesA relational database
Target table
Propositionalized
relational
database
...
Fig. 3: Overview of the PropDRM instance-based embedding methodology, based
on DRMs. Note that features in the propositionalized relational database repre-
sent either single features fi or conjuncts of features, e.g., fi ∧ fj , given that
Wordifications constructs both feature forms. For simplicity, the propositionalized
database shows only two instances.
2 As its last step, the methodology includes the explanation of results using the SHAP ap-
proach. However, as Section 6 focuses on our research contributions, this well known approach
and its results are presented in Appendix D.
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When compared to our PropStar algorithm presented in Sections 6.1.2 and
6.2.3 below, the key difference of the outlined DRM-based implementation of the
unifying methodology is the type of embeddings: PropDRM embeds instances (i.e.
whole bags of constructed features), whereas PropStar embeds features along with
the class values in the same vector space.
6.1.2 PropStar: A feature-based approach
In this section, we outline the proposed PropStar algorithm for classification via
feature embedding. Its details and implementation are presented in Section 6.2.3.
Unlike the PropDRM algorithm, where each embedding vector represents a single
data instance, the idea of PropStar is to use embedding vectors to represent the
features of the data set. Here, individual relational features, obtained as the re-
sult of propositionalization by Wordification, are used by a supervised embeddings
learner to obtain representations, co-located with instance labels. This approach is
conceptually different in the sense that representations are not learned for individ-
ual instances (as is the case of DRMs); instead, they are learned for every single
relational feature that is the output of the selected propositionalization algorithm
(i.e. Wordification).
The fact that PropStar produces vector representations of features means that
the labels (label=true and label=false) are also represented by vectors in the same
dense space as the other vectors. This leads to an intuitive direct classification of
new examples. We can observe the set of vectors representing the relational items
present in the itemset representing the new example. To classify a new instance,
the embeddings of the set of its features (i.e. true values) are averaged and the
result is compared to the embedding of class labels. The nearest class label is
chosen as the predicted value.
Figure 4 illustrates how new instances are classified by direct comparison of
the representations of their features in the latent dense semantics-preserving space
that also contains the information on labels. The classification is based on the
proximity to a given label (in the latent space). If the center of feature vectors of
a given instance is closer to the vector representing the feature label=true, then
the example is classified as positive.
In contrast to the instance-based embeddings discussed in Section 6.1.1, which
relies on batches, the whole data set is needed to obtain representations for indi-
vidual features. To avoid high spatial complexity, this class of algorithms would
ideally operate on sparse inputs. An example of feature-based embeddings are
items that are to be recommended to users, where the representation of a given
item is obtained by jointly optimizing the item’s co-occurrence with other items,
as well as other user’s properties. In a relational setting considered in this work, we
follow the paradigm of propositionalization by Wordification, where each instance
is described by a bag of features of the form (table.name, column.name, value).
Consequently, in the PropStar approach the embeddings represent bags of such
features and their conjunctions (of size 2). There are as many embeddings as there
are unique features in the propositionalized representation of a given relational
database. As such embeddings by themselves do not contain any information which
relates them to the desired output space, target values get embedded alongside
other features in a supervised manner.
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Fig. 4: Overview of the proposed feature-based embedding methodology Prop-
Star. Note that embedded features represent embeddings of single features fi or
of conjuncts of features, e.g., fi ∧ fj , given that Wordifications constructs both
feature forms. For simplicity, the propositionalized database shows two instances
Blank and shaded circles correspond to embedded representations of instances and
features, respectively.
6.2 Detailed description of proposed data transformation and learning methods
This section presents the implementations of the proposed methods, preceded by
the description of the updates to the Wordification algorithm [63] for multi- propo-
sitionalization algorithm presented in Section 6.2.1. In Section 6.2.2 we discuss
how Deep Relational Machines (described briefly in Section 4.3.3), which use neu-
ral networks for learning from relational databases, were adapted to operate on
sparse matrices generated by an improved Wordification algorithm. In Section 6.2.3
we describe a novel algorithm, called PropStar, which embeds relational features,
extracted as part of propositionalization.
6.2.1 Improving the efficiency of Wordification
In this work we significantly extend the ideas proposed in Wordification [62, 63]
with the aim to maintain the classification performance, yet improve its scalability.
Both proposed algorithms build on the idea of Wordification, yet its use in our
algorithms is differentiated by the following design decisions:
1. Inputs do not need to be hosted in relational databases. PropStar operates
on .sql files directly. The algorithm supports SQL conventions, as commonly
used in the ILP community3. This modification renders the method completely
local, enabling offline execution without additional overhead. Such setting also
offers easier parallelism across computing clusters.
2. Algorithm is implemented in Python 3 with minimum dependencies for compu-
tationally more intense parts, such as the Scikit-learn [61], Pandas, and Numpy
3 https://relational.fit.cvut.cz/
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libraries [85]. All database operations are implemented as array queries, filters
or similar, unlocking the potential to run PropDRM and PropStar also on
GPUs.
3. As shown by Perovsˇek et al. [63], Wordification’s caveat is extensive sampling
of (all) tables. We relax this constraint to close (up to second order) foreign key
neighborhood, notably speeding up the relational item sampling part, but with
some loss in terms of relational item diversity. For larger databases, minimum
relational item frequency can be specified, constraining potentially noisy parts
of the feature space.
One of the original Wordification’s most apparent problems is its spatial complex-
ity. In this work we address this issue as follows:
1. Relational items are hashed for minimal spatial overhead during sampling.
2. During construction of the final representation, a sparse matrix is filled based
on relational item occurrence.
3. The matrix is serialized directly into list-like structures, suitable for StarSpace
algorithm and thus we maintain minimal spatial overhead.
4. Only the final representation is stored as a low-dimensional (e.g., 32) dense
matrix.
6.2.2 Detailed description of the proposed PropDRM implementation
The novelty of the proposed implementation of DRM instance-based embedding,
inspired by the work of Dash et al. [19], concerns its capability to effectively
handle the sparseness of the data with deep neural networks. The main novelty of
the proposed implementation is that it is indeed capable of operating on larger,
sparse matrices directly. Such capability is necessary for DRMs to be compatible
with propositionalization, which yields large sparse matrices as the main output.
Below we discuss the neural network architecture and its adaptations.
Let P represent a sparse item matrix, as returned by Wordification (discussed
in Sections 4.2.3 and 6.2.1). Note that Wordification is unsupervised, and thus
does not include any information on instance labels. The neural network we use
(termed ω) represents the mapping ω : P → C, where C is the set of classes. In
this work, we experimented with dense feed-forward neural networks, regularized
using dropout [82], and ELU activation function [14] (of intermediary weights).
The output weights are activated using sigmoid activation (σ) in order to obtain
binary predictions.
ELU(x) =
{
c(ex − 1), for x < 0
x for x ≥ 0 ,
where c is the user-specified constant. For a given input matrix P , an example of
a single hidden-layer neural network is defined as follows.
ω = σ(WTo (ELU(Drop(W
T
1 P + b1))) + bo).
Here, the σ is a sigmoid activation, defined as σ(x) = 11+e−x . The W1 is the weight
matrix, P the sparse input space, and bl the bias vector of a given layer l ∈ {0, 1}.
The described neural network returned satisfactory results, hence, we did not per-
form neuroevolution or similar large-scale search for potentially better performing
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architectures. Throughout this work, we use the binary cross-entropy loss, referred
to as Loss. For a given probabilistic classifier, which returns a probability pij of
an instance i belonging to a class j, the loss function is defined as follows:
Loss(i) =
∑
j∈C
yij · log pij .
Here yij is a binary value (0 or 1) indicating whether class j is the correct class
label assigned to instance i, and C is a set of all the target classes. In the case
of DRMs, where the instances of a relational database (one of the tables) are
classified, each of the |C| output neurons predicts a single probability pij for a
given target class j ∈ C. If the neural networks are trained in small batches, the
results of the Loss function are averaged to obtain the overall loss of a given batch
of instances.
Neural networks are adapted for dense inputs such as images and texts, and are
not necessarily suitable for large sparse matrices, as considered in this work (i.e.
P ). The proposed variant of DRMs is adapted as follows. Once the batch size bs
(a free parameter) is determined, propositionalized representation P is traversed
(in chunks of bs instances). Note that each instance is effectively a d-dimensional
vector. As the neural network operates with dense batches, each batch is converted
to a dense matrix of bs·d elements that is used during matrix multiplication within
the neural network. The spatial complexity is thus at most O(bs · d). We observed
that even by considering batch size of one, the DRMs are stable and efficient.
6.2.3 Detailed description of the PropStar algorithm
We next present the novel feature-based embedding algorithm that can operate
directly on the propositionalized relational databases. The proposed PropStar al-
gorithm merges symbolic and non-symbolic representations as part of a single pro-
cedure for obtaining real-valued representations of features in arbitrary relational
databases. The pseudocode of the PropStar algorithm is given in Algorithm 1.
The algorithm consists of two main steps. First, a relational database is trans-
formed into sets of features describing individual instances. TheWORDIFYmethod
constructs features of the form (table.name, column.name, value) and uses them
to describe each individual instance (see Section 6.2.1 for a detailed formulation
of this step).
Second, sets of relational items (features) are used as input to the StarSpace
entity embedding algorithm (described in Section 4.3.2), producing embeddings
for each distinct relational item. The StarSpace embeddings are computed using
efficient C++ implementation. We wrote a wrapper which seemingly integrates
the first part of PropStar (sampling and propositionalization) with the embedding
construction. The problem is formulated as a multiclass classification, where the
positive pair generator comes directly from a training set of labeled data specifying
(a, b) ∈ E+ pairs where a are relational item ‘documents’ and b are labels (sin-
gleton features). Negative entities b−i are sampled from the set of possible labels.
Inputs can be described as (multi) sets comprised of both relational items fi, their
conjuncts, as well as class labels ci. For example,
{f1, f2, f6, f6 ∧ f2, c1}
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Algorithm 1: The pseudocode of PropStar algorithm.
Data: A Relational database R, foreign key map m
Parameters : Entity embedding parameter set E, representation dimension d, target
table T , target attribute t
1 itemContainer ← empty bag of items ; . Begin Wordification.
2 foreach instance i ∈ T do
3 relationalItems ← {} ;
4 candidateKeys ← getForeignKeys(R,i) ; . Links to other tables.
5 candidateTables ← getCandidateTables(candidateKeys, R) ; . Linked tables.
6 foreach table ∈ candidateTables do
7 while not final number of items do
8 bagOfItems ← WORDIFY(table(m(instance))) ;
9 add bagOfItems to relationalItems ; . Store sampled items.
10 end
11 end
12 itemContainer[i].add(relationalItems) ; . Store relational items.
13 end
14 relevantFeatures ← frequencySelection(itemContainer.values, d) ;
15 symRep← [] ; . Sparse vector representations of instances.
16 foreach instance i ∈ targetTable do
17 instanceItems ← itemContainer[i] ;
18 propRep ← RelationalFeatures(relevantFeatures, instanceItems) ;
19 symRep.append(propRep) ;
20 end
21 featureEmbeddings ← StarSpace(symRep, T [t], E) ; . Input is a sparse matrix.
22 return featureEmbeddings ;
represents a simple input consisting of three relational items, a conjunct and the
target label c1. Note that we apply StarSpace in such manner that the repre-
sentations are learned for individual relational items. A representation matrix of
dimension R|W |×d is produced as the final output (|W | represents the number of
unique relational items considered). Intuitively, the embedding construction can
be understood as determining relational item locations in a latent space based on
their co-occurrence with other items present in all training instances. The wrap-
per can be called via ‘fit’ and ‘predict’ methods, commonly used in contemporary
data science and machine learning. In this work, we consider the inner product
similarity between a pair of vectors e1, e2 for the construction of embeddings
4,
i.e. sim(e1, e2) = e
T
1 · e2. As the class labels are embedded in the same space as
individual relational items, classification of novel bags of relational items is pos-
sible by direct comparison, as common tasks operating on word embeddings. We
discuss this classification below.
Let M represent a novel instance to be classified. Note that M (without addi-
tional index) is considered a multiset of relational items. For prediction purposes,
StarSpace averages the representations of relational items present in a given input
instance (a bag). The representation is normalized (as during training) and com-
pared to label embeddings in the common space. Representation of a relational
4 Note that e1, e2 represent vector representations of relational items (i.e. features) in the
output of propositionalization.
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bag eM is computed (with considered hyperparameters) as:
eM =
⊕
fi∈M
efi√|Munique| ,
which is a d-dimensional, real-valued vector. Note that ⊕ in this expression denotes
element-wise summation. The Munique represents the set of all (unique) relational
features currently considered. Note that original bags of features can be redundant
(multisets), yet representations are learned for unique features. Next, the similarity
of this vector is compared to the label embeddings in the same space. The label
that is the most similar to eM is the top-ranked prediction, the second most similar
label is the second-ranked prediction, etc. In this work we consider only the top-
ranked prediction, resulting in the following label assignment:
label(eM ) = arg max
c∈C
[sim(eM , ec)
]
.
The complexity of obtaining a single prediction is hence O(|C|), not taking
the complexity of scalar product for function sim into account. The PropStar
algorithm first samples the relational items with respect to the target table (lines
2-11 in Algorithm 1). Binary indicator function (relationalFeatures) is applied to
obtain the propositionalized representation of the target table (line 12). Here, zeros
represent absence of a given relational items, and ones their presence5. Finally,
StarSpace is used to embed the table into a low-dimensional, real valued embedding
(line 19).
The spatial complexity of PropStar is linear with respect to the number of non-
zero elements in the propositionalized version of a relational database. The exact
spatial complexity can be formulated as follows. Let row represent the average
number of rows per table. Let nt represent the number of tables and col the
average number of columns per table. We improve the original spatial complexity
of O(rows · nt · 2col) by introducing a constraint, which determines the maximum
number of relational items that can be considered. The exponential term in the
initial complexity thus reduces to col times some constant, yielding the complexity
of O(rows · col · nt). This formulation yields a scalable propositionalization.
7 Experimental evaluation
In this section we describe the implementation details of the proposed methods,
the relational data sets used in the experiments, and the experimental evaluation
of the proposed methods.
7.1 Implementation and hyperparameters
We discuss how the proposed methods were implemented, along with the hyperpa-
rameters explored. Both new methods (PropDRM and PropStar) are implemented
5 Note that in the actual implementation CSR format of sparse matrices is used to reduce
the spatial overhead of storing zeros.
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in Python, with the following exceptions. In PropDRM, the DRMs are imple-
mented in PyTorch. For PropStar we used the efficient StarSpace implementation
written in C++, for which we build a wrapper offering basic embedding training
and prediction functionality.
We used 10-fold stratified cross validation, which was conducted for individual
hyperparameter settings. The best setting is reported, other are discussed in abla-
tion studies. Experiments were performed on an of-the-shelf workstation with no
GPUs (even though PropDRM and PropStar can exploit them). We intentionally
omit the GPU-based training to explore the minimum hardware, required to per-
form competitively on the selected data sets—ILP baselines, such as Aleph and
RSD are Prolog-based, and are to our knowledge not able to use multiple GPU
threads simultaneously. The machine on which experiments were conducted had
128GB of RAM and 12 CPUs (Intel i8 series).
In PropDRM, we varied the dropout rate, learning rate, number of epochs,
and the hidden layer size. In PropStar, we varied the number of negative samples,
embedding dimension, learning rate, and the number of epochs.
The source code of our implementation is publicly available6.
7.2 Relational data sets
Five relational database sources7 [56] were used in the experiments. Their charac-
teristics are summarized in Table 4.
Trains [54] data set is used in the East-West trains challenge problem, which is
well-known in ILP. The East-West trains challenge is to predict whether a
train is eastbound or westbound, based on the properties of eastbound and
westbound cars. Trains contain variable number of cars, each having one of
various shapes and carrying various loads.
Carcinogenesis [80] task is to predict carcinogenicity of a diverse set of chemical
compounds. The data set was obtained by testing different chemicals on ro-
dents, where each trial would take several years and hundreds of animals. The
data set consists of 329 compounds, of which 182 are carcinogens.
Mutagenesis [21] task addresses the problem of predicting mutagenicity of aro-
matic and heteroaromatic nitro compounds. Predicting mutagenicity is an im-
portant task as it is very relevant to the prediction of carcinogenesis. The
compounds from the data are known to be more structurally heterogeneous
than in any other ILP data set of chemical structures. The database contains
230 compounds of which 138 have positive levels of mutagenicity and are la-
beled as ‘active’. Others have class value ‘inactive’ and are considered to be
negative examples. We took the data sets from the original paper [21], where
the data was split into two subsets: a 188 compound data set and a smaller
data set with 42 compounds.
IMDB database is publicly available in the SQL format8. This database contains
tables of movies, actors, movie genres, directors, and director genres. The data
set used in our experiments encompasses only movies whose titles and years
6 https://github.com/SkBlaz/PropStar
7 Freely accessible at https://relational.fit.cvut.cz/
8 http://www.webstepbook.com/supplements/databases/imdb.sql
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of production appear in the IMDB’s top-250 and bottom-100 chart (Snapshot
taken on July 2, 2012). The snapshot contains 166 movies, along with all of
their actors, genres and directors. We designate movies present in the IMDB
top-250 chart as positive examples, and those in the bottom-100 as negatives.
MovieLens data set from the UC Irvine machine learning repository9. The data
set is similar to IMDB above, however is much larger. Overall, the database
consists of more than 1.2 million instances. The task is to predict gender of
the movie database’s users.
Table 4: Properties of the experimental data tables.
Trains #rows #attributes
cars 63 10
trains 20 2
Carcinogenesis #rows #attributes
atom 9,064 5
canc 329 2
sbond 1 13,562 4
sbond 2 926 4
sbond 3 12 4
sbond 7 4,134 4
Mutagenesis 42 #rows #attributes
atoms 1,001 5
bonds 1,066 5
drugs 42 7
ring atom 1,785 3
ring strucs 279 3
rings 259 2
Mutagenesis 188 #rows #attributes
atoms 4,893 5
bonds 5,243 5
drugs 188 7
ring atom 9,330 3
ring strucs 1,433 3
rings 1,317 2
IMDB #rows #attributes
actors 7,118 4
directors 130 3
directors genres 1,123 4
movies 166 4
movies directors 180 3
movies genres 408 3
roles 7,738 4
MovieLens #rows #attributes
actors 99,129 3
directors 2,201 3
movies 3,832 5
movies2actors 152,532 3
movies2directors 4,141 3
u2base 946,828 3
users 6,039 4
9 https://relational.fit.cvut.cz/dataset/MovieLens
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7.3 Results
We present the results of the empirical evaluation of the proposed methodologies
on the presented set of standard benchmark ILP data sets. The accuracies of
individual learners are given in Table 5, and the AUC scores are reported in
Table 6. The results for Aleph, RSD, RelF and Wordification were taken from
previous work of Perovsˇek et al. [63].
Table 5: Classification accuracy on different relational data sets. For the proposed
methods, we report average performance over 5 runs. The runs, marked with –
were unable to finish in 12 hours.
Propositionalization Learner Carc. IMDB Mut188 Mut42 Trains MovieLens
MajorityVote 0.55 0.73 0.67 0.69 0.50 0.72
Aleph (from [63]) J48 0.55 0.73 0.60 0.69 0.55 –
Aleph (from [63]) SVM 0.55 0.73 0.60 0.69 0.70 –
RSD (from [63]) J48 0.60 0.75 0.68 0.98 0.60 –
RSD (from [63]) SVM 0.56 0.73 0.71 0.69 0.80 –
RelF (from [63]) J48 0.60 0.70 0.75 0.76 0.65 –
RelF (from [63]) SVM 0.56 0.73 0.69 0.76 0.80 –
Wordification (from [63]) J48 0.62 0.82 0.67 0.98 0.50 –
Wordification (from [63]) SVM 0.61 0.73 0.82 0.79 0.50 –
Aleph (replicated) J48 0.55 – 0.80 0.76 0.70 –
Aleph (replicated) SVM 0.55 – 0.80 0.79 0.60 –
RSD (replicated) J48 0.56 0.84 0.88 0.92 0.60 –
RSD (replicated) SVM 0.60 0.82 0.89 0.84 0.80 –
Wordification (replicated) J48 0.47 0.85 0.91 0.88 0.90 0.60
Wordification (replicated) SVM 0.39 0.80 0.83 0.33 0.50 0.72
Treeliker J48 0.58 – 0.77 0.81 0.50 –
Treeliker SVM 0.60 – 0.90 0.80 0.70 –
PropDRM 0.63 0.73 0.91 0.86 0.70 0.72
PropStar 0.66 0.74 0.92 0.90 0.80 0.74
Table 6: AUC scores on individual data sets. We report average performance over
5 runs. The runs, marked with – were unable to finish in 12 hours.
Propositionalization Learner Carc. IMDB Mut188 Mut42 Trains Movies
Aleph (from [63]) J48 0.50 0.50 0.68 0.50 0.55 –
Aleph (from [63]) SVM 0.50 0.50 0.68 0.50 0.70 –
RSD (from [63]) J48 0.59 0.59 0.54 0.96 0.60 –
RSD (from [63]) SVM 0.52 0.50 0.58 0.50 0.80 –
RelF (from [63]) J48 0.59 0.66 0.68 0.68 0.75 –
RelF (from [63]) SVM 0.52 0.50 0.54 0.62 0.75 –
Wordification (from [63]) J48 0.61 0.75 0.55 0.96 0.95 –
Wordification (from [63]) SVM 0.58 0.50 0.78 0.65 0.50 –
Alpeh (replicated) J48 0.50 – 0.71 0.72 0.70 –
Aleph (replicated) SVM 0.50 – 0.75 0.73 0.60 –
RSD (replicated) J48 0.55 0.71 0.87 0.92 0.60 –
RSD (replicated) SVM 0.58 0.65 0.90 0.73 0.80 –
Wordification (replicated) J48 0.48 0.72 0.90 0.86 0.90 0.52
Wordification (replicated) SVM 0.42 0.62 0.81 0.50 0.50 0.50
Treeliker J48 0.58 – 0.75 0.71 0.50 –
Treeliker SVM 0.58 – 0.88 0.68 0.70 –
PropDRM 0.63 0.68 0.90 0.87 0.80 0.54
PropStar 0.63 0.66 0.87 0.87 0.95 0.56
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It can be observed that the proposed unifying approaches perform competi-
tively on most data sets. We can observe a distinct difference in performance on
the Mutagenesis data sets, where both PropDRM as well as PropStar do not out-
perform the baselines on the smaller data set (Mut42), yet notably outperform the
(best) baselines on the larger one (Mut188). Further, minor improvement over the
baseline algorithms is also achieved on Carcinogenesis data set.
In terms of spatial complexity, the proposed methodology greatly outperforms
the alternatives under a given set of constraints. Only PropDRM and PropStar
scale to very large relational databases without specialized hardware. Detailed
studies regarding the sensitivity of PropDRM and PropStar to their parameters
are discussed in Appendices B and C, respectively.
We consider the presented results as very favorable for the two proposed ap-
proaches. In particular, PropStar is better than current state-of-the-art methods
on 3 out of 6 data sets, and is therefore a method to take into consideration when
attempting to solve any new relational problem.
7.3.1 Study of propositionalization projections
The considered propositionalization is entirely unsupervised. Only once the sym-
bolic representations of instances are obtained, PropDRM and PropStar learn the
associations to individual classes. A good representation, however, already con-
tains relevant information on the instance space. In Figure 5, we projected the
propositionalized Mutagenesis 188 and Trains instance space to two dimensions to
qualitatively explore whether instances group or any meaningful patterns emerge.
Understanding whether the symbolic space exhibits distinct structure on its own
could offer insights into why the proposed methods perform well. For projecting
the 10,000 dimensional space to two dimensions we used UMAP, a recently intro-
duced non-linear dimensionality reduction method based on insights from manifold
theory [51].
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Fig. 5: Two UMAP projections of selected propositionalized data sets.
We can observe an apparent distinction in the clustering of the UMAP projec-
tions of the two propositionalized data sets. The Mutagenesis 188 data set consists
of two distinct clusters that, when colored according to the class labels, approxi-
mately correspond to the two classes (Figure 5a). On the other hand, the clustering
is not apparent in the case of the Trains data set (Figure 5b), where the instances
do not group distinctly. The purpose of the considered visualizations is twofold.
First, we show how the symbolic space can exhibit clustering properties, related
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to properties of instances such as class labels. Next, we show that projections do
not necessarily exhibit such properties, indicating potentially harder classification
problems. We believe that UMAP and similar tools offer insights into representa-
tion structure.
7.3.2 Statistical comparison of PropDRM and PropStar
In previous sections, we demonstrated that both PropDRM and PropStar perform
well on the considered data sets, indicating that both approaches are successfully
unifying propositionalization and embeddings. We further study the differences in
performances of the two approaches. For this purpose, we employ the hierarchical
Bayesian t-test, a Bayesian test capable of comparing a pair of classifiers across
multiple data sets [2, 15]. For this comparison, we selected the overall best per-
forming hyperparameter sets for each method, and conducted ten repetitions of
stratified ten-fold cross validation (for each data set). The results are visualized as
probability distributions across the space of both classifiers and the ‘rope’ region
(region of practical equivalence) within which the two classifiers perform the same.
The size of this region is a free parameter of the hierarchical t-test, and was set
to 0.05 in this work. Other parameters of the test were left as defaults. The exact
methodology for the interested reader is explained by Benavoli et al. [2].
In terms of AUC, the probabilities returned by the Bayesian test were as fol-
lows: p(PropStar) = 0.07 and p(PropDRM) = 0.54), and in terms of classification
accuracy, p(PropStar) = 0.96 and p(PropDRM) = 0.04. The results of statisti-
cal analysis indicate that with respect to AUC performance, the two approaches
perform similarly, even though the probability that PropDRM will outperform
PropStar is higher. With respect to the classification accuracy, PropStar outper-
forms PropDRM in majority of comparisons. Thus, considering the 95% or higher
as the probability denoting significance boundary, we can determine that Prop-
Star is (significantly) more suitable choice if accuracy is being optimized for. As
Bayesian comparisons are computationally expensive, we compared the two meth-
ods using default hyperparameter settings. The PropStar’s default configuration
is not necessarily optimal when AUC is considered.
8 Conclusions and further work
This paper first provides a critical survey of propositionalization and embedding
techniques, especially relevant for relational learning and inductive learning pro-
gramming. While both data approaches, propositionalization and embeddings, aim
at transforming data into the tabular data format, the research papers describ-
ing the approaches use different terminology and task definitions, claim to have
different goals, and are used in very different contexts. In this paper, we define
the main categories of data transformation techniques based on the representa-
tion they use and approaches employed. Propositionalization approaches produce
tabular data from multirelational databases as well as from a mixture of tabular
data and background knowledge in the form of logic programs or networked data,
including ontologies. Knowledge stored in graphs can be assessed with community
detection and graph traversal methods. Relations described with similarity matri-
ces are encoded in a numeric form using matrix factorization. Currently, the most
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promising approach to data transformations are neural networks based methods
which can be applied to text, graphs, and other entities for which we can define a
suitable similarity function.
One of the main strategic problems machine learning has to solve is better
integration of knowledge and models across different domains and representations.
While the research area of embeddings can unify different representations in a
numeric space, symbolic learning may be an essential ingredient for integration of
different knowledge areas. We see our PropStar approach that combines advantages
of propositionalization and neural embeddings in the same data fusion pipeline as
a step in that direction.
The first minor contribution of the paper is that our exposition is based on
three cognitive representation levels introduced by Ga¨rdenfors [29], i.e. neural,
spatial, and symbolic. As most of human knowledge is stored in the symbolic
form, while the most powerful machine learning algorithms take as input spatial
representations, this explains a plethora of techniques that transform other forms
of human knowledge into the spatial representation space. The next contribution
is the unifying framework in which we describe propositionalization and embed-
ding techniques in terms of their joint properties and their differences. We show
how the propositionalization techniques can be merged with deep neural network
based embedding to produce a joint embedding, such that spatial representation
can be used with any deep learning algorithm and the predictions can be compre-
hensively explained. The main contributions of our work are thus the two imple-
mentations that merge propositionalization and embeddings in the same unifying
methodology. The first is an efficient reimplementation of existing Deep Relational
Machines, while the second one is the novel Deep Propositionalization algorithm.
We also contribute an experimental evaluation of the two algorithms and show
favorable results in terms of predictive performance, as well as time and space
requirements. The source code of both algorithms, DeepProp and PropDRM, is
publicly available10.
In further work, it is worth investigating the integration of symbolic and deep
learning, considering them as multitask learning approaches which try to integrate
many different learning tasks and use embeddings as input representations. The
issue is that different embedding methods have so far only been used in isolation.
We already address this challenge in the current work of the authors, where we
combine complementary embedding methods from different classes: in particular,
to use network traversal methods to produce initial embeddings that are then
refined using a deep neural network [78].
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A Wordification example
The Wordification approach is illustrated on a modified and substantially simplified version of
the well-known East-West Trains domain [54]. Our input database consists of just two tables
shown in Figure 6, where we have only one east-bound and one west-bound train, each with
just two cars with certain properties11.
The TRAIN table is the main table and the trains are the instances, with a class label
denoting the direction of the train (east of west). A multiset (a bag) of features is generated
for each train t1 and t5 with the class label appended to the resulting feature vector (bag of
features). Both single features and conjunctive features are shown in this example.
B Ablation study—PropDRM
We discuss the impact of individual hyperparameters on the performance of PropDRM. We
first visualize the performance of PropDRM w.r.t. individual hyperparameters in Figure 8.
11 Note that in the experiments we use the standard version of the East-West Trains domain.
42 Nada Lavracˇ et al.
TRAIN
trainID eastbound
t1 east
. . . . . .
t5 west
. . . . . .
CAR
carID shape roof train
c11 rectangle none t1
c12 rectangle peaked t1
. . . . . . . . . . . .
c51 rectangle none t5
c52 hexagon flat t5
. . . . . . . . . . . .
Fig. 6: Example input for Wordification in the East-West Trains domain.
t1: {car_shape_rectangle, car_roof_none, car_shape_rectangle__car_roof_none,
car_shape_rectangle, car_roof_peaked, car_shape_rectangle__car_roof_peaked}, east
...
t5: {car_shape_rectangle, car_roof_none, car_shape_rectangle__car_roof_none,
car_shape_hexagon, car_roof_flat, car_shape_hexagon__car_roof_flat}, west
...
Fig. 7: The database from Figure 6 in the Bag-Of-Features representation (as in
the original Wordification implementation, conjunctions of features are denoted
by a long underscore instead of ∧).
We can observe that the relevance of individual hyperparameters varies from data set to
data set. The learning rate, when too small, decreases the performance. In terms of embedding
dimension, even smaller dimensions are sufficient for the considered data sets. This result po-
tentially implies that the considered data sets are relatively small and contain only a small set
of relevant features (when propositionalized). Thus, if the neural network detects the correct
features as relevant, not many parameters are needed for a successful classification. An alter-
native explanation would imply that PropDRM learns hierarchical representations efficiently,
albeit not optimized with their hierarchical nature in mind, which was previously demonstrated
to capture hierarchical relations well [59].
C Ablation study—PropStar
We first explore the behavior with respect to various hyperparameter settings and visualize
them in Figure 9. We can observe that the amount of negative samples (Subfigure 9d)) im-
pacts the PropStar’s performance the most on the mutagenesis 42 data set, overall reducing
the performance, even though a handful of models (outliers marked as dots) perform well.
This indicates the importance of negative sample selection. As StarSpace does not use any
sophisticated technique for sampling negative examples, the variability in performance could
be notable due to this parameter.
It can be observed that a relatively small relational item embedding dimensionality is
needed for successful performance. The dependence on other parameters varies from data set
to data set. For example, the learning rate does not impact the larger Mutagenesis data set
(Mut188) as much as it does the Trains data set. As the proposed methodology is not well
adapted to such small data sets (e.g., tens of instances), large variability in performance could
be linked to potential overfitting. Further, sufficient number of epochs are needed for PropStar
to converge on individual data sets.
D Interpretability of embedding-based methods using SHAP
The approximation power of deep neural network which are commonly used with embeddings
comes at a cost of lesser interpretability. Compared to symbolic relational (or propositional)
learners, one cannot understand the deep relational models’ deductive process by inspecting
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Fig. 8: Sensitivity of PropDRM to hyperparameter settings.
the model. However, post hoc explanation methods for prediction models can be used to better
understand which parts of the feature space are relevant for the neural network’s individual
predictions. In this work, we leverage the state-of-the-art explanation tool SHAP [50], based on
the coalitional game theory. This tool captures the importance of interactions between features
with Shapley values.
When considered in a feature importance scenario, the contribution of the i-th instance
τi, is approximated by SHAP with the following expression:
τi =
∑
S⊆F\{i}
|S|!(|F | − |S| − 1)!
|F |!︸ ︷︷ ︸
All possible subsets
[
f(xS∪{i})− f(xS)
]
︸ ︷︷ ︸
Difference in predictive performance
where S is a subset of all features F , f is the used predictive model, and xS is an instance
containing only features from the subset S. Shapley valufs offer insights into instance-level
predictions by assigning fair credit to individual features for participation in interactions.
They are commonly used to understand and debug black-box models.
In this work, we use the SHAP kernel approximator, the recently introduced, model-
agnostic method for explaining model outputs. The used SHAP kernel explainer is considered
an additive feature attribution method. Such methods are characterized as having an expla-
nation model g that is a linear function of binary variables:
g(z′) = φ0 +
|F |∑
i=1
φi · z′i
where z′ ∈ {0, 1}|F |, |F | is the number of input features and θi ∈ R. This class of models
assign an effect φi to each feature, and summing the effects of all such feature attributions
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Fig. 9: Sensitivity of PropStar to various hyperparameter settings.
approximates the output f(x) of the original model. Detailed theoretical analysis of how this
idea can be extended to approximation of outputs via a kernel is given in [50].
As an example demonstrating the explainability of the two paradigms, we visualize the
Shapley values as explanations of learned classifiers for Mutagenesis 188 problem in Figure 10.
Explanations indicate parts of the feature space that have the largest impact on the model’s
output. Even though the considered SHAP kernel explainer is known to be a computationally
expensive variant of SHAP (it is also the most general one), explanations were obtained in the
order of minutes, indicating the potential of this methodology for explanations of predictors
in larger relational databases.
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Fig. 10: SHAP Kernel explanations of the two developed approaches.
