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Abstract-A method for estimating domains with limit cycles and finding surfaces with the traces 
of all cycles is proposed. Corresponding estimations of domains with cycles for Lorenz and Riissler 
systems are indicated. 
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1. INTRODUCTION 
Many properties of nonlinear systems of the form 
k = f(z), 2 = (XI,. . . ,zrdT E R”, f(z) = (h(z), . . . , fnWT E Coo(Rn) (1-l) 
depend on the existence of cycles in its phase space R n. This means that for qualitative descrip- 
tion of properties of the system (l.l), it is always important to localize the cycles, i.e., to solve 
the following problems. 
PROBLEM 1. Find such set 0 c Rn which contains all cycles of the system (1.1). 
PROBLEM 2. Find such surface S c Rn which intersects or touches any cycle of the system (1.1). 
We consider these localization problems for cycles corresponding to periodic solutions z(t), 
z(.) E C2(R) of system (1.1) with finite period. 
This paper is organized as follows. The main results are formulated in Section 2 and are proved 
in Section 3. Sections 4-6 contain results received for the Lorenz [l] and Rijssler systems [2]. In 
Section 6, an iteration procedure is proposed for localization of cycles. 
2. GENERAL METHOD 
Let 
be a vector field on Rn associated with system (l.l), and let 
be a Lie derivative of cp E Cm(Rn) along the vector field f. 
This work was supported by the Commission of the European Communities-DG III/ESPRIT Project-ACTCS 
9282. 
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THEOREM 1. For any function cp E C”(Rn), each cycle of system (1.1) has at least two points 
contained in the set 
s, = {cr 1 Lf’p(2) = 0). (2.1) 
THEOREM 2. For any function cp E C”(Rn), each cycle of system (1.1) has at least one point 
contained in the set 
s,- = {x E s, I Jqcp(s) L 01, (2.2) 
and at least one point contained in the set 
s; = {x E s, 1 L;cp(z) > 0). (2.3) 
THEOREM 3. Any cycle of system (1.1) intersects the set S, transversely at each point in common 
with the set 
Ix E qo I +P < 01, (2.4) 
and with the set 
Ix E s, I L;(P > 01, (2.5) 
where cp E Cm( R”) . 
The sets (2.41, (2.5) are (n - 1)-dimensional submanifolds (hypersurfaces) in Rn. 
For function cp E Cm(Rn), by definition put 
‘p sup = sup{cp(x) I Lf’p(Z) = 017 @nf =inf{cp(x) I Lfp(z) = 0). 
THEOREM 4. All cycles of system (1 .l) are contained in 
(2.6) 
COROLLARY 1. All cycles of system (1.1) are contained in 
R = {ni& 1 cp E C2(Rn)}. 
COROLLARY 2. For any functions cp,ll, E CW(Rn), any cycle of system (1.1) has at least one 
point in common with the set S; n fi2, and with the set 5’; n $2,. 
If S,,, = 0 for some function cp, or S$ n $, = 0 (5’; n R, = 0) for some two functions cp and @, 
then system (1.1) has no cycles. If S, consists of a finite number of points, then it is enough to 
investigate behavior of trajectories passing through these points. 
For example, suppose z* is an asymptotically stable point on the whole equilibrium of sys- 
tem (l.l), and cp = V(z) is the corresponding Lyapunov function. In this case, we get SV = x*. 
Suppose S, is a compact set, then R, is limited by the surfaces p(z) = pinf and q(z) = (paUp. 
For the estimation problem, a boundedness property of the sets {z I Lf’p(z) = 0) and {z I 
v(z) = const} is important. Suppose system (1.1) is a polynomial system, i.e., the functions fi(z), 
i=l , . . . , n are polynomials, and q(s) is also a polynomial. In this case, function Lfp(z) is a 
polynomial, too. If we combine this with the boundedness conditions of these sets, we get some 
conditions on the coefficients of the polynomial v(z). In the case of a polynomial of degree 2, the 
terms of second degree compose a quadratic form, and we have simplest boundedness criterion 
for such polynomial: its quadratic form is negative (or positive) definite. 
To formulate the boundedness conditions for a polynomial of degree n > 2, let us introduce 
the following notation. Let Pm(s) be a polynomial of degree m, 
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whereo=(cr,..., cm), ui are whole nonnegative numbers, 
a, E R, a, # 0 for some o 1~1 = m, and 
?r = {x E Rn 1 P,,,(s) = 0). (2.9) 
PROPOSITION 1. If set (2.9) is bounded, for any 1 5 il < i2 < . . . < ik 5 71, PO~~IIC+ 
mia1 Pm(z) (2.8) is a polynomial of even degree as a function of the variables xi1 , xi,, . . . , xi,. 
In what follows, we suppose m = 21. If x = to, where 0 = {pi,. . . , ,S,}, 11/3112 = CE1 ,@ = 1, 
t > 0, then 
J’,(U) = 2 Al,(P)tk, where A#) = c a#, k = 0,. . . ,m. 
k=O lal=k 
We put 
Am = mWk(P)I for IlPll = 1). 
PROPOSITION 2. If A, > 0, then set (2.9) is bounded. 
PROPOSITION 3. If Am(&) = 0, and A,-l(p,) # 0 or 




then set (2.9) is unbounded. 
PROPOSITION 4. If for all p, ljpll = 1 
-40) 2 O(< 01, A,-I@) 3 . . . = Am-ak+l(P) = 0, 
and Am--Pk(P)IA,(s)=o > 0 (Am-2k(fl)IA,(p)=0 < 01, then set (2.9) is bounded. 
3. PROOF OF THEOREMS l-4 
To prove Theorems 1-4, we need the following facts. Let z(t) E C2(Rn) be a T-periodic 
solution of system (l.l), and let p(x) be a function from C2(Rn). 
The function cp(x(t)) is a periodic function oft and we can consider cp(z(t)) as a function onto 
a circle. A circle is a compact set. Hence, there exist a maximum and minimum, i.e., there exist 
t = t* and t = t, for which 
cp(x:(t*)) 5 cp(x(t)) 5 cp(x(t*))- (3.1) 
Using the necessary condition of local extremum, we get 
(3.2) 
where t = t* or t = t,. It is obvious that condition (3.2) can be fulfilled only at the points of the 
set Lfv(z) = 0. Theorem 1 is proved. 
At the point of maximum, we have 
(3.3) 
Condition (3.3) can be fulfilled only at the points of set (2.2). Similarly, x(t*) E S:. This 
completes the proof of Theorem 2. 
The Lie derivative L~~(P(x) can be interpreted as the scalar product of vectors f(x) and 
gradLfcp(x). Therefore, if L:cp(x) # 0, then gradLfip(x) # 0 and trajectory x(t) intersects 
surface Lf’p(x) = 0 transversely. This proves Theorem 3. 
The proof of Theorem 4 follows from inequalities 
(Pinf 5 min{cpMt))) I m={cpW))) 5 vsupr 
because any cycle cannot pass through the point in which p(x) < qinf or (psup < v(x). 
The proofs of Corollaries 1 and 2 are trivial. 
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4. THE LORENZ SYSTEM 
The Lorenz system has the form 
5, = -ux1+ 0x2, 
3& = TX1 - X2 -X123, 
53 = 2122 - bX3, 
(4.1) 
where 6, T, and b are positive parameters. 
PROPOSITION 5. For a polynomial of degree 2 of the form 
dx> = ad + 0X$ + d + 26X1X2 + 2&21x3 + 2pX2x3 + 2~x2 + 2Xx3 + 28x1 + T, (4.2) 
the folrowing three conditions: 
lo degLfv(x) = 2, 
2” the terms of second degree of function Lf’p(x) compose a negative definite quadratic form, 
and 
3O the terms of second degree of function q(x) compose a positive definite quadratic form, 
are fuLfilled iff 






where (Y > 0, p > 0, and inequality (4.4) holds. 
If the conditions lo-3' hold, the set R, is bounded by an ellipsoid. 
PROOF. Since 
(4.5) 
Lf’p(X) = 2aC7xl(-xl +x2) + 2PX2(TX1 - x2 - X123) +2723(x122 - bx3) 
+26s1(rx1 -x2 -x153)+ 26x20(-x1 +x2) 
+ 2&X30(-21 + X2) + 2&x1(x1x2 - bX3) 
+ 2pX2(XlX2 - bX3) + @X3(TXl - X2 - X1X3) 
+2v(rxcl -x2 -X1X3)+ 2X(x1x2 - bx3)+28a(-21 +x2), i.e., 
Lf’p(X) = 2(Y - P) X1X2X3 -26x:x3 +2&x:x2 +2pxlx; -2px1xi +--- , 
then the first condition is fulfilled iff 
Y = P, 6=&=p=o. 
Therefore the polynomial q(x) has the form (4.5) and 
Lf'p(x) = -2aaxq - 2/3x: - 2pbX; + (2aa f 2/3r + 2421x2 - 2VXlX3 + * - * . 
Conditions 2O and 3’ are fulfilled iff (Y > 0, p > 0, -2aa < 0, and 
4c@o-(cr~7+/3r+X)~ >O, 
-8af12ub + 2v2/3 + 2pb(crc~ + pr + X)2 < 0. 
(4.6) 
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To conclude the proof, it remains to note that condition (4.4) coincides with (4.6). For 
Cr = T, P = fJ, ii = -4TU, v = 0, 7 = 4UT2, 
we get the function (31 
Cp = TX: + CZ; + 0(X3 - 2T)2. 
If we put 
1 
a=2;;, v = 0, 
(9’ + l)2 
r=Tr--’ 
then 
Cp = &Xi + fX; + :(X3 - (T + l))2. (4.7) 
For function (4.7) 
Lf’p = -Xi - X; - 6X; + (T + l)bX& 
and the surface S, is an ellipsoid 
(T + 1) 7 A=B=diC, C=2, (4.8) 
of center Ol(O, 0, (T + 1)/2), 
Vhf = 07 (Psup = P, 
where [4] 
(T + 1)2 
( (T + 1)2b2/(8(b - ~)a), 0 < Q < 1, b > 20. 
The condition vinf 5 p(x) is fulfilled for all x and does not impose the restrictions. On the other 
hand, condition v(x) < ‘psUp defines a set a,,, limited by the ellipsoid 
A2 I ;; I (X3 - (T + 1))2 = 1 4 
c2 ’ 
A=&B, B=C=&, (4.10) 
of center &(O,O, T + 1). 
All cycles of system (4.1) place inside ellipsoid (4.10). All trajectories from the external set 
(relatively ellipsoid (4.10)) fall into ellipsoid (4.10) and remain there. Function (4.7) decreases, 
on trajectories of system (4.1) outside of ellipsoid (4.8), and it grows inside ellipsoid (4.8). The 
chaotic movement in system (4.1) is possible only inside ellipsoid (4.10). 
By Proposition 5, it follows that for any function (4.5), we have the similar qualitative results. 
5. THE RijSSLER SYSTEM 
For the R.iksler system 
51 = -x2 - x3, 
22 = x1 + u22, (5.1) 
23 = c + 23(x1 - b), 
where a, b, and c are positive parameters, the method allows to find the function cp = xi +xi +2x3. 
For this function, surface S, is a parabolic cylinder 
ax; - bx3 + c = 0, 
and pinf = 2c/b, (~sup = +oo. All cycles of system (5.1) place outside of paraboloid 
c (XT +x3) x3=-- 
b 2 * 
(5.2) 
For function $J(x) = x2, S$ = {L& = 0) = {x 1 x1 + ax2 = 0) and according to Corollary 2 and 
Theorem 2, each cycle of system (5.1) has at least one point in common with the part of plane 
x1 + ax2 = 0 which is outside of the domain restricted by surface (5.2) and where ax3 > x1. If 
ax3 > xl, then this point is a point of intersection in transverse position. 
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6. ITERATION PROCEDURE OF LOCALIZATION 
THEOREM 5. If all cycles of system (1 .l) are contained in A c FP, then for any function 
x E C2 (R”), the sets 
%A = Ix I Xinf,A 5 X(x) I xmp,A}, (6.1) 
A, =i&,Annn (6.2) 
contain ako all cycles. In (6.11, (6.2) 
xhf,A = info(@) I 2 E S, n A), xsup,A = SUP{Xbc) 1 2 E s, n A}, (6.3) 
where S, = {x 1 Lfx(x) = 0). 
PROOF. If x(t) is a periodic solution of system (l.l), and t*, t, denote a maximum and a minimum 
of function x(x(t)), then x(L), x(t*) E S, n A and 
x(x@)) 5 x(x@*)) ~3up{XiS,nA) = xsup,A* 
Inequality x(x(t)) 2 Xinf,A can be proved analogously. Therefore, for ail t we have x(t) E RX,*. 
COROLLARY 3. Let xn(x), n = 0, 1,2,. . . , be a sequence of functions from C2(Rn). The sets 
Ao = fix,, L = 4~ n L-1,Xn, n > 0, (e-4) 
contain all cycles of system (1.1) and 
Ao>Ai>...>A,>.... (6.5) 
COROLLARY 4. Let xi(t), i = 1,2,3, be a periodic solution of Lorenz system (4.1). Then the 
following estimates hold for any t: 
Ix1(t)l I Jz k x1*, w-9 
where p is tiom (4.91, and 
x:(t) > 0 
x3(t) L - 2a - ’ 
x:(t) 
x3(t) = 20-7 
x9(t) 
x3(t) L - 2a ’ 
b < 2~7, 
b = 20, 
b > 2~. 
(6.7) 
PROOF. If x0(x) = p(x) from (4.7), xi(x) = G(x) = x1, by Corollary 3, it follows that the sets 
A, = R,, = Sz,, A1 = A0 n Ao,X, = R, n R,,+ 
contain all cycles of system (4.1). Therefore, 
inf{$(x) I 2 E S$ n i2,) 2 ti(x(t)) = xl(t) I sup{$(x) I 2 E S* n a,}. 
To find inf{$(x) 1 x E S,J n 52,) and sup{+(x) ) x E S+ n a,}, we consider 
x1 -+ extr, -X1 + x2 = 0, ix: + x"z + (x3 - (T + 1))2 I2p. W3) 
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If we replace z2 by zi in (6.8), we obtain 
Therefore 
x1 3 extr, 
and we obtain estimate (6.6). To prove (6.7), we need the function [4] 
x(x) = xf - 24x3. ( 
For this function, Lfx(x) = 2xra(-zr + x2) - 2a(xixs - bxs) = 2a(bxs - xi) and 
s, = {x 1 bx3 -x: = 0). 
Therefore 
x(x)Js, =3; l- $ . ( ) 
(6.9) 
(6.10) 
Let us consider three cases. 
CASE 1. b < 2~. From (6.10) it follows that x(x)]s, 5 0, xsUP = 0, Xinf = -oo. From Theorem 4 
it follows that all cycles of system (4.1) are contained in 
C12, = (x 1 x(x) I: 0) = {x 1 XT - kc3 5 0). (6.11) 
Therefore for all cycles 2s > x:/(20) 2 0. 
CASE 2. b > 2a. From (6.10) it follows that x(x)]s, 1 0, xsUp = +oo, Xinf = 0. From Theorem 4 
it follows that all cycles of system (4.1) are contained in 
Rx = {x 1 x(x) L 0) = {x 1 x: - ti?ax3 2 0). 
Therefore for all cycles 2s 5 x:/(20). 
CASE 3. b = 20. From (6.10) it follows that x(x)]s, = 0, xsUp = Xinf = 0. From Theorem 4 it 
follows that all cycles of system (4.1) are contained in 
R, = {x 1 x(x) = 0) = {x 1 xf - 2~x3 = 0) = S,. 
Therefore for all cycles 2s = x:/(20). This completes the proof. 
REMARK 1. In Case 3, any cycle of system (4.1) intersects the set R, nR, II S+, where the set R,, 
is limited by ellipsoid (4.10), and Se = {x ] zr = x2). This set is described by the system 
ix: + 2; + (x3 - (r + 1))s 5 2p, bx3 - x: = 0, Xl - x2 = 0. 
Hence, 
72 
x1 = 7, x2 = 7, x3 = -, 
b 
where 74 2r 
F+T2 1-b ( > + ((r + 1)2 - 2p) I 0. 
(6.12) 
If 0 < b 5 2 (b = 2a), from (4.9) we obtain p = (T + 1)2/2. Therefore, under 1 - 2r/b > 0, 
i.e., 0 < T 5 b/2, we get r = 0, x = 0 and system (4.1) has no cycles. But if 1 - 2r/b < 0, i.e., 
r > b/2, then ]r] 5 a, where k = -bdm. 
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If b = 26 > 2, we have p = (~+l)~b~/(8(b-l)), (~+1)~-2p = -(~+l)~(b-2)2/(4(b-l)) < 0. 
Therefore, 171 5 fi, where k is the positive root of equation 
; + k 
( > 
1 _ f _ CT + ‘j2cb - 2)2 = 0. 
4(b - 1) 
Equalities (6.12) define possible initial conditions of cycles for all these obtained values of 7. 
REMARK 2. In Case 2, denote by A the set R,n R,, where the set R, is limited by ellipsoid (4.10), 
and the set R, coincides with (6.11). It follows from Theorem 5 that all cycles are contained in 
$,A = lx I +inf,A 5 $(x1 I &iup,A)* 
Let $ be the function xi. To determine @inf,A, tisup,~, we need so solve the following problem: 
x1 3 extr, ix; +xCf +(x3 ++q2 I2p, -x1 + x2 = 0, x: - 20x3 5 0. (6.13) 
Taking into account (4.9) and the proof of (6.6) in the case 
2 5 b 5 2a, (6.14) 
for 
x3=?-+& 1x11 = gg9 
we obtain 




2pa - - 
a+1 
2c7(r + 1) 
U(T + 1)2b2 
4(b - l)(o + 1) - 2a(r + ‘) 
u(T + ‘) 
(r + l)b2 
4(b - l)@ + 1) - 2 “, 
T > w - l)(a + 1) _ 1 - 
b2 
(6.15) 
Therefore, the maximum and minimum of x1 in (6.13) will occur for (6.14), (6.15) somewhere on 
the set {xf - 2~x3 = 0). Hence, for (6.14), (6.15) we get 
x1 + extr, ix: +x: + (x3 - (7. + 1))2 = 2p, XT - 2~x3 = 0, 
x3 + max, 2(1+ u)x3 + (x3 - (T + 1))2 = 2p. 
Thus in the case (6.14), (6.15) we have 
23,max = (T - u) + J(T - up - (T + 1)2 + 2p, 
where p = (r + 1)2b2/(8(b - 1)). 
or 
Hence, if 2 < b 5 2u, T 1 8(b - 1)/b2 - 1, for any cycle we get 
Ix1(t)l I JG A ~l,max* (6.16) 
REMARK 3. In the canonical case (a = 10, b = 8/3, T = 28) using (6.6) and (4.10), we get 
numerical estimate for domain with all cycles of system (4.1) 
1x11 < 28.56, 1x21 < 29.96, 0 < x3 < 58.96. 
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