The distance function to surfaces in three dimensions plays a key role in many geometric modeling applications such as medial axis approximations, surface reconstructions, offset computations, feature extractions and others. In most cases, the distance function induced by the surface is approximated by a discrete distance function induced by a discrete sample of the surface. The critical points of the distance function determine the topology of the set inducing the function. However, no earlier theoretical result has linked the critical points of the distance to a sampling of geometric structures to their topological properties. We provide this link by showing that the critical points of the distance function induced by a discrete sample of a surface either lie very close to the surface or near its medial axis and this closeness is quantified with the sampling density. Based on this result, we provide a new flow-complex-based surface reconstruction algorithm that, given a tight ε-sampling of a surface, approximates the surface geometrically, both in Hausdorff distance and normals, and captures its topology.
INTRODUCTION
Given a compact surface Σ smoothly embedded in three dimensional Euclidean space R 3 , a distance function
can be defined over R 3 that assigns to each point its distance to Σ. This distance function carries a lot of information about Σ and its embedding. The surface itself can be determined as h −1 Σ (0) and the embedding of Σ into R 3 is essentially encoded in the medial axis M of Σ which consists of all points in R 3 at which hΣ is not differentiable. For example, the homotopy type of the medial axis of an embedded torus is useful to decide if the embedding of the torus is knotted or not. In applications Σ is often only known via a finite sample P of Σ from which one desires to learn about Σ and its embedding. The famous ε-sampling theory of Amenta and Bern [1] provides a framework to analyze algorithms that either reconstruct Σ from P or approximate the medial axis of Σ. Given an ε-sample of Σ for a certain value of ε, the algorithms of Amenta and Bern [1] , Amenta, Choi, Dey and Leekha [3] and Boissonnat and Cazals [5] allow to reconstruct the correct topology of Σ and to approximate its geometry in terms of ε. On the other hand the algorithms of Amenta, Choi and Kolluri [4] allows to reconstruct the homotopy type of the medial axis M correctly whereas the algorithm of Dey and Zhao [9] approximates the geometry of M in terms of ε. It is quite natural to try to approximate the distance function hΣ by the function
over R 3 that assigns to each point its distance to the sample P of Σ. This approximation has been used by Edelsbrunner [10] , Chaine [6] , and Giesen and John [11] to reconstruct Σ from P . Though all three of these algorithms work well in practice no guarantees for the geometric quality of their output in the ε-sampling framework existed until now. The critical points of hP were also used by Dey, Giesen and Goswami [7] to segment the solid bounded by Σ into its features. All surface reconstruction algorithms based on hP make use of its critical points, i.e., its local extrema and saddle points. These points are easily computable from the Delaunay triangulation of P . A first contribution of our paper is to relate these critical points for an ε-sampling of Σ to both Σ itself and its medial axis M .The distance functions hΣ and hP are not smooth everywhere. Nevertheless, there is a well developed theory of critical points of such functions [12] . The critical points of hΣ are all points in Σ and a subset of the medial axis M . For example, all local maxima and all saddle points of hΣ are on M . We can show that for an ε-sampling for a certain value of ε all critical points of hP either reside very close to Σ or close to M . That is, we can label the critical points of hP as either surface critical points if they are close to Σ or medial axis critical points if they are close to M . Interestingly, all types of critical points, including local maxima, can be close to Σ. The separation of the critical points is also remarkable in the following sense: The medial axis of P is the 2-skeleton of the Voronoi diagram of P . But not every facet in the 2-skeleton can be assigned unambiguously to either Σ or M even if ε becomes arbitrarily small. It is well know that Voronoi vertices can reside almost anywhere in R 3 \ Σ. The separation of the critical points of hP can be turned into an algorithm to reconstruct Σ from P . This is the second main contribution of our paper. We can show that the reconstructed surface is homeomorphic to Σ and geometrically close to it both in Hausdorff distance and deviations of normals provided the input is a tight ε-sample of Σ. Similar results hold for curves and curve reconstruction. The structure of the paper is as follows. Section 2 introduces the basic concepts including flow complex and critical points of the distance function of a point set. In section 3, we show that the critical points of the distance function of an ε-sampling of a surface are either close to the surface or close to its medial axis. Section 4 describes how it can be algorithmically determined for a critical point whether it is close to the surface or to the medial axis and uses this to build a surface reconstruction algorithm. Section 5 analyzes the quality of the produced reconstruction and establishes its geometric closeness and topological correctness. Finally, Section 6 studies the critical points of a smooth curve in R 3 and gives algorithms for classification of critical points and reconstruction of the curve analogous to those of the surface. Concluding remarks are given in Section 7.
BASIC CONCEPTS
Throughout the paper, by Σ, we refer to a smooth 2-manifold without boundary embedded in R 3 . Since it does not have a boundary, Σ separates R 3 into a bounded region and an unbounded region. With a slight abuse of terminology we refer to the bounded region as the interior of Σ and to the unbounded region as its exterior. Since Σ is smooth, the normal to Σ at any point x ∈ Σ is well defined. For x ∈ Σ, we denote by n + x and n − x , the normal vectors at x pointing to the exterior and interior of Σ respectively. By nx (with no + or − superscript) we denote either of n + x or n − x , i.e. the unoriented direction of the line normal to Σ at x. We also denote throughout by P ⊂ Σ a discrete sample satisfying certain conditions to be specified shortly. To simplify our exposition we assume that P is in general position. Any point set S ⊂ R 3 induces a distance function
where · denotes the Euclidean norm. It is easy to check that every distance function in the above sense is Lipschitz, i.e. for all x, y ∈ R 3 , |hS(x)−hS(y)| ≤ x−y . In this paper, we work with two major distance functions, one induced by Σ and the other by P . To simplify our notation, in the sequel, we use s(·) instead of hΣ(·) and h(·) instead hP (·).
Surface samples
The medial axis M = M (Σ) of Σ is the set of all points in R 3 that have at least 2 distinct closest points in Σ, i.e.
For a point c ∈ R 3 and real number r, the ball with center c and radius r, denoted Bc,r, is the set of all points x ∈ R 3 at distance no more than r from c. We call a ball empty, if its interior does not contain any point from Σ. A medial ball is a maximal empty ball, i.e. an empty ball that is not contained in any other empty ball.
Medial feature size. For any point x ∈ R 3 \ (Σ ∪ M ) we denote byx the unique closest surface point to x, i.e., x = argmin y∈Σ x − y , and byx ∈ M we denote the center of the medial ball tangent to Σ atx and at the same side of Σ as x. The medial feature size is the function
Besides the medial feature size we will also use the function
which we refer to as the medial projection length. Notice that for every
Feature size. The function
which assigns to each point in Σ its distance to the medial axis M , is called the local feature size. Notice that for x ∈ R 3 \ (Σ ∪ M ) it always holds that f (x) ≤ µ(x). Notice also that f (·) is also a distance function and therefore Lipschitz.
Sampling conditions. For a constant ε > 0, a finite sample P ⊂ Σ is called an ε-sample if
An ε-sample P is called an (ε, δ)-sample or a tight ε-sample if it satisfies the additional condition ∀p, q ∈ P it holds that p − q ≥ δf (p) for some δ, with 0 < δ < ε. Notation. The angle between two vectors u and v, denoted ∠(u, v) is always smaller than π. For three points x, y, and z, we denote by ∠xyz the angle between vectors x − y and z − y, i.e., ∠(x − y, z − y). The acute angle between vectors u and v is the smaller of the two angles made by the lines through u and v. The latter angle is at most π/2. We use the following two lemmas due to Amenta and Bern [1] and the corollary below them several times in this paper.
Poles

Lemma 1. Let x and y be points on
. Corollary 1. For any point p of an ε-sampling P of a surface Σ, the acute angle between np, normal to surface at p, and either of ν 
Induced flows
Critical points. We are interested in the critical points of h, i.e., its local extrema and saddle points. In general, a point c ∈ R 3 is a critical point of a distance function hS induced by a set S, if c is contained in the convex hull of its closest points in S. Thus if we let for every x ∈ R 3 A(x) = {p ∈ P : x − p = h(x)} be the set of closest sample points to x, a critical point of h is any point c satisfying c ∈ conv A(c). It turns out that these points are exactly the intersection points of Voronoi faces and their dual Delaunay simplices. The local maxima are Voronoi vertices contained in their dual Delaunay tetrahedron. All sample points are minima. The remaining critical points are saddle points. In the case that P is finite one can even assign a meaningful index to a critical point, namely, the dimension of the Delaunay simplex it is contained in.
Flow. As in the case of smooth functions there is a unique direction of steepest ascent of h at every non-critical point of h. The direction of steepest ascent at x ∈ R 3 is given by the vector from x − d(x) where
We call the point d(x) the driver of the flow at x. Assigning to the critical points of h the zero vector and to every other point in R 3 the unique unit vector of steepest ascent defines a vector field
on R 3 . This vector field is not continuous but nevertheless gives rise to a flow on R 3 , i.e., a mapping
t − t exists and equals x. The flow tells how a point would move if it always followed the steepest ascent of the distance function h. The curve that a point x follows is given by φx : R → R 3 , t → φ(t, x) and called the orbit of x. We denote by φ(x), the set {φx(t) : t ∈ [0, +∞)}.
Stable manifolds. Given a critical point c of h the set of all points whose orbit ends in c, i.e. the set of all points that flow into c, is called the stable manifold of c. The collection of all stable manifolds forms a cell complex which is called flow complex. The dimension of each cell in the flow complex is the index of its associated critical point. The cells have a recursive structure, namely, the boundary of the stable manifold of a critical point is made up of stable manifolds of critical points of lower index. Here we summarize the basic facts of the stable manifolds for the different indices of the critical points. Index-0. The stable manifold of an index-0 critical point, i.e., a local minimum, is just the minimum itself. Index-1. The stable manifold of an index-1 critical point, also called a 1-saddle, i.e., the intersection point of a Delaunay edge with its dual Voronoi facet, is the Delaunay edge which in this case is a Gabriel edge. Index-2. The stable manifolds of an index-2 critical point, also called a 2-saddle, is a piecewise linear surface patch. See [11] for details on structure and computation of these patches. Index-3. The stable manifolds of index-3 critical points, i.e. a local maximum, are the bounded regions in the complex built by the stable manifolds of critical points of index 0, 1 and 2.
SEPARATION OF CRITICAL POINTS
In the following P is always an ε-sample (with ε to be specified) of a smooth closed surface Σ embedded in R 3 . Also, h is the distance function associated with P and φ is the flow induced by P following the vector field v.
Then, x is not a critical point of h and the angle between the vectorsx − x and v(x) is strictly less than π/2.
Proof. If m(x) = ∞ thenx is at infinity and the hyperplane H tangent to Σ atx does not have any point from Σ on the same side asx. Therefore, H separates x from Σ and in particular from conv A(x). Consequently, x cannot be a critical point of h and for every point y exceptx, on the ray fromx through x, the angle between the vectors v(y) and y − y is strictly less than π/2.
The next lemma states that for x ∈ R 3 \ (Σ ∪ M ) with µ(x), m(x) < ∞ there cannot be a critical point of h on the line segment fromx tox that is either too close tox or too close tox.
is not a critical point of h and the angle between the vectorsx − x and v(x) is strictly less than
Proof. For the feature size f atx it holds that f (x) ≤ µ(x) by the definition of feature size. Thus the closest sample point in P tox lies inside a ball centered atx with radius at most εf (x). Hence the distance from x to its closest sample point is at most s(x) + εf (x). Consequently, the set A(x) ⊆ P , of sample points at minimum distance from x, is contained in the ball B centered at x with radius s(x) + εf (x). Let B be the open ball centered atx with radius µ(x). Since B is empty of any sample points, every point of A(x) is contained in B \ B . The driver d(x) of the flow induced by P at x is by definition in the convex hull of A(x) and is therefore contained in the convex hull of B \ B . Consider the disk D = H ∩ B where H is the hyperplane containing x perpendicular to the line throughx andx. Let r be the radius of this disk. If s(x) + εf (x) < r, then x ∈ conv(B \ B ). Consequently, x is not a critical point of h and the angle between the vectorsx − x and v(x) is strictly less than π/2, see Figure 1 . Thus for the statement of the lemma to hold, it suffices to show that s(x) + εf (x) < r. By the Pythagorean theorem
which in turn is equivalent to, This inequality holds between the two roots of the quadratic function of m(x) on the left hand side of the inequality, i.e., for
Using f (x) < µ(x) the lower bound on m(x) can be weakened as follows
Notice that our assumption that ε < 1/3 implies
i.e., we have a real lower bound on m(x) and can further weaken this bound by applying the rule √ x > x for x ∈ (0, 1) to get
which implies the weaker lower bound m(x) > 2εµ(x). Next we want to show that
Thus it is enough to show that
The latter inequality is equivalent to
Plugging in f (x) ≤ µ(x) we get the stronger inequality
which in turn gives by summarizing
the even stronger inequality
which is satisfied through our assumption that ε < 1/3.
δ-tubular neighborhoods. For a constant δ ≤ 1, define M δ as the union of medial balls, i.e., maximal empty balls, all scaled down by a factor of δ. More formally,
Similarly let
Corollary 2. Every critical point of the distance function h either belongs to Σ 2 or M2 provided ε < 1/3. Surface and medial axis critical points. Let ε < 1/3. We call a critical point of h a surface critical point if it is contained in Σ 2 and we call it a medial axis critical point if it is contained in M2 .
ALGORITHMS
Separation of critical points
Here our goal is to devise an algorithm that can separate the surface critical points from the medial axis critical points. To prove the correctness of our algorithm we will frequently make use of the following definition. Associating critical point to samples. A critical point c is said to be associated with a sample point p ∈ P if p−c = h(c), i.e., if c is contained in the closed Voronoi cell of p. At first we want to deal with surface critical points. The following two lemmas turn out to be useful to this end. 
Proof. Omitted. Refer to the full-version.
From Lemmas 5 and 6 we derive the following corollary. Proof. Omitted. Refer to the full-version.
Next we deal with medial axis critical points. 
Lemma
7. Let c be a medial axis critical point associated with p ∈ P . If ε < 1/3 then p − c ≥ (1 − 2ε)f (p). Proof. Omitted. Refer to the full-version. Corollary 4. Let c be a medial axis critical point associated with p ∈ P . If ε < 0.1 then the acute angle between the vector c−p and each of the vectors ν − p and ν + p is at most 28 degrees. Proof. Omitted. Refer to the full-version. Corollary 3 and Corollary 4 show that for a critical point c associated to a sample p, the angle between c − p and a pole of p falls into one of two disjoint ranges 0 to 45 degrees or 75.5 to 90 degrees, depending on whether c is a surface or a medial axis critical point. Thus by looking at this angle, we can distinguish between these two types as follows: for any sample point
Reconstruction
The algorithmic classification of the critical points of h as either surface or medial axis critical points suggests the following algorithm to reconstruct Σ from P . By Separate(P, C) we refer the to the algorithm described above that partitions the critical points into surface and medial axis ones.
Reconstruct(P )
1 C := set of the critical points of h. 2 Separate(P, C).
3 CM := set of medial axis critical points in C plus the maximum at infinity. 4 for each c ∈ CM do 5 U.make(c).
The algorithm Reconstruct builds on a Union-Find data structure U on the set of medial axis critical points. In line 5, U.make(c) adds a singleton set {c} to U and in line 9, U.union(c, c ) combines the sets containing c and c into a single set. The Union-Find data structure is used to find all connected components of stable manifolds S(c) of medial axis critical points c ∈ CM . In the end the boundary of one arbitrary component is output. Notice that this boundary is made of stable manifolds of surface critical points. 
RECONSTRUCTION PROPERTIES
In this section, we give geometric and topological guarantees for the output of the algorithm Reconstruct under ε-sampling. We summarize the results in the following Theorem. (ii) The normal of a triangle pqr in T, where p ∈ P , forms an angle of O(ε) with the normal of Σ at p.
(iii) T is homeomorphic (in fact, isotopic) to Σ.
In particular these claims hold for ρ ≥ 3/4, ε0 ≤ 0.01.
Closeness
To analyze local geometry of the flow near the surface, we place at sample points p ∈ P cones that open along inner and outer normal directions at p. We show that, under certain conditions, such cones are sinks, i.e., on their surfaces the flow is either tangential or points to the inside of the cones. Of course this is not shown to hold everywhere on the surface of such cones -certainly, we could not make such a claim for far away points -, but only points close enough to surface. However, by overlapping together these close-reaching cones (see Figure 3) , we obtain inner and outer envelopes that enclose the surface and are in a sense "one-way" for the flow. This means that flow cannot escape from these envelopes leading to properties of the flow complex important to the analysis of the output of our algorithm. Sink Cones. For a point p, and a direction vector n, let C = cone(p, n, θ, r) be the cone-patch consisting of points x for which x − p ≤ r and ∠(n, x − p) = θ. We call θ, and r, the angle and the reach of C, respectively. A cone-patch is essentially part of the surface of an infinite cone. With a slight abuse of notation we refer to a cone-patch also as a cone. The boundary of C consists of points x ∈ C for which x − p = r. We say that C is a sink if at every point of the relative interior of C (thus excluding the boundary of C) the flow is either tangential or directed toward the interior of the convex hull of C. Fixing cone angles. Notice that the above lemma puts at every sample point two sink cones with the same apex, angle, reach, and axis but in opposite direction. For the rest of the paper, we shall consider only such cones with a fixed cone angle that depends only on the density of sampling. Indeed, we fix θ = θ(ε) = π 2 − 5ε and we respectively denote the outer and inner cones at a vertex p by C
Lemma 8. For any point p ∈ P , C
We also denote by Cp the union of the two cones C On the other hand, by triangle inequality,
However, sincex ∈ Vp, by sampling condition x − p ≤ εf (x). Thus we must have η ≤ ε/(1 − 2 cos θ). Plugging this bound for η into (1) we get
for ε ≤ 0.01 and θ = π/2 − 5ε.
The following lemma will be used to show that for appropriate choice of θ, and under dense enough sampling, the sample point cones on each side of Σ patch up to construct envelopes from which the flow cannot escape.
Lemma 11. For a sample point p, let x be a point on the boundary of C 
By triangle inequality we have
From Lipschitzness of local feature size we get
Combining this with (2) we get
On the other hand, by Lemma 9, since q is the closest sample point tox, the ray shot in outward normal direction atx hits C + q in some point y. Therefore, by Lemma 10,
The proof of the lemma becomes complete by verifying that for ε ≤ 0.01 the following inequality holds: Proof. We only the discuss the outer cone envelope. The proof for the inner cone envelope follows the same lines. Let π + be the mapping that maps any point x ∈ Σ to its closest point x on one of the cones C + p in the normal direction n + x . By Lemma 9 the map is well-defined at every point x ∈ Σ because the ray shot in normal direction n + x hits the outer cone C + p placed at closest sample point p to x. By definition π + (x) ∈ Σ + for every x ∈ Σ and by construction π + (Σ) = Σ + . That is, π + : Σ → Σ + is onto. Since the map x → n + x is continuous on Σ the mapping π + is also continuous except at any points x that is mapped to a boundary points of some cone C + p . But by Lemma 11, no point of Σ is mapped by π + into the boundary of any cone C + p since there is always a closer cone in the way. Therefore, the mapping π + is continuous everywhere. Finally, π + is one-to-one, because by construction the vector π + (x) − x is normal to Σ at x, which means that x is a closest point to π + (x) on Σ, which is unique since π + (x) cannot be a point on the medial axis by Lemma 10. Since we assumed that Σ is a manifold without boundary, so is Σ + . Thus Σ + divides R 3 into a bounded and an unbounded component. By Lemma 8 the bounded component has to be closed under the flow φ.
Cone envelopes. Let
Cone neighborhood. We call the closed volume sandwiched between Σ − and Σ + the cone neighborhood of Σ and denote it byΣ.
Theorem 2. The output of the algorithm Reconstruct lies in Σ 12ε 2 .
Proof. By Lemmas 8 and 12, the stable manifold S(c) of any surface critical point c has to be contained inΣ. Thus the output of Reconstruct completely lies inΣ. By Lemma 10, Σ + and Σ − are contained in Σ 12ε 2 . This implies thatΣ is also contained in Σ 12ε 2 .
Normal
The output T produced by the algorithm Reconstruct consists of stable manifolds of index-2 saddle points that lie in a small tubular neighborhood of the surface. We refer to these stable manifolds as surface patches. We want to show that under (ε, δ)-sampling, with a fixed ρ = δ/ε, the normal of triangles in these surface patches is within O(ε) from the normal to surface at a nearby point, for sufficiently small ε. We use the following two lemmas from [3] .
Lemma 13. For any two points p, q ∈ Σ, the angle between segment pq and either of n 
The stable manifold S(c) of every 2-saddle is a piece-wise linear surface made of a finite number of triangles, which we call patch triangles. Each patch triangle t has exactly one vertex in P . Note that for every point x in a patch triangle t, the vertex of t that belongs to P is a closest sample point to x (refer to [11] for details on the structure of stable manifolds of critical points). If x is on the boundary of t, it can have more than one closest sample point as it belongs to more than one patch triangle. The following lemma shows that under tight sampling, each patch triangle must have a normal close to surface normal at its vertex in P .
Lemma 15. For any 0 < ρ < 1, there exists ε0 such that if P is an ε-sample of Σ with ε ≤ ε0, then for any x ∈ S(c), the stable manifold of a surface 2-saddle c, the acute angle between np, where p is a closest sample point to x, and nt, the normal direction of the patch triangle t ⊂ S(c) that contains x and has p as a vertex, is at most
Proof. We ensure in advance for the proof of this lemma that ε0 is at most 0.01. Let P be an ε-sample of Σ for ε ≤ ε0. By Corollary 5, x − p ≤ 1.6εf (p) for every closest sample point p to x. Every point x on S(c) is on a patch triangle t = pou of S(c) with the following structure (see Figure 5 ): t has exactly one vertex p in P . The edge uo of t opposite to p is on the Voronoi facet dual to a Delaunay edge pq and ends on the dual Voronoi edge e of a Delaunay triangle pqr in which r − p > q − p . The mid-point d of pq is the driver of the points on uo. Furthermore, the line containing e does not intersect the triangle pqr except when o is the critical point c in which case the patch triangle t is a subset of the Delaunay triangle tc containing c. We postpone the study of this special case for later. Let s be the circumcenter of pqr and let p be a point on the circumcircle of pqr opposite to p with respect to s. Then ∠p qp = π/2 and that d − s = Combining these we get for the angle α = ∠qps:
On the other hand, , and with both of the edges incident to p making an angle of at least θ with np. It can be shown through elementary calculations that under this conditions, n t , the normal to t , and np, make an angle of at most arcsin " cos θ 2 sin(α/2)
« .
In the special case that o coincides with c, e intersects its dual triangle pqr at c and the patch triangle t under question becomes a subset of the Delaunay triangle tc = pqr. Since p − o ≤ 1.6εf (p) is the circumradius of tc, by Lemma 14, the angle between normal to pqr and normal to Σ at p is at most
which for ε ≤ 0.01 is a tighter bound than the one the statement of lemma claims. Proof. Omitted. Refer to the full-version.
The following Proposition is a direct consequence of the structure of the stable manifolds of surface 2-saddles [11] . 
∠(n
• , for every patch triangle t of S(c) and for every x ∈ t.
Orientation of surface patches
Let c be a surface 2-saddle. By definition, c is the intersection point of a Delaunay triangle tc and its dual Voronoi edge ec. Let p be the vertex of tc with the largest angle. Notice that p − c is the circumradius of tc and by Corollary 5, p − c ≤ 1.6εf (p). Therefore by Lemma 14, the normal of tc makes an angle of at most β(1.6ε) = 8ε with normal to surface at p. In other words, tc lies flat to surface and it is therefore meaningful to distinguish between the side of it that faces the interior of Σ and the one that faces its exterior. We refer to these sides of tc as its inner and outer sides respectively. Since tc intersects ec in a point of its relative interior (by our non-degeneracy assumption), we can distinguish between the two endpoints of ec as its inner and outer vertices and refer to them as v Proof. Omitted. Refer to the full-version.
The following lemma is a direct consequence of Lemma 17 and Lemma 16.
Lemma 19. Let c1 and c2 be two surface critical points with S(c1) and S(c2) put by Reconstruct into T, such that boundaries of S(c1) and S(c2) have a Gabriel edge e in common. Let t1 and t2 be the patch triangles incident to e in S(c1) and S(c2), respectively. Then, the dihedral angle between t1 and t2 is greater than π/2.
Homeomorphism
Theorem 3. The output T produced by the algorithm Reconstruct is a 2-manifold without boundary homeomorphic to Σ.
Proof. First we observe that the complex T produced by Reconstruct is the boundary of the union of stable manifolds of either the inner or outer medial axis critical points. Let m1 and m2 be medial axis maxima such that S(m1) and S(m2) are neighboring 3-cells in the flow complex, i.e. they both have S(c) contained in their boundaries, where c is a 2-saddle. If m1 is an inner medial axis maximum and m2 an outer one, then c must be a surface critical point as the common boundary of S(m1) and S(m2) must lie inΣ ⊂ Σ 12ε 2 . On the other hand, if m1 and m2 are both inner (outer) medial axis maxima then S(c) cannot be a surface critical point since otherwise both U + c and U − c arrive at inner (outer) medial axis maxima and therefore both must have crossed Σ − (Σ + ) and this violates Lemma 18. This in part implies that the algorithm Reconstruct in fact partitions the medial axis critical points into two subsets. We consider in this proof the case where T is the boundary of the union of stable manifolds of the inner medial axis critical points (the outer case being analogous). We argue that T and Σ are homeomorphic. Consider the restriction ζ : T → Σ of the closest point map x →x. We prove that ζ is a homeomorphism. Since both T and Σ are compact, it is sufficient to show that ζ is continuous, one-to-one and onto. First, we argue that ζ is one-to-one. Orient the normal to each patch triangle t so that it makes an angle less than π 2 with the oriented normal n + p at the vertex p of t which is a sample point. Because of Lemma 16 and Lemma 19, the triangles of T can be oriented consistently satisfying this condition. We denote this oriented normal for a patch triangle t by nt. By Corollary 6, for every point x in a patch triangle t the oriented triangle normal nt makes an angle of at most 14
• with n + x . Suppose ζ is not one-to-one. Then, there are two points x and x in T that are both mapped to the same pointx by ζ. Consider the line normal to Σ atx. This line passes through both x and x . Assume without loss of generality that x and x are consecutive intersection points of and T. Then, at one of x and x the line enters and at the other exits the interior bounded by T. In other words, if we orient along n + x , it makes an angle at least π 2 with one of the oriented normals of T at x or x , an impossibility. Next, we argue that T is a manifold. Since T bounds the union of the closed stable manifolds of medial axis maxima, it is a 2-complex with each edge being incident to at least two triangles. We claim that the triangles incident to each vertex v of this complex form a topological disk and hence T is a 2-manifold. If not, there are two triangles incident to v so that a normal line stabs both of them at points arbitrarily close to v since they lie almost parallel to Σ. This is in contradiction with ζ being one-to-one. We are left to show that ζ is continuous and onto. The continuity of ζ follows from the fact that the original closest point function x →x is continuous everywhere except at the medial axis. To show that ζ is onto, consider ζ(T) ⊆ Σ. Certainly, ζ is onto from T to ζ(T). We claim that ζ(T) = Σ. Since T is a 2-manifold without boundary and ζ maps it homeomorphically to ζ(T), we have ζ(T) as a compact 2-manifold without boundary and ζ(T) ⊆ Σ. This is only possible if ζ(T) = Σ as both ζ(T) and Σ are compact 2-manifolds without boundary.
CURVES IN R 3
Let P be an ε-sample of a smooth closed curve Γ ⊂ R 3 . We analyze the critical points of the distance function h induced by P . We only state the claims of this section and leave the proofs for the full-version of the paper. Lemma 4 still holds, i.e., all critical points of h are either near the curve (called the curve critical points), or near the medial axis (called the medial axis critical points). However, unlike surfaces, not all types of critical points can be near the curve. The edges that connect two consecutive points on Γ are called correct edges. All other edges are incorrect. It is known that all correct edges are Delaunay if ε < 1/3. Also, it is easy to show that they intersect their dual Voronoi facets, i.e., they contain index-1 critical points. It is further known that the length of any correct edge pq is at most 2ε 1−ε f (p).
