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Abstract
Radial basis functions are a common mathematical tool used to construct a smooth interpolating
function from a set of data points. A spatial prior based on thin-plate spline radial basis functions can be
easily implemented resulting in a posterior that can be sampled directly using Monte Carlo integration,
avoiding the computational burden and potential inefficiency of an Monte Carlo Markov Chain (MCMC)
sampling scheme. The derivation of the prior and sampling scheme are demonstrated.
1 Introduction
Noisy or incomplete spatial data occurs in many contexts, and the detection of trends in or the identification
of clusters or other anomalies is often the central question of interest in exploratory data analysis. In
this context, the goal is “smoothing”, i.e. removing noise from the observed data while preserving the
underlying spatial patterns. Bayesian methods for smoothing are common, offering benefits in terms of
model specification, and allowing inference directly from the posterior distribution rather than relying on
the asymptotic approximations of classical inference (Banerjee et al., 2015). The downside of Bayesian
methods is that their computational burden can be substantially higher than classical approaches. Inference
for Bayesian models is based on a using the posterior distribution which can typically not be obtained
analytically and requires using methods to draw samples from the posterior distribution. Ideally these
samples are drawn directly from the joint posterior of all the model parameters, but in practice this is typically
not possible, necessitating the use of Monte Carlo Markov Chain (MCMC) schemes which produce correlated
samples reducing effective sample size, and can require a substantial “burn-in” to ensure that the samples
are drawn from the target distribution (Walker et al., 2011). In some cases, Bayesian models, including
spatial smoothers can be evaluated using integrated-nested Laplace approximations (INLA) methods (Rue
et al., 2009), but these methods rely on approximations to the posterior distributions.
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This paper presents a prior distribution for spatial effects derived from thin-plate spline radial basis
functions and a sampling scheme that allows for direct sampling from the joint posterior via Monte Carlo
integration. This avoids the use of a time-consuming MCMC scheme while drawing samples directly from the
actual posterior distribution in roughly the same time required to draw samples from the INLA approximation
of the posterior distribution.
Statistical methods for the analysis of spatial data date trace their beginnings to the 1960s and the advent
of Geo-statistical models (Matheron, 1963), and lattice models in the 1970s (Besag, 1974), which form the
basis of many modern methods of analysis for spatial data. While these methods are inherently statistical
in their foundations, radial basis functions arise in applied and computational mathematics from the goal of
creating a linear interpolation of observed data in order to approximate a complex or intractable function
Powell (1977); Broomhead and Lowe (1988). The connection between this and the desire to create a smooth
image of spatially varying data may seem esoteric, but noting that radial basis functions create a smooth
interpolating function based on observed data, and spatial smoothing seeks a smooth spatially varying
function that approximates the observed data while minimising noise, the similarities become clearer.
Multiple researchers have explored the connection between radial basis functions, specifically thin-plate
splines, and smoothing splines, including for spatial smoothing. Wahba (1990) and Green and Silverman
(1994) provide a thorough technical and historical coverage of smoothing splines, and the use of radial
basis function, specifically thin-plate splines, as spatial smoothers can be found in Wahba et al. (1995)
and van der Linde et al. (1995). Comparison between the use of thin-plate splines, other non-parametric
smoothing functions, and more traditional geo-statistical techniques including kriging are made in Laslett
(1994), Hutchinson and Gessler (1994), Laslett and McBratney (1990), and Nychka (2000), which provides
several examples of applications. Using the Bayesian framework suggested in Wahba (1978), Wahba (1983),
Kimmeldorf and Wahba (1970) and Kimmeldorf and Wahba (1971), and results from White (2006) a spatial
prior is derived based on thin-plate splines which provides a computationally efficient implementation that
doesn’t require the use of Monte Carlo Markov Chain (MCMC) methods for evaluation, and a straightforward
interpretation of results.
In Section 2 of this paper the thin-plate spline smoothing solution is derived as a solution to a Bayesian
hierarchical model. In Section 3 this model is further refined and the prior distributions are derived to allow
the implementation of a computational scheme that allows for drawing samples directly from the posterior
distribution, rather than relying on an MCMC scheme. In Section 4 the computational and smoothing results
of this prior are demonstrated using several example datasets from a variety of applications. In Section 5
the results are discussed in their contexts.
2 Methods and Computation
Radial basis functions are a common mathematical tool used to create a smooth interpolating surface as a
means of approximating a function from observed data. In general terms given the observed pairs (y,x) the
relationship
y(x) =
n∑
i=1
αiψ(‖x− xi‖), (1)
can be written for an appropriate set of basis functions φ(·) computed for the Euclidean distance between
observations. The specific properties of the basis functions create a system of linear equations that can
be shown to have a unique solution for the weights αi. In the context of spatial data, this corresponds
to fitting a smooth interpolating surface over a set of observed values at given locations; assuming there
is no noise in the observations. In practice when smoothing spatial data it is assumed that there is an
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underlying process (a smooth function) describing the spatial variation in data and that the observations
contain noise. The radial basis function model simply interpolates observed data without considering noisy
observations, so using radial basis functions to construct a spatial smoother requires modifications to allow
for noisy observations. This is done by modelling the observed data with a hierarchical or mixed-effects model
where the data are assumed to follow a distribution with a mean that is the function of a random spatial
effect whose prior distribution incorporates radial basis functions in its covariance structure as a means of
describing spatial variation. The derivation here is presented to illustrate the derivation of a spatial prior
based on thin-plate splines basis functions, for a broader and more detailed treatment of splines and and
their statistical application see Wahba (1990), Gu (2002) or Nychka (2000)
2.1 Thin Plate Splines and Their Solution as a Smoother
A thin-plate spline smoother over a d-dimensioned surface can be defined as the solution that minimizes the
penalized sum of squares
Sη(f) =
1
n
n∑
i
Wi(yi − f(xi))2 + ηJm(f) (2)
where η > 0 and the penalty term
Jm(f) =
∫
Rd
∑ m!
α1! . . . αd!
(
∂mf
∂xα11 . . . ∂x
αd
d
)2
dx. (3)
The sum in the integrand is taken over all the non-negative integer vectors α = (α1, . . . , αd)
′ such that∑
α1 + · · · + αd = m, and 2m > d. In the case of spatial data where d = 2, m = 2. Matheron (1973) and
Duchon (1977) show that the solution belongs to the finite dimensional space
f(x) =
t∑
j=1
φj(x)βj +
n∑
i=1
ψi(x)γi, (4)
where (φ1, . . . φt) is a set of t functions that span the space of all d-dimensioned polynomials of degree less
than m, and (ψ1 . . . , φn) is a set of n thin-plate splines radial basis functions defined as
ψi(x) =
{
amd‖x− xi‖(2m−d) log ‖x− xi‖, if d is even
amd‖x− xi‖(2m−d), if d is odd, (5)
where amd are arbitrary constants.
In matrix notation write T = (Tij) and K = (Kij), where Tij = φj(xi) and Kij = ψi(xj). Then (4) is
expressed as  f(x1)...
f(xn)
 = Tβ +Kγ. (6)
Meinguet (1979) and Duchon (1977) also show that equation (3) can be written as
Jm(f(x)) = γ
′Kγ. (7)
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Subject to the constraint that T ′γ = 0, the minimization problem (2) becomes a constrained minimization
problem with objective function
Sη(f(x)) = (y − Tβ −Kγ)′W (y − Tβ −Kγ) + ηγ′Kγ. (8)
The problem is simplified by removing the explicit constraint that Tγ = 0 and making it implicit in the
characterisation of the objective function. This is accomplished as suggested in Wahba (1990). Let TT ′ =
FλF ′ be the spectral decomposition, where F is the matrix of eigenvectors and , λ is the diagonal matrix
of eigenvalues. Let F = [F1,F2], where F1 is the n × t matrix of vectors spanning the column space of T .
Noting that T ′γ = 0 if and only if γ = F2λ for some λ, the minimization problem in (8) can be written as
min
β,λ
(y − Tβ −KF2λ)′W (y − Tβ −KF2λ) + ηλ′F ′2KF2λ. (9)
If we define the following matrices and vector
G = [T ,KF2]n×n , H =
[
0 0
0 F ′2KF2
]
n×n
, ω =
(
β
λ
)
,
then (9) can be written as
min
ω
(y −Gω)′W (y −Gω) + ηω′Hω. (10)
Note that if η = δ0/δ1, the objective function in (10) is proportional to the log-posterior density of ω, given
the prior
pi(ω|η) ∝ exp
(
−δ1ω′Hω
)
. (11)
and Gaussian likelihood for y
y|ω, δ0 ∼ N(Gω, δ0I). (12)
Under the Bayesian penalised splines problem Lang and Brezger (2001) with the set of basis functions G
and the parameters or weights ω this equates to prior on ω which penalises roughness or model complexity,
via the matrix M and the parameter η.
The optimisation problem in (10) can be re-written as a non-parametric (or semi-parametric) optimisation
by letting ν = Gω and M = (G−1)
′
HG−1 and re-writing (10) as
min
ν
(y − ν)′W (y − ν) + ην′Mν. (13)
Which, given η, has the smoothing solution
νˆ = (W + ηM)−1y. (14)
2.2 Thin-Plate Splines Prior
The minimization problem in (13) has a Bayesian interpretation, first suggested by Kimmeldorf and Wahba
(1971) and Wahba (1978). Suppose y follows a normal distribution
y ∼ N(ν, δ0W−1). (15)
Define the prior of ν as a partially improper prior with density function
[ν | δ1] ∝ δ−r/21 exp
(
− 1
2δ1
ν′Mν
)
, (16)
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where r is the rank of the matrix M ,(see Speckman and Sun (2003)). With this prior, the log-posterior of
ν given y, δ0 and δ1 is (up to an additive constant)
− 1
2δ0
(y − ν)′W (y − ν)− 1
2δ1
ν′Mν. (17)
Making the substitution δ1 = δ0/η Nychka (2000), the resulting conditional posterior distribution of ν is
ν|δ0, η,y ∼ N
(
(W + ηM)−1y,
1
δ0
(W + ηM)−1
)
. (18)
Substituting δ1 = δ0/η, makes the posterior expectation of ν in (18) equivalent to the smoothing solution
(14).
In order to complete the hierarchical model the prior distributions for δ0 are δ1, are needed, e.g.
pi(δl) ∝ 1
δal+10
exp
(
− bl
δ0
)
, l = 0, 1. (19)
The resulting conditional posterior distributions are
pi(δ0|ν,y) ∼ InvGamma
(
a0 +
n
2
, b0 +
(y − ν)T (y − ν)
2
)
(20)
pi(δ1|ν,y) ∼ InvGamma
(
a1 +
n− 3
2
, b1 +
νTMν
2
)
. (21)
Given the likelihood
f(y|ν, δ0) = 1
(2piδ0)
n/2
exp
[
− 1
2δ0
(y − ν)T (y − ν)
]
(22)
and the set of conditional distributions (18), (20), and (21) the posterior distributions for the parameters
ν,δ0 and δ1 is
pi (ν, δ0, δ1|y) ∝ f(y|ν, δ0)pi (ν|η, δ1)pi (δ0)pi (δ1) (23)
which has no closed form but can be evaluated numerically using an MCMC scheme to sample from the joint
posterior distribution and make inference.
3 Derivation of Prior Distributions for Direct Sampling and Com-
putational Improvements
Sampling from the joint posterior using MCMC methods is a tractable approach, but with come potential
pitfalls, including poor mixing and identifiability issues particularly with the parameters δ0 and δ1. In
Bayesian methods it is preferable to first have a closed form for the posterior, allowing explicit analysis
and inference, or second, to be able to sample directly from the joint posterior. Existing prior distributions
for spatial effects do not allow either of these approaches and instead rely on costly MCMC methods for
evaluation. This section presents a set prior distribution for spatial effects that allow direct sampling from
the joint posterior.
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3.1 Derivation of the Posterior Distributions and Direct Sampling Sampling
Scheme
Given the likelihood (22) the prior distributions (16), (20), and (21) can be re-parametrised in by using the
definition of η = δ0/δ1 and making the substitution 1/δ1 = η/δ0 into (16), the resulting prior distribution
for ν is
pi (ν|η, δ0) = |M |1/2+
(
η
2piδ0
)n−3
2
. (24)
The prior distribution of δ0 remains as given in (19), and an arbitrary prior distribution pi(η) can be chosen
subject to the constraint that η > 0.
The posterior of ν, δ0, η is
pi (ν, δ0, η|y) ∝ f(y|ν, δ0)pi (ν|η, δ0)pi (δ0)pi (η) (25)
which has no closed form, but given the posterior distributions
pi (ν|δ0, η,y) (26)
pi (δ0|η,y) (27)
pi (η|y) (28)
independent samples can be drawn from the joint posterior directly by exploiting the definition of the joint
posterior distribution as
pi (ν, δ0, η|y) = pi (ν|δ0, η,y)pi (δ0|η,y)pi (η|y) . (29)
The conditional posterior of ν is given in (18), can be written in more compact notation as
ν|δ0, η,y ∼ N (A, δ0B) , (30)
A = By (31)
B = (I + ηM)
−1
(32)
but the conditional posteriors
pi (δ0, η|y) ∝
∫
Rn
f(y|ν, δ0)pi (ν|η, δ0)pi (δ0)pi (η) dν (33)
pi (η|y) ∝
∫
R+
∫
Rn
f(y|ν, δ0)pi (ν|η, δ0)pi (δ0)pi (η) dνdδ0 (34)
are needed in order to complete the direct sampling scheme. Because (18) is a proper density function∫
Rn
pi (ν|δ0, η,y) dν = 1 (35)
then for (30) ∫
Rn
exp
[
− 1
2δ0
(ν −A)T B−1 (ν −A)
]
dν =
(2piδ0)
n/2
|B|1/2 . (36)
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Using this result and the fact that pi(ν|δ0, η,y) ∝ f(y|δ0,ν)pi(ν|δ0, η), written as:
pi (ν|δ0, η,y) ∝ exp
{
− 1
2δ0
[
(y − ν)T (y − ν) + νTMν
]}
. (37)
the quadratic terms in (37) can be expanded the definitions of A and B substituted, yielding
(ν −A)T B−1 (ν −A) = νTB−1ν − 2νTB−1A+ATB−1A (38)
[
(y − ν)T (y − ν) + νTMν
]
= yTy − 2νTy + νTν + νTMν (39)
the term ATB−1A needs to be added to (39) to complete the square, and the term yTy can be factored
out of the integral in (33) yielding the solution for the posterior distribution (27). Including the prior for δ0
(19), the the conditional posterior for δ0, η is
pi (δ0, η|y) ∝ 1
δ0
(
η
2piδ0
)n−3
2 |M |1/2+
|(I + ηM)|1/2 exp
[
− 1
δ0
(
yTy − yT (I + ηM)−1y) /2] . (40)
resulting in the posterior for δ0|η,y
δ0|η,y ∼ InvGamma
(
a0 +
n− 3
2
, b0 +
(
yTy − yT (I + ηM)−1y) /2) . (41)
From (34), the posterior distribution (28) is
pi(η|y) ∝ pi(η)
∫
R+
1
δ0
(
η
2piδ0
)n−t
2 |M |1/2+
|(I + ηM)|1/2 exp
[
− 1
δ0
(
yTy − yT (I + ηM)−1y)] dδ0 (42)
∝ pi(η)× η n−32 |M |
1/2
+
|(I + ηM)|1/2
Γ
(
n−3
2
)
[(yTy − yT (I + ηM)−1y) /2]n−32
(43)
Samples can be drawn from (43) using the ratio of uniforms method (Kinderman and Monahan, 1977).
Then samples of δ0 and ν can be drawn directly by substitution of samples of η and δ0, resulting in a set of
independent samples from the posterior distribution pi(ν, δ0, η|y).
The resulting joint posterior pi(ν, δ0, η|y) can be sampled directly as follows:
1. Draw n samples η1, . . . , ηn from pi(η|y)
2. Draw n samples δ0,1, . . . , δ0,n from pi(δ0,i|ηi,y)
3. Draw n samples ν1, . . . ,νn from pi(νi|δ0,i, ηi,y)
The resulting scheme doesn’t require any “burn-in” and produces samples that are independent, making it
more efficient than MCMC methods.
3.2 Computational Improvements for Sampling from pi(η|y)
Efficient algorithms for drawing samples from the conditional distributions (18) and (41) are readily available,
but drawing samples of η|y requires a bespoke solution, whose efficiency is dependent on reducing the
computational burden of evaluating (43). Initial inspection of (43) reveals that there are several quantities
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|M |1/2+ , Γ
(
n−3
2
)
, and yTy, that only need to be computed once, thus can be “pre-computed” and stored in
computer memory. The remainder of the computational burden is in evaluating pi(η), which is assumed to
be minimal, and evaluating the terms |I − ηM |1/2 and yT (I − ηM)−1y. These quantities can be addressed
by noting that the matrix n by n matrix M can be written
M = QΛQT
where Q is an n by n matrix of eigenvectors and Λ is a diagonal matrix of the eigenvalues λ1, · · · , λn. It
can be shown that the eigenvalues of I + ηM are 1 + ηλ1, · · · , 1 + ηλn, and that
|I + ηM |1/2 =
(
n∏
i=1
(1 + ηλi)
)1/2
.
The identity QQT = I is used to write
yT (I − ηM)−1y = yT (I + ηQΛQT )−1y (44)
= yTQ

1
1+ηλ1
· · · 0
0
. . . 0
0 · · · 11+ηλn
QTy. (45)
The eigenvalues, eigenvectors, and the vector y∗ = QTy can all be “pre”-computed, offering a significant
reduction in computational cost for evaluating pi(η|y) or log(pi(η|y)), depending on the requirements of the
chosen sampling method. A similar approach to this is demonstrated in (He and Sun, 2000) and (White,
2006).
4 Numerical Examples
The efficiencies resulting from the direct sampling scheme derived in Section 3 are illustrated using sample
datasets. In the first example, samples are drawn directly from the joint posterior distribution, and are
independent resulting in effective sample sizes equal to the number of draws. In the second example, the
direct sampling scheme is implemented in a Markov Chain Monte Carlo scheme to evaluate results from a
hierarchical model with a non-Gaussian likelihood. In this case the ability to draw joint samples from a
subset of the parameters improves sampling efficiency substantially, reducing the total number of iterations
needed to obtain a desired effective sample size.
4.1 Meuse River Data
The Meuse river data set from (Burrough and McDonnell, 1998), included in the sp package (Pebesma
and Bivand, 2005; Bivand et al., 2013) for R (R Core Team, 2015), contains measurements of heavy metal
concentrations (cadmium, copper, lead, and zinc) in the topsoil of a flood plain at 155 locations along the
Meuse river in France. As assumed in the vignette for the sp package, the concentrations can be assumed
to follow a log-normal distribution.
log(y) ∼ N(ν, δ0I) (46)
Defining y∗ = log(y) and based on (13) the resulting likelihood for the data is
y∗ ∼ N(ν, δ0I), (47)
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Figure 1: Posterior Densities of δ0 (left) and η (right)
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and the following priors complete the model
[ν | η, δ0] ∝ η
δ0
−(n−3)/2
exp
(
− η
2δ0
ν′Mν
)
(48)
δ0 ∼ InvGamma(a0, b0) (49)
pi(η) =
1
(1 + η)2
. (50)
Note that the prior for η is a Pareto density with an undefined mean and variance, and a median of 1. It
is also the equivalent of defining q=η/(1 + η) and putting a uniform prior on q over the interval (0, 1), i.e.
q ∼ U(0, 1). The choice of prior for η is somewhat computationally arbitrary as the burden of evaluating
pi(η) is a small portion of the computational cost of evaluating (43).
The resulting model can be evaluated as defined in Section 3, drawing independent samples directly from
the full posterior. Running R 3.3.3 on a iMac mini with 16 GB of RAM and an 3.0 GHz Intel Core i7
processor 10,000 samples are drawn in 6.3 seconds. The posterior densities for δ0 and η in Figure 1 appear
smooth, and auto-correlation functions for δ0 and ν in Figure 2 show no evidence of correlation between
draws.
4.2 Missouri Turkey Hunting Survey
The results derived in Section 3 are straightforward, considering data from a Gaussian likelihood. In practice
spatial smoothing occurs in a wide variety of cases as part of a generalised linear mixed effects model (GLMM)
or in the Bayesian interpretation a hierarchical model (Banerjee, 2016). One example of this type of model
is suggested in (He and Sun, 2000) for data concerning hunters’ success rates in the Missouri turkey hunting
season of 1996.
In 1996 the Missouri Department tested using postal surveys to elicit the information on where and when
hunters hunted, and if they were successful. The resulting surveys collected information for most of the 114
counties in Missouri for both weeks of the hunting season. The resulting data provide a useful dataset to
illustrate the use of the direct-sampling spatial prior in a hierarchical model. If yij is equal to the number
9
Figure 2: Auto-Correlation Functions for δ0 (left) and η (right)
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Figure 3: Heat Maps of the Observed Data y∗ (left) and Smoothed values ν (right)
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of turkeys harvested in county i = 1, . . . , N = 114 in week j = 1, 2, and nij are the number of individuals
who hunted in county i during week j, then as per (He and Sun, 2000)
yij ∼ Binom(nij , pij). (51)
The hierarchical model is created by defining pij as
νij ≡
(
pij
1− pij
)
= Zi + θj + ij (52)
and

iid∼ N(0, δ0). (53)
The term Zi represents the spatial effects and has a prior as in (24), the term θj is the difference between
weeks 1 and 2, hence θ1 = 0. Assigning a flat prior for θ2 and following the derivation in (26) –(43) as set
of posterior distributions can be derived
pi(Z|δ0, η, θ2,ν) (54)
pi(δ0|η,ν) (55)
pi(η|ν) (56)
Which will allow for direct sampling from the posterior ofZ = (Z1, . . . , ZN )
′, given ν and θ2.
The complete model will still need to be evaluated in an MCMC scheme, because the conditional posterior
of ν is only known up to a proportionality constant with no closed form,
pi(νij |Zi, θj , δ0,y) ∝ exp
{
νijyij − nij log (1 + eνij )− 1
2δ0
(νij − Zi − θj)2
}
. (57)
and θ2 can’t be integrated out as part of the direct sampling scheme though it does have a closed form for
its conditional posterior distribution
(θ2|Z, δ0,ν) ∼ N
(∑N
i=1(νi2 − Zi)
N
,
δ0
N
)
. (58)
By comparison, the full-conditional posterior distributions
pi(ν|δ0, θ2,Z),y) (59)
pi(Z|δ0, η, θ2,ν) (60)
pi(θ2|δ0,nu,Z) (61)
pi(δ0|θ2,Z,ν) (62)
pi(η|δ0, θ2,Z) (63)
cam be easily derived and used to construct a more traditional MCMC sampling scheme.
Using the direct sampling scheme for Z, δ0, η should however provide an improvement in efficiency as
measured by the effective number of samples resulting from draws from the full conditional posterior, as
calculated in (Gong and Flegal, 2015). Despite the increased execution time the direct sampling scheme
compared to the traditional MCMC scheme using the full conditionals (13 minutes, 20 seconds to 16 minutes,
5 seconds respectively) results in Table 1 show that, as expected, the direct sampling scheme does result in
a larger effective sample size. The resulting plots of the auto-correlation factors in Figure 4 provide further
illustration of the increased efficiency of the direct sampling scheme.
11
Figure 4: Auto-correlation Function Plots for Direct Sampling Scheme (left) and Traditional MCMC (right)
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Figure 5: Posterior Density Function Plots for Direct Sampling Scheme (left) and Traditional MCMC (right)
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Table 1: Comparison of Effective Sample Sizes for Full Conditional and Direct Sampling Schemes from
100,000 Iterations
Traditional MCMC Direct Sampling Spatial Prior
θ2 η δ0 θ2 η δ0
24,893.86 2153.90 6840.54 81,148.28 24,844.01 15,544.92
5 Discussion
This paper presents a prior distribution for spatial random effects based on using thin-plate splines radial
basis functions and boundary conditions. The resulting prior is improper but has a Gaussian form and yields
a proper posterior distribution for spatial effects. If the data follow a Gaussian likelihood then resulting
posterior density of the model parameters (including spatial effects) can be sampled directly without use of
an MCMC scheme resulting in much shorter model evaluation times, nearing those of classical modelling
approaches, or posterior approximation methods. In the case of non-Gaussian data the direct sampling
scheme can be extended to apply to hierarchical or generalised linear mixed effects models resulting in more
efficient sampling resulting from reduced correlation in MCMC chains and increased effective sample sizes.
The computational benefit of this approach is not limited to spatial priors. The use of thin-plate splines
basis functions can be used to construct similar prior distributions over higher dimensioned space for use in
a broad range of smoothing problems.
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