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NUMERICAL GROUPS
MARI´A TERESA LOZANO AND JOSE´ MARI´A MONTESINOS-AMILIBIA
Dedicated to our friend Elena Mart´ın Peinador on the occasion of her 70th
birthday
Abstract. A group of matrices G with entries in a number field
K is defined to be numerical if G has a finite index subgroup of
matrices whose entries are algebraic integers. It is shown that
an irreducible or completely reducible subgroup of GL(n,K) ⊂
GL(n,C) is numerical if and only if the traces of its elements are
algebraic integers. Some examples are given.
1. Introduction
Speaking loosely, two properties characterize an arithmetic group of
matrices with entries in a number field K. One is that it has a finite
index subgroup of matrices whose entries are algebraic integers (we call
such groups numerical). The second property is related to the number
of places of the field K (see [12], [5] and [2]) and will not be considered
here.
The purpose of this paper is to analyze the definition of numerical
group and characterize it in terms of traces. This will be very useful
when ascertaining if a given group of is arithmetic or not.
The paper is organized as follows. In Section 2 we recall some known
concepts on complex matrix subgroups of GL(n,C). We prove for
them that the condition of being irreducible or completely irreducible
is characterized by the trace form (Theorem 2.6).
In Section 3 we define the concept of numerical in a general frame-
work, for subgroups of automorphisms of a vector space V over C. The
main results are the following theorems
Theorem 3.2. Let K be a number field and let G be a irreducible
or completely reducible subgroup of GL(n,K) ⊂ GL(n,C). Then G is
numerical if and only if the trace of all the elements of G are algebraic
integers. Moreover, G is real numerical if K is real.
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Theorem 3.1. Let G be a group of automorphisms of a vector space
V over C of dimension n. Then G is a numerical group if and only if
there is a representation ρb(G) such that ρb(G) ⊂ GL(n,OK)), where
OK is the ring of algebraic integers in a number field K, which is real
if G is a real numerical group.
The proof of this Theorem is constructive and we will use this in a
forthcoming paper to revisit [5] and obtain the list of all the arithmetic
orbifols with the Borromean rings as the singular set in a new way.
In the last section, Section 4, we give some examples of numerical and
no numerical subgroups in a family of subgroups of SL(2,C) related to
Hecke and Picard modular groups.
2. The trace form on irreducible and completely
irreducible subgroups of GL(n,C)
Le K be a field. Each element of the K-vector space V = Kn is a
(n× 1)-matrix whose entries are in K.
Let M(n,K) be the K-vector space of (n× n)-matrices with entries
in K, and let GL(n,K) be subset of invertible matrices (it has a group
structure under the matrix multiplication). There exits a left action
of M(n,K) on V by matrix multiplication. These actions are the en-
domorphisms of V . The actions of the elements of GL(n,K) are the
automorphisms of V .
Two matrices A,B ∈ M(n,K) are similar if there exists a matrix
U ∈ GL(n,K) such that U−1AU = B. Because similar matrices repre-
sent the same endomorphism with respect to (possibly) different bases,
similar matrices share all properties of the endomorphism that they rep-
resent, for instance, the invariants derived from the characteristic poly-
nomial, as determinant and trace. Two groups G,H ∈ GL(n,K) are
equivalent if there exits a matrix U ∈ GL(n,K) such that U−1GU = H .
We can also say that two groups of endomorphism of V are equivalent
if they are represented by equivalent subgroups in GL(n,K). (They
are related by a change of basis and therefore they share all algebraic
properties as linear groups.) The equivalence is used to work in a more
convenient framework.
Given a subset S ⊂ M(n,K), a subspace W ⊂ V is call S- invariant
space if A(W ) ⊂ W for all A ∈ S. A S-invariant space W is minimal
if {0} and W are the only subspaces of W which are S-invariant.
A subgroup G of GL(n,K) is called irreducible if V and {0} are
the only minimal G-invariant subspaces. A subgroup G of GL(n,K)
is called completely reducible if there is a direct sum decomposition
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V = ⊕ri=1Vi such that the restriction G|Vi is irreducible, for each i ∈
{1, ..., r}. In this case each Vi is a minimal G-invariant subspace.
Let G be a subgroup of GL(n,K), W ⊂ V a minimal G-invariant
space of dimension w and b is a basis ofW , the action of G on b defines
a homomorphism
ρ : G −→ ρ(G) ⊂ GL(w,K).
This map ρ is an irreducible representation of G of degree w. Two repre-
sentations ρ and ρ′ are equivalent if there exits a matrix U ∈ GL(w,K)
such that U−1ρ(A)U = ρ′(A) for each A ∈ G, both representations are
related by a change of basis.
Let C denote the complex field. Let G be a completely reducible
subgroup of GL(n,C). Then Cn is a direct sum of minimal G-invariant
spaces. These subspaces can be ordered such that the actions of G on
the first k1 are equivalent; the actions of G on the next k2 are also
equivalent, and so on. There exists a matrix U ∈ GL(n,C) such that
for each A ∈ G the matrix U−1AU is like this
Diagonal[
k1︷ ︸︸ ︷
A1, ...A1; ...;
k1︷ ︸︸ ︷
Ai, ...Ai; ...;
k1︷ ︸︸ ︷
As, ...As]
where ρi : A −→ Ai is an irreducible representation of degree, say, ni;
n = n1k1 + ... + nsks; ki is the multiplicity of ρi and for i 6= j the
representations ρi and ρj are nonequivalent. In this way we obtain a
new basis in Cn and a group U−1GU equivalent to G.
The linear hull C[G] of G is defined as the set of all linear combina-
tions (
∑
i λigi), λi ∈ C, gi ∈ G. It is the vector subspace on M(n,C)
generated by the matrices of G. C[G] is also a ring and an associative
algebra over C with unity I, where the product is the multiplication of
matrices (∑
i
λigi
)(∑
j
λjgj
)
=
∑
i,j
λiλjgigj
The following theorem is a generalization of the Artin-Wedderburn
Theorem (See [11, Section 14.4]).
Theorem 2.1. Let G ⊂ GL(n,C) be a completely reducible group.
There exist integer positive numbers n1, .., ns, k1, ..., ks and a matrix
U ⊂ GL(n, C) such that U−1C[G]U consists of all matrices of the fol-
lowing form
Diagonal[A1, ..., A1; ...;Aj, ..., Aj ; ...;As, ..., As]
where the multiplicity of Ai is ki and
A1, ..., As
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take independently all possible values in
M(n1,C), ...,M(ns,C)
and n = n1k1+ ...+nsks. In particular, if G is irreducible then C[G] =
M(n,C). 
Definition 2.1. The trace form T is the bilineal symmetric form de-
fined by
T : M(n,C)×M(n,C) −→ C
(A,B) → T (A,B) = tr(AB)
where tr(A) denotes the trace of the matrix A. If G ⊂ GL(n,C) is a
group, the restriction of the trace form to C[G] is denoted by TG.
The main result in this paragraph (Theorem 2.6) is the characteri-
zation of an irreducible or completely reducible group G ⊂ GL(n,C)
by means of the trace form TG.
Claim 2.1. The trace T is a nondegenerate symmetric bilinear form
on M(n,C), that is, if tr(AB) = 0 for all B ∈M(n,C) then A = 0.
Proof. Let A = (aij) be a matrix in M(n,C) such that tr(AB) = 0 for
all B ∈ M(n,C). Denote by Eij the matrix with all entries 0 but the
entry in position ij which is 1. The n2 matrices Eij form a basis of the
vector space M(n,C). Therefore tr(AEij) = aij = 0 for all i, j, this
implies A = 0. 
An analogous demonstration will be used to prove the following re-
sult, which is the first part of the looked for characterization.
Theorem 2.2. Let G be an irreducible or completely reducible subgroup
of GL(n,C). Then TG is a nondegenerate symmetric bilinear form.
Proof. The vector space Q of matrices
Diagonal[A1, ..., A1; ...;Aj, ..., Aj ; ...;As, ..., As]
considered in Theorem 2.1 has dimension n21 + ...+ n
2
s.
We consider a new basis for Q whose n21 first vectors are
F 1ij = Diagonal[Eij , ..., Eij; 0, ..., 0; ...; 0, ..., 0]
where i, j ∈ {1, ..., n1} . The next n22 vectors in the new basis of Q are
F 2ij = Diagonal[0, ..., 0;Eij, ..., Eij; 0, ..., 0; ...; 0, ..., 0]
etc. Assume
A = Diagonal[A1, ..., A1; ...;Aj , ..., Aj; ...;As, ..., As]
is such that tr(AB) = 0 for all B ∈ Q. We denote At = (at,ij). Since
tr(AF tij) = at,ij = 0, one obtains that A = 0. 
NUMERICAL GROUPS 5
The following example shows that there are groups for which the
trace is a degenerate form.
Example 2.1. Let G ⊂ GL(n,C) be the group
G =
{(
1 n
0 1
)
|n ∈ Z
}
Then C[G] is the following dimension 2 algebra over C
C[G] =
{(
x y
0 x
)
| (x, y) ∈ C2
}
and TG is degenerate because TG(X,A) = 0 for all A ∈ C[G] and
X =
(
0 1
0 0
)
.
To prove the second part of the characterization, that is the con-
verse to Theorem 2.2, we need some results concerning the associative
algebras over a field. For the benefit of the reader we remember here
some necessary concepts. (See [14, Chapter X]). Let A be a finitely
generated associative algebra over a field K. A subalgebra B ⊂ A is an
invariant subalgebra if AB ≤ B and BA ≤ B. When the algebra has
no unity, could be that A2 < A, A3 < A2, etc. Because A has finite
dimension, for some n
An < An−1, An+1 = An
The integer n is the index ofA. IfAn = 0 the algebra is called nilpotent.
The maximal nilpotent invariant subalgebra of A is the radical R(A)
de A. An algebra A which is not nilpotent and whose radical R(A) is
{0} is called semisimple. If in addition it has no invariant subalgebras
it is said to be simple.
The above concepts were generalizad to more general algebras and
rings using the Jacobson radical of a ring A, which is the ideal whose
elements annihilate all simple right A-modules, but we do not need
here this further generalization.
The classification theorem of associative algebras over a field, [14,
10.10 Therem 5] contains the following characterization of semisimple
algebras.
Theorem 2.3. An algebra is semisimple if and only if can be expressed
uniquely as the direct sum of simple algebras. 
The following lemma relates minimal invariants subspaces for a group
G ⊂ GL(n,C) and for the corresponding algebra C[G] ⊂ Hom(V, V ) ∼=
M(n,C).
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Lemma 2.1. Let G be a subgroup of GL(n,C). A vector subspace
W de V = Cn is a minimal G-invariant space if and only if W is a
minimal C[G]-invariant space.
Proof. Suppose that the subspace W of V is G-invariant. Consider
elements x =
∑
i λigi ∈ C[G] and v ∈ W . Then , since W is a vector
space, we have
x(v) =
(∑
i
λigi
)
(v) =
∑
i
λigi(v) ∈ W.
Reciprocally, if x(v) ∈ W for every x ∈ C[G] and for every v ∈ W ,
because G ⊂ C[G], W is G-invariante.
Therefore, it follows that a G-invariant subspaceW is minimal if and
only if it is minimal as C[G]-invariant space. 
Then, the group G ⊂ GL(n,C) is irreducible (resp. completely re-
ducible) if and only if C[G] is irreducible (resp. completely reducible)
as a vector subspace of Hom(V, V ) ∼= M(n,C).
As a consequence of the above result (Lemma 2.1) and Theorem 3
in [11, p. 97], we have
Theorem 2.4. A group G ⊂ GL(n,C) is irreducible (completely re-
ducible) if and only if the algebra C[G] is simple (semisimple). 
Theorem 2.5. Let G be a subgroup of GL(n,C). If the trace form TG
on the algebra C[G] is nondegenerate then the algebra C[G] is simple
or semisimple.
Proof. Suppose the trace form TG is nondegenerate, and consider an
element Y in the radical R(C[G]). The elements of the radical are
nilpotent matrices, and therefore all the eigenvalues of Y are 0 and its
trace is 0. The radical R(C[G]) is an invariant subalgebra of C[G], then
AY ∈ R(C[G]) for all A ∈ C[G]. Therefore TG(AY ) = 0 for all A ∈
C[G], and being the trace form TG nondegenerate we deduce that Y =
0. Therefore R(C[G]) = {0} and the algebra C[G] is semisimple. 
Gathering together Theorem 2.2 and Theorem 2.5 we obtain the
following characterization of completely reducible group by means of
the trace form that we could not find explicitly in the literature.
Theorem 2.6. Let G be a subgroup of GL(n,C). The group G is
irreducible or completely reducible if and only if the trace form TG on
the algebra C[G] is a nondegenerate form. 
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3. Numerical groups
Let V be a vector space of finite dimension n over the field C. Let G
be a group of automorphisms of V . For each basis (b) in V , the group
G is represented by ρb(G) ⊂ GL(n,C), where
ρ : G −→ GL(n,C)
is the representation obtained by expressing the elements of G in the
basis (b). All these subgroups
G = {ρb(G) | (b) basis of V } ,
form an equivalent class of subgroups of GL(n,C). The equivalence is
given by the matrix associated to the change of basis. Therefore we
can study algebraic properties of G by analyzing properties of elements
of G. In particular arithmetic properties. In this section we define the
concept of numerical group.
Definition 3.1. Let V be a vector space of finite dimension n over
the field C. Let G be a group of automorphisms of V . The group G
is a numerical group if and only it has a representation ρb(G) with the
following properties:
• ρb(G) ⊂ GL(n,K), where K is a number field
• there exists a finite index subgroup G0 ⊂ G such that ρb(G0) ⊂
GL(n,OK), where OK is the ring of algebraic integers in the
field K, and GL(n,OK) is the set of matrices with entries in
OK with determinant in the group of units of the ring OK ( [9],
pg. 103)
If K ⊂ R (resp. K 6⊂ R) we say the the numerical group is real
(complex) numerical group.
In orden to characterize numerical groups by using trace computa-
tions, we next prove some lemmas.
Lemma 3.1. Let G be a subgroup of GL(n,C) such that the matrices
of a finite index subgroup Go ⊂ G have entries in the ring of integers
OK of a number field K. Let LG be the OK-module (submodule of OK-
module Cn) generated by linear combinations with coefficients in OK
of the columns of the elements of G. Then:
(1) LG is a finite generated free module, which contains the canon-
ical basis.
(2) G(LG) ⊂ LG
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Proof. Let m be the index of Go in G. There exits m elements g1, ..., gm
of G such that g1 is the identity matrix Id and
G =
m⋃
i=1
giGo
where giGo are the left cosets of G0 in G. Let LG be the OK-module
(submodule of OK-module Cn) generated by the columns of the ma-
trices of G. That is, an element of LG is a linear combination with
coefficients in OK of columns of elements of G. To prove that LG is
finitely generated module, observe that since the entries of the elements
ofGo are inOK , each column of an element ofGo is a linear combination
with coefficients in Ok of the columns e1, ..., en of the identity matrix
Id. Next we prove that LG is generated by the columns of the ele-
ments g1, ..., gm. Indeed, the i-th column of gkγ ∈ gkGo, k ∈ {1, ..., m},
γ ∈ Go, is the product of the matrix gk by the i-th column (γ1i, ..., γni)
of the matrix γ. If c1, ..., cn denote the n columns of gk, then the i-th
column of gkγ is γ1ic1 + ...+ γnicn. Since the numbers γ1i, ..., γni are in
OK we conclude that LG is generated by the nm columns of g1, ..., gm.
Because g1 is the identity matrix Id, the module LG contains the
columns e1, ..., en of the identity matrix Id. The module LG is free
because the OK-module Cn has no torsion.
The columns of the matrix g ∈ G are g(ej), j = 1, ..., n. Therefore
the action of an element g′ of G in the column g(ej):
g′(g(ej)) = g
′ ◦ g(ej)
is the column g′ ◦g(ej) of g ◦g ∈ G . This shows that G(LG) ⊂ LG. 
The difficulty in characterizing the numerical group property in terms
of traces is that the ring OK might not be principal. To circumvent
this problem we prove the following lemma. We denote by [v1, ..., vm]O
the submodule generated over the ring O by the vectors v1, ..., vm.
Lemma 3.2. Let K ⊂ C be a number field and let OK be its ring
of integers. Let LK ⊂ Kn ⊂ Cn be the OK-submodule [v1, ..., vm]OK ,
where v1, ..., vm is a generating system of K
n over K. Then there exists
a number field K ′ ⊃ K (real if K is real) such that the OK ′-module
LK ′ = [v1, ..., vm]IK′ ⊂ K ′n ⊂ Cn
is generated by a basis w1, ..., wn of K
′n; that is
LK ′ = [w1, ..., wn]OK′ ⊂ K ′n ⊂ Cn
Besides, if OK is a principal ideal ring then one can choose K ′ = K.
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Proof. Among all the generating systems {v′1, ..., v′m′} of Kn such that
LK = [v
′
1, ..., v
′
m′ ]OK there is at least one with minimal number of vec-
tors, say M . If M = n there is nothing to prove. Assume that M > n.
Consider the set S of all those generating systems of length M of Kn.
Let {v′1, ..., v′M} ∈ S. Then the vectors v′1, ..., v′M are linearly dependent
over K and multiplying the linear dependence by a big enough rational
integer N we can consider that they are linearly dependent over OK .
Then
(3.1) a1v
′
1 + ...+ aMv
′
M = 0
where a1, ..., aM are algebraic integers in OK not all null. Suppose that
the system {v′1, ..., v′M} of Kn is choosen such that the relation (3.1) has
the minimal number of no null coefficients. (None of these coefficients
is 1.) This number is at least two because Kn has no torsion and the
vectors vi are different from zero. Suppose that a1 and a2 are different
from zero. Let K ′ be the number field K ′ ⊃ K (real if K is real) such
that the ideal 〈a1, a2〉OK′ is principal (see [10, Theorem 9.10]; if OK is
a principal ideal ring then one can choose K ′ = K). Let d 6= 0 be a
number such that
〈a1, a2〉OK′ = 〈d〉OK′
where a1 = τd, a2 = σd with d, τ , σ ∈ OK ′ different from zero. There
exists α, β ∈ OK ′ such that αa1 + βa2 = d.
Then ατd+ βσd = d, implies ατ + βσ = 1.
Let’s write [
τ σ
−β α
] [
v1
v2
]
=
[
u1
u2
]
Then the OK ′-module
LK ′ = [v
′
1, ..., v
′
M ]OK′ ⊂ K ′n
is equal to the OK ′-module
[u1, u2, v
′
3, ..., v
′
M ]OK′ ⊂ K ′n
because the matrix [
α −σ
β τ
]
with entries in OK ′ is unimodular. Also
[u1, u2, v
′
3, ..., v
′
M ]K ′ = [v
′
1, ..., v
′
M ]K ′ = K
′n
The linear dependence (3.1) is now written as a linear dependence in
LK ′:
a1(αu1 − σu2) + a2(βu1 + τu2) + a3v′3 + ... + aMv′M = 0
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that is
u1(αa1 + a2β) + u2(−σa1 + τa2) + a3v′3 + ...+ aMv′M = 0
And because
−σa1 + τa2 = (−στ + τσ)d = 0
we have
(3.2) du1 + a3v
′
3 + ...+ aMv
′
M = 0
If K ′ = K then {u1, u2, v′3, ..., v′M} ∈ S, but this is not possible because
the relation (3.2) has less coefficients different from zero that the rela-
tion (3.1). Therefore if OK is a principal ideal ring necessarily M = n
and the lemma is proven.
If OK is not a principal ideal ring and if all the coefficients in (3.2) are
multiple of one of them, a generator can be eliminated. If this is not the
case, the argument can be repeated decreasing the number of non-zero
coefficients. If the number of non-zero coefficients is reduced to two
necessarily a coefficient is multiple of the other and thus a generator
can be eliminated. At the final step one have M = n. 
Proposition 3.1. Let G be a subgroup of GL(n,K) where K is a
number field. Suppose that G leaves invariant a OK-submodule LK =
[v1, ..., vm]OK of K
n, where {v1, ..., vm} is a generating system of Kn
over K. Then there exists a number field K ′ (real if K is real) con-
taining K such that the OK ′-submodule LK ′ = [v1, ..., vm]OK′ of K ′n is
generated by a basis of K ′n and G(LK ′) ⊂ LK ′. Furthermore, if OK is
a principal ideal ring then K ′ = K.
Proof. The new number field K ′ is the given by the above lemma. For
all element g ∈ G
g(vi) =
m∑
j=1
λjvj, λj ∈ OK ⊂ OK ′
and LK ′ is generated by {v1, ..., vm} over OK ′ therefore g(LK ′) ⊂ LK ′.

Theorem 3.1. Let G be a group of automorphisms of a vector space
V over C of dimension n. Then G is a numerical group if and only if
there is a representation ρb(G) such that ρb(G) ⊂ GL(n,OK)), where
OK is the ring of algebraic integers in a number field K, which is real
if G is a real numerical group.
Proof. Let G be a numerical group. Suppose G is a subgroup of
GL(n,K) ⊂ GL(n,C) and Go ⊂ GL(n,OK)) is a finite index sub-
group of G. Let LK be the OK-module (submodule of the O-module
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Kn) generated by linear combinations of the columns of the elements of
G with coefficients in OK . Then LK is a finitely generated free module
containing the canonical basis and G(LK) ⊂ LK . By Proposition 3.1
there exists a number field K ′ ⊃ K (real if K is real) such that the
OK ′-module
LK ′ ⊂ K ′n ⊂ Cn,
generated by linear combinations of the columns of the elements of G
with coefficients in OK ′, is generated by a basis {w1, ..., wn} of K ′n;
that is
LK ′ = [w1, ..., wn]OK′ ⊂ K ′n ⊂ Cn
Furthemore, G(LK ′) ⊂ LK ′. Then writing g ∈ G in the basis {w1, ..., wn}
a matrix with entries in OK ′ is obtained. 
As a consequence, we obtain the following criterion, that give us a
useful test to prove that a group of automorphism of a vector space is
not numerical.
Corollary 3.1. If a group G of automorphism of a vector space V is
numerical then the trace of all the elements of G are algebraic integers
of a number field.
The inverse of this result is true under the assumption that the group
G is irreducible or completely reducible.
Theorem 3.2. Let K be a number field and let G be a irreducible or
completely reducible subgroup of GL(n,K) ⊂ GL(n,C). Then G is
numerical if and only if the trace of all the elements of G are algebraic
integers. Moreover, G is real numerical if K is real.
Proof. Suppose G is an irreducible or completely reducible subgroup
of GL(n,K) ⊂ GL(n,C) and that the trace of all the elements of G
are elements of OK . Recall that by Theorem 2.2, the trace form T is a
nondegenerate bilinear form on C[G].
Let {g1, ..., gr} ∈ G be a basis of the C-vector space C[G]:
[g1, ..., gr]C = C[G].
Let {g∗1, ..., g∗r ∈ C[G]} be the dual basis of {g1, ..., gr} with respect to
the bilinear form T . That is T (g∗i , gj) = δij .
Step 1: OK [G]. Let OK [G] be the OK-module generated by G with
coefficients in OK . We next prove that OK [G] is finitely generated.
The module [g1, ..., gr]OK is a submodule of OK [G]. On the other hand,
if g ∈ G we can write
(3.3) g = a1g
∗
1 + ...+ arg
∗
r
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where ai ∈ C. But
(3.4) T (g, gj) = T (a1g
∗
1 + ... + arg
∗
r , gj) = aj = tr(ggj) ∈ OK
by hypothesis. Therefore OK [G] is a submodule of [g∗1, ..., g∗r ]OK :
[g1, ..., gr]OK ≤ OK [G] ≤ [g∗1, ..., g∗r ]OK
By applying (3.3) and (3.4) to gi, we have gi =
∑r
j=1 tr(gigj)g
∗
j . The
matrix (tr(gigj)) has entries in OK ant its determinant is different from
zero because it corresponds to a change of basis in C[G]. Therefore
g∗i =
∑r
j=1 bijgj where (bij) is the inverse matrix of (tr(gigj)). Hence
bij ∈ K. But then there exists a rational integer N ≥ 1 such that
Nbij ∈ OK for all bij and then g∗i =
∑r
i=1(Nbij)(gj/N). In other words
C := [g1, ..., gr]OK ≤ OK [G] ≤ [g∗1, ..., g∗r ]OK ≤ [
g1
N
, ...,
gr
N
]OK := B
Being OK the ring of integers of a number field, it is a finitely gen-
erated abelian group. Let {ζ1, ..., ζs} be a generating system. Then a
finitely generated module over OK , as C (or B), is a finitely generated
abelian group generated by ζigj (resp. ζi
gj
N
). The quotient group B/C
is finite because it is finitely generated and every element has finite
order: Observe that if
b =
r∑
j=1
εj(gj/N) ∈ B, εj ∈ OK ,
then Nb ∈ C. Therefore the abelian quotient group OK [G]/C is finite.
Let [h1], ..., [ht] be the elements of OK [G]/C. Then if a ∈ OK [G],
the element [a] of OK [G]/C is written as [a] = m1[h1]+ ...+mt[ht] with
rational integer coefficients. Therefore a = m1h1+ ...+mtht+h where
h ∈ C. Then a = m1h1 + ...+mtht + α1g1 + ...+ αrgr, αi ∈ OK . Thus
OK [G] = [h1, ..., ht, g1, ..., gr]OK
is finitely generated. Let’s write for short OK [G] = [γ1, ..., γs]OK where
γj is a linear combination of matrices of G with coefficients in OK .
Step 2: LG. The module L
i
G generated over OK by the i-th column
of the matrices of G is finitely generated over OK by the i-th columns of
the matrices γ1, ..., γs which are a linear combination with coefficients
in OK of the i-th columns gi1, ..., gir of the matrices g1, ..., gr. Therefore
the module LiG is generated over OK by the columns gi1, ..., gir.
An element of the module LG generated over OK by the columns
of the matrices of G is a linear combination with coefficients in OK
of elements in L1G, ..., L
n
G. Therefore LG is finitely generated over OK
by the columns of g1, ..., gr. The module LG contains the canonical
basis (because Id ∈ G) and G(LG) ⊂ LG. We write LG = [λ1, ..., λu]OK
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where the vectors λi are in K
n, since they are columns of G which is a
subgroup of GL(n,K).
Step 3: ρb(G) ⊂ GL(n,OK ′)
By Proposition 3.1 there exists a number field K ′ (real if K is
real)containing K such that the OK ′-submodule LK ′ = [λ1, ..., λu]OK′ of
K ′n is generated by a basis (b) = {w1, ..., wn} ofK ′n andG(LK ′) ⊂ LK ′.
The system {w1, ..., wn} generates over C the space Cn becauseKn con-
tains the canonical basis. Therefore (b) is a basis of Cn. The matrices
of the representation ρb(G) of G in the basis (b), have its entries in
OK ′ because G(LK ′) ⊂ LK ′. Then Theorem 3.1 implies that G is a
numerical group, which is real numerical if K is real. 
4. Some numerical subgroups of SL(2,C)
The study of numerical subgroups of SL(2,C) is interesting in order
to find discrete groups of isometries of the hyperbolic space H3. Recall
that the group PSL(2,C) is isomorphic to Iso+(H3), the group of
orientation preserving isometries of the hyperbolic space H3 in the half
space Poincare´ model. Here we analize a family of groups which contain
groups related to some important ones as the Modular group, Hecke
groups and Picard and Bianchi groups.
Consider the matrix group Π(λ), λ ∈ C, generated by the two ma-
trices
A =
(
0 −1
1 0
)
, B =
(
1 λ
0 1
)
.
Observe that Π(λ) ⊂ SL(2,Z(λ)) ⊂ SL(2,C), where Z(λ) is the poly-
nomial ring over Z with λ as indeterminate.
Proposition 4.1. The group Π(λ) is a numerical group if and only if
λ is an algebraic integer.
Proof. The group Π(λ) is an irreducible subgroup of SL(2,Z(λ)). Then,
according to Theorem 3.2 it is numerical if and only if the trace of all
the elements of Π(λ) are algebraic integers. In SL(2,C) there exists
the following useful result ([13], [7], [1], [3] [6]): Sea H ⊂ SL(2,C).
The trace th of every element h ∈ H can be written as a polynomial
with rational coefficients in the variables
thi, 1 ≤ i ≤ n
thihj , 1 ≤ i < j ≤ n
thihjhk , 1 ≤ i < j < k ≤ n
where {h1, ..., hn} is any set of generators of H .
The group Π(λ) is generated by two elements {A,B}, then for h ∈
Π(λ), th can be written as a polynomial with integer coefficients in the
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variables {tA, tB, tAB}.
tA = 0, tB = 2, tAB = λ
Therefore th is an algebraic integer if and only if λ is an algebraic
integer. 
For real λ the group Π(λ) projects on PSL(2,R) to the Hecke group
H(λ). Hecke groups were introduced by Hecke [4]. Recall that PSL(2,R)
is the group of orientation preserving isometries of the hyperbolic plane
H2 in the upper half-plane model, acting as Mo¨ebius transformations.
±
(
a b
c d
)
∈ PSL(2,R) −→ z → az + b
cz + d
The Hecke group H(λ) is the Fuchsian group generated by the two
Mo¨ebius transformations
A(z) = −1
z
and B(z) = z + λ
H(1) is the Modular group. When λ > 2, the Hecke group H(λ) is of
second kind; that is, the fundamental domain in the hyperbolic plane
has infinite volume. Hecke proved that H(λ) is discrete if and only if
λ ≥ 2 or λ = λq = 2 cos(pi/q), q ∈ N, q ≥ 3. Then, here we have
examples of discrete subgroups of SL(2,R) which are not numerical
groups: Π(λ) with λ > 2 and λ no an algebraic integer. The action on
the hyperbolic plane H2 of the projection of these groups on PSL(2,R)
produces a hyperbolic orbifold surface with infinite volume.
The numerical group Π(
√−d) projects on PSL(2,C) to a subgroup
of the Bianchi group PSL(2,Od), where Od denote the ring of inte-
gers in Q(
√−d). In particular, the numerical group Π(i) projects on
PSL(2,C) to a subgroup of the Picard modular group PSL(2,O1).
Those groups have been widely studied, see for instance references in
[8].
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