We describe all operations from a theory A * obtained from Algebraic Cobordism Ω * of M.Levine-F.Morel by change of coefficients to any oriented cohomology theory B * . We prove that such an operation can be reconstructed out of it's action on the products of projective spaces. This reduces the construction of operations to algebra and extends the additive case done in [13] , as well as the topological one obtained by T.Kashiwabara -see [4] . The key new ingredients which permit us to treat the non-additive operations are: the use of poly-operations and the "Discrete Taylor expansion". As an application we construct the only missing, the 0-th (non-additive) Symmetric operation, for arbitrary p -see [14] , which permits to sharpen some results on the structure of the Algebraic Cobordism -see [15] .
Introduction
In Topology, the notion of a generalized cohomology theory was introduced and applied with great success to provide invariants for topological spaces. This permitted to answer various old questions and to enhance the topological world with a lot of structure.
In algebraic geometry the respective development was lagging behind. Although such algebrogeometric cohomology theory, as algebraic K-theory, preceded it's topological counterpart, for a long time, it was one of the few theories available in the algebraic context. Another notable exception was the Chow groups.
The situation changed dramatically with the works of V.Voevodsky in the 1990's who brought effective topological methods into algebraic geometry and introduced the motivic category - [16] which provides the natural environment for motivic cohomology -an algebro-geometric version of singular cohomology (earlier constructed by S.Bloch in the form of higher Chow groups -[1]), and together with F.Morel defined the A 1 -homotopic category - [7] which permitted to treat algebraic variety with the same flexibility as topological spaces. This provided the necessary tools for the construction of the generalized cohomology theories, and such theories, as well as cohomological operations on them, played a crucial role in the proof of Milnor's and Bloch-Kato conjectures by V.Voevodsky and M.Rost-V.Voevodsky.
The algebro-geometric homotopic world is more complex than the topological one. This is manifested by the presence of two natural independent "suspensions" (1) and [1] which makes algebro-geometric homology groups numbered by two numbers. The groups related to the direction (1) [2] behave generally better and have substantially simpler geometric interpretation. This is the, so-called, pure part of the theory. In the case of motivic cohomology H * , * ′ M , these are classical Chow groups CH * . At the same time, such a "pure part" is sufficient for many purposes, so it would be useful to have tools which would permit to work with the "pure part" alone. One of the main quests here was to find an "elementary" construction of the pure part of the universal theory -the MGL * , * ′ of V.Voevodsky (an algebro-geometric analogue of the complex-oriented cobordism M U * in topology). This problem was solved by M.Levine and F.Morel who constructed Ω * -the algebraic cobordism of Levine-Morel [6] (see also [5] and [3] ) .
The theory Ω * is very rich, and the classical theories of Chow groups and K 0 can be both obtained from it by simple change of coefficients, and so are small "faces" of this theory. Thus, we get a much "larger" invariant of algebraic varieties. But to work with such an invariant one needs some structure on it. The structure is provided by cohomological operations. The most important among them -the stable operations of Landweber-Novikov were constructed in [6] (using [9] , see also [8] , [10] ). But it was observed (see [11] ) that to treat the torsion effects one needs more subtle unstable operations. No general methods of constructing such operations in algebro-geometric context were available up to recently. The solution was found in [13] , where the notion of a theory of rational type was introduced. For such a theory, A * (X) permits a description inductive on the dimension of X, and these appear to be exactly the theories obtained from algebraic cobordism of Levine-Morel Ω * by change of coefficients. In [13] the additive cohomological operations from a theory of rational type elsewhere were classified. It was shown that such an operation is completely determined and can be reconstructed from it's action on products of projective spaces. This provides an effective tool in constructing operations, since everything is reduced to defining a set of power series satisfying certain conditions (that is, to "algebra"). At the same time, the methods of [13] permitted to treat the additive case only, as the proof used many formulas involving sums.
In the current paper we extend the methods of [13] to the case of arbitrary (non-additive) operations. The new ingredients which permitted this are: the Discrete Taylor Expansion -the method of describing non-additive maps between additive objects, and the use of poly-operations. As in the additive case of [13] we prove that operations from a theory of rational type elsewhere are in 1-to-1 correspondence with transformations on the category Proj whose objects are (P ∞ ) ×l , for all l, and morphisms are generated by: the action of the symmetric group S l , the partial projections, the partial diagonals, the partial point embeddings, and the partial Segre embeddings (the only natural maps you can write) -see Theorem 5.1. The topological variant of this result was obtained by T.Kashiwabara in [4, Theorem 4.2] . We actually prove a more general poly-operational case of this statement (Theorem 5.2). The use of polyoperations is really essential, as we extend our operation from Proj to (Sm k ) d × Proj by induction on the dimension d of varieties, and the induction step goes only for all poly-operations (of arbitrary foldness!) simultaneously.
As an application, we construct the 0-th non-additive Symmetric operation for arbitrary p (for p = 2 such an operation was constructed in [12] by an explicit geometric construction) -see [14] . This completes the construction of a Total Symmetric operation and permits to sharpen some results on the structure of algebraic cobordism. Namely, we show -see [15] that Ω * (X) as a module over the Lazard ring L has relations in positive codimension. This extends the result of M.Levine and F.Morel claiming that this module has generators in non-negative codimension -see [6] , and also computes the algebraic cobordism ring of a curve.
Theories of rational type
Definition 2.1 Under the term "oriented cohomology theory" we will understand any "small theory", i.e. any theory on Sm k satisfying the axioms of [ 
where A * (Z) := lim V →Z A * (V ) -the limit taken over all projective maps from smooth varieties to Z, and for a d-dimensional variety T , A * (T ) := A d− * (T ).
We will be mostly interested in, so-called, "constant" theories. For a constant theory we have a natural splitting:
into a constant part and elements supported in positive codimension.
2.1
The bi-complex * c.
Divisor classes and refined pull-backs
Recall that a strict normal crossing divisor
, the idea is to write the "formal sum"
is some power series with A-coefficients, and then define:
The result does not depend on how you subdivide the above formal sum into pieces, but there is some standard way. The convention is (see [6, Subsection 3 .1]) to define F l I 0 ;I 0 ∈L I 1 as the sum of those monomials which are made exactly of λ I 0 , I 0 ∈ I 1 divided by the ( I 0 ∈I 1 λ I 0 ).
Due to the results of M.Levine-F.Morel from [6] we have a structure of refined pull-backs for l.c.i. morphisms for Algebraic Cobordism theory Ω * , and so, for any theory obtained from it by change of coefficients. In the case of strict normal crossing divisors such maps can be described in an explicit combinatorial way.
Definition 2.4
Having a divisor D = I 0 ∈L l I 0 · D I 0 with strict normal crossing on X, we can define the pull-back:
where d I 1 : D I 1 → X is the regular embedding of the I 1 -st face of D.
Notice, that such a pull-back clearly depends on the multiplicity of the components. Also, since for
λ I 0 , the projection formula shows that it does not matter, how one chooses the F l I 0 ;I 0 ∈L I 1 (in particular, one can choose these to be zero for
be a Cartesian square, where X and Y are smooth and D d −→ X and E e −→ Y are divisors with strict normal crossing (closed codimension 1 subschemes given by principal ideals whose div is a strict normal crossing divisor). Then we can define:
Notice, that if p I 0 ,J 0 = 0, for some I 0 and J 0 , then we have the natural map f J 0 ,I 0 : E J 0 → D I 0 , and so the map
formula shows that it does not matter, how we choose the F
. It follows from [13, Lemma 7.19 ] that the above maps are just "refined pull-backs" d ! and f ! of M.Levine-F.Morel (see [6, Section 6] ).
The above combinatorial pull-backs satisfy some sort of "excess intersection formula" -see [13, Proposition 7 .20], which (in the generality we use here) is just a particular case of [6, Theorem 6.6.6(2)(a)].
Proposition 2.6 (Multiple points excess intersection formula)
Let A * be a theory satisfying (CON ST ). Then, in the above situation, we have:
We also have the usual Excess Intersection Formula -see [12, Theorem 5 .19] and [6, Theorem 6.6.9]. Consider cartesian square
Proposition 2.7 Let A * be any theory in the sense of Definition 2.1. In the above situation,
If g is projective, then also:
Finally, we will need some formulas related to the regular (consecutive) blow-up morphism.
Proposition 2.8 ([13, Proposition 7.6]) Let A * be any generalized oriented cohomology theory in the sense of Definition 2.1, and ρ : X → X be the permitted blow up of a smooth variety with smooth centers R i and the respective components of the exceptional divisor E i ε i → R i . Then one has exact sequences:
Discrete Taylor expansion
How to work with non-additive maps between additive objects? We need some sort of "calculus". 
This derivative is trivial if and only if the map is additive. Define ð q f inductively as ðð q−1 f (where, from symmetry, it does not matter to which coordinate we apply ð). We get a symmetric function ð q f : A ×(q+1) → B. We also set ð −1 f : A ×0 → B to be the zero element of B.
Let M 0 be a finite set. Define the collection of sets M i inductively by the formula:
The behavior of Taylor expansions under the composition of maps is described by the Chain Rule.
be two composable maps between abelian groups. Then
On the other hand,
Taking into account that this is some universal identity (valid for all A, B, C, f, g), we obtain:
If A ′ ⊂ A is a subgroup, then the map A 
, for all i ∈ r = {1, . . . , r}.
Operations and poly-operations
Definition 4.1 Let A * and B * be cohomology theories in the sense of Definition 2.1. Under an operation A * G → B * we will understand a morphism of (contravariant) functors, that is, a transformation commuting with all pull-back maps.
Notice, that here we do not require 0 to be sent to 0, as in [13, Definition 3.3] . This condition appears in connection with the notion of stability, but it is convenient to drop it in the current context (the only case interesting to us is that of non-additive, and so unstable operations).
Consider the functor Sm k ×r r → Sm k .
Definition 4.2 Let A *
i ; i ∈ r and B * be cohomology theories in the sense of Definition 2.1.
• Under an r-nary (internal) poly-operation we will understand an operation
• Under an r-nary (external) poly-operation we will understand the morphism of (contravariant) func-
In other words, for all r-tuples of smooth quasi-projective varieties X i ; i ∈ r we have a map:
The following diagram of functors (and morphisms of functors) permits to identify the sets of (external) and (internal) poly-operations.
Namely, restricting the (external) poly-operation H along the functor ∆ and composing it (on the left) with the the morphism of functors ∆ we obtain an (internal) poly-operationĤ:
Conversely, restricting the (internal) poly-operationĤ along the functor r and composing it (on the left) with the morphism of functors × r i=1 π * i we get an (external) poly-operation H:
This provides a 1-to-1 correspondence between (internal) and (external) poly-operations. Notice, that although the notions of (external) and (internal) poly-operations are equivalent on the whole category Sm k , this will not be so if we restrict the dimension d of our varieties. Below we prove our main result by the induction on the dimension, and the proper tool in this situation will be provided by the (external) poly-operations.
The most well-known example of a poly-operation is given by the multiplication bi-operation:
Poly-operations naturally appear as "discrete derivatives" of operations: given an operation A * G → B * , we can produce the (external) bi-operation
by the rule:
. Analogously, one obtains the (external) poly-operation:
, and the respective (internal) poly-operation ∂ q G :
We have analogues of Propositions 3.2 and 3.3 in this situation.
Main result
Theorem 5.1 Let A * be a theory of rational type, and B * be any theory in the sense of Definition 2.1. Fix n, m ∈ Z. Then operations A n G → B m on Sm k are in 1-to-1 correspondence with the transformations
commuting with the pull-backs for:
(ii) the partial diagonals;
(iii) the partial Segre embeddings;
(iv) the partial point embeddings;
(v) the partial projections.
The topological analogue of this result was obtained by T.Kashiwabara in [4, Theorem 4.2]. The additive algebro-geometric case was done in [13, Theorem 5 .1].
We will prove a poly-operational version (which, in reality, is equivalent).
Theorem 5.2 Let r be a natural number, A * i ; i ∈ r be theories of rational type, and B * be any theory in the sense of Definition 2.1. Fix n i ; i ∈ r and m ∈ Z. Then r-nary (external) poly-operations × r i=1 (A
on Sm k ×r are in 1-to-1 correspondence with the r-nary (external) poly-transformations
(ii) the partial diagonals (for each i);
(iii) the partial Segre embeddings (for each i);
(iv) the partial point embeddings (for each i);
(v) the partial projections (for each i).
Transformations on products of projective spaces
Our conditions can be interpreted as follows: for any
(i) G {l} is symmetric w.r.to S l (with the diagonal action on two sets of variables);
Using the last property, we can combine all
. On these rings we have an action of S ∞ = ∪ l S l , where the group S l acts on the first l variables. Denote as z A +r the variables z A r+1 , z A r+2 , . .
. (and similar for B). Denote as Hom
]) the set of maps respecting the above filtration. Then G {l} 's give rise to the
satisfying the following:
Thus, we have identified the set of transformations on Proj with the set of G's as above.
From symmetry it follows that it does not really matter how we call particular variables, so sometimes we will use different letters to denote some of them. The important thing though is to keep parity between A and B-coordinates, like:
Our map G appear to be continuous, in some sense. It follows from (a ii ), (a i ), and (a iv ) that, for any monomial ideal (z A ) d , we have:
In a similar fashion, an r-nary (external) poly-transformation H on Proj ×r is given by
satisfying the following: For any
and, for each i,
In particular, it again follows from (a i ), (a ii ), and (
And, for the respective (internal) poly-operationĤ, one has:
Let A * G → B * be a transformation on Proj such that
, we get:
In other words, G is continuous in the topology given by the monomial ideals, and we can approximate G(x) by approximating x. Similar result is valid for poly-operations.
For 
where the sum is taken over all finite subsets of the set of all monomials M . Despite the fact that M is infinite now, it follows from (5) that the sum converges.
In the same way, we can expand an (external) poly-operation along each variable.
Condition G(d)
Definition 5.4 Suppose, X is smooth quasi-projective variety. Let us say that G(X) is defined if we are given
Denote as Proj the category with objects: (P ∞ ) ×l , for l ∈ Z 0 , and morphisms generated by: the action of the symmetric group, partial diagonals, partial projections, partial point embeddings, and partial Segre embeddings. Denote as (Sm k
Conditions G(X) and (b i ) mean exactly that G defines an operation on (Sm k ) d × Proj.
The condition H(d) for an r-nary external poly-operation is an obvious extention of the above definition (with separate conditions (b i ), (b ii ) for each variable). In particular, it gives a morphism of functors on ((Sm k ) d ) r × Proj r .
Reduction to the case of mono-operations
We will prove by (the simultaneous for all r) induction on d, that all (external) poly-transformations on Proj r extend uniquely to ((Sm k ) d ) r × Proj r , and satisfy (b i ) and (b ii ) (in each variable). Since A * i ; i ∈ r satisfy (CON ST ), we have the base of induction d = 0. Suppose we know the induction step (d − 1) ⇒ (d) for mono-operations. Let us show that it implies the case of (external) poly-operations. Indeed, if for all j = i, X j ∈ Ob((Sm k ) d ), P j ∈ Ob(Proj) and
. Notice, that although the theory B * is (almost always) not "constant" (not to say "of rational type"), it still satisfies the Definition 2.1. Then it follows from the mono-operational case of the statement that an extension from (Sm k ) (d−1) to (Sm k ) d is unique. Applying this inductively to all i = 1, . . . , r we get the uniqueness.
Originally, we have the transformation H defined on (Sm k )
× Proj r by induction on s again using the mono-operational case of the statement. Such an extension is obtained separately for each (r − 1)-
), for j > s + 1, and P j ∈ Ob(Proj). So we have (b i ) and (b ii ) in the (s + 1)-st coordinate by construction. As for the remaining coordinates, if f = × j =s+1 f j : × j =s+1 X j → × j =s+1 Y j is some map (in the respective category), and f * ({y j | j =s+1 }) = {x j | j =s+1 }, then f * (H {y j | j =s+1 } ) is also an extension for {x j | j =s+1 }, since pull-backs and push-forwards along different factors of the external product commute (and by inductive assumption). By the uniqueness, it must coincide with the H {x j | j =s+1 } . This gives (b i ) for all variables.
Analogously, if, for some j = i, we have a regular embedding X j g j → Y j (in the respective category), g = g j × (× l =j,s+1 id X l ), and g * ({u l | l =s+1 }) = {v l | l =s+1 }, then
is also an extension for {v l | l =s+1 }, again, since push-forwards and pull-backs along different factors of the external product commute (and by inductive assumption). Then it must coincide with H {v l | l =s+1 } . This gives (b ii ) for all variables. And we get the existence.
Induction step
By 5.3, it is sufficient to treat the case of a mono-transformation A * G → B * on Proj.
Proposition 5.6 Suppose, H(d − 1) is defined, for all poly-transformations, X has dimension (d − 1), and L is a line bundle on X with A and B-Chern classes λ A and λ B . Then
Proof: Consider first the case of a very ample bundle L. 
Proof: For a very ample L, λ A = j * (1), for a smooth divisor Y j → X. Then using (b ii ), (b i ), and (3), we get:
Then, by Lemma 5.7 and (a iv ), for a very ample L, one obtains:
In the same way, we get the (external) poly-operational case:
Applying it to each term of the Taylor expansion 3.2, we get:
for any very ample L. An arbitrary line bundle can be presented as L ⊗ M −1 , for some very ample line bundles L and M. Then, using the difference variant of (a iii ) and the very ample case, we get:
which is equivalent to what we need.
Suppose, H(d − 1) is defined for all poly-transformations, and X 
. We do it using the Taylor expansion 3.2 and (b ii ). Define
Notice, that this expression makes sense since the dimensions of all D J 1 's are (d − 1). In particular, if dim(X) (d − 1), then using the transversal cartesian square:
, and the Taylor expansion we obtain that
so the "new" definition of G X coincides with the "old" one. Analogously, suppose that H is an r-nary (external) poly-transformation defined on ((Sm k ) (d−1) ) r × Proj r and satisfying (b i ) and (b ii ), X(i), i ∈ r are smooth quasi-projective varieties of dimension
where the "partial derivatives" are defined in an obvious way. As above, one can see that, for varieties
Our transformations G and H are defined so far on A * (D). But we have:
Proof: The second statement follows from the first one, for which it is sufficient to consider the case of a simple partial derivative ð (i) , where everything is reduced to mono-transformations. Here it follows immediately from the definition (6) that
From Proposition 5.8 and Taylor expansion it easily follows that, for arbitrary 
More generally, for an r-nary (external) poly-transformation, for dim(X(i)), dim(Y (i)) d, we have:
Proof: Let us treat the case of a smooth D first. Suppose, D is smooth, E =
(and similar for A). Denote
, and
(and similar for A). 
More generally, if D(i)
Proof: Using the cartesian square:
and the Excess Intersection Formula (Proposition 2.7), we obtain:
Consider the pair of composable maps (of sets) between abelian groups:
where
. Then, by the Chain Rule (Proposition 3.3),
The rest of the proof is identical to that of [13, Lemma 5.8] (as no additive properties of G are used from this point). And we obtain:
In exactly the same way, if D(i) is a smooth divisor on X(i), for an r-nary (external) poly-transformation, we get:
It follows from Proposition 5.10 and the Multiple Points Excess Intersection Formula (Proposition 2.6) that for an r-nary (external) poly-transformation H, smooth divisors D(i)
−→ X(i) fitting cartesian squares as above, and
, one has:
Suppose now, D = I 0 ∈L 0 D I 0 is arbitrary, and γ(z A ) = I 0 ∈L 0 γ I 0 (z A ). Then from the above we know the case of a smooth divisor D I 0 , and γ I 0 (z A ) on it. But f ⋆ is additive. Hence,
The case of a poly-transformation follows from the same considerations.
Let X be a smooth quasi-projective variety of dimension d. We would like to define G(X). Let us start with the A * -part. By Theorem 2.2, we know that A * = Coker(c 1,0 ⊕ c 0,1
→ X(i), γ(i)(z A )); i ∈ r be some elements as in c 0,0 , and H be some r-nary (external) poly-transformation. Then
Proof: From evident transversal cartesian squares, it is sufficient to prove that H(γ(i)(z A ) † V (i)| i∈r ) ∈ im(ρ(i) * ), for each i. Hence, it is sufficient to consider the case of a mono-transformation. Here we follow the proof of [13, Proposition 5.9] . Start with the case where X ρ → X is the permitted blow up with smooth centers R j , and the respective components E j of a special divisor of ρ with maps: R j ε j ← E j e j → X. Since ρ is an isomorphism outside V , the components E j of the special divisor of ρ are components of V (and so, numbered by the subset of M 0 ). In particular, these are transversal to all distinct components of
). If V I 0 = E J 0 , then we have a transversal cartesian square
By Proposition 5.9, and since dim(
This proves the case of a permitted blow up ρ. If ρ is an arbitrary projective bi-rational map, then (by the results of Hironaka [2] ) there exists a permitted blow up ρ ′ = ρ • π with centers over Z, such that V ′ = π * (V ) is also a divisor with strict normal crossing. By Proposition 5.9, π * G(γ(z A ) †V ) = G(π ⋆ V γ(z A ) †V ′ ), and the latter is in the im(π * ρ * ) by the already proven case. Because π * is injective, we get:
Let us define:
In exactly the same way one can define an r-nary (external) poly-transformation H on × i∈r (c 0,0 (X(i))).
Proposition 5.12
Proof: The second statement follows from the first one for which it is clearly sufficient to consider the case of a single partial derivative, and so, of a mono-operation. Then, it follows easily from Proposition 5.8 that
To show that H is well-defined on
, by Taylor expansion, one needs to show that all it's simple partial derivatives vanish on im(d c 1,0 ⊕ d c 0,1 ) (in the respective coordinate, and anything in the remaining ones). Thus, by Proposition 5.12, it is sufficient to prove that any mono-transformation G vanishes on such an image. Using Taylor expansion and Proposition 5.12 again, we see that it is sufficient to check this for each additive generator of the image. Here we mostly follow the proof of [13, Theorem 5 .1].
The 1-st part of (d c 1,0 ): Suppose,
be the cartesian square, with V and V ′ divisors with strict normal crossing, with π the blow up over V permitted w.r.to V , and V = ρ −1 (Z) for some closed subscheme Z z → X. By the Taylor expansion and Proposition 5.12, it is sufficient to check that the pairs:
) produce the same result. This follows from Propositions 5.9 and 5.11:
The 2-nd part of (d c 1,0 ): It follows from the definition of
. By the Taylor expansion and Proposition 5.12, this is all what we need.
The (d c 0,1 ): Suppose, X × P 1 ρ → X × P 1 be projective birational map, isomorphic outside the strict normal crossing divisor W , where W = ρ −1 (Z) for some closed subscheme Z z → X × P 1 , W has no components over 0 and 1, such that the preimages X 0 = ρ −1 (X × {0}), and X 1 = ρ −1 (X × {1}) are smooth divisors on X × P 1 , and W ∩X 0 ֒→ X 0 and W ∩X 1 ֒→ X 1 are divisors with strict normal crossing. In particular, for each component S of W , S 0 = s −1 (X × {0})
. We need to show that G takes the same values on the pairs
Using the definition of G -(9), the Taylor expansion and Proposition 5.12, it is sufficient to show that (any mono-transformation) G takes the same values on the pairs
for each component S of W , and for each
. Any such element δ S can be written as
. Again, due to the Taylor expansion and Proposition 5.12, we can treat α and β separately. Let us define:
where λ B = c B 1 (O X×P 1 (S)) and λ B = t + B λ B . Then we have:
Proof: From symmetry, it is sufficient to treat S 0 . Using Proposition 2.6, Proposition 5.10 and the cartesian square
where S 0 = k∈K m k · S 0,k , we obtain:
As for β, due to the continuity of G (Proposition 5.3), we can assume that β ∈ A * (S)[z A ] (due to the Taylor expansion and Proposition 5.12 we can even assume that it is a monomial in z A ). We have the following simple result: We have:
Lemma 5.15
This clearly implies (using (b i )) that, for arbitrary J ⊂ K, we have: Since ρ has no centers over 0 and 1, the following cartesian diagram is transversal: Thus, G is trivial on the im(d c 0,1 ), and so is well-defined on A * (X).
For the constant part, we define:
For an arbitrary γ(z A ) = π * X α(z A 
We get a well-defined element G X of Hom 
Proposition 5.17
The above G X satisfies the conditions (a i ), (a ii ), (a iii ), (a iv ) of G(X).
Proof: It follows immediately from the definition that the transforamtions G, G and G X satisfy the conditions of G(X).
Now we can, finally, complete the induction step. We closely follow [13, Proposition 5.16 ].
and again (b i ) and Proposition 2.7, we obtain:
Symmetric operations encode all p-primary divisibilities of characteristic numbers, and in a sense, plug the gap left by the Hurewitz map L ֒→ Z[b 1 , b 2 , . . .]. This permits to apply them to various questions related to torsion effects. In [11] they were applied to the problem of field of definition of the Chow group elements. In [15] we apply Theorem 6.1 to determine the structure of Algebraic Cobordism as a module over the Lazard ring. We prove in [15, Theorem 4.3] that Ω * (X) has relations in positive codimensions. This extends the result of M.Levine-F.Morel claiming that the generators of this module are in non-negative codimensions. As an application we compute the Algebraic Cobordism ring of a curve. In all these statements the use of non-additive 0-th Symmetric operation Φ t 0 is essential as it permits to sharpen the results.
