Abstract. For any p = 2, 3, . . ., we provide a sequence H(n) of Haar orthonormal matrices of order p n × p n , n = 1, 2, . . ., such that H(n+1) is generated by p-adic dilation and splicing (translations) of block sub-matrices of H(n). Moreover, for any data {t k , k = 1, . . . , p n }, we get an algorithm to find the coeffi-
Introduction
The purpose of this work is to introduce new discrete invertible transforms, effective for analyzing symbolic sequences, mimicking the basic biological functionality. Since biological data as genes and proteins can be considered as symbolic sequences in an alphabet of four letters and twenty letters respectively, our attempt is concentrated on mimicking the following biological functionalities/characteristics:
(1) Replication in multiple copies. Note that genes written in an alphabet of four letters, A, C, G and T, have repeated copies on certain parts, e.g. the unit 5' CA 3' can be repeated such as 5' CACACACACA 3'. Clearly, the mathematical term of replication is Dilation. (2) Splicing, means the union of certain parts of a symbolic sequence to produce a new one (mRNA is spliced from the replica parts of DNA, called exons). (3) Local information is important on biological functionality as is the antigen processing, because the protein's functionality is decided by their peptides (small pieces of the symbolic sequence). Therefore, our transforms must have the ability to code local information, cutting data in pieces (as for example does the Haar wavelet transform). (4) Usual biological data have an underlying hidden Markov process, therefore our transforms must have the ability to decode hidden ergodic structure and to deal with Cantor-type sets or languages (see below). In our attempt to introduce new classes of linear or non-linear discrete transforms inspired by the previous biological meanings, we shall use: Sparse matrices (matrices having a small number of non zero elements) with underlying multiresolution structure, suitable to encode local information and to decode hidden ergodic structure. These sparse matrices will be iteratively generated by dilation/replication and union/splicing of block sub-matrices.
First we introduce our matrix operations: Definition 1.1. Let p = 2, 3, . . . and let M n,m be the space of all matrices of order n × m, we define the dilation operation D p : M n,m → M n,pm , such that:
where x is the ceiling of x.
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, be the following translation operator:
Definition 1.5. Let S(., .) : M n,m ×M k,m → M n+k,m be the following splicing matrix operation: It is not difficult to check the following:
Observation 1 see [AK] For any p, q = 2, 3, . . . the operators D p , T p satisfy the following properties:
We suppose that the rows of a matrix A ∈ M n,m form an orthonormal set, then both operators 1 √ p D p and T p preserve orthonormality. The first idea of this work derived from the observation that the Gram Schmidt orthonormalization process of the following sparse matrices (see [AKP1] and [AP] ): 
derives the Haar matrices:
. ., where I(2 n+1 , odd) is obtained from the odd rows of the identity matrix I(2 n+1 ). Since sparse matrices U(n) are created by a multiscale construction, we dealt with the problem: can we use a similar construction to create the Haar matrices H(n)? In section 2, definition 2.3, we build Haar-type matrices H(m) of order m × m, m = 2, 3, . . ., using an iteration in scales, determined by the prime integer factorization of m. These matrices endow a generalization of the usual Haar matrices, since the rows h n , n = 1, ..., m of H(m) provide unbalanced Haar wavelets, as introduced in [BP] , [GS] and [S] . Moreover, we get a multiresolution analysis and a Haar transform:
The second idea of this work arises from the Tree Transform introduced in [K] and [KP] and the Riesz Products expressed by non-trigonometrical systems as the Rademacher or the Walsh system (see [B] , [BK1] , [BKM] and [BK2] ). Tree Transform provides a representation of any data t of length p N , (p = 2, 3, . . . and
and a presentation of t as a product:
where a n,k , called walks of t, encode the local variability of t. Notice that the walks of t can be stored in the nodes of a tree in which each node has p branches. This transform was shown to be adequate for edge detection of biospots (see [AKT] ) and for examining hidden Markov processes (see [AKP2] ). Furthermore, Rademacher Riesz products, as in [B] , [BK1] , [BKM] and [BK2] , have an underlying Markovian structure and have been useful to examine certain properties of singular measures as Hausdorff dimension.
In section 3 we deal with multiscale Riesz-type products (see [BBK] ), based on Haar matrices H(m). We prove that to any step function f(x) on [0, 1) satisfying:
. . , m and h k,n is the (k,n) entry of the matrix H(m), corresponds a unique sequence of numbers {a
In other words, we prove that any data {t n : n = 1, . . . , m} satisfying t, h k = 0 for any k = 1, . . . , m can be expressed as a product:
called Haar Riesz product associated with the coefficients {a n }. As a byproduct of this result, one can express singular measures as weak* limits of Haar Riesz products. In fact, we may present the Cantor measure as the weak* limit of Haar Riesz products.
Cantor set (Cantor language) may be considered as the set of all symbolic sequences of infinite length (respectively of certain length) with entries 0 or 2 in the alphabet of three letters {0, 1, 2}. A similar definition can be given for Cantor-type sets and languages in an alphabet of more than three letters. There is a great variety of open problems to detect the grammar of a given language (see [LP] ), especially in the field of bioinformatics for analyzing biological data (see [KR] ).
In section 4 we make an initial attempt in this direction proving in Theorem 4.2 that the Haar coefficients of the indicator sequence (see definition 4.1) of a Cantor language detect the grammar of this language.
Unbalanced Haar orthonormal system
The usual Haar system is created by dyadic dilation and translation. In this section we get an unbalanced Haar orthonormal system by using the dilation, translation and splicing operators defined above.
Definition 2.1. Let p > 1 be a prime number, we define the following matrix
Example 2.2.
Observation 2 (see [AK] ) The matrix Ψ p satisfies the following properties: 
For the case n = N we shall write H(m) instead of writing H m (n).
Example 2.4. Let m = 6, then p 1 = 3, p 2 = 2. We have:
Theorem 2.5. The matrices H m (n), n = 1, . . . , N are orthonormal.
Proof. The proof is obtained by induction. Observation 2(iii) implies that H m (1) is orthonormal. Let H m (n−1) be orthonormal. The set of rows of both matrices
and the inductive hypothesis), so we have to prove:
where O is the zero matrix of order (p 1 . . . p n−1 ) × (p n − 1)(p 1 . . . p n−1 ) (the symbolism A * indicates the transpose of the matrix A). Observation 1(i) implies that:
and
where O is the zero matrix of
. The key idea for the last equality is the fact that all rows of Ψ p n have zero mean. For more details see [AK] .
Observation 3 The multiresolution structure arised from
Let V m be the space of all real-valued sequences of length m and let h i be the i-row of the Haar matrix H(m), then any element t ∈ V m can be written as:
is the space of constant sequences, we have the decomposition:
Haar Riesz factorization of data and weak* approximation of singular measures
In the remaining of the text, h j are rows of the matrix H(m). We start with the following:
Example 3.1. Let H 6 (2) be the matrix defined in Example 5, we suppose that t = {t 1 , t 2 , . . . , t 6 } = 6 k=1 (1 + a k h k ) and we examine the inner products: . . . , 6 . We observe that
The fact that H(m) is orthonormal and the equality above imply that:
If we denote by supp(h j ) = {k = 1, ..., m : h j,k = 0}, then observation 2(ii) states
where h j,j0 is the first non-zero element of the row h j . Therefore:
The system of equations above with unknown a n , n = 1, . . . , 6 has a unique solution provided that all inner products are non zero. In fact we have:
Theorem 3.2. Let t = {t 1 , . . . , t m } be a sequence of real numbers such that:
then there is a unique sequence of coefficients {a k : k = 1, . . . , m} such that:
The coefficients {a n : n = 1, . . . , m} satisfy:
where h n,n 0 is the first non-zero element of the row h n .
Proof. Based on ideas of previous example and Theorem 1 (more details in [AK] ).
Observation 4
The assumption that all inner products must be non zero, can be relaxed as follows: Given t as above and ε > 0, there exists a Haar Riesz Product such that |t n − m k=1 (1 + a k h k,n )| < ε. In fact, replace t with a data t such that |t − t | < ε and whose all inner products are non-zero. ( 
where c is the cardinality of the set B. . . , p − 1. The complete proof is presented in [AK] .
