Multiparticle collision dynamics (MPCD) is a relatively new algorithm of fluid flow simulations that has been applied mostly to flows around simple objects.
Numerically, porous media are modelled either at the microscopic or macroscopic level. In microscale the porous matrix exists explicitly as a system of 10 interconnected void areas (pores) between solids. In this description the system size is limited mostly by the computer memory required for the numerical mesh.
In the macroscale, the Navier-Stokes equation may be extended by a resistant term [2] to simulate effect of porous media.
In general, fluids are often modelled by integration of the Navier-Stokes 15 equations discretized using numerical grids. There are many numerical methods of this type and they require a tedious task of numerical mesh generation that is limited by both the acceptable time and available computational resources, especially in complex geometries. Another option is to describe the system at the mesoscopic level with the Lattice Boltzmann Method velocity distribution 20 function defined on a regular grid. One may also use particles that are driven by the flow. An example is the multiparticle collision dynamics (MPCD). This method, originally used for systems that include thermal fluctuations, may be used for standard hydrodynamics as well [5] . Recently, MPCD was used in hydrodynamical applications, see e.g. vortex shedding in the flow past cylinder 25 [6] , flow over fish-like objects [7] , slip and no-slip steady flow past cylinders [8] .
The advantage of MPCD over standard solvers is a relative simplicity of its implementation and no need to use a numerical mesh.
The aim of this work is to utilize advantages of MPCD and extend the original algorithm so as it can be used to simulate flows in macroscopic porous 30 media (without explicit geometry of pores). We show that after extension of the standard method with velocity rescaling procedure we are able to obtain correct numerical profiles in a porous channel. The numerical results are convergent with decreasing time step in the model. We show that Darcy's Law holds in the model and test the basic numerical properties of the model. 
The model
In MPCD the fluid is represented by point particles. The simulations consists of two steps: streaming and collision. No explicit particle-particle interaction potential exists, which distinguishes the model from other particle-based methods such like smoothed particle hydrodynamics and molecular dynamics.
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In the streaming step, the i-th particle moves at a constant velocity:
where r i (t) is its position at time t, v i is its velocity assumed to be constant at the time interval h. To perform the collision step particles are grouped into a regular grid. Grid resolution is adjusted, so that on average there are 70 particles in a single cell
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(particle positions are initialized as random). The velocity of the i-th particle is rotated in the frame of reference moving with the average velocity u computed as the average over all its neigbours in the cell (see Fig. 1 ):
where R(α) is the rotation matrix by the angle α and s is the scaling variable representing a thermostat (which we calculate individually for each cell). For
50
MPCD particles of equal unit mass we use the following expression:
where k B is the Boltzmann constant, T is the temperature, d is the number of dimensions, n is the number of particles in a single cell, and the sum goes over all particles in the cell [9, 10] .
To ensure the Galilean invariance of the model, the cell borders are shifted 55 randomly after each computational step [10] . For this, at each step, we draw two random numbers r x ∈ (−r/2, r/2) and r y ∈ (−r/2, r/2) and use the shifted coordinates of cells in the grouping procedure. Here r denotes the width and height of a cell in the grid; thus they are shifted by at most half of their linear size in each direction. 
Porous media
To simulate effect of porous media on the flow, we use a similar approach to that reported in [11] . There, velocity of the fluid was locally damped. The difference is, however, that in contrast to [11] , where the velocity distribution function is used, our model works on particles and their velocities.
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To model porous media we assume that the velocity of the fluid in the porespace is low and the Reynolds numberRe < 1. In such scenario the following drag force acts on each particle:
where C is the drag coefficient -some function of porosity, geometry and other parameters of the porous matrix. The discretized equation for the momentum 70 change reads:
where h is the discretization time step. Thus, to include drag, we have to rescale the velocity by a single factor λ = 1 − hC. The time step must be small enough 4 to ensure that 0 < λ < 1, i.e. 0 < h < 1/C. The procedure is applied to all particles that flow in the porous domain at each simulation step. In general, the 75 drag coefficient C may be space and/or time dependent (C = C( r, t)), which leads to many applications, including coupled fluid-porous and porous-porous systems with a variable porosity (not considered in the paper).
Results and discussion
The velocity scaling described with Eq. (5) Stokes model [11, 12] :
The exact solution reads [11] :
where x is the horizontal position in the channel, α is a parameter related to the damping force, r is a free parameter, dp dy is the pressure gradient along the vertical direction, and W is the channel width.
We started with a flow through a fully porous channel. We used the no-slip condition at the top and bottom walls. The vertical boundary was periodic.
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The gravity was applied to simulate the flow in the vertical direction. We used a regular grid of 64 × 64 cells in the collision step. On average, 70 particles are initially placed in each cell at random positions. In the collision step α = ±160 o was used. In the thermostat, Eq. (3), we kept k B T = 0.01 [13] . To verify our solutions, we used the least square fitting of Eq. (7) to simulation data.
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Our first test was to check the minimum time necessary for the solution to converge to the stationary state. To this end we measured the total kinetic energy in our simulation. Because the flow was driven by gravity, we expected it to converge to the stationary state. The resulting plots revealed that at least 5 10000 time steps are required for h = 0.001 to achieve the steady solutions (data 100 not shown). Thus, in all our simulations the total number of 10000 time steps was used in each case. Moreover, we averaged the macroscopic profiles of the velocity starting from step 5000 with the n = 200 interval.
In the next numerical test we verified convergence of the numerical solutions with a decreasing time step h. We simulated the flow in the channel at a fixed 105 drag coefficient C = 1. Thus, the scaling factor λ(h) varied with h according to Eq. (5). The resulting velocity profiles at varying h are plotted in Fig. 2 .
From these data the minimum useful time step was estimated as h = 0.01 and we used this value in the remaining part of the study. Next, we investigated the relation between the two main parameters of the 110 model: r and α from Eq. (7). We used the data from the least square fits to the numerical profiles of the velocity. The test was repeated several times for varying λ. Numerical profiles of the velocity profiles with fitted analytical profiles are plotted in Fig. 3 . The numerical data agrees with the theoretical curves well. However, with the decreasing λ, a statistical noise appears. For velocity profiles measured in Fig. 3 are plotted in Fig. 4 . We found that in our model the power law holds for α ≥ 1:
where ν is the model viscosity and α is the drag coefficient from Eq. 7. The 120 value b ≈ 0.17 is smaller than b = 0.5 found in a similar study based on the Lattice-Boltzmann model [11] .
To study the permeability in our system we integrated the velocity along the horizontal direction. The resulting plot of the flux q at varying gravity is expected to be linear and, in fact, linearity is seen in almost the whole range of 125 gravity (see Fig. 5 ). To measure the dependency of permeability on λ, we used directly the information hold in profiles in Fig. 3 . We integrated the velocity in the profile to get the total flux q. We did this for each λ and plotted the results in Fig. 6 . Based on the results in Fig. 3 and the previous observation that Darcy law holds in 130 our system, we may now write that:
Summary
We extended the standard MPCD solver to account for porous media as a source of an additional force acting on a fluid. We confirmed that the extended model can reproduce the analytical solution to the damped Stokes model with porous meda. Also, due to the possibility of modelling a spatial changes in permeability of the model by varying λ in space, it is possible to simulate various types and shapes of porous structures, i.e. transport through rippled sea bed [1, 14] , layered porous media or porous particles [15] .
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