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8Abstract
Many recently observed morphology dependent
resonances in the inelastic emission spectra of liquid
microspheres, arise from the fact the these dielectric
microspheres, with the spherical surface, act naturally as
optical cavities with little leakage. The density of states
for such leaky cavities C is defined in a non-trivial and
consistent manner by incorporating a large external bath B
to obtain a non-dissipative universe C+B. This generalized
density of states pc and the related quantities & ij and B ij
are evaluated and found to be inhomogeneous in space and
highly non-uniform in frequency with sharp resonances of
quality factor Q = 104. pc is also shown to obey an
asymptotic sum rule indicating that the density of states is
merely redistributed. The electromagnetic field inside the
microspheres is then quantized using the hermitian modes of
the universe. The rates of spontaneous emission and
stimulated emission and absorption for a two-level atom in a
dielectric microsphere are calculated for weak El coupling.
The A coefficient for spontaneous emission is proportional
to the quantity &ij, which is the zero-point fluctuation of
the electric field. It is also verified that the ratio of A
and B coefficients is determined by the spectral density of
the thermal'radiation. The extra level shift induced by the
cavity is calculated and it tends to repel the transition
line from the cavity resonance.
Chapter 1
Introduction
Interaction of electromagnetic waves with
material bodies, e.g. scattering by a dielectric body, has
long been a topic of general interest. Depending on the
relative size of the scatterer with respect to the
electromagnetic wavelength, there are three different
regimes.
(1) The size of the body is much smaller than the
wavelength. The scatterer then acts as a point and the
differential scattering cross-section is given by the famous
Rayleigh's law. If the body is charged, the scattering is
described by the Thomson (1893) formula or its relativistic
generalizations, e.g., the Klein-Nishina formula (Jackson,
1975).
(2) The size of the body is much larger than the
wavelength. In this case, geometrical optics, basing on the
notion that the radiant energy is transported as light rays,
is appropriate and the result is again simple.
(3) The interesting regime in which the size of
the body and the wavelength are not too different. This case
has been studied principally by considering the scattering
of a plane electromagnetic wave by an isotropic, homogeneous
dielectric sphere. The solution is generally referred to as
the Mie (1908) theory. The relevant dimensionless size
parameter is
(1.1)
where a is the radius of the sphere and X is the
electromagnetic wavelength in vacuum. Typically, we are
interested in the range lx10.
From theoretical computations, the elastic
scattering and extinction efficiencies (Kerker, 1969;
Chylek, Kiehl and Ko, 1978a) and the radiation pressure
(Irvine, 1964) are all known to exhibit resonances at
specific values of x. Furthermore, the last case has
been clearly demonstrated in the optical levitation
experiments (Ashkin and Dziedzic, 1977; Chylek, Kiehl and
Ko, 1978b). Recently, observations of these morphology (or
size) dependent resonances (MDR) in inelastic radiation,
such as fluorescence from atoms (or molecules) embedded in
liquid microspheres (Benner et al., 1980) and stimulated
Raman scattering (SRS) (Snow, Qian and Chang, 1985), have
also been reported. The liquid microspheres (containing
fluorescing dye in the case of fluorescence) were
illuminated by a laser and the inelastic emission
(fluorescence or SRS) from individual droplets was collected
perpendicular to the excitation beam and detected with an
optical multichannel analyzer. Fig. 1.1 shows a schematic
representation of the experimental set—up in the case of
fluorescence. Fig. 1.2a and 1.2b give the recorded















FIG. l.l Schematic representation of the multichannel spectrograph system used
to detect fluorescence emission from a single microsphere suspended in a fluid















FIG 1-2 (a) Fluorescence spectrum for a 9.92Un polystyrene
sphere with n=l.195 (b) SRS from a single H20 droplet of size
25-35'm with n=1.33 (Benner et al., 1980; Snow, Qian and
Chang, 1985)
experiments, a is in the range of 5-50 im and X is an
optical wavelength- 0.6 so x is of the order 50-500,
which is neither small enough for the microsphere to behave
as a point (e.g. as in Rayleigh scattering), nor quite large
enough for geometrical optics to be valid. A main objective
of this thesis is to show that these phenomena arise from
the fact that dielectric microspheres act as very good
optical cavities (Richtmyer, 1938; Affolter and Eliasson,
1973). Roughly speaking, at specific x values, light rays
can propagate over long distances within the microsphere,
with little loss, along the air-droplet interface by
quasi-total internal reflection. This situation may be
illustrated in a handwaving manner by the following picture:
At resonance, the path travelled by the rays is equal to
some integral multiple of the wavelength:
Therefore, the resonant value of x is
To tackle the present problem, It Is useful to
classify electromagnetic phenomena Involving such
microspheres Into three categories as follows.
(1) The simplest phenomena Involve the exterior
fields and include Mie scattering (Mie, 1908; Kerker, 1969)
and the optical levitation force experienced by a
microsphere in an intense field (Ashkin and Dziedzic, 1977;
Cheylek et al., 1978b). These are purely classical phenomena
depending only on the far fields and are known to be
completely characterized by a set of phase shifts.
(2) The thermal spectrum of the microsphere which
concerns with the free interior field. Here, the field is
said to be free if there is no interaction with matter other
than those already summarized by the dielectric constant so
that the macroscopic Maxwell equations are homogeneous. If
we regard the microsphere as a cavity C, the spectral
density SG (i.e. the energy per unit frequency interval of
the blackbody radiation when it is in thermal equilibrium
at temperature T) is given in terms of the density of
states of the cavity, pC(«) i.e. the number of states per
unit d«, as
(1.2)
where( is the angular frequency and is the
Bose-Einstein occupation number.
(3) The various interesting phenomena which
involve the interaction of the internal field with matter
(atoms or molecules embedded inside the microsphere or those
of the microsphere). These include fluorescence (Benner et
al. ,1980), stimulated Raman scattering (Snow et al.,
1985), coherent Raman mixing (Qian, Snow snd Chang, 1985)
and lasing (Tzeng et al., 1984; Qian et al., 1986).
The thermal spectrum or the equivalent problem of
the density of states serves as a conceptual bridge to the
interactive interior phenomena which are the ones of
ultimate interest. The observed sharp dependence of the
interactive interior phenomena on the morphology of the
microspheres obviously signifies the importance of the
cavity in influencing atomic transitions. This is because
the density of states drastically affects all optical
transitions. For example, an emission line falling on a peak
of pA will be enhanced while the line will be suppressed if
p is small. Hence, in general, a knowledge of p' is the
first step towards a quantitative understanding of all
interactive phenomena.
It should be noted that there is leakage of
radiation to the exterior, for Maxwell's equations to be
satisfied in the case of a dielectric microsphere. As a
result, the microsphere is a leaky cavity and thus a
dissipative system. Because of the losses, normal modes of
such a cavity cannot be rigorously defined as u (in P) must
be the real eigenvalue of a hermitian Hamiltonian. Moreover,
the losses, however small, cannot be treated as a
perturbation of a lossless cavity, since any loss violates
the hermicity of the system. This Issue Is already well
recognized for linear cavities (Lang, Scully and Lamb,
1973) as the need to incorporate output coupling by
considering not just the cavity C alone but C together with
the exterior environment, to be called the bath B. If
absorption is neglected, the combined system C+B is not
dissipative and normal modes can therefore be obtained. This
analysis is carried out in Chapter 2 to obtain the
generalized density of states for the microsphere. It
follows an essential parallel discussion in a
one-dimensional string model of a leaky cavity (Lai, Leung
and Young, 1987).
Referring to (1.2), should be regarded as an
eigenfrequency of the combined system C+B but p (o), as a
property of the cavity itself, should be independent of B,
at least for a large bath. A related issue is the necessary
consistency between two points of view. On one hand, at a
somewhat heuristic level, one may consider C alone, so that
pC should, at least in the zero leakage limit, consist of
discrete 6 —functions. On i the other hand, at a more
fundamental level, if C+B is considered together,« must be
continuous. The resolution is that although the full system
C+B has to be considered together, the coordinates of B do
not appear in the end but merely have the effect of giving
an imaginary part to the pole position in p[(). As a
result,« is indeed continuous, yet p consists of fairly
sharp peaks with finite widths which are clear signals of
dissipation. These results are explicitly demonstrated in
Chapter 3. Most of the work in Chapters 2 and 3 can be found
in the literature (Ching, Lai and Young, 1987a).
Atomic transitions are described by the Einstein A
and B coefficients. In the case of dielectric microspheres,
these coefficients differ significantly from their
counterparts in vacuum. In particular, the A coefficient is
strongly dependent on (a) frequency, (b) the size of the
microsphere and (c) the position of the atom. These
properties naturally explain the observed (a) resonance, (b)
morphology dependence and (c) the concentration of
fluorescence at the rim of the microsphere. The concept that
transition rates can be affected, in particular enhanced, by
the environment was apparently first pointed out by Purcell
(1946) some 40 years ago. This has also received much recent
theoretical (Kleppner, 1981) and experimental interests.
Cavity-induced enhancement and suppression of spontaneous
emission by excited atoms have been observed in transitions
at microwave (Goy et al.,1983), near infrared (Jhe et al.,
1987) and visible frequencies (Heinzen et al., 1987). In
particular, spontaneous emission by an excited Rydberg atom
placed in a cavity, formed by infinite conducting plates
separating by a distance d, was abruptly inhibited when X,
the wavelength of the transition, became larger than 2d
(Hulet, Hilfer and Kleppner, 1985). This result is expected
since the photon, if emitted, cannot fit into the cavity.
Consider the familiar expression
(matrix element) density of states





is the density of states per unit volume in an infinite
vacuum. On the other hand, in a cavity C, there will be D
states within a resonance of width y, where D is the
degeneracy, so the density of states of the cavity is
(1.5)




for spontaneous processes. With p evaluated in Chapter 2,
(1.6) is given a more rigorous basis in Section 4.3, with
particular reference to phenomena observed in dielectric
microspheres. By numerical computations, Hill and Benner
(1986) found that, in the ideal situation of zero absorptive
loss, cavity modes of extremely large Q( 10) exist for
the dielectric microspheres. As a result, the width 7= «Q
of the cavity mode may be typtical width T of excited
atomic levels (in general F differs from the width F0) in
vacuum). It should be stressed that this situation has no
counterpart in the case of vacuum since the density of
states in vacuum is a smooth function of(, implying 7—»».
This non-trivial case of strong coupling (since r is
proportional to the square of dipole matrix element) or
equivalently, decay into a narrow cavity resonance has been
thoroughly studied recently by Lai, Leung and Young (1988).
Particularly interesting, they found that, the spontaneous
decay rate is inversely proportional to Q when Q is too
large. Thus, it is directly opposite to Purcell's insight
(1.6). Some of their results will be discussed in Section
4.4.
In this thesis, work will, however, be
concentrated on the normal case of atoms weakly coupled to
the radiation field (i.e. 7» F). Therefore, both the A and
B coefficients are evaluated in detail only in this weak
coupling limit. These are done in Sections 4.2 and 5.1
respectively and we show that the coefficients are functions
of the microsphere only, but not explicitly of the outside
bath even though the latter must be taken into full
account in quantizing the system. In Section 5.2, we show
that the classic argument of Einstein relating the A and B
coefficients to the spectral density of thermal radiation
(Einstein, 1917; Feynman, Leighton and Sands, 1963) is
again valid in the present problem, as expected.
In Chapter 6, the frequency shift of the
transition is calculated and we obtain the interesting
result that the line is always shifted away from the centre
of a cavity resonance. Most of the work in Chapters 4, 5 and
6 may be found in the literature (Ching, Lai and Young,
1987b). Finally, this thesis ends with a conclusion in
Chapter 7.
Chapter 2
Density of states: Theory
2.1 Formulation
As indicated in the introduction, we shall
consider the density of states for the combined system of a
microsphere of radius a and dielectric constant n2 (the
cavity C) coupled to the exterior (the bath B). Owing to the
spherical symmetry of the cavity C, we represent the bath B
by a large concentric hollow conducting sphere of radius A
(in which the cavity C is embedded) with A going to infinity
eventually. This takes the place of the usual rectangular
box used for quantizing the electromagnetic field.
However, we can formulate the problem more generally.
Consider a region R (corresponding to C+B) with dielectric
constant n (r) which tends to 1 on the boundary dR. The
electric and magnetic fields E and B in R are given by the







In general, it is possible to express E and B as a








It is essentially equivalent to choosing a gauge and then
expanding the vector potential in eigenfunctions. The
constant K is of the dimension of time and merely sets the





where is an arbitrary constant of dimension of (time).
For the purpose of convenience, we choose
(2.9)
The eigenfunction equation determining e is then
(2.10)
with the boundary condition that the tangential component of
e vanishes on dR. The magnetic eigenf unctions b are then
given by
(2.11)
Note that (2.10) implies (2.1a) and also shows that e can be
chosen to be real. As a consequence, b and the coefficients
X and x are real. The dynamical equations for are12
(2.12)
showing that the constant« has the meaning of angular





vanish for ss' and equal to each other when s=s' (Appendix
A).
In a similar manner, we can choose the
representation (2.2) and (2.3) to satisfy (2.1a) and (2.Id)
at the start, by putting
(2.15)
(2.16)
The eigenfunction equation for b is then
(2.17)
with the boundary condition that the tangential component of
Vxt vanishes on dR. Similarly, the e' s are given by
(2.18)
Taking the divergence of (2.17), we have (2.1b). In Appendix
B, we show that e and b are again orthogonal in the same
sense. The two sets of requirements correspond to two
different polarisations.
With the orthogonality of the eigenfunctions e and
h, we can then normalize them by
(2.19)




is normalized to h« when integrated over the whole region RS
and corresponds to the energy density for one quantum in the
mode s. In (2.20)
(2.22)
which, in view of (2.12), is a constant of the motion and
represents the number of quanta in the mode s. In the
absence of interference between modes, e.g. under suitable
time, spatial or ensemble average, or if only a single mode
is occupied, then (2.20) holds even without the integral
sign.
Now the local density of states is (Lai et
al., 1987; Economou, 1983)
(2.23)
where the sum and the 6-function count the states while
u (r)h« is the probability of finding the photon in mode sS
at position r. The density of states for the whole cavity C
is then
(2.24)
It can be seen that p is proportional to the energy density
when there is one quantum per mode and thus is proportional
to the zero-point energy density, which corresponds to half
a quantum per mode. In Chapter 3, p will be shown to be
highly non-uniform in Also, at some resonant values of«,
pC(G),r) is shown to be highly dependent on r=|r|. Thus, for
the microspheres, the zero-point fluctuations are highly
non-uniform both in frequency and in space.
Similarly, we can use the products of e and b







Obviously, p,£ and$ are related by
(2.29)
We have chosen the normalization so that in vacuum
(2.30)
The importance of£ and JB lies in the fact that spontaneous
emission due to electric (magnetic) dipole coupling is
induced by the zero-point fluctuation of the electric
(magnetic) field, and will therefore proceed with a rate
proportional to the value of£() at the position of the
I
emitting atom. This argument will be made precise in Chapter
four.
2.2 Calculation
For the present geometry of a dielectric sphere
inside a concentric conducting spherical shell, the index s
stands for
where fi= E, M denotes TE or TM polarization, t and m
specify the angular momentum and v is a radial quantum








where k= «c is the vacuum wave number, n(r)= n(l) for ra
(ra), L=- i rxV is the angular momentum operator and j,
h° and are respectively the spherical Bessel and
Hankel functions. The dependence of the coefficients?, r
and 2) on v or w will be suppressed. Since the
eigenf unctions e and b are chosen to be complex, it is
understood that the real part is to be taken in all linear
expressions, i.e. e (e+e )2, while the replacement of
e«e by (e e)2 etc. is to be made in all quadratic
expressions.
The outside (ra) solutions are a superposition of
incoming waves h and outgoing waves h; conservation or
energy for each mode then ensures that Y and Y have
the same magnitude, so we define the phase shifts 5 as
(2.32)
If n(r)= l for ail values of r, the inside (ra) and the
outside (ra) solutions should be identical. Since
this requires
thus 6; is defined in such a way that 5= 0 when n= 1 as
there should be no phase shift.
Matching the tangential components of e and b




In the above, is the spherical Neumann function and x=
ka is the same as that defined in (1.1). We adopt the
notation j(x)= j(nx) and all functions are evaluted at x




The evaluation of the relative amplitudes
: is identical to the case of Mie scattering
except for the allowed frequencies and the absolute
magnitudes of the coefficients. Mie scattering is discussed
for a dielectric sphere in infinite space, so the
frequencies are continuous. However, for the conducting
sphere with radius r= A, the allowed frequencies will be
discrete, e.g. in the TE case
which are spaced by Aw= ttcA+ 0(A). Thus, v as defined
in (2.37) is the radial quantum number.
In the A— oo limit, the energy of each mode is
predominantly outside the dielectric sphere, in fact it is
in the large kr region so that the asympotic forms of the
spherical Hankel functions can be used to evaluate the
normalization integrals (2.13) and (2.14). Moreover, the
interference term between incoming and outgoing waves does
not contribute in this limit. Then it is easy to show that
(2.38)
Finally the sum over modes, e.g. in (2.23), is written as
and in the A— oo limit, the spectrum becomes continuous so
(2.39)
For r a, u {r) oc (3 I cc A, so p is independent of A,
i.e. p does not depend on the bath B explicitly. The same
J
is true for S and®. The d« integral cancels the 6-function
in (2.23) and the sum over m is trivial. Thus, we can
express the local density of states as the sum
(2.40)
where for r a
(2.41a)
and y= kr x. The magnetic term pis obtained from
(2.41) by changing to WM and dividing by n. p is
obtained by integrating (2.40) over the cavity C from r= 0
(2.41b)
to r= a.
For comparsion, we define
(2.42)
where V= 4rca33 is the volume of the dielectric sphere. It
is then convenient to express the result for pC((o) in terms






Obviously, GC is a function of the refractive index n and
the size parameter x only and G 1 when n» 1.
It may be useful to record also the scattering
efficiency Q (Kerker, 1969)
(2.44)
and the scattering efficiency for each mode
(2.45)
The technical aspects of evaluating the spherical Bessel
functions are recorded in Appendix C and the results for G'
and Q will be described in the next Chapter.SC
Chapter 3
Density of states: Results and Discussions
3.1 Density of states for the whole cavity
Fig. 3.1a shows G' for a small range of size
parameter (x- 32) for n= 1.4. This refractive index is
chosen for comparsion with known results for the scattering
efficiency Q (Conwell et al., 1984). There are extremely
sharp peaks with absolute magnitude in the range 40-90. The
sharp peaks are in one-one correspondence with the
scattering Q shown in Fig. 3.1b which agrees with Fig. 2
given by Conwell et al. (1984). This correspondence is
explained by the zeros of the denominators |w (jh)|,
slightly off the real axis, which appear in both cases in
(2.43) and (2.45).
Therefore, each peak can be labelled by (i,€,t),
indicating which mode is in resonance, where v enumerates
the peaks for each t and£ and roughly denotes the number of
roots of j€(kr) for ra, which is of the order nkarc=
n«a7rc. Thus, 6 vncna. and v is not the same as v, in
terms of which— pttcA. In other words, v corresponds to
the radial quanrum number if C is considered in isolation,
whereas v is the quantum number regarding C+B as a whole.
Physical insight can be gained if we describe the different
modes (peaks of pC) of the dielectric sphere in terms of
light rays even in the range of small a where geometrical

























FIG. 3,1 Normalized density of states G' and (b)
Scattering efficiency Q versus size parameter x for aC
dielectric microsphere with n=1.4
optics might not be suspected of being useful. Consider the
following diagram
As angular momentum is equal to the cross product of linear
momentum and the radius vector, therefore, we have
Hence, the small f modes correspond to nearly radial rays
which escape from the dielectric sphere readily. On the
other hand, the larger£ modes correspond to rays that are
more confined by internal reflection.
Returning back to Fig. 3.1a, the features of G
indeed confirm the property that while g is continuous, G'
resembles a series of S-functions with finite widths. The
peaks of G° are much more prominent than those of Q
because unitarity (i.e. the fact that the phase shifts are
real) limits the contribution of each mode to
Fig. 3.2 shows one of the peaks of GC, (E,39,l), in detail.
It is essentially a lorentzian line shape. The FWHM is of
order Ax- 10 which gives a Q-factor, Q= xA x 2.5xl04.
The width is a measure of dissipation, i.e. the energy loss
via leakage. It should be emphasized that this loss is,
here, described in a purely hermitian system as the whole
system C-H3 is not dissipative. At this point, it is
necessary to mention losses due to absorption by the
dielectric sphere, i.e. due to the imaginary part of n.
Define the ratio of absorption loss to leakage loss by 5?. We
can have a rough estimate for tj as follows:
(3.1)
where W is the original intensity, s is the distance
traversed and o is the absorptive coefficient of the
dielectric. For absorption coefficients of the order of
104cm~1, such as the one for water( (6-60)xl0 4cm 1 for
fig. 3.2 One peak of Fig. 3.1a, (E,39,l) shown in detail
SI ZE PARAMETER X
visible frequencies) (Tam and Patel, 1979), take n= 1.33,
a= 50im and Ax 10~3, we have 7? (0.2-2.2)%. Thus,
absorptive loss amounts to only a few percent of the leakage
loss and can therefore be neglected as we have done here.
Now the Bose-Einstein factor varies smoothly over
such a limited frequency range, the thermal spectrum will
therefore exhibit the same peaks as G and need not be
discussed separately.
Since G» 1 as n 1, we expect G to be
highly dependent on n. In fact, for a slightly smaller
refractive index, n= 1.33 (that of water), Fig. 3.3 shows
that G has much smaller peaks with absolute magnitude in
the range 1.5-9.0, an order of magnitude smaller than those
for n= 1.4. Besides, the FWHM of the peaks are larger, of
order Ax- 10, indicating that the energy loss via leakage
is larger. This can be explained heur istical ly by
geometrical optics. As the critical angle is related to
refractive index n by sin= 1n, for a smaller n, fewer
rays can have incident angles larger than$ to be totally
internal reflected and thus more light or energy escapes
from the dielectric sphere.
FIG. 3.3 Normalized density of states G' versus size parameter x for a dielectric
microsphere with n=1.33
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3•2 Position and strength of resonance
Suppose now leakage from the cavity can be tuned
continuously from zero. In the zero-leakage limit, pC
consists of discrete 6-functions with strength 2£ +1 (pc is
degenerate in m). As leakage is increased, the small t modes
(nearly radial rays in geometrical optics language) escape
and hence become the background while the large I modes
(more confined rays in geometrical optics language) acquire
only a small width. We therefore expect that any
identifiable resonance (or peak) should have close
resemblance to the original S-function, in the sense that
(3.2)
Table 3.1 presents the values of f for the four resonances
in Fig. 3.1a. The result clearly confirms (3.2). Previous
discussions of these resonances (Conwell et al., 1984; Hill
and Benner, 1986) have characterized them only by the
position of x and width Ax. Now, by defining the
normalization suitably, we have given a precise meaning to
the strength as well, which is obviously important in
determining the coupling of dielectric spheres to active
atoms.
In the zero—leakage limit, for the TE modes,
j (kr)= 0 at r= a and this is approximately true for the
TM modes. Now the first root of is (Abramowitz and
Stegun, 1972)
Therefore, we expect that for the surviving resonances with
v- 1, t is of the order of nx, i.e.
(3.3)
(3.4)
as is indeed the case (Table 3.1). Note that f defined here
differs from that defined before (Ching et al., 1987a) by a
factor of[ {£+12)n].
It is interesting to investigate the dependence of
f and f on the refractive index n. To achieve this, we1
trace the peak (E,3Q,i) for different values of. n (Values
of n are given up to 1.6 only because for' n- 1.6, we
already need to locate the peak up to 8 decimal places in
x). As n increases, the critical angle decreases so more
light is trapped by total internal reflection and leakage
decreases. Thus, we expect f to be closer to 1 as n
increases. The results shown in Table 3.2 again confirm
this. Moreover, note that f is approximately constant over
this range of n.
Finally, it is useful to consider the average
c
fractional contribution of the resonances to p over a given
interval
A simple interpretation of f can be obtained as follows
(3.5)
The internally reflected rays are confined and correspond to
a peak in the density of states while the emergent rays
become the background. Hence f essentially describes the
ratio of the totally-reflected intensity to the original
intensity of the light ray. For the interval shown in Fig.
3.1a, we find f to be 0.16. It will be seen in the next
section that f is not a constant but increases with
increasing x.
Table 3.1
Position of peak (x), angular momentum(-£) and the fractions
f and f for the four peaks in Fig. 3.1a.
31.0351 38 0.89 0.89
31.4737 38 0.90 0.87
31.7892 39 0.92 0.89
32.2297 39 0.89 0.88
Table 3.2



















3.3 Asymptotic sum rule
It is known that the integrated density of states
for a large non-leaky cavity C behaves as (Morse and
Feshbachr 1953; Kac, 1966; Weyl, 1968; Yang, 1985)
(3.6)
where V and A are respectively the volume and the area of
the cavity; C is universal but C depends on the type of
the boundary condition imposed. We now conjecture that the
same holds for the case of the leaky dielectric spheres. The
first coefficient is readily evaluated by considering an
infinite medium with refractive index n, for which p' must
be given by (2.42) and (1.4) with c replaced by cn, i.e.
(3.7)
Thus, we obtain the asymptotic sum rule
(3.8)
To verify (3.8), we calculate H (x) in steps of
0.1 by sampling the integral in steps of 2x10. The
resulting data points of HC(x)x2 for the range 3x35 were
then fitted to a linear function of x, the best fit being
0.9149x- 0.6500. The deviation from the fitted line is
shown in Fig. 3.4 (here the points are plotted only in steps
of 0.2). The inset shows a segment 6x7 enlarged. The fit
is excellent and the fitted slope 0.9149 agrees extremely
well with the theoretical slope 0.9147 predicted by (3.8),
FIG. 3.4 Deviations of HC(x)x2 from the fitted straight line; data shown only in steps
size parameter x
The negative intercept -0.6500 (related to the constant C)2
may be interpreted as the loss of some states near the
surface, due to leakage.
In the following, we shall take the sum rule (3.8)
to be valid. Such a sum rule is useful for ensuring no major
peaks have been missed and is even useful for checking the
accuracy of the algorithm for evaluating high order, large
argument spherical Bessel functions.
Several features of Fig. 3.4 are worth discussing.
r c
A positive slope (see inset) implies G' G therefore
indicating the occurrence of a peak. On the other hand, a
negative slope implies i.e. background only. Here
the mean value Since
peaks and background are interlaced, Fig. 3.4 exhibits
fluctuations around zero. The fluctuations are seen to be
nearly periodic with the period decreases with increasing x.
In fact, the period of the fluctuations is inversely
proportional to the density of peaks and should indeed
decrease with increasing x (see below).
The sum rule (3.8) is closely related to the
concept of density of resonances dNdx recently introduced
by Hill and Benner (1986). For a certain interval
(3.9)
where the first bracket gives the number of resonances and
the second bracket gives the integral over each resonance.
On the other hand, the sum rule implies that, ignoring
0(x), (3.9) should be equal to (43rr )n3x2, so
(3.10a)
(3.10b)
For a given small interval, with f, f and f calculated
for that interval, (3.10) is a tautology if the sum rule is
assumed. However, if we make the assumption that f, f and
f do not vary very rapidly with x, then dNdx oc x. Using
(3.10b), a for the interval shown is evaluated to be 0.1
which is consistent with the number of resonances we find in
that interval, but a factor of two below the value given by
Hill and Benner (1986) for much larger x. The difference in
refractive index (1.4 here but theirs is 1.459) probably
cannot account for the discrepancy. A likely explanation is
that the ratio f3(fJf2) ls not truly constant, but drifts
up by a factor of two. Thus, it would be advantangeous to
investigate the dependence of f, f and f on x. For doing
this, we divide 28.0x38.0 into seven intervals with Ax-
1.4 each. Then we calculate the average values of f1, f2 and
f for each interval. From the results shown in Table 3.3,
we can see that f and f are roughly constant over this
range of x, but the value of f3 for x 33.8 is 1.7 times
that for x33.8. Close investigations reveal that for
x33.8, v= 2 peaks set in and so the density of resonances
(peaks) increase abruptly. This is confirmed by the slight
Average f, f and f for various intervals of x.
Table 3.3
x f1 f f
12 3
28.0- 29.5 0.92 0.87 0.17
29.5- 31.0 0.92 0.88 0.17
31.0- 32.4 0.90 0.88 0.16
32.4- 33.8 0.93 0.88 0.16
33.8- 35.2 0.91 0.83 0.30
35.2- 36.6 0.91 0.84 0.28
36.6- 38.0 0.93 0.85 0.27
Table 3.4
number of resonances (N) found in the Intervals of average x
(x) and width (Ax) and the corresponding values of a. (axAx
is the predicted number of resonances in the interval).
a is evaluated using (3.10b)
x A x N a axA x
28.75 1.5 4 0.088 3.8
30.25 1.5 4 0.087 3.9
31.70 1.4 4 0.084 3.7
33.10 1.4 4 0.081 3.8
34.50 1.4 7 0.165 8.0
35.90 1.4 8 0.152 7.6
37.30 1.4 7 0.142 7.4
drop in f from x 33.8. From the values of f, f and f,
we can calculate the corresponding values of a by using
(3.10b) and check that they indeed increase with increasing
x. These values of x are all sufficiently consistent with
the number of resonances found in the intervals (Table 3.4).
Finally, it should be mentioned that although they
express very much the same physics, (3.8) may be somewhat
more fundamental than (3.10) since the latter subjects to
the possible ambiguity in differentiating resonances from
background.
3.4 Local density of states
The function G' measures the density of states for
the cavity as a whole, but in general, the contribution of
different parts of the dielectric sphere to G will not be
the same. A suitable quantity to describe this is p(6,r) in
(2.43) which is again conveniently expressed as a ratio to
the corresponding quantity for the vacuum case
(3.11)
g will be a function of the size parameter x and the
position parameter within the sphere, expressed by the
parameter
(3.12)
and also the refractive index n. Note that G' is just the
spatial average of g over the whole cavity, i.e. G— (1V)
The solid line in Fig. 3.5a shows g versus K for n
= 1.4 and x= 31.7892 which is a low-order (i.e. small T)
resonant case corresponding to the peak (E,39,l) in Fig.
3.1a. The local density of states is concentrated at the rim
of the sphere [K- 1), with magnitude as large as 300. The
shape of this curve is well known (Conwell et al., 1984),
however, the absolute magnitude as defined here has the
interpretation of being the ratio of zero-point energy
density relative to the vacuum case. It should therefore be
noted that g is not the same as the relative internal field
distribution for an incident plane wave (Conwell et al.,
1984) which corresponds to choosing y (f,m) to match a plane
wave at infinity rather to give one quantum per mode. The
very large value of g near K- 1 in the resonant case is
just the manifestation that light propagates over long
distance, without much loss, along the rim by internal
reflection.
For the purpose of comparison, Fig. 3.5b shows g
versus K for n= 1.4 and x= 31.9000 which is a non-resonant
case. In contrast, the absolute magnitude of g is small and
there is no significant dependence on K.
Obviously, if we concentrate on%- 1, the
resonance in the frequency variable will be much more
pronounced. The solid lines in Figs. 3.6a and 3.6b show g
for n= 1.4 and fixed K= 0.94, for a small range of x
corresponding to those of Fig. 3.1 and Fig. 3.2
respectively. Indeed, the absolute magnitudes for the peaks
FIG. 3.5 Normalized local(density of states g and normalized
electric— and magnetic— field fluctuations versus position
parameter =ra for n=1.4 and (a) x=31.7892 (resonance) and
(b) x=31.9000 (non-resonant)
POSITION PARAMETER RA
FIG. 3.6a Normalized local density of states g and normalized electric- and magnetic- field
fluctuations at fixed ?=0.94 versus size parameter x for the range as in Fig. 3.1
SIZE PARAMETER X
FIG. 3.6b Normalized local density of states g and normalized electric- and magnetic-
field fluctuations at fixed =0.94 versus size parameter x for the range as in Fig. 3.2
SIZE PARAMETER X
are approximately four times those in G°.
The broken lines in Fig. 3.6 show the vacuum
fluctuations of E2 and B2 (eqs. (2.26) and (2.27)),
expressed in terms of the ratios
(3.13)
which are related to g by
(3.14)
so that h and h can only be large when g is large. In
fact, it can be seen that g h h, which means that the
electric energy density and the magnetic energy density are
nearly the same. The quantities of 6 and£ will be important
when we consider the interaction of the field with mater.
This will be demonstrated in the following Chapter.
Chapter 4
Spontaneous Emission
4.1 Quantization of the free electromagnetic field inside
the dielectric microsphere
In Chapter 2, it has been shown that the
electromagnetic field inside the microsphere may be expanded
in terms of eigenfunctions. Quantization is thus achieved by
treating the expansion coefficients as operators subjecting
to the standard commutation relations.






and the eigenfunctions e and b are both normalized in a
large volume R of size A. in both cases, the total energy of
the free fields, R(nE+ B) d r, or the unperturbed
Hamiltonian H of the radiation field is
(4.4)
where x{s,t)= x (s,t). By reversing the sign of the1,2
second term in (4.4), we obtain the Lagrangian L:
(4.5)
L is the Lagrangian in the sense that the Euler-Lagrange
equations give the correct equations of morion (4.3) and the
correct Hamiltonian. Thus, the canonical momenta are
(4.6)
and H should in fact be written in terms of rc and X as
(4.7)
Then we quantize, as outlined before, by imposing the
standard canonical commutation relations on x and ti:
(4.8)
As usual, it is convenient to introduce the















The commutation relations for a and a are
(4.14)
In terms of a and a+, we obtain the familiar expression for







and a similar result for a'. Ecr. (4.12) then follows
directly. Hence, a (t) and a'(t) are the corresponding
operators in the Heisenberg picture for a and a+, which are
in the Schrodinger picture.
Thus, in the Schrodinger picture, E takes the form
(4.18a)
(4.18b)
for the two different polarizations, TE and TM, respectively.
From all these standard treatments, we can see
that the presence of the dielectric has all its effects
contained in the eigenfunctions e and does not otherwise
affect the formalism.
4.2 Formulation for spontaneous emission
We consider a two-level atom, at position
coupled to the electromagnetic field inside the microsphere
(as shown in the diagram). For El transitions, the relevant
interaction Hamiltonian in the multipolar form is (Power and
Thiunamachandran, 1982):
(4.19)
where P is the dipole operator for the atom, E is the
electric field operator and f is a correction factor
relating the actual field seen by the atom to the
macroscopic field. The factor f is unity if the atom is in
vacuum, but equals to 3n (2n+ 1) when the atom is
situated in a dielectric with refractive index n. We shall
only consider the orthonormal states j b and j as) which are
1The actual field at the position of the atom may
be identified with the field at the centre of a tiny
spherical cavity inside a dielectric medium of refractive
index n, in which there is a macroscopic field E, This
boundary value problem in electrostatics can then be easily
solved (Jackson, 1975).
respectively the upper atomic state and the lower atomic
state with one photon in mode s.




where H, is the unperturbed Hamiltonian for the atom and
H is the unperturbed Hamiltonian for the radiation field.
Both H and H. are in the Schrodinger picture. In the
interaction picture we have,
(4.22)




Now, (t) can be expanded, at any time, in terms of l,b and
I as with coefficients C(t) and D (t) respectively:
(4.25)
With (4.21) substituted into (4.19), using the
or thonormality of j b and |ss) and the fact that the matrix




where Using (4.26b) and D (0) =0 to eliminate
D, we obtain
(4.27)
From (4.18), (4.19) and the assumption that the atomic








From Chapter 3, we see that
and h is a sum of narrow lorentzians.
Now, for simplicity, we represent h by a lorentzian, withE
FWHM r and peak value K, peaking at«= «o, which is nearest
to 0. That is, we take
(4.31)
(4.32)
where K=- (o. Then C(t) satisfies
where the Kernel S is
(4.33)
In (4.33), A is the detuning parameter and r0is the
spontaneous decay rate in vacuum (Appendix D):
(4.34)
(4.35)
Using (4.33), one Laplace transform (4.32) and with the
initial condition C(0)= 1, one gets
(4.36)
and
Finally, one gets C(t) by the inverse Laplace transform of
C(p):
(4.37)





For KFC0)« y, we have, from (4.39)
(4.40a)
(4.40b)
and| p|«| p|. Thus, for all but the shortest times,




More generally, with (4.31) and (4.35), we get
and this agrees with the result obtained by using the golden
rule directly from the start (Appendix D). Also, with
(4.42), the condition K T« y can be written as
(4.43)
(4.44)
i.e. the decay rate of the atom in the cavity is
sufficiently small therefore the atom is just weakly-coupled
to the cavity. This is also the condition for which the
golden rule can be applied (Appendix D). Hence, for atoms
strongly-coupled to the cavity, the golden rule is no longer
valid as we shall see in the next section.
Returning back to the weak-coupled regime, for El
transitions, the Einstein A coefficient is
(4.45)
and where€. describes the vacuum
fluctuations of the electric field in the sense that
(4.46)
Also, S(«,r) is normalized so that in vacuum S(«,r)
p(«). Thus, (4.45) suggests that, in the presence of the
dielectric sphere, the coupling M is unaffected but the
density of states P has been turned into 8 in El
transitions. Similarly, we, expect Pvac turns into 8 for Ml
transitions and the zero-point fluctuations of field
gradients will appear for higher order transitions. This
interpretation shows that the environment affects the
life-time of an excited state by redistributing the density
of states. The term redistribution is used to emphasize
that the total density of states is unchanged in the sense
that the asymptotic sum rule (3.8) is valid.
It is useful to consider the ratio of A to its
vacuum value:
(4.47)
From Fig. 3.6b we see that h„ possesses extremely sharp
resonances as a function of with amplitudes as
large as 300 for a typical resonance with x 32 and Q 10.
At resonance, hE peaks at
and is small in the
interior of the microsphere (Fig. 3.5). (The rim enhancement
is less pronounced for higher order resonances). Thus,
(4.47) summarizes all the features found in
morphology-dependent fluorescence, though a detailed
comparsion with experiment must also take into account the
dependence of the excitation probablity on the atomic
position.
Eq. (4.47) is a precise statememt of the physical
insight first proposed by Purcell as in (1.6). To see this,
we put
(4.48)
The last equality In (4.48) defines V which is less thanOff
the volume of the microsphere V, if pC(Q,ro) is larger than
its spatial averaged value pC- pC(Q )v over the whole
microsphere. For example, in a dielectric sphere at
resonance, with x 32, we have VVff= pC (0 ,r o )pc=
g(Qac, roa) GC(ftac) 3 for roa 1 (Fig. 3.2 and
Fig. 3.6b). With (4.48) subsituted into (4.47), we obtain
the Purcell ansatz (1.6a) but with the refinement that V is
replaced by which varies from point to point. Next,
from the observation in Chapter 3 that- lr we have the
integral of p(«) over a resonance labelled by
approximated by 2-C+l= D. Thus, for exact tuning of the
atomic line Q, to a cavity resonance,
(4.49)
then we get (1.6b). However, the more general case is given
by (4.47).
4.4 Strong-coupling limit
The condition for weak-coupling (4.44) is always
satisfied in vacuum since Pvao completely smooth which
implies r» 00. For this case, the possibility that the
golden rule can be Invalid Is not widely appreciated.
However, in a dielectric microsphere, r is enhanced by the
peak value of h£ and y is small as the resonances are
narrow, so (4.44) may not be satisfied. For optical
transitions, y- 5xl01Rs jQ, on the other hand, for a
transition with life-time, say 1 ns, in vacuum,
To satisfy (4.44), we require
Q« 2x104 (4.50)
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Recently, resonances with Q- 10, 10 have been found
experimently by Chang, Leach and Zhang (1987). Hence, the
strong-coupling limit is indeed achieved in the case of the
dielectric microspheres.
For strong-coupling, Kr0)» y, therefore, from
(4.39), we get
(4.51)
The imaginary part gives rise to oscillations in
while the envelope decays at a rate
(4.52)
which is essentially independent of the detuning. The
oscillating behaviour was interpretated as the emission and
reabsoption (Lai et al., 1988). The net decay rate is then
determined by the rate of the leakage of the photon. It is
then interesting to note that for strong-coupling, Toe oc q
which is against the physical insight of Purcell. In fact,
the decay rate was found to be most rapid for intermediate
values of Q 10 (Lai et al., 1988). As the decay is not a
pure exponential, the photon spectrum will not be a
lorentzian. Also, Lai et al. (1988) found that spontaneous
decay shows other unusual features in the strong-coupling
regime: if there is more than one lower level in which the
atom can decay into, the total effective decay rate may not
be the sum of the partial rates, i.e. the partial rates are
non-additive. Moreover, the total rate may even be less than
one of the partial rates so that the addition of an extra
decay channel lowers the overall decay rate. Since the
strong-coupling limit is experimentally accessible in




5.1 Einstein B coefficient
Stimulated processes are described by the Einstein
B coefficient, which is the ratio of the transition rate to
some measure of the intensity of stimulation. To describe
the latter quantity, we can express it either as the number
of quanta N in the relevant modes or in terms of the
intensity or the square of the electric field. In one sense,
the former description is simpler since the total rate,
A+ BN, for a downward transition is equal to (N+ 1) times
the spontaneous rate A, so with this normalization, B=
A. However, the number of quanta is a global concept in the
sense that it depends on the field everywhere. But
intuitively, we expect the transition rate (for El
transitions) to be locally determined by the electric field
E (ro,t) at the position ro of the atom. Hence, we shall
treat E semiclassically as a complex number. In this local
description, the eigenf unctions e are bypassed (so is the
presence of the dielectric) thus the derivation directly
parallels the vacuum case.
We shall calculate the transition rate for, say
the downward transition b a with E- E= hQ, in the
presence of a stimulation. (The transition rate for the
upward transition a b can be calculated in an
essentially similar manner). We shall content ourselves with
the weak-coupling limit, i.e. we shall assume the golden
rule to be valid. Now, the time-dependent perturbation is




so that the pertutbation is written as
We consider the ensemble average of the perturbation:
(5.3)
which is a function of only as the perturbation is
steady. Thus, is real and symmetric, i.e.
Note that the dependence of P on r is suppressed.j
It follows from (5.3) that
(5.4)
Let C and C be the amplitude in the states a and
a b
b respectively. From Section 4.2, we have
(5.5)
where H is the same as that defined in (4.24). Therefore,
inb
(5.6)
As usual, we take Cfc(t) 1 and with the initial condition
C (0)= 0, we haveCI
Averaging over the perturbation according to (5.4), we get




Taking the golden rule to be valid so t is sufficiently





To relate P to intensity, we see that in vacuum
U
(5.12)
so that P(«)= (2wc)I(«) where I() is the intensity per
unit dv- do2it. We therefore define the B coefficient as
(5.13)
so that B agrees with the conventional definition in vacuum.
Thus,
(5.14)
(If M cannot be reduced to a scalar, then we should
consider the corresponding B.)
If the states a and b are degenerate with
degeneracies d and d. resoectiveiv, then we modify B to
read as
(5.15)
with M understood to be averaged over the degeneracies. The
B coefficient for the upward transition a b is then
obtained by the replacement: d» d, which is just a
manifestation of the detailed balance.
For many experimental situations, we need to know
the transition rate per unit intensity at infinity. For
this, we have to further relate the power spectrum P at
to that at infinity. This is just a purely classical problem
and may show resonance effects in the sense that certain
frequencies are enhanced for some particular ro.
It should be stressed again that the above
derivation makes use of the golden rule. Hence, we require
B« (2tco)7 P, where 7 is the width of P(«). Obviously,
this may not be satisfied in the cases of stimulations by
intense monochromatic beams such as those produced by
lasing in a cavity mode of high Q.
5.2 Einstein relation
In this section, we repeat the classical treatment
of spontaneous and stimulated emissions by Einstein (1917).
Consider an assembly of identical two-level atoms, all at
position r o, in equilibrium with the thermal radiation at
temperature T. The dynamical equilibrium is maintained
through the balance of the upward transition rate and the
total downward transition rate:
(5.16)
where N and N are the number of atoms in the lower and
a b
upper level respectively. Suppose the levels a and b are
degenerate with degeneracies d and db respectively, then A
in (5.16) is given by (4.45) times d with M understood to
be averaged over the degeneracies. Using the Boltzman
distribution, we have N N= (d d) e where (i= hk T,a b a b B
then we find as a necessary consistency condition
(5.17)
Before we check this condition in the case of dielectric
microspheres, we shall first see that this is satisfied in
vacuum as it should be. In vacuum, (see (4.35))
and
1(0)- c x blackbody radiation energy density
Hence,
as required. Returning to the case of the dielectric
microspheres, we use the previous results for A and B
coefficients to evaluate the LHS to be 2rchc£ (0, r o). On the
other hand, from (4.18) and (5.3), ignoring zero-point
energy, we get
(5.18)
where a+a is just the occupation number of mode s=55 S
(e°- l)1. Hence, we have
(5.19)
thus proving (5.17).
In other words, besides calculating the
spontaneous emission rate A directly from second
quantization as done in Section 4.3, we can obtain it more
easily by using the Einstein relation (5.17) together with a
semiclassical evaluation of B (Section 5.1).
Chapter 6
Radiative Level Shift
When an atom is placed inside a cavity, its
Spontaneous-emission rate changes as we saw in Section 4.3.
In addition, we expect that the radiative level shift will
also be modified, i.e. differs from the usual Lamb shift. To
see how the level shift is modified, we shall now calculate
the energy shifts of the lower and upper levels for a
two-level atom placed inside a dielectric microsphere.
According to standard second-order perturbation,









To evaluate the integrals, we add a small positive imaginary
part is to the denominators, then we get
(6.4a)
In deriving (5.4), we have used the effective equality
(Merzbacher, 1970)
(6.4b)
where P is the Cauchy principal part. Now, the time
dependence of any state$ is proportional to the factor
exp[i(E+AE)th]. Thus, the absolute square of a state,
exp[-2Im(AE)tft] implying a spontaneous decay rate of
-2Im(AE)h. Hence, as expected, (6.4a) has no imaginary part
(i.e. 8 (Q+o) is not satisfied practically) since the level a
is the ground state and will therefore not decay. For the
level b, the spontaneous decay rate is given by
(6.5)
(6.6)
which is in agreement with (4.45).
To find the (real) level shift, we need to
consider the Cauchy principal part only, which arises from
the emission and reabsorption of virtual photons. In the
following, we shall denote this level shift by 6E, i.e.
(6.7a)
(6.7b)
We emphasize that the quantity of interest here is the extra
level shift due to the presence of the dielectric
microsphere; thus we should substract the usual Lamb shift
from (6.7) by subtracting from€ its vacuum counterpart,
i.e.
(6.8)
which will then assure convergence at large (o. However, near
a resonance,£» p, so in actual practice, we can ignore
vac
the second term in (6.8). From Section 3.4, we see that near
a cavity resonance, we can represent h as a lorentzian:
(6.9)
Expressing E in terms of h, we get (Appendix E)
(6.10a)
(6.10b)
where Q is the quality factor of the resonance and A is the
detuning parameter defined in (4.34). Thus, the extra
frequency shift for the transition b a is
(6.11)
When A- o, 60= -8Eh and using (4.35), we get
(6.12)
For K 300 (Fig. 3.6b), Q 104 (Section 3.1) and a
(0) 9-1- 3 -1
typical value of V 10 s, 27r60(A=0) 1.57x10 cm
which will probably not be directly observable. Thus, the
frequency shift approximately vanishes when the atomic line
(in vacuum) coincides with a cavity resonance. When A o,
we see that SE, 2Q |$E I hence
(6.13)
Since 50 oc A, so the line is always shifted away from the
peak of the cavity resonance, i.e. 6Qo (upwards) (0
downwards) for Q-oo0 (0). All these interesting features
have already been observed recently by Heinzen and Feld
(1987), using an open degenerate optical resonator.
The maximum shift occurs at A=± 72, with
(6.14)
This result is somewhat quantitatively expected: the decay
rate is roughly enhanced from TC0) to (fn)2Kr0 (4.47), so
by the uncertainty principle, we expect a level width (if
not a shift) of the form in (6.12). Note that SQ(max) K«
7~X, so for a sufficiently narrow cavity resonance, i.e. in
the strong-coupling limit, the shift would be comparable to
or even larger than y itself, so the transition line may be
shifted significantly off-resonance. Thus, in the
strong-coupling regime, the transition rate will be
suppressed, instead of enhanced, by a high Q-factor
resonance as discussed in Section 4.4.
To appreciate the effect of such a large shift, we
can assume, as it seems physically plausible, that the
transition rate should in fact depend on E(Q') at the
shifted frequency 0' =0+60, rather than at the original
frequency 0. Imagine fixing A o and letting y 0 in
order to reach the strong-coupling limit, then from (6.13),
we get
(6.15)
which is independent of y (since Ky constant from f 1).
Then using (4.47), we get
which agrees with the result obtained previously in Section
4.4 (Lai et al., 1988).
Hence, we can see that the frequency shift and so
the consequent modification of the enhancement factor (with
no analogue in vacuum) is one reason for the failure of the
golden rule, when the cavity resonance is too narrow.
Another reason is that, in the strong-coupling regime, the




In solving the problem of electromagnetic
interactions with atoms (or molecules) inside a cavity (or
near an interface), one may be tempted to assume that the
atom will emit photons without knowing the environment, by
using the vacuum decay rate and then consider the effect of
the environment on the emitted photon (e.g. Yariv, 1971).
However, recent observations of enhanced as well as
suppressed or inhibited spontaneous decay for excited atoms
placed inside cavities (Goy et al., 1983; Hulet et al.,1985;
Jhe et al., 1987; Heinzen et al., 1987; Heinzen and Feld,
1987) clearly indicates the inadequacy of this elementary
treatment.
In fact, the failure of such a treatment is
somewhat expected: when placed inside a cavity, the atom
will then couple to the vacuum-field fluctuations of the
cavity which are different from those of the free space in
the sense that the density of states is redistributed.
Therefore, more correctly, one should first evaluate the
density of states or the closely related quantities 6 and
for the cavity. In doing this, one should, however, note
that the concept of density of states is non-trivial for
leaky cavities, and can only be discussed when the external
bath is taken into account. Secondly, one quantizes the
electromagnetic field using the normal modes of the cavity
(or the normal modes of the universe in the case of leaky
cavities) rather than the usual plane-wave modes for vacuum.
Finally, one then couples the atom to this quantized
radiation field.
In this thesis, the above procedures have been
carried out for the case of dielectric microspheres acting
as cavities. It turns out that the dielectric microspheres
are special in at least three aspects. First of all, owing
to the spherical symmetry, the electromagnetic modes and so
the relevant quantities, pc, S and JR, are readily
computable. In contrast, the evaluation of even one
quasimode for a linear cavity is quite cumbersome (Fox and
Li, 1961) and the consideration of all the modes of the
universe has been restricted to a one-dimensional
approximation (Lang et al., 1973; Penaforte and Baseia,
1984). Secondly, in the weak-coupling regime, the sharp
cavity resonances amplify electromagnetic effects (in the
sense of (4.47)) by two orders of magnitude or more. On the
other hand, metallic walls may suppress electromagnetic
processes if the atom falls on a node of the relevant
eigenfunction (essentially a sine), but any enhancement will
not be much more than a factor of 2 (the ratio between the
peak and the rms of a sine wave). Thirdly, cavity modes of
high Q 10 exist (Chang et al., 1987) and this strong
coupling between atoms and the cavity has no counterpart in
vacuum. Thus, even though the formalism itself is general,
dielectric microsphere may stand out as an excellent system
for confronting theory with experiments.
Similar points of views to the present work have
been extensively discussed using linear response theory
(Wylie and Sipe, 1984; 1985) or electromagnetic
eigenfunctions (Barton, 1974; Power and Thiunamachandran,
1982). Most of these studies are concerned with the effect
of nearby metallic walls or dielectric waveguides. Our
approach, in emphasizing the density of states pC and the
zero-point fluctuations, 8 and 2?, may be intuitively
more appealing, e.g. in relation to the insight of Purcell
(1946). Also, the isolation of the cavity effects in the
function 8 (or S) proves to be convenient.
Finally, to study decay processes in a cavity, it
is also possible, though less fundamental, to use the
discrete (dissipative) quasimodes of the cavity instead of
the continuous (hermitian) modes of the universe. In this
approach, the many modes of the universe are described as a
single quasimode subjecting to a damping and fluctuating
external force so a non-hermitian Hamiltonian is used
(Sachdev, 1984). This quasimode approach is justified if the
cavity and the bath are coupled by an interaction
Hamiltonian. However, for leaky cavities like the dielectric
microspheres in the present work, the cavity and the bath
are coupled not by a term in the Hamiltonian but by boundary
conditions (Dekker, 1984a; 1984b; 1985; Lai et al., 1987).
For this type of constraint coupling, a satisfactory basis
for the quasimode approach appears to be lacking.
Appendix A
From (2.13), we get
( A. 1)
(A.2)




With the divergence theorem, the second term on LHS becomes
as a result of the boundary condition that the tangential
component of vanishes on 3r.
Putting the results together,
Repeating the procedures for (A.2), similarly we get
(A.4)
(A.5)
The difference of (A.4) and (A.5) therefore gives
(A.6)
Moreover, with (2.14) and (A.4), we have
(A.7)










Therefore integrating (B.l) over the whole region R, we have
( B. 3)
as the surface term vanishes as a result of the boundary
condition. Changing s-» s', we have
( B. 4)









As is well-known, the spherical Bessel functions
of the first and second kind, and n, are two linearly
independent solutions to the following recurrence equation:
(C.l)
where





implying {j(x) is convergent while {n(x) is divergent
for any fixed x. Hence,
for any fixed x (C.4)
If we attempt to compute j(x) (£=2,3,...) using
(C.l) by inputting values of J0(x) and (x), serious
instability (Uno, 1963; Gautschi, 1967) will arise. To see
this, we note that in generating j€, we inevitably use only
approximate initial values of jQ and j±. After recurring
with a number of times, we shall obtain a solution,
which, in general, is a linear combination of jp and np,
i.e.
(C.5)
where a and b are constants. Thus, the relative error of ypC.
is
Therefore, this straightforward method of computing using
forward recurrence relation is practically ineffective.
Instead, we adopt the standard downward recursion
technique to compute (Hitotumatu, 1963; Gautschi, 1967;
Conwell et al., 1984). With this technique, we choose some
approximately large N and put CN+1= 0 and CR=£ where£ is
the smallest positive number admissible in the computer.
(Here£= 10). Then we proceed to compute C .C. etc.
by the backward recurrence formula
(C.7)
are then obtained by
(C.8)
where the constant K is determined by noting that j0(x)=
(sin x)x. The starting value N is taken to be the largest
possible number that can avoid the occurrence of overflow in
the computer, (this will depend on the value of x) as too
small a N will not give enough accuracy for the values of
Actually, can also be found by calling the
subroutine MMBSJR available in the International Mathematics
and Statistics Library (IMSL). This subroutine essentially
employs the described standard downward recursion technique
when necessary.
Appendix D
From (4.26), we get
(D.l)
For first-order approximation, we take C(t)- 1, i.e. we are
considering times such that
decay time (D.2)
Performing the integration in (D.l), we have
(D.3)
The decaying rate is thus
(D.4)
The last approximation is justified as t is essentially
represented by a lorentzian which is negligible for «0. To
obtain the golden rule, we assume t sufficiently large so
that sin[ (Q-g) t] (0-«) it S(Q-o). This is valid provided
(D.5)
where y is rhe typical width of oS. Thus, golden rule gives
(D.6)
which is the same as (4.43).
In our derivation, we see that the golden rule is
valid only if (C.2) and (C.5) are satisfied. Hence, the
necessary condition is
(D.7)
which is the same condition (4.44) of weak-coupling limit.
Also, we know that in vacuum
and f 1, therefore, the vacuum decay rate Is
(D.8)
Appendix E















and Consider the integral
References
Abramowitz M. and I. A. Stegun, 1972, Handbook of
Mathematical functions with Formulas, Graphs and
Mathematical Tables 5th ed. (Dover Publications
Inc. New York), p. 371, 9.5.14.
Affolter P. and B. Eliasson, 1973, IEEE Trans. Microwave
Theory and Techniques MIT-21, 573.
Ashkin A. and J.M. Dziedzic, 1977, Phys. Rev. Lett. 38,
1351.
Barton G., 1974, J. Phys. B7, 2134.
Benner R.E., P.W. Barber, J.F. Owen and R.K. Chang, 1980,
Phys. Rev. Lett., _44, 475.
Ching S.C., H.M. Lai and K. Young, 1987a, J. Opt. Soc. Am.
B4, 1995.
Ching S.C., H.M. Lai and K. Young, 1987b, J.Opt. Soc. Am.
B4, 2004.
Chang R.K., D.H. Leach and J.Z. ZHang, 1987, U.S.-Mexico
Workshop on Electrodynamics of Interfaces and
Composite Systems (preprint).
Chylek P., J.T. Kiehl and M.K.W. Ko, 1978a, Appl. Opt. 17,
3019.
Chylek P., J.T. Kiehl and M.K.W. Ko, 1978b, Phys. Rev. A18,
2229.
Conwell P.R., P.W. Barber and C.K. Rushforth, 1984, J. Opt.
Soc. Am. A_1, 62.
Dekker H., 1984a, Phys. Lett. A104, 72.
Dekker H., 1984b, Phys. Lett. A105, 395, 401.
Dekker H., 1985, Phys. Rev. A31, 1607.
Economou E.N., 1983, Green's Functions in Condensed Matter
Physics, 2nd ed., (springer-Verlag).
Einstein A., 1917, Phys. Z. 18, 121.
Feynman R.P., R.B. Leighton and M. Sands, 1963, The
Feynman Lectures on Physics, Vol. I.
(Addison-Wesley, Reading Mass).
Gautschi W., 1967, SIAM Rev. 9, 24.
Goy P., J.M. Raimond, M. Gross and S. Haroche, 1983, Phys.
Rev. Lett. .50, 1903.
Heinzen P.J. and M.S. Feid, 1987, Phys. Rev. Lett. 59,
2623.
Heinzen P.J., J.J. Childs, J.S. Thomas and M.S. Feld, 1987,
Phys. Rev. Lett. 5_8, 1320.
Hitctumatu S., 1963, J. Math. Soc. Japan 15, 352.
Hulet R.G., E.S. Hilfer and D. Kleppner,t 1985, Phys. Rev.
Lett. 5_5, 2137.
Jackson J.D., 1975, Classical Electrodynamics (John Wiley
and Sons, New York),
Jhe W., A. Anderson, E.A. Hinds, D. Meschede and L. Moi,
1987, Phys. Rev. Lett. _58 666.
Kac M., 1966, AM. Math. Monthly 73, Part II, 1.
Kerker M., 1969, The Scattering of Light and other
Electromagnetic Radiation (Academic, New York).
Kleppner D., 1981, Phys. Rev. Lett. _47, 233.
Lang R., M.O. Scully and W.E. Lamb, 1973, Phys. Rev., A7,
1788.
Lai H.M., P.T. Leung and K. Young, 1987, Phys. Lett. A119,
337.
Lai H.M., P.T. Leung and K. Young, 1988, Phys. Rev. A37,
1597.
Merzbacher E., 1970, Quantum Mechanics, 2nd ed. (John Wiley
and Sons, New York).
Mie G., 1908, Ann. Phys. (Leipzig) 25, 377.
Morse P.M. and H. Feshbach, 1953, Methods of Theoretical
Physics Vol 1 (McGraw-Hill, New York), p. 766.
Penaforte J.C. and B. Baseia, 1984, Phys. Rev. A30, 1401.
Power E. and T. Thiunamachandran, 1982, Phys. Rev. A25,
2473.
Purcell E.M., 1946, Phys. Rev. 69, 681.
Qian S.X., J.B. Snow and R.K. Chang, 1985 Opt. Lett. 10,
499.
Rlchtmyer R.D., 1939, J. Appl. Opt. 18, 3348.
Sachdev S., 1984, Phys. Rev. A29, 2627.
Snow J.B., S.X. Qian and R.K. Chang, 1985, Opt.Lett. 10, 37.
Tarn A. C. and C.K.N. Patel, 1979, Appl. Opt. 18,, 3348.
Tzeng H.M., K.F. Wall, M.B. Long and R.K. Chang, 1984, Opt.
Lett. 9, 499.
Uno T., 1963, Japanese, Sugaku 35, 30.
Weyl H., 1968, Gesammelte Abhandlungen, ed. K.
Chandrasekharan, Vol. 4 (Springer-Verlag,
Berlin-Heidelberg) p. 636. [English transition
,1969, The Spirit and the Uses of the
Mathematical Sciences, ed. T.L. Saaty and F.J.
Weyl (McGraw Hill, New York), p. 286].
Wylie J.M. and J.E. Sipe, 1985, Phys. Rev. A32, 2030.
Yang C.N., 1985, Hermann Weyl's contribution to Physics, A
Hermann Weyl 1885-1985 Centenary Lecture, ETH
(ITP-SB-85-95) (unpublished).


