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 ﺧﻼﺻﺔ اﻟﺮﺳﺎﻟﺔ
 
  ﺒﺸﺮاويﺻﺎﻟﺢ ﻋﻠﻲ ﺟﻮاد اﻟ: اﺳﻢ اﻟﻄﺎﻟﺐ
  زﻣﺮ ﻟﻲ اﻟﻤﺘﻘﻠﺼﺔ و اﻥﺘﺸﺎر ﻣﻮﺳﺘﺎو: ﻋﻨﻮان اﻟﺪراﺳﺔ 
  رﻳﺎﺿﻴﺎت:  اﻟﺘﺨﺼﺺ 
  5241 ذو اﻟﻘﻌﺪة – 4002دﻳﺴﻤﺒﺮ : ﺕﺎرﻳﺦ اﻟﺸﻬﺎدة 
 
 
   هﺬﻩ اﻟﺮﺳﺎﻟﺔ ﻋﺒﺎرة ﻋﻦ ﻣﺤﺎوﻟﺔ ﺟﺎدة ﻟﻠﺘﻌﺮف ﻋﻠﻰ زﻣﺮ ﻟﻲ اﻟﻤﺘﻘﻠﺼﺔ و دراﺳﺔ ﺧﺼﺎﺋﺼﻬﺎ ﻋﻦ ﻃﺮﻳﻖ إﻋﻄﺎء ﺏﻌﺾ 
 .ﻤﺎ أﻥﻬﺎ ﺕﺸﺮح ﺁﻟﻴﺔ ﺏﻨﺎء ﺡﺰﻣﺔ ﻣﻮﺳﺘﺎوآ. اﻟﺤﻘﺎﺋﻖ اﻟﻤﺘﻌﻠﻘﺔ و اﻟﺘﻌﺎرﻳﻒ اﻷﺳﺎﺳﻴﺔ
هﺬﻳﻦ اﻟﺘﺮآﻴﺒﻴﻦ ﻣﺮﺕﺒﻄﻴﻦ .  زﻣﺮة ﻟﻲ ﻋﺒﺎرة ﻋﻦ زﻣﺮة ﻓﻲ اﻟﻤﻘﺎم اﻷول ﺏﺎﻹﺿﺎﻓﺔ إﻟﻰ آﻮﻥﻬﺎ ﺕﺘﻜﻮن ﻣﻦ ﻣﻄﻮﻳﺔ ﻣﺘﺼﻠﺔ
آﻞ زﻣﺮ ﻣﻦ زﻣﺮ ﻟﻲ ﺕﺤﺘﻮي ﻋﻠﻰ . ﻋﻦ ﻃﺮﻳﻖ آﻮن دوال اﻟﻀﺮب و اﻟﻨﻈﻴﺮ اﻟﺨﺎﺻﺔ ﺏﺎﻟﺰﻣﺮة ﻣﻄﻠﻮﺏﺔ ﻟﺘﻜﻮن ﻣﺘﺼﻠﺔ
و ﻳﻤﻜﻦ ﺕﻌﺮﻳﻒ هﺬا اﻟﺠﺒﺮ ﻋﻠﻰ أﻥﻪ ﻣﺠﻤﻮﻋﺔ ﻣﻦ ﺡﻘﻮل اﻟﻤﺘﺠﻬﺎت ﻏﻴﺮ اﻟﻤﺘﻐﻴﺮة ( ﻟﻲﺟﺒﺮ ) ﻓﻀﺎء ﺧﺎص ﻳﻌﺮف ﺏـ 
و أآﺜﺮ اﻷﻣﺜﻠﺔ ﺵﻬﺮًة ﻟﺰﻣﺮ ﻟﻲ هﻲ زﻣﺮ ﻟﻲ اﻟﺨﻄﻴﺔ و اﻟﺘﻲ . و هﺬا اﻟﺠﺒﺮ ﻳﺤﺪد ﻥﻮع زﻣﺮة ﻟﻲ و ﺧﺼﺎﺋﺼﻬﺎ، ﻳﺴﺎرﻳًﺎ
 .ﻋﺒﺎرة ﻋﻦ زﻣﺮ ﻟﻠﻤﺼﻔﻮﻓﺎت ﻏﻴﺮ اﻟﻮﺡﻴﺪة
ﺎ إﻟﻰ ﺟﺰأﻳﻦ ﺏﺤﻴﺚ ﻳﺤﻘﻘﺎن ﺵﺮوط ﺧﺎﺻﺔ و ﻳﺮﺕﺒﻄﺎن ﺏﻜﻴﻔﻴﺔ زﻣﺮة ﻟﻲ اﻟﻤﺘﺠﺰﺋﺔ ﻋﺒﺎرة ﻋﻦ زﻣﺮة ﻳﻤﻜﻦ ﺕﺠﺰﺋﺔ ﺟﺒﺮه
 . ﺧﺎﺻﺔ ﺏﺰﻣﺮة ﻣﺮآﺒﺔ ﻣﺘﻀﺎﻣﺔ
 
 
 درﺟﺔ اﻟﻤﺎﺟﺴﺘﻴﺮ ﻓﻲ اﻟﻌﻠﻮم اﻟﺮﻳﺎﺿﻴﺔ
 ﺟﺎﻣﻌﺔ اﻟﻤﻠﻚ ﻓﻬﺪ ﻟﻠﺒﺘﺮول و اﻟﻤﻌﺎدن
  اﻟﻤﻤﻠﻜﺔ اﻟﻌﺮﺏﻴﺔ اﻟﺴﻌﻮدﻳﺔ–اﻟﻈﻬﺮان 
 4002 / 21/ 62: اﻟﺘﺎرﻳﺦ 
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CHAPTER I 
 
 
 
LIE GROUPS 
 
 
A Lie group is a differentiable manifold obeying the group properties and that satisfies the 
additional condition that the group operations are continuous.  
   The simplest examples of Lie groups are one-dimensional. Under addition, the real line 
is a Lie group. After picking a specific point to be the identity element, the circle is also a 
Lie group. Another point on the circle at angle θ from the identity then acts by rotating the 
circle by the angle θ. In general, a Lie group may have a more complicated group 
structure, such as the orthogonal group O(n) (i.e., the n× n orthogonal matrices), or the 
general linear group GL(n) (i.e., the n× n invertible matrices). 
      The tangent space at the identity of a Lie group always has the structure of a Lie 
algebra, and this Lie algebra determines the local structure of the Lie group via the 
exponential map. For example, the function gives the ite exponential map from the circle's 
tangent space (i.e., the reals), to the circle, thought of as the unit circle in C. A more 
difficult example is the exponential map from Ae skew symmetric n× n matrices to the 
special orthogonal group SO(n), the subset of O(n) with determinant 1.  
 8 
   The topology of a Lie group is fairly restricted. For example, there always exists a 
nonvanishing vector field. This structure has allowed complete classification of the finite 
dimensional semisimple Lie groups and their representations.  
1. Introduction: 
 
 
 
Definition (Homeomorphism)1.1: A homeomorphism f between two topological spaces 
M and N is a bijective, continuous map f : M  N with a continuous inverse  : N→   
M.[3] 
→ 1−f
Definition (Manifold)1.2: An n-manifold is a topological space M with the property that, 
if x ∈  M, then there is some neighborhood U of x such that U is homeomorphic to Rn.[5] 
Definition (Chart, Atlas, Maximal Atlas) 1.3: A chart (ϕ ,U) on an n-manifold M is an 
open set U of M and a homeomorphism ϕ  : U→   Rn. Two charts, (ϕ ,U) and (φ , V ), are 
said to have smooth overlap if the maps : Rϕoφ 1− n→   Rn and : Rφoϕ 1− n  R→ n are 
smooth. A family of charts which covers M and whose members have smooth overlap is 
called an atlas. A maximal atlas for M is an atlas which contains the maximum number of 
charts.[3] 
Definition (Differentiable Manifold) 1.4: A differentiable manifold is a manifold with an 
associated maximal atlas.[3] 
Definition  (Exponential) 1.5: The matrix exponential function, exp : Mn(K) M→ n(K), is 
defined in terms of the Taylor series expansion of the exponential: 
 
     
!3!2
32
⋅⋅⋅++++= AAAIe A . [16] 
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2. Topological Groups: 
 
 
 
   Definition 1.6: If a set G has the following properties, G is called a topological group: 
1- The set G is a group and a topological space simultaneously. 
2- The map (x, y)→  xy from the direct product space G×G to G is continuous. Here xy 
denotes the product of two elements x and y of the group G. 
3- The map x  x→ -1 from G to G is continuous. Here x-1 is the inverse element of x  in 
G.[13] 
     Let G be a topological group, and g ∈G. Define the maps Lg  and Rg from G to G by : 
  Lg(x) = gx ,      Rg(x) = xg       (x ∈G). 
 Then Lg  and Rg are homeomorphisms of G. In fact, by the definition of a topological 
group, Lg  and Rg are both 1:1 continuous maps from  G  onto G, and their inverse maps 
are   and  respectively. The inverse maps are also continuous, so L1−gL 1−gR g and Rg are 
homeomorphisms of G. The maps Lg and Rg are called the left translation and the right 
translation of G, respectively, by the element g of G.     
Examples: 
1) Rn is a topological group with respect to addition. 
2) Let GL(n, R) be the set of nonsingular n × n matrices with real entries. GL(n,R) is a 
group with respect to multiplication of matrices. The n ×  n unit matrix is the identity 
element, and the inverse of a is the inverse matrix of a. On the other hand, we can 
identify the set of all n ×  n real matrices with . The determinant (det  a) of a 
matrix a is a continuous function of a ∈ . We have             
2nR
2nR
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  GL(n, R) = { a∈   | det a 0}. Hence GL(n, R) is an open set of , and hence can 
be considered to be a topological space. The group GL(n, R) is a topological group with 
respect to this  topology. We call GL(n, R) the real general linear group of degree n. 
2nR ≠ 2nR
3) Let G be an arbitrary group. If we define any subset of G to be an open set, then G 
becomes a topological space ( This topology is called the discrete topology of G.) G is 
a topological group with respect to the discrete topology.[8] 
 
3. Homogeneous Spaces of Topological Groups, Locally Compact Groups: 
 
 
   Definition 1.7: Let G be a topological group and X a topological space. If G and X 
satisfy the following condition, then G is called a topological transformation group on X. 
A continuous map φ from G × X to X is defined, for which, writing φ(g, x) = , the 
following holds: 
xg ⋅
 
  1) for g, h ∈G, x ∈X, )()( xhgxhg ⋅⋅=⋅⋅
  2) For the identity element e of G and all x ∈X, e [10] .xx =⋅
 
   If this is the case, is a continuous map from X to X, and by (1), (2) we have : xgx ⋅→
 
    .))()( 11 xxexggxgg =⋅=⋅⋅=⋅⋅ −−
 
From this, we see that is a homeomorphism of X. xgx ⋅→
 11 
   If the only element g of G satisfying for all x ∈X is the identity element e, then 
G is said to act effectively on X. 
xxg =⋅
   If for any two points x, y of X, there is an element g of G satisfying , then G is 
said to act transitively on X. If G acts transitively on X, then X is called a homogeneous 
space of the topological group G.  
yxg =⋅
    
   Definition 1.8: Let G be a Hausdorff topological group. 
1) If G is locally compact as a topological space, then G is called a locally compact 
group. 
2) If G is compact as a topological space, then G is called a compact group.[9] 
    
4. Lie Groups and Lie Algebras: 
 
 
    Definition 1.9: Let G be a group which is at the same time a differentiable manifold. 
For x, y ∈G let xy denote their product and x-1 the inverse of x. Now, G is a Lie group 
provided that the mapping of  
G  × G G defined by (x, y)→xy and the mapping of G G defined by x x→ → → -1 are both 
 mappings.[16] ∞C
Let Lg and Rg denote the left and right translation, respectively, by an element g of a Lie 
group G. Then Lg and Rg are diffeomorphisms of G.  From the definition of Lg and Rg, we 
have : 
 
 
  ,   , ghhg LLL =⋅ hghg RRR =⋅
 12 
 ,        ,      (1.10) 11 −=− gg LL 11 −=− gg RR .ghhg LRRL ⋅=⋅
 
For g ∈  G, set  
   Ag = ⋅L .      (1.11) 1−gg R
The transformation Ag is a diffeomorphism of G and, by definition, we have              
Ag(x) = gxg-1. Hence for two elements x, y of G we have Ag(xy) = Ag(x)Ag(y). We call Ag 
the inner automorphism of G by the element g of G. 
 
Examples of Lie groups: 
1) For two elements x = (x1, . . . , xn), y = (y1, . . . , yn) of Rn, define the sum 
 x + y = (x1 + y1, . .  . , xn + yn). Then Rn is a commutative group. With this group 
structure, and with its differentiable structure as an affine space, Rn becomes a Lie group. 
Since Rn is commutative, Lg = Rg, and Lg is nothing but the parallel translation x →x + g. 
 
2) Let G, be two groups. If we define the product of two elements (a, b), ( , ) of 
the direct product set G×  by (a, b) ( , ) = (a , b ), then G × becomes a 
group. If G, G are Lie groups, then G × is a manifold as a direct product manifold of 
G and G , and G × is a Lie group with respect to the group structure mentioned above 
and this differentiable structure. This Lie group is called the direct product of the Lie 
group G and the Lie group G . Similarly, we can define the direct product G
G′ a′ b′
G′ a′
G
b′ a′ b′ G′
′ ′
′ G′
′ 1 ×   . . . × Gr 
of r Lie groups G1, . . . , Gr.[11] 
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3) The direct product Tr = T1× . . .  × T1 of r copies of the Lie group T1 is called the r-
dimensional torus.[16]  
4) The general linear group GL(n, R) can be considered to be an open set of Rn, so  
GL(n, R) has a structure of a manifold. If a = is a matrix in GL(n, R), set  njij
ia ,...,1,)( =
j
i
j
i aax =)(       (i, j = 1,. . . , n). 
Then ( ) is a coordinate system on GL(n, R). The map ijx baba ⋅→),(:ϕ from             
GL(n, R) × GL(n, R) to GL(n, R) and the map  from GL(n, R) to GL(n, R) are 
both differentiable. In fact, if we set , then is the (i, j)-th entry of 
matrix  a b. Hence we have  
1: −→ aaψ
i
jϕ=ijx ϕo ),( baijϕ
 
  =  ),( baijϕ ∑
=
⋅
n
k
k
j
i
k bxax
1
),()(
 
which shows that is a polynomial in the coordinates of a and b. Hence  is of 
class C , and the map
),( baijϕ ijϕ
∞ ϕ  is of class C . Similarly, if we set  , then (a) is 
the (i, j)th entry of the inverse matrix a
∞ i
jx o =ψ ijψ ijψ
-1 of a. By Cramer’s rule, we find that (i, j)th entry 
of a-1 to be of the form : 
  (a) = fijψ  ij(a)/det a, 
where the denominator and the numerator are both polynomials in the coordinates (a) 
of a, and the denominator is not zero at any point of GL(n, R). Hence is of class C , 
i
jx
i ∞
jψ
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and hence  ψ is also of class . Thus we have shown that GL(n, R) is an n∞
2n
2n
ba ⋅→
θ
C 2-dimensional 
Lie group.[2] 
   Now let us consider the complex general linear group GL(n, C). As in the case of       
GL(n, R), we can consider GL(n, C) as an open set ofC . Hence, as an open submanifold 
of , GL(n, C) is a complex nC 2-dimensional complex manifold. We can show, as in the 
case of GL(n, R), that the maps (a, b)  and a→  a-1 are holomorphic maps. Hence, 
GL(n, C) is a 2n2-dimensional Lie group. 
     If  X is a vector field on a Lie group G satisfying   
  (Lg)*X = X 
for all g ∈G, then X is called a left invariant vector field. If, instead, X satisfies  
            (Rg)*X = X 
for all g ∈G, then X is called a right invariant vector field. 
 
   Definition 1.12:   Let g be an algebra over G. For any two elements X, Y of g, we 
denote the product of X and Y by [X, Y]. If, for any X, Y, Z ∈  g, the following 
conditions (1) and (2) are satisfied, then we call g a Lie algebra over G : 
(1) [X, Y] = - [Y, X], 
(2) [X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0.[4] 
If a nonsingular linear transformation  of g satisfies [X, Y] = [  (X),  (Y)] for 
arbitrary X, Y ∈  g, then  is called an automorphism of the Lie algebra g. 
θ θ θ
θ
Definition 1.13:  The Lie algebra g formed by the set of all invariant vector fields on G is 
called the Lie algebra of the Lie group G.[4] 
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Theorem 1.14: If a Lie group G has dimension n, then the Lie algebra g of G also has 
dimension n. 
Proof: 
To X ∈  g, we assign Xe, the value of X at the identity element e, and obtain a linear map 
from g to the tangent space Te(G) of G at e. Denote this linear map by  . If we can show 
that  is 1:1 map from g onto T
α
α e(G), then, since the tangent space Te(G) has dimension n, 
g will also have dimension n. First, let us show that  is 1:1. Let X, Y ∈  g, and  α
 
Xg = ((Lg)*X)g = (Lg)*Xe,       and similarly 
Yg = (Lg)*Ye. 
 
Since, Xe  = Ye by assumption, we get Xg = Yg for all g ∈G. That is, we get X = Y. Hence 
 is 1:1. Next we shall see that  is a map from g onto Tα α e(G). For this it suffices to show 
that for any given  ∈  Tν e(G), there is an X ∈  g such that Xe = . If we define a vector 
field X: g  X
ν
→ g by  
Xg = (Lg)* , ν
then clearly Xe = . We must show that this vector field X is of class C and left invariant. 
Let W be an open set of G, (y
ν
→
∞
1, . . . , yn) a local coordinate system of G on W, and W. 
The map (g, h)  
0g ∈
ϕ (g, h) =   from G × G to G is differentiable and, since we can 
write , there is a sufficiently small neighborhood W
hg ⋅
egg ⋅= 00 0 of  (W0g 0  W) and a 
sufficiently small neighborhood U of e such that W  Take a local coordinate 
system (x
⊂
.0 WU ⊂⋅
1, . . . , xn) on U, where xi(e) = 0 (i = 1, . . ., n). We have  
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 yi(ϕ (g s)) = ϕ i(y1(g), . . . , yn(g); x1(s), . . ., xn(s))   (g ∈W0, s∈  U). 
 
Here ϕ i (ui , . . . , un, v1, . . . , vn) is a C  function  of 2n variables. Now let  ∞
 
 e
n
i
ii xav )(
1
∑
=
∂∂=    and  X = ∑
=
∂∂
n
i
ii y
1
ξ on W. Since ϕ (g, s) = Lg(s), we have  
 ∑ ∂∂= .a 0) , . . . 0, ,)(y ., . . ),(()( jn ggyvg ii
i
i ϕξ  
 
Hence is of class C , and thus X is of class C . On the other hand, for arbitrary          
s, g ∈  G, we have  
iξ ∞ ∞
 
 ((Ls)*X)g = (Ls)* gsX 1−  = (Ls)*( )* ν. gsL 1−
But Ls gsL 1− = Lg, so that (Ls)*( )* ν = (LgsL 1− g)* ν. Hence, from the equation above and 
the definition of Xg, we have ((Ls)*X)g = Xg. Hence (Ls)*X = X holds for all s ∈  G, and 
X is left invariant. This proves the theorem.[8] 
Definition 1.15: Let g 1 , g  be Lie algebras over a field K. If a linear map  from g 1 into 
g
2 α
2 satisfies  
   ([X, Y]) = [ (X), (Y)], α α α
for arbitrary X, Y ∈  g, then  is called a homomorphism from gα 1 to g2. If ( g 1 ) = g , 
then  is called a homomorphism from g 1  onto g 2 . If the homomorphism  is 1:1 map, 
then  is called an isomorphism from g  into g ; if furthermore (g
α
α
2
α
α 1 2 α 1) = g 2 , then  is α
 17 
called an isomorphism from g 1  onto g . If there is an isomorphism from g 1  onto g  
then g 1  and g
2 ,2
2 are said to be isomorphic, and we write g 1   g 2  An isomorphism from a 
Lie algebra g onto itself is called an automorphism of g.[4] 
≅ .
).∞
+
g
 
5. One–Parameter Subgroups and Exponential Map: 
 
 
  Let G be a Lie group, and a : t  a(t) a differentiable curve of G defined on (  
If, for any s, t ∈R, we have  
→  , +−∞
  ,    (1.16) )()()( tsatasa =⋅
then { a(t)| t ∈R} is called a one-parameter subgroup of G. By (1.16), we have            
                            a(0)a(t) = a(t), 
 so that multiplying by the inverse element of a(t) on the right, we have   
  a(0) = e. 
Also, since  
a(t)a(-t) = a(-t)a(t) = a(0) = e, we have  a(t)-1 = a(-t). 
 
Furthermore, since a(s)a(t) = a(s + t) = a(t)a(s), a(s) and a(t) commute. Hence a one-
parameter subgroup of G is a commutative subgroup of G. 
    Now, for a one-parameter group of transformations {a(t) | t ∈R}, we can define a 
vector field X on G by  
 
  .
))((
0=


=
t
t
g dt
adffX  
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This vector field X is called the infinitesimal transformation of the given one-parameter 
group of transformations  
   {La(t); t∈  R}, { Ra(t); t ∈  R} are both one-parameter groups of transformations of G, and 
the orbits of the identity element e by these transformation groups coincide with a(t). For 
the infinitesimal transformations of these one-parameter groups of transformations, the 
following lemma holds. 
 
   Lemma 1.17: Let X be the infinitesimal transformation of Ra(t), and let Y be the 
infinitesimal transformation of La(t). Then X is left invariant and Y is right invariant, and   
 holds. Here  denotes the tangent vector to the curve a at a(t). )0(aYX ee ′== )(ta′
Proof: If f is a C function on a neighborhood of a point h of G, then  ∞
 
).()( 1* ghghg LfXfXL o−=  
On the other hand, by the definition of X and by the commutativity of Lg and Ra(t), we 
have  
)])(())([(1lim)( 11)(01 hgLfhgRLft
LfX gtagtghg
−−
→
−=− ooo    
          .)]()([1lim )(0 fXhfhRft htat
=−= →   
 
Hence (Lg*X)h = Xh holds at each point h of G, and X is left invariant. Similarly, we can 
show that Y is right invariant. Since Ra(t)(e) = a(t), we have that a(t) is an integral curve of 
X, and hence Xa(t) = holds. In particular, we have X)(t′a e = a Similarly, we have       
Y
).0(′
e = [8]        ).0(a′
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Lemma 1.18: Let {φt ; t ∈R} be a one-parameter group of transformations of G, and set 
φt(e) = a(t). If holds for all g ∈G and for all t  R, then a(t) is a one-
parameter subgroup of G, and φ
tgt LL ϕϕ =⋅ g ⋅ ∈
R⋅t = Ra(t) holds for all t ∈  R. If holds for all 
g G and t R, then a(t) is a one-parameter subgroup of G, and φ
tggt R ϕϕ ⋅=
∈ ∈ t = La(t) holds for all       
t ∈R.  
Proof: The map t →a(t) is differentiable and, moreover,       
            
                     a(s + t) = φt + s(e) = φt(φs(e)) = φt(La(s)( φt(e)) = a(s)a(t). 
 
 Hence a(t) is a one-parameter subgroup of G. On the other hand, for any g ∈  G, we have 
φt(g) = φt(Lg(e)) = Lg(φt(e)) =  = R)(tag ⋅ a(t)(g). Hence φt = Ra(t). We can argue similarly 
for the case . tggt RR ϕϕ ⋅=⋅
   If a(t) is one-parameter subgroup of G, then there is an X ∈  g such that                       
a(t) = (Exp tX)(e); for an arbitrary X ∈  g, (Exp tX)(e) = a(t) is a one-parameter subgroup 
of G, and Exp tX = Ra(t).[8] 
Proposition 1.19:  Let a:(-ε, ε) G be a one-parameter subgroup in G. Then for every     
t ∈(-ε, ε), a is differentiable at t and  
→
    ).0()()()0()( atataata ′=′=′
Proof: For small h∈R, 
  
                 a(h)a(t) = a(h + t) = a(t + h) = a(t)a(h). 
Hence 
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),()0(        
)())((1lim        
))()((1lim)(
0h
0
taa
taIha
h
tahta
h
ta
h
′=
−=
−+=′
→
→
 
and similarly [2] ).0()()( atata ′=′
Theorem 1.20: Let a: R→G be a one-parameter group in G. Then it has the form  
  a(t) = exp(tX) 
for some X ∈Mn(K), where K = R or  C. 
Proof: 
 Let X = By the above proposition, a satisfies the differential equation ).0(a′
   .)0(      ),()( IatXata ==′
This equation has the unique solution a(t) = exp(tX).[2] 
     
   Definition 1.21: For X ∈  g, set   exp tX = (Exp tX)(e). The map X exp X is a map 
from g to G, and is called the exponential map.[14] 
→
By definition, exp tX is a one-parameter subgroup of G, and we have  
 
 Exp(t + s)X = exp(tX)exp(sX) 
  Rexp tX = Exp tX. 
 
So for X, Y ∈  g, we have  
 
                [X, Y]g = }.))(({
1
exp0 gg
YRY
t tXt ∗→
−lim    (1.22) 
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Since, for an arbitrary element g of G, we have Ag = it follows that for Y∈  g, we 
have   A
,1 gg LR ⋅−
g* Y =  .1 YRg ∗−
However, since Lh and commute, we have  1−gR
 
             Lh*( * Y) = *(L1−gR 1−gR h*Y) = * Y, 1−gR
  
so that * Y ∈g. Hence, for g∈g, we have A1−gR g*Y ∈  g. The map Y A→ g*Y is a linear 
transformation of the vector space g, and we denote this linear transformation by Ad(g). 
That is,  
 
 Ad(g)Y = Ag*Y = *Y     (g ∈  G, Y∈  g ). 1−gR
 
Furthermore, since Agh = AgAh, we have  
  Ad(gh) = Ad(g)Ad(h) 
for any two elements g, h of G. In particular, it is clear from the definition that Ad(e) is the 
identity transformation 1 of the vector space g. Hence we have  
Hence Ad(g) is a nonsingular linear transformation of g, and  
.1)()( 1 =⋅− gAdgAd
  Ad(g)-1 = Ad(g-1) 
holds. The map g →  Ad(g) is called the adjoint representation of the Lie group G on g. 
When we want to emphasize the space on which Ad(x) operates, we write Adg(x) for the 
linear transformation. 
Since Ag*[X, Y] = [Ag*X, Ag*Y], we have  
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  Ad(g)[X, Y] = [Ad(g)X, Ad(g)Y] (X, Y ∈  g ). 
 
That is, Ad(g) is an automorphism of the Lie algebra g. If we let  
  Ax(t) = Ad(exp tX) (X  ∈  g),  
then we have Ax(t + s) = Ax(t)Ax(s). That is, Ax(t) is a one-parameter group of linear 
transformations of the vector space g. If we set  
 
  
0
)(
=


=
t
XX tAdt
dC  
then we have  
  Ax(t) = exp tCx. 
In fact from Ax(t + s) = Ax(t)Ax(s), we obtain                               
)()( tACtA
dt
d
XXX = , 
Ax(0) = 1,  
 which shows that Ax(t) is a solution to a system of differential equations and satisfies a 
given initial condition. However, clearly exp tCx satisfies the same system of differential 
equations and the same initial condition, hence by uniqueness of solutions, we conclude 
that Ax(t) = exp tCx. 
  On the other hand, from (1.22), in g we have 
 
 
            
.            
)(           
}))(exp({1lim],[
0
0
YC
YtA
dt
d
YtXAdY
t
YX
x
t
x
t
⋅=
⋅

 −−=
⋅−−=
=
→
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Hence Cx is equal to the linear transformation ad(X) of g defined  by Y [X, Y]. That is, 
if we set 
→
  Ad(X)Y = [X, Y] (X, Y ∈  g), 
 
then Ax(t) = exp t ad(X). Hence   
 
  Ad(exp tX) = exp t ad(X)     (1.23) 
holds.  
 The map X →  ad(X) is called the adjoint representation of the Lie algebra g. From the 
Jacobi identity for Lie algebra, we have  
 
 Ad(X)[Y, Z] = [ ad(X)Y, Z] + [Y, ad(X)Z]. 
 
That is, ad(X) is a derivation of the Lie algebra g.   
     Let us now investigate the Lie algebra of GL(n, R) and GL(n, C). 
Let A(t) be a one-parameter subgroup of GL(n, R). We can write  A(t) = exp tC, where C 
is determined uniquely by  
  .)(
0=


=
tdt
tdAC  
Conversely, if C is an arbitrary n × n real matrix, then the exponential function exp tC is a 
one-parameter subgroup of GL(n, R).  
   Now let g be the Lie algebra of GL(n, R). For X ∈g, consider the one-parameter 
subgroup exp tX of GL(n, R). Then there is an n × n matrix C(X) such that  
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  Exp tX = exp tC(X). 
Applying  
  )]())( ([1lim
0
afatXExpf
t
fX
ta
−=
→
   
to f =  and using Exp tX = R,ijx exp tX = Rexp tC(X), we get for the matrix (Xa
i
jx ) : 
 
  
).(             
])( exp [1lim)(
0
XCa
aXtCa
t
xX
t
i
ja
⋅=
−= →  
 
That is, if we set   C(X) = (  ),(                )),( ij
i
j aaXc =
then we have  
  ∑
=
=
n
k
k
j
i
k
i
ja XcaxX
1
).(  
 
Hence the vector field X  is expressed as  
 
  i
j
n
ji
n
k
k
j
i
k x
XcxX ∂
∂

= ∑ ∑
= =1, 1
))((    (1.24) 
 
with respect to the coordinate system ( ). Again, if we compute [X, Y] , we see that it 
is equal to  
i
jx
i
jx
      ∑ ∑
= =


 −
n
k
n
t
t
j
k
t
t
j
k
t
i
k XcYcYcXcx
1 1
))()()()(( .
 
 25 
Hence we have  
  ∑ ∑∑
= == ∂
∂



 

 −=
n
ji
i
j
n
t
t
j
k
t
t
j
k
t
n
k
i
j x
XcYcYcXcxYX
1, 11
,)()()()((] ,[  
 
and we obtain 
  .   (1.25) ∑
=
−=
n
i
t
j
i
t
t
j
i
t
i
j XcYcYcXcYXc
1
))()()()((]) ,([
 
Now, if we define the commutator product [A, B] in the associative algebra of all n × n 
real matrices to be  
   [A, B] = AB – BA, 
then we obtain a Lie algebra, which will be denoted by gl(n, R). The formula (1.25) then 
becomes: C([X, Y]) = [C(X), C(Y)]. 
From (1.24), it is clear that the correspondence X C(X) is 1:1 and onto, and that  →
C( X) = C(X) for R, and C(X + Y) = C(X) + C(Y). Hence, the map X  C(X) is 
an isomorphism from the Lie algebra g of GL(n, R) onto the Lie algebra gl(n, R). We shall 
identify g and gl(n, R) by this isomorphism from now on. Then, the exponential map 
λ λ λ ∈ →
  Exp : gl(n, R)  GL(n, R) →
is nothing but the exponential function, which assigns to each matrix X, belonging to 
gl(n,R), the value exp X.[8]   
Lemma1.26 : If X is an infinitesimal transformation of G, then so is θ*X where θ is a 
transformation on G, and we have  
             Exp t θ*X = θ(Exp tX) θ-1 .[8] 
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If we let θ = Aa,  then Exp t(Ad(a)X) =  .) ( 1-aa AtXExpA ⋅⋅
 So, we have  
 
  exp t(Ad(a)X) = a(exp tX)a-1      (X ∈  gl(n, R), a∈  GL(n, R). 
 
Differentiating both sides with respect to t and setting t = 0, we obtain  
 
  Ad(a)X = a .   (1.27) 1−⋅⋅ aX
 
That is, if we consider gl(n, R) to be the Lie algebra of GL(n, R), then the adjoint 
representation of GL(n, R) is given by (1.27).  
    Similarly, the set gl(n, C) of all n × n complex matrices is a Lie algebra with respect to 
the commutator product [ A, B] = AB – BA.  
 
6. Complex Lie Groups and Complex Lie Algebra: 
 
 
 In the theory of Lie groups, as in the theory of differentiable manifolds, we can also 
consider complex Lie groups in a natural way. 
  Definition 1.28: If a group G has the structure of a complex manifold with a countable 
base, and if the map ( from G × G to G and the map from G to G are 
both holomorphic (analytic), then we call G a complex Lie group. The complex dimension 
of the complex manifold G is called the complex dimension of the complex Lie group G. 
yxyx ⋅→), 1−→ xx
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      Complex manifolds of complex dimension n are differentiable manifolds of (real) 
dimension 2n, and holomorphic maps are differentiable. Hence complex Lie groups are 
certainly Lie groups in sense of definition in sec1. Sometimes we shall call a Lie group, in 
the sense of the definition in sec1, a real Lie group, as opposed to a complex Lie group. A 
complex Lie group of complex dimension n is a real Lie group of dimension 2n. 
  Definition 1.29:  A Lie algebra over the complex number field C is called a complex Lie 
algebra. 
   We sometimes call a Lie algebra over the real number field R a real Lie algebra. 
    If g is an n-dimensional complex Lie algebra, then g is also a Lie algebra over the real 
numbers, and the dimension of g over R is 2n. That is, an n-dimensional complex Lie 
algebra can be considered as a 2n-dimensional real Lie algebra. Considering g as a 2n-
dimensional real vector space, denote the linear transformation of g, given by X  iX       
( i is the imaginary unit ), by I. Since g is a Lie algebra over C, we have  
→
   [X, IY] = I[X, Y]   (1.30) 
for arbitrary X, Y ∈g. That is ,  
    )0(1.3                            )()( ′⋅=⋅ XadIIXad
holds for all X ∈  g. 
 
    Conversely, let g be a 2n-dimesional Lie algebra over R. Let I be a complex structure of 
the real vector space g. For any X∈g, let and consider g as an n-dimensional 
vector space over C. Suppose I satisfies (1 ) for all  elements X of g. Then, for an 
arbitrary complex number  = a + ib (a, b∈R), we have  
,iXXI =⋅
03. ′
λ
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  [X, λ Y] = [ X, aY + bI ] Y⋅
     = a[X, Y] + b[X, ] YI ⋅
     = a[X, Y] + bI [X, Y] = [X, Y]. λ
 
We also have [ X, Y] = - [Y, X] = [Y, X]. Hence g is a Lie algebra over C, i.e., g is 
a complex Lie algebra. Thus we have shown that a Lie algebra over R is a complex Lie 
algebra if and only if it admits a complex structure satisfying (1 ). 
λ λ λ
03. ′
Examples: 
1) GL(n, C) is a complex Lie group. 
2) Cn is a complex Lie group with respect to addition . 
3) Direct products of complex Lie groups are complex Lie groups. 
 
7. Lie Subgroup of a Lie Group: 
 
 
Definition 1.31: Let G be a Lie group. A Lie group H is called a Lie subgroup of G if it 
has the following two properties: 
(1) H is a submanifold of the manifold G. 
(2) H is a subgroup of the group G.[8] 
In particular, if H is connected as a manifold, then H is called a connected Lie subgroup. If 
H is a closed submanifold of G, then H is called a closed Lie subgroup of G. 
 
  Definition 1.32: Let g be a Lie algebra over a field K. A subset h of g is called a Lie 
subalgebra of g if it has the following two properties: 
(1) The set is a subspace of g, i.e., if X, Y ∈ , and ,  K, then X + Y ∈ . h h ∈ λ µ hλ µ
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(2) If X, Y ∈ , then [X, Y] ∈ .[16] h h
 
      It is clear that a Lie subalgebra of a Lie algebra is itself a Lie algebra. We shall show 
that the Lie algebra of a Lie subgroup H of a Lie group G can be considered as a Lie 
subalgebra of the Lie algebra g of G, and conversely, that to each Lie subalgebra of g, 
there corresponds a unique connected Lie subgroup of G.  
h
h
      Let G be a Lie group, H a Lie subgroup of G, and i the injection map from H to G. By 
condition (1) for a Lie subgroup, i is differentiable, and, at each point h of H, the 
differential i* of i is an isomorphism from Th(H) into Ti(h)(G). From condition (2), we 
have i(xy) = i(x)i(y) (x, y ∈H). Hence, for h ∈  H, we have      
  .)( iLLi hih ⋅=⋅    (1.33) 
For an element X of the Lie algebra of H, there is a unique element of g such that 
(i*)
h X ′
XeXe = X ′ e. Moreover, X and  are i-related, and we have i*X = . In fact, by 
(1.33), we have  
X ′ ′
i*Xh = i*(Lh)*Xe = (Li(h))*  = . eX ′ )(hiX ′
 
Conversely, if  g, and  ∈  i*TX ′ ∈ eX ′ e (H), then there is a unique X ∈ such that i*X = 
. Now for X, Y ∈ , we have  
h
X ′ h
 
  i*[X, Y] = [i*X, i*Y]. 
 
Hence, if h  is the set of all of g such that  ∈  i*T′
h
X ′ eX ′
→
e(H), then is a Lie subalgebra 
of g, and and are isomorphic by the map X  i*X. We identify the Lie algebra h of 
h′
h′
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H with a Lie subalgebra of the Lie algebra g of G by this isomorphism. We also identify 
the tangent vector space Th(H) of H with the subspace i*Th(H) of the tangent vector space 
Th(G). Then the Lie algebra of H is the set of elements X of g satisfying Xe ∈Te(H). 
gaX
  Conversely, let  be an arbitrary Lie subalgebra of g. For an arbitrary element g of G, 
set 
h
hh g = {Xg| X∈ }. Then D: g → h g is a completely integrable differential  system on 
G. In fact, if {Y1, …, Yr}is a basis of , then {Yh 1, …, Yr}is a local basis for this 
differential system on G. Moreover, since h is a Lie algebra, we have  
 
  [Yi, Yj] = ∑   ( i, j = 1, . . . , r) RcYc kijr
k
k
k
ij ∈
=
                 ,
1
 
Hence, the differential system D is completely integrable. Let H be the maximal connected 
integral manifold of D passing through e. If a ∈G, since ( (X∈ ), we have 
(L
ga XL =∗)
b⋅
h
→
a) ∗  h g = h ag. That is, La leaves the differential system D invariant. Hence La 
transforms a maximal connected integral manifold to a maximal connected integral 
manifold. Hence, if h∈H, then is also a maximal connected integral manifold 
passing through e. That is , we have = H  ( h∈  H). From this, we see that H is a 
subgroup of G. Now let us show that the map from H×H to H, given by (a, b) , and 
the map from H to H, given by a a
HLh 1−
Lh 1−
→
H
ba ⋅
-1, are both differentiable. Since H is a submanifold 
of G, and G is a Lie group, it is clear that φ: (a, b) is differentiable as a map from 
H×H to G. But φ (H×H) H, H is a maximal connected integral manifold of D, and G has 
a countable base, so φ is differentiable also as a map from H×H to H. Similarly, the map 
a a
→ a
⊆
→ -1 from H to H is also differentiable. Thus we have proved that H is a connected Lie 
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subgroup of G, and, from the construction of H, it is clear that the Lie algebra of H 
coincides with the given Lie subalgebra h of g.[8]   
      
   Theorem 1.34: Let G be a Lie group, g the Lie  algebra of G. If  H is a Lie subgroup of 
G, then the Lie algebra of H can be regarded as a Lie subalgebra of g. Conversely, if 
is a Lie subalgebra of g, then there is a unique connected Lie subgroup of G whose Lie 
algebra is h .[8] 
h
h
 
  Now let us consider the case when G is a complex Lie group.   
Definition 1.35: Let G be a complex Lie group. A complex Lie group H is called a 
complex Lie subgroup of G if the following two conditions are satisfied: 
(1) The complex manifold H is a complex submanifold of G. 
(2) The group H is a subgroup of G.[8] 
 
A complex Lie subgroup of G is of course a Lie subgroup of G. We also have the 
following theorem. 
Theorem 1.36: Let g be the Lie algebra of a complex Lie group G. If H is a Lie subgroup 
of G, then H is a complex Lie subgroup of G if and only if the Lie algebra  of H is a 
complex Lie subalgebra of g. 
h
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8. Ideals: 
 
 
   Definition 1.37: Let  be a Lie subalgebra of the Lie algebra g. If, for all X ∈g, Y ∈ , 
we have [X, Y] ∈  , then  is called an ideal of g. 
h h
h h
  Proposition 1.38: If ă and Ъ are ideals in a Lie algebra, then so are ă + Ъ, ă  Ъ, and 
[ă,Ъ]. 
∩
  Proof : The conclusions for ă + Ъ and ă  Ъ are obvious. In the case of [ă,Ъ], we have  ∩
 
    [g, [ă,Ъ]] ⊆  [[g, ă], Ъ] + [ă , [g, Ъ]] 
        [ă, Ъ] + [ă , Ъ] ⊆
        [ă, Ъ].[6]  ⊆
 
   We say that the Lie algebra g is reductive if to each ideal ă in g corresponds an ideal Ъ 
in g with g = ă Ъ   ⊕
 
Examples: 
1) Zg (center of g) = { X | [X, Y] = 0 for all Y ∈  g}. This is the centralizer of g in g. 
2) [g, g] = commutator ideal. This is an ideal by the above proposition.  
3) ker л whenever л : g  ĥ is a homomorphism of Lie algebras. →
 
   Let g be a Lie algebra. Each ad X for X ∈  g is a member of Endk g, and these members 
satisfy 
  ad[X, Y] = ad X ad Y – ad Y ad X   (1.39) 
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As a consequence of the Jacobi identity. 
  Let ă be an ideal in the Lie algebra g. Then g/ ă as a vector space becomes a Lie algebra 
under the definition [X + ă, Y + ă] = [X, Y] + ă and is called the quotient algebra of g 
and ă. Checking that this bracket operation is independent of the choices uses that ă is an 
ideal, and then the defining properties of the bracket operation of a Lie algebra follow 
from the corresponding properties in g. The quotient map g  g/ ă is a homomorphism 
of Lie algebras, by definition, and hence every ideal is the kernel of a homomorphism. 
→
   Let g denote a finite-dimensional Lie algebra. We define recursively 
 
  g0 = g,       g1 = [g, g],       gj+1 = [gj, gj]. 
 
Then the decreasing sequence: g = g0 ⊇  g1⊇ ⊇
⊇ ⊇
g2  … 
is called the commutator series for g. Each gj is an ideal in g, by the above proposition 
and induction. We say that g is solvable if gj = 0 for some j. A nonzero solvable g has a 
nonzero abelian ideal, namely the last nonzero gj. 
   Next we define recursively  
  g0 = g,      g1 = [g, g],        gj + 1 = [g, gj]. 
 
Then the decreasing sequence: g = g0 ⊇g1 g2 … 
is called the lower central series for g. Each gj is an ideal in g, by the above proposition 
and induction. We say that g is nilpotent if gj = 0 for some j. A nonzero nilpotent g has 
nonzero center, the last nonzero gj being in the center. Inductively we see that gj  g⊆ j, 
and it follows that nilpotent implies solvable. 
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   Below are the standard examples of solvable and nilpotent Lie algebras.  
 
Examples: 
 
1) The Lie algebra g =   is solvable. 









na
a
0
.
.
.
*1
 
 
2) The Lie algebra g =   is nilpotent. 









00
.
.
.
*0
 
Proposition 1.40: Any subalgebra or quotient algebra of a solvable Lie algebra is 
solvable. Similarly any subalgebra or quotient algebra of a nilpotent Lie algebra is 
nilpotent. 
    Proof: If is a subalgebra of g, then induction gives h h k  g⊆ k. Hence g solvable 
implies solvable. If л: g is a homomorphism of the Lie algebra g onto the Lie 
algebra , then л(g
h
h
→ h
k) = h k. Hence g solvable implies h solvable. The arguments in the 
nilpotent case are similar.[6] 
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   Proposition 1.41: If ậ is a solvable ideal in g and if g / ậ is solvable, then g is solvable. 
Proof: Let л: g g / ậ be the quotient homomorphism, and suppose that (g / ậ)→ k = 0. 
Since л(g) = g / ậ, л(gj) = ( g / ậ)j for all j. Thus л(gk) = 0, and we conclude that gk  ậ. 
By assumption ậ
⊆
l = 0, and g is solvable.[6] 
   
 Proposition 1.42: If g is finite-dimensional Lie algebra, then there exists a unique 
solvable ideal τ of g containing all solvable ideals in g. 
  Proof: By finite-dimensionality it suffices to show that the sum of two solvable ideals, 
which is an ideal by Proposition 1.33, is solvable. Thus let ậ and Ъ be solvable ideals and 
let = ậ + Ъ. Then ậ is a solvable ideal in , and second Isomorphism Theorem gives h h
 
  / ậ = (ậ + Ъ) / ậ  Ъ / (ậ  Ъ). h ≅ ∩
 
This is solvable by Proposition 1.40 since Ъ is solvable. Hence  is solvable by 
Proposition 1.41.[6]   
h
  The ideal τ is called the radical of g and is denoted rad g. 
  A finite-dimensional Lie algebra g is simple if g is nonabelian and g has no proper 
nonzero ideal. A finite-dimensional Lie algebra g is semisimple if g has no nonzero 
solvable ideals, i.e., if rad g = 0. 
 
    Proposition 1.43: In a simple Lie algebra [g, g] = g. Every simple Lie algebra is 
semisimple. Every semisimple Lie algebra has 0 center. 
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   Proof: Let g be simple. The commutator [g, g] is an ideal and hence is 0 or g. It cannot 
be 0 since g is nonabelian. So it is g. This proves the first statement. For the second 
statement, rad g is an ideal and so is 0 or g. If rad g = g, then g is solvable and               
[g, g] ⊂  g, contradiction. So rad g = 0, and g is semisimple. For the third statement, Zg is 
an abelian ideal and must be 0, by definition of semisimplicity.[6] 
   Proposition 1.44: If g is a finite-dimensional Lie algebra, then g / rad g is semisimple. 
Proof: Let Л : g  g / rad g be the quotient homomorphism, and let ђ be a solvable ideal 
in g / rad g. Form the ideal ă = Л
→
-1( ђ ) ⊆  g. Then Л(ă ) = ђ is solvable, and ker Л | ă is 
solvable, being in rad g. So ă is solvable by Proposition 2.38. Hence ă  rad g and ђ = 0. 
Therefore g / rad g is semisimple.[6] 
⊆
 
   Example: Any 3-dimensional Lie algebra g is either solvable or simple. If g is not 
simple, then it has a nontrivial ideal ђ. This ђ is solvable, and so is g / ђ. Hence g is 
solvable by Proposition 1.41. 
     To decide whether such a g is solvable or simple, we have only to compute [g, g], if 
[g, g] = g, then g is simple (because the commutator series cannot end in 0), while if     
[g, g]  g, then g is solvable (because [g, g] has dimension at most 2 and is therefore 
solvable). 
⊂
 
9. Killing Form: 
 
 
  Let Ќ be a field, and let К be an extension field. If Ќ = R and К = C and V is a real 
vector space, the complex vector space VC is called the complexification of V. If W is 
complex vector space, then WR is W regarded as a real vector space. The operation ( )  ⋅ C 
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and ( )  ⋅ R are not inverse to each other : (VC)R has twice the real dimension of V, and 
(WR)C has twice the complex dimension of W. More precisely : 
 
  (VC)R = V  iV   (1.45a) ⊕
 
as real vector spaces, where V means V 1 in V⊗ ⊗ RC and the i refers to the real linear 
transformation multiplication-by-i. Often we abbreviate (1.45a) simply as 
 
    VC = V  iV   (1.45b). ⊕
 
  Formula (1.45a) says that any real vector space is a real form of its complexification. In 
(1.45b) the R linear map that is 1 on V and -1 on iV is called the conjugation of the 
complex vector space VC with respect to the real form V. 
 
        In the special case that Ќ = R and К = C and g0 is a real Lie algebra, the complex 
Lie algebra (g0)C is called the complexification of g0. Similarly when a complex Lie 
algebra g and a real Lie algebra g0 are related as vector spaces over R by  
 
  gR = g0  ig⊕ 0, (1.46)  
 
we say that g0 is a real form of the complex Lie algebra g. Any real Lie algebra is a real 
form of its complexification. The conjugation of a complex Lie algebra g with respect to 
a real form is a Lie algebra isomorphism of gR with itself. 
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     Now let g be a finite-dimensional Lie algebra over К. If X and Y are in g, then ad X 
ad Y is a linear transformation from g to itself, and it is meaningful to define  
 B(X, Y) = Tr(ad X ad Y).    (1.47) 
Then B is a symmetric bilinear form on g known as the Killing form of g after the person 
who introduced it. The Killing form is invariant in the sense that  
 
 B((ad X)Y, Z) = - B(Y, (adX)Z)   (1.48) 
 
for all X, Y, and Z in g. 
 
10. Automorphisms and Derivations: 
 
 
  Definition 1.49: An automorphism of a Lie algebra is an invertible linear map L that 
preserves brackets: [L(X), L(Y)] = L[X, Y]. For example if g is the (real) Lie algebra of a 
Lie group G and if g is in G, then Ad(g) is an automorphism of g.[6] 
   If g is real, let AutR g  GL⊆ R(g) be the subgroup of R linear automorphisms of g. This 
is a closed subgroup of a general linear group, hence a Lie group. If g is complex, we can 
regard 
  AutC g ⊆  GLC(g)  GL⊆ R(gR), 
 
the subscript C referring to complex-linearity and gR denoting the underlying real Lie 
algebra of g. But also we have the option of regarding g as the real Lie algebra gR 
directly. Then we have  
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  AutC g ⊆  AutR gR  GL⊆ R(gR). 
 
Proposition 1.50: If G is a Lie group and g is its Lie algebra, then Ad is a smooth 
homomorphism from G into GL(g).  
  Lemma 1.51: If a is an automorphism of g and if X is in g, then ad(aX) = a(ad X) a-1. 
  Proof: We have ad(aX)Y = [aX, Y] = a[X, a-1Y] = (a(ad X)a-1)Y.[6] 
 
  Proposition 1.52: If B is the Killing form of g and if a is an automorphism of g, then 
B(aX, aY) =  B(X, Y) for all X and Y in g. 
 
  Proof: By the above lemma we have   
 
  B(aX, aY) = Tr(ad(aX)ad(aY)) 
         = Tr(a(ad X)a-1a(ad Y)a-1) 
         = Tr((ad X)(ad Y)) 
         = B(X, Y), 
as required.[6] 
    Now we define a derivation to be any D in EndR g for which  
  D[X, Y] = [X, DY] + [DX, Y]. 
  Let DerR g be the vector space of all derivations of g. 
   Proposition 1.53: If g is real, the Lie algebra of AutR g is DerR g. If g is complex, the 
Lie algebra of AutC g is DerC g. In either case the Lie algebra contains ad g. 
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   Proof: First let g be real. If c(t) is a curve of automorphism from 1 with c`(0) = l, then 
c(t)[X, Y] = [c(t)X, c(t)Y] implies l[X, Y] = [l(X), Y] + [X, l(Y)]. Hence the Lie algebra in 
question is a Lie subalgebra of DerR g. For the reverse direction, we show that l ∈  DerRg 
implies that is in Auttle R g, so that DerR g is a Lie subalgebra of the Lie algebra in 
question. Thus consider  
  
 y1(t) = e [X, Y]        and         ytl 2(t) = [ X, Y] tle tle
 
as two curves in the real vector space g with value [X, Y] at t = 0. For any t we have  
 
  (t) = l [X, Y] = ly1y′ tle 1(t) 
and 
 (t) = [l X, Y] + [ e X, l e Y] 2y′ tle tle tl tl
          = l[ e X, Y]   by the derivation property tl tle
          = ly2(t). 
 
Then [X, Y] = [ X, Y] by the uniqueness theorem for linear systems of ordinary 
differential equations.[6] 
tle tle tle
    If g is complex, then the Lie algebra of AutC g is contained in DerR gR by the above, 
and it is contained in EndC g, which is the Lie algebra of GLC(g). Hence the Lie algebra in 
question is contained in their intersection, which is DerC g. In the reverse direction, if l is 
in DerC g, then e is contained in Auttl R gR by the above, and it is contained in GLC (g) 
also. Hence it is contained in the intersection, which is AutC g.  
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   Finally ad g is a Lie subalgebra of the Lie algebra of derivation as a sequence of the 
Jacobi identity.  
 
   Define Int g to be the analytic subgroup of AutR g with Lie algebra ad g. If g is 
complex, the definition is unaffected by using AutC g instead of AutR gR as the ambient 
group, since ad g is the same set of transformations as ad gR.  
   The analytic group Int g is a universal version of the group of inner automorphisms. To 
be more precise, let us think of g as real. Suppose g is the Lie algebra of a Lie group G. 
As usual, we define Ad(g) to be the differential at the identity of the inner automorphism 
x gxga -1. Then Proposition 1.50 shows that g aAd(g) is a smooth homomorphism of G 
into AutR g, and we may regard Ad(G) as a Lie subgroup of AutR g. As such, its Lie 
algebra is ad g. By definition the analytic subgroup of AutR g with Lie algebra ad g is Int 
g. Thus Int g is the identity component of Ad(G) and equals Ad(G) if G is connected. In 
this sense Int g is a universal version of Ad(G) that can be defined without reference to a 
particular group G. 
 
 Example: If g = R2, then AutR g = GLR(g) and DerR g = EndR g. Also ad g = 0, and so 
Int g = {1}. In particular Int g is strictly smaller than the identity component of AutR g for 
this example. 
 
   Proposition 1.54: If g is semisimple (real or complex), then Der g  = ad g.   
   Proof: Let D be a derivation of g. The Killing form is nondegenerate. Thus we can find 
X in g with Tr(D ad Y) = B(X, Y) for all Y∈  g. The derivation property 
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  [DY, Z] = D[Y, Z] – [Y, DZ] 
can be written as  
   ad(DY) = [D, ad Y]. 
Therefore 
 B(DY, Z) = Tr(ad(DY)ad Z) 
      = Tr([D, ad Y]ad Z) 
      = Tr(D ad[Y, Z])  by expanding both sides 
      = B(X, [Y, Z])   by definition of X 
      = B([X, Y], Z)  by invariance of B as in (1.48) 
 
By a second application of nondegeneracy of B, DY = [X, Y]. Thus D = ad X.[6]  
 
11. Linear Lie Groups: 
 
 
  A closed subgroup G of nonsingular real or complex matrices will be called a closed 
linear group. Such a group has canonically the structure of a Lie group. Let us carry out 
the details of this identification, referring to the Lie algebra of matrices eventually as the 
“linear Lie algebra” of G. For a closed linear group G, we define 
 
             g = .  (1.55) 



 =→′
matrices intofunction  a assmooth           
 is that 1)0( with curve a is :|)0( cGRcc
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Use of  t c(kt) shows that g is closed under multiplication by the real number k, and use 
of t c(t)b(t) shows that g is closed under addition. Use of the curve t gc(t)g
a
a a -1, for g 
 G, then shows that g is closed under the operation Ad(g) : g  g given by  ∈ →
   Ad(g)X = gXg-1 .     (1.56) 
To see that g is closed under the bracket operation on matrices, we combine three facts: 
  (i) g contains Ad(c(t))X if c(t) is a curve as in (1.55) and X is in g 
  (ii) g is topologically closed (being a vector subspace) 
  (iii) 
dt
d Ad(c(t))X =     .)()()()()()( 111 −−− ′−′ tctctXctctXctc
The first two facts are clear, and the third follows from (1.56) and the formula  
 
  ,)()()()( 111 −−− ′−= tctctctc
dt
d    
 
which in turn follows by applying the product rule for differentiation to the identity 
c(t)c(t)-1 = 1. Now let us combine (i), (ii), and (iii). By (i) and (ii), 
dt
d Ad(c(t))X is in g for 
all t. Putting t = 0 in (iii), we see that is in g. Consequently g is closed 
under the bracket operation [X, Y] = XY – YX and is a Lie algebra of matrices. We call g 
the linear Lie algebra of G. 
)0()0( cXXc ′−′
   Still with G as a closed linear group, we work toward seeing that G is a Lie group and 
exhibiting an isomorphism of the linear Lie algebra of G and the Lie algebra of G. We 
recall  the exponential mapping for matrices, defined by  
  ∑= .!1 nX Xne      (1.57) 
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Part of the relevance of the matrix exponential mapping for matrices is that it provides 
specific curves in G of the kind (1.55). According to the following proposition , etX is such 
a curve if X is in the linear Lie algebra. 
 
   Proposition 1.58: If G is a closed linear group and g is its linear Lie algebra, then the 
matrix exponential function e carries g into G. Consequently  )  ( ⋅
)  ( ⋅
 
  g = { X ∈  gl(n, C) | etX is in G for all real t}.[6] 
 
   Proposition 1.59: If G is a closed linear group, then G ( with its relative topology) 
becomes a Lie group in a unique way such that  
a) the restrictions from GL(n, C) to G of the real and imaginary parts of each entry 
function are smooth and 
b) whenever Ф : M →  GL(n, C) is a smooth function on a smooth manifold M such that 
Ф(M) ⊆  G, then Ф : M  G is smooth.[6] →
 
Moreover, the dimension of the linear Lie algebra g equals the dimension of the manifold 
G. And, in addition, there exist open neighborhoods U of 0 in g and V of 1 in G such that 
: U  V is a homeomorphism onto and such that (V, ( ))  ( ⋅e → e -1) is a compatible chart. 
  A Lie subgroup of GL(n, R) or GL(n, C) is called a linear Lie group. We shall study 
various examples of linear Lie groups in the following. 
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  (1) The special linear groups SL(n, R), SL(n, C): We denote the set of all n × n real 
(complex) matrices of determinant 1 by SL(n, R) (SL(n, C)), and call it the real (complex) 
special linear group. The group SL(n, R) is a subgroup of GL (n, R). For x GL(n, R) 
satisfying f(x) – 1 = 0, we have  
∈
      
              ∑
=
=
n
k
n
n
n
k
n
nk
nk
xdxx
xdxx
xdxx
df
1
1
222
1
111
1
......
.
.
.......
.......
 
 
Hence (df)x is not 0 at any x ∈  SL(n, R). Hence, SL(n, R) is an (n2- 1)-dimensional closed 
submanifold of GL(n, R). Hence, the maps (a, b) and b→ are differentiable. So, 
SL(n, R) is a closed Lie subgroup of GL(n, R). Now let exp tX (X ∈gl(n, R)) be a one-
parameter subgroup of GL(n, R). Then we have 
ba ⋅→ 1−b
Lemma 1.60: 
  det(exp tX) = exp t(tr X).          for X ∈Mn(R). 
 
Proof: 
Consider the curve  
 a: R→GL(n, R);  a(t) = det exp(tX). 
Then for small h ∈R we have  
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Xta
XtX
hX
h
tX
tXXht
h
ta
h
h
 tr )(        
 tr )(expdet          
)1)exp( (det1lim)(expdet          
))(exp det))exp(( (det1lim)(
0
0
=
=
−=
−+=′
→
→
 
 
So a satisfies the same differential equation and initial condition as the curve t  
Hence 
. tr Xtea
 a(t) = det exp(tX) =   Xte  tr 
 
by the uniqueness theorem.[2] 
  Hence exp tX is a one-parameter subgroup of SL(n, R) if and only if tr X = 0. Set  
 
sl (n, R) = { X ∈  gl(n, R)| tr X = 0}. 
 
Then sl(n, R) is an (n2 – 1)-dimensional subalgebra of gl(n, R), and sl(n, R) is the Lie 
algebra of SL(n, R). 
   Let R+  be the Lie group formed by the set of all positive real numbers with respect to 
multiplication. Define a map ϕ  from R+ × SL(n, R) to GL+(n, R) by  
aa ⋅= λλϕ ),( (   Rλ ∈ + , a  SL(n, R)). Then ∈ ϕ  is 1:1 homomorphism from R+ × SL(n, 
R) onto GL+(n, R). Hence, ϕ  is an isomorphism from R+ × SL(n, R) onto GL+(n, R). 
  Similarly, we can prove that SL(n, C) is a closed complex Lie subgroup of GL(n, C) of 
complex dimension n2 – 1. 
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(2) The orthogonal group O(n) and the special orthogonal group SO(n):  Let O(n) be the 
set of all n × n orthogonal matrices, and set SO(n) = O(n) SL(n, R). The set O(n) and 
SO(n) are both subgroups of GL(n, R). We call O(n) the orthogonal group, and SO(n) the 
special orthogonal group.[7] 
∩
   If x = ( ) is an element of GL(n, R), define the ijx )1(2
1 +nn  functions fik 
by  )1( nki ≤≤≤
  fik(x) =  ).1(    
1
nkixx
j
j
k
j
i ≤≤≤∑
=
Then we have  
 O(n) = {a∈  }.1  ,0)(|),( nkiafRnGL ikik ≤≤≤=−δ
We can easily check by computation that the dfik’s are linearly independent at each point 
of O(n). Then, O(n) is a )1(
2
1 −nn -dimensional closed submanifold of GL(n, R). Hence 
O(n) is a closed Lie subgroup of GL(n, R). 
    If exp tX ( X  gl(n,R)) is a one-parameter subgroup of GL(n, R), then, since           
(exp tX)
∈
t = exp tXt    and    (exp tX)-1 = exp (- tX), exp tX belong to O(n) if and only if  
  
  Xt + X = 0. 
An n × n matrix satisfying this condition is called a skew-symmetric matrix. The set of all 
n × n skew-symmetric matrices is denoted by ס(n). It is a subalgebra of gl(n, R) and the 
Lie algebra of O(n) is ס(n). 
  (3) The complex orthogonal group O(n,C): The set of all n × n complex matrices 
satisfying at a = 1n (1n is the n × n unit matrix) is denoted by O(n, C). The set O(n, C) is a 
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complex Lie subgroup of GL(n, C), and has complex dimension )1(
2
1 −nn . The Lie 
algebra of O(n, C) is the subalgebra ס(n, C) of gl(n, C) formed by all n × n skew 
symmetric complex matrices.  
    These facts can be all verified using arguments similar to those used for O(n). The 
group O(n, C) is called the complex orthogonal group. 
   (4) The unitary group U(n) and the special unitary group SU(n): Let U(n) denote the set 
of all n × n unitary matrices, and let SU(n) denote the set of all n × n unitary matrices with 
determinant 1. The sets U(n) and SU(n) are subgroups of GL(n, C). Since, for 
 a ∈GL(n, C), 
,1)( n
t aanUa =⇔∈  
the entries of the matrices belonging to U(n) are bounded, and U(n) is a closed set of 
GL(n, C). Hence U(n) is compact. Similarly, SU(n) is also compact. Hence these are 
closed subgroups of GL(n, C). The groups U(n) and SU(n) are called the unitary group 
and the special group, respectively.  
   Now let exp tX (X ∈  gl(n, C)) be a one-parameter subgroup of GL(n, C). Since 
( ) tt XttX  exp exp =   and ( exp tX)-1 = exp(-tX), we have exp tX  ∈U(n) if and only if  
   .0=+ XX t  
An n × n complex matrix X satisfying this condition is called an n × n skew-Hermitian 
matrix. The set of all n × n skew-Hermitian matrices is denoted by u(n). The set u(n) is a 
Lie subalgebra of gl(n, C), and the Lie algebra of U(n) is u(n). Similarly, the set su(n) of 
all n × n skew-Hermitian matrices whose traces are 0 is also a Lie subalgebra of gl(n, C), 
and the Lie algebra of SU(n) is su(n).[13]  
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Theorem 1.61: Every closed subgroup of a Lie group is a closed Lie subgroup. 
Theorem 1.62: Let H be a Lie subgroup of a Lie group G. If the topology of H is the 
induced topology, then H is closed.[8]  
   To prove this theorem, we need the following elementary lemma. 
Lemma 1.63: Let M be a C manifold, and N a regular submanifold of  N such that     
dim N < dim M. Then the closure 
∞
N  of  N is different from M. 
  Proof: For each point p of N, there exists a neighborhood U of p in M, and r functions f1, 
. . . , fr on U ( r = dim M – dim N), such that df1, . . . , dfr are linearly independent at each 
point of  N ∩  U, and such that 
  N ∩U = {q  ∈  U| f1(q) = . . . = fr(q) = 0}. 
If N = M, then we have f1(q) = . . . = fr(q) = 0 for all q ∈U, and this impossible because 
df1, . . . , dfr are linearly independent at q. Therefore N ≠ .M [8] 
 
Proof of Theorem 1.62: Let H be the closure of H. Then H is closed Lie subgroup of G, 
by Theorem 1.56. The identity map i: H  G is differentiable, and i(H) → ⊂ H . Since H  
is a regular submanifold of G, then i is a differentiable map from H into H . Since H also 
has the topology induced from G by the hypothesis, this shows that H is a regular 
submanifold of H . But then, by the above lemma, we get that dim H = dim H , and we 
conclude that H = H .[8] 
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12. Compact Lie Algebras: 
     
Let g be a real Lie algebra. We say that g is a compact Lie algebra if the group Int g is 
compact. More generally let  ץ  be a Lie subalgebra of g, and let Intg( ץ) be the analytic 
subgroup of GL(g) with Lie algebra adg(ץ). We say that ץ is compactly embedded in g if 
Intg(ץ) is compact. 
 Proposition 1.64: If G is a Lie group with Lie algebra g and if K is a compact subgroup 
with corresponding Lie subalgebra ץ, then ץ is a compactly embedded subalgebra of g. In 
particular, the Lie algebra of a compact Lie group is always a compact Lie algebra. 
    Proof: Since K is compact, so is the identity component K0. Then Adg( ) must be 
compact, being the continuous image of a compact group. The groups Ad
0K
g( ) and 
Int
0K
g(ץ) are both analytic subgroups of GL(g) with Lie algebra Intg(ץ) and hence are 
isomorphic as Lie groups. Therefore intg(ץ) is compact.[6] 
    The next proposition and its two corollaries give properties of compact Lie algebras. 
    Proposition 1.65: Let G be a compact Lie group, and let g be its Lie algebra. Then the 
real vector space g admits an inner product ( . , . ) that is invariant under Ad(G): (Ad(g)u, 
Ad(g)v) = (u, v). Relative to this inner product the members of Ad(G) act by orthogonal 
transformations, and the members of ad g act by skew-symmetric transformations.[6] 
    Corollary 1.66: Let G be a compact Lie group, let g be its Lie algebra. Then g is 
reductive, and hence g = žg  [g, g], where ž⊕ g is the center and where [g, g] is 
semisimple. 
    Corollary 1.67: If G is a compact Lie group with Lie algebra g, then the Killing form 
of g is negative semidefinite. 
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    Proof:  Define ( ., .) as in Proposition 1.65. By the proposition, ad X is skew symmetric 
for X ∈g. The eigenvalues of ad X are therefore purely imaginary, and the eigenvalues of 
(ad X)2 must be . If B is the Killing form, then it follows that B(X, X) = Tr((ad X)0≤ 2) is 
.[6] 0≤
 
 
13. Cartan Decomposition on the Lie Algebra Level: 
 
 
      The map  (X) = - X* (* means conjugate) is an involution i.e., an automorphism of 
the Lie algebra with square equal to the identity. To see that  respects brackets, we just 
write  
θ
θ
 
 [X, Y] = - [X, Y]* = - [Y*, X*] = [- X*, - Y*] = [ (X), (Y)]. θ θ θ
   
Let B be the Killing form. The involution  has the property that  θ
                 (X, Y)  = - B(X, Y)  θB θ
is symmetric and positive definite because Proposition 1.54 gives : 
 
 (X, Y) = - B(X, Y) = -B( X, θB θ θ θ 2Y) 
       = - B(  X, Y) = - B(Y,  X) = (Y, X) θ θ θB
 
and  by (ad y)* = ad (y*) we have 
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 (X, Y) = - B(X,  Y) = - Tr((ad X)(ad  Y)) θB θ θ
       = Tr((ad X)(ad X*)) = Tr(ad X)(ad X)*)  0. ≥
   
     An involution  of a real semisimple Lie algebra gθ 0 such that the symmetric bilinear 
form  
  θB (X, Y) = - B(X,  Y)  (1.68) θ
is positive definite is called a Cartan involution. We shall see that any real semisimple Lie 
algebra has a Cartan involution and that the Cartan involution is unique up to inner 
automorphism. 
Lemma 1.69: Let g0 be a real finite-dimensional Lie algebra, and let ρ be an 
automorphism of g0 that is diagonable with positive eigenvalues d1, . . . ,dm and 
corresponding eigenspaces (g0 ) jd . For − , define ρ∞<<∞ r r to be the linear 
transformation on g0 that is d  on (grj 0 jd) . Then { ρ
r } is a one-parameter group in Aut  g0. 
If g0 is semisimple, then ρr lies in Int g0. 
  Proof:  
    If X is in (g0 jd) and Y is in (g0 jd) , then  
   ρ[X, Y] = [ρX, ρY] = didj[X, Y] 
since ρ is an automorphism. Hence [X, Y] is in (g0 jidd) , and we obtain  
 
 ρr[X, Y] = (didj)r[X, Y] = [  = [ρ] , YdXd rj
r
i
rX, ρrY]. 
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Consequently ρr is an automorphism. Therefore { ρr} is a one-parameter group in Aut g0, 
hence in the identity component (Aut g0)0. If g0 is semisimple, then Propositions 1.48 and 
1.49 show that (Aut g0)0 = Int g0, and the lemma follows.[6] 
Theorem 1.70: Let g0 be a real semisimple Lie algebra, let  be a Cartan involution, and 
let σ be any involution. Then there exists 
θ
ϕ ∈Int g0 such that ϕ θ ϕ -1 commutes with σ.   
   Proof: Since  is given as a Cartan involution, is an inner product for gθ θB 0. Put ω = σθ.   
This is an automorphism of g0, and Proposition 1.52 shows that it leaves B invariant. 
From σ2 = θ2 = 1, we have  
 
  B(ωX, θY) = B(X, ω -1θY) = B(X, θωY) 
and hence 
   ( ωX, Y) = (X, ωY). θB θB
 
Thus ω is symmetric, and its square ρ = ω2 is positive definite. Write ρr for the positive-
definite rth power of ρ, -∞< ρ < . Lemma 1.69 shows that ρ∞ r is a one-parameter group in 
Int g0. 
  Now  
  ρθ = ω2θ = σθσθθ = σθσ = θθσθσ = θω-2 = θρ-1. 
 
In terms of a basis of g0 that diagonalizes ρ, the matrix form of this equation is  
 ρiiθij = θijρ              -1jj for all i and j. 
Considering separately the cases θij = 0 and θij 0, we see that  ≠
  ρ θrii ij = θij ρ   rjj−
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and therefore that 
   ρrθ = θρ-r .   (1.71) 
Put  φ = 4
1
ρ  . Then two applications of (1.71) give  
 (φθ φ-1) σ = 4
1
ρ θ 4
1−
ρ σ = 2
1
ρ θ σ 
     = 2
1
ρ  ω -1 = 2
1−
ρ ρω -1 
      = 2
1−
ρ ω = ω 2
1−
ρ  
      = σθ 2
1−
ρ = σ 4
1
ρ θ 4
1−
ρ = σ(φθ φ-1), 
 
as required.[6] 
   Proposition 1.72: Let g be a complex semisimple Lie algebra, let u0 be a compact real 
form of g, and let τ be the conjugation of g with respect to u0. If g is regarded as a real Lie 
algebra gR, then τ is a Cartan involution.[6] 
  Corollary 1.73: If g0 is a real semisimple Lie algebra, then g0 has a Cartan involution. 
    Proof: Let g be the complexification of g0, and choose a compact real form u0 of g. Let 
σ and τ be the conjugations of g with respect to g0 and u0. If we regard g as a real Lie 
algebra gR, then σ and τ are involutions of gR, and Proposition 1.72 shows that τ is a 
Cartan involution. By Theorem 1.70 we can find φ∈  Int(gR) = Int g such that φτφ-1 
commutes with σ. 
    Here φτφ-1 is the conjugation of g with respect to φ(u0), which is another compact real 
form of g. Thus  
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  ( B )Rg φτφ-1(Z1, Z2) = - 2ReBg(Z1, φτφ
-1 Z2) 
 
is positive definite on gR.  
  The Lie algebra g0 is characterized as the fixed set of σ. If σX = X, then  
 
 σ (φτφ-1X) = φτφ-1σX = φτφ-1X. 
 
Hence φτφ-1 restricts to an involution θ of g0. We have  
 
 (X, Y) = - B g (X, θY) = - BθB 0 g(X, φτφ
-1Y) = )(
2
1
RgB φτφ-1(X, Y). 
 
Thus  is positive definite on gθB 0, and θ is a Cartan involution.[6] 
   A Cartan involution θ of g0 yields an eigenspace decomposition 
  g0 = ץ0  þ⊕ 0       (1.74) 
of g0 into +1 and -1 eigenspaces, and these must bracket according to the rules 
   
[ץ0, ץ0] ץ⊆ 0,        [ץ0, þ0]  þ⊆ 0,      [þ0, þ0] ץ⊆ 0  (1.75) 
 
since θ is an involution. From (1.74) and (1.75) it follows that   
 ץ0 and þ0 are orthogonal under Bg0 and under .     (1.76) θB
In fact, if X is in ץ0 and Y is in þ0, then ad X ad Y carries ץ0 to þ0 and þ0 to ץ0. Thus it has 
trace 0, and Bg0(X, Y) = 0; since θ Y = -Y, (X, Y) = 0 also. θB
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  Since  is positive definite, the eigenspaces ץθB 0 and þ0 in (1.74) have the property that  
                  
   negative definite on ץ  0
0
Bg
0
 is         (1.77)                                  
positive definite on þ . 
 
A decomposition (1.74) of g0 that satisfies (1.75) and (1.77) is called a Cartan 
decomposition of g0. 
   Conversely a Cartan decomposition determines a Cartan involution θ by the formula 
 
   +1    on ץ0  
  θ =   
                                    -1     on þ0. 
 
   If g0 = ץ0  þ⊕ 0 is a Cartan decomposition of g0, then ץ0  iþ⊕ 0 is a compact real form of 
g = (g0)C . 
 
  Definition 1.78: A Lie group automorphism Θ of a semisimple Lie group G with 
differential θ, Θ2 = 1 is called the global Cartan involution, and the onto diffeomorphism 
mapping  
K × þ0  G given by (k, X) →  k exp X, where K is the subgroup of G fixed by Θ, is 
called the global Cartan decomposition.[6]  
→
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Theorem 1.79: Let G be a semisimple Lie group, let θ be a Cartan involution of its Lie 
algebra g0, let g0 = ץ0  þ⊕ 0 be the corresponding Cartan decomposition, and let K be the 
analytic subgroup of G with Lie algebra ץ0.  Then  
(a) there exists a Lie group automorphism Θ of G with differential θ, and Θ has Θ2 = 1 
(b) the subgroup of G fixed by Θ is K 
(c) the mapping K× þ0 → G given by (k, X) → k exp X is a diffeomorphism onto 
(d) K is closed  
(e) K contains the center Z of G 
(f) K is compact if and only if Z is finite 
(g) when Z is finite, K is a maximal compact subgroup of G.    
  Proof: see [Knapp].[6]   
Proposition 1.80: Let g be a real Lie algebra of matrices over R or C. If g is closed 
under the operation conjugate transpose, then g is reductive. 
Proof:  
For matrices X and Y, define YX ,  = Re Tr(XY*). This is a real inner product on g, 
the symmetry following from the form ( xyyx  Re Re =
a
). Let a be an ideal in g, and let 
 be the orthogonal complement of a in g. Then g =  as vector spaces. To see 
that  is an ideal in g, let X be in , let Y be in g, and let Z be in a. Then  
⊥a ⊥⊕ a
⊥a ⊥a
  
.]*,[,                  
*)*)(*)*(Tr( -Re                 
*)*Tr( Re-                  
*)*(Te Re],,[
ZYX
ZYXZYX
XYZYXZ
YXZXYZZYX
−=
−=
−=
−=
 
Since Y* is in g, [Y*, Z] is in a. Thus the right side is 0 for all Z, and [X, Y] is in . 
Hence  is an ideal , and g is reductive.[6] 
⊥a
⊥a
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Corollary 1.81:  If g0 is a real semisimple Lie algebra and θ is a Cartan involution, then 
any θ stable subalgebra ŝ0 of g0 is reductive.  
  Proof : see [Knapp].[6] 
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 CHAPTER  II  
 
 
 REDUCTIVE LIE GROUPS 
 
 
 
 
Definition 2.1: A connected subgroup G of GL(n, R) is reductive if its Lie algebra g has a 
decomposition  
         g =   pk ⊕
where  
( i) [   kppppkkkk ⊂⊂⊂ ],[  ,],[   ,],
(ii) the Lie group of GL(n, C) whose Lie algebra is k is compact.[1] K~ ipk ⊕=~
Examples: 
1) The group SO(n, R) = k is reductive with p = 0.  
2) The group SL(n, R) is reductive : g = , where k is the Lie algebra of skew        
symmetric, p the space of symmetric 
pk ⊕
      matrices: here k  ip is the Lie algebra of skew hermitian matrices of trace 0, so ⊕
       it is the Lie algebra of the compact group SU(n). 
(3) The group GL(n,C) is reductive: 
      We have Lie algebra of (GL(n,C)) = k ⊕  ik, where k is the Lie algebra of unitary 
matrices. 
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Proposition 2.2: Let G be an analytic subgroup of real or complex matrices whose Lie 
algebra g0 is semisimple. Then G has finite center and is a closed linear group.[6] 
Corollary 2.3: Let G be an analytic subgroup of real or complex matrices whose Lie 
algebra g0 is reductive, and suppose that the identity component of the center of G is 
compact. Then G is a closed linear group.  
Remark: If G is an analytic group whose Lie algebra g0 is a direct sum g0 = â  ъ of 
ideals and if A and B are the analytic subgroups corresponding to â and ъ, then G is a 
commuting product G = AB. 
⊕
Proof: Write g0 = . The analytic subgroup of G corresponding to is 
(Z
],[ 00g gg0 ⊕Z 0gZ
G)0, and we let Gss ( semisimple subgroup) be the analytic subgroup corresponding to 
[g0, g0]. By the remark before the proof, G is the commuting product (ZG)0Gss. The group 
Gss is closed as a group of matrices, and (ZG)0 is compact by assumption. Hence the set of 
products, which is G, is closed.[6] 
Corollary 2.4: Let G be a connected closed linear group whose Lie algebra g0 is 
reductive. Then the analytic subgroup Gss of G with Lie algebra [g0, g0] is closed, and G is 
the commuting product G = (ZG)0Gss. 
Lemma 2.5: On matrices let Θ be conjugate transpose inverse, and let  be negative 
conjugate transpose. Let G be a connected abelian closed linear group that is stable under 
Θ, and let g
θ
⊕0 be its linear Lie algebra, stable under . Let gθ
θ
0 = k  p be the 
decomposition of g0 into +1 and –1 eigenspaces under , and let K= {x∈G | Θx = x}. 
Then the map K× þ0 G given by (k, X) k exp X is a Lie group isomorphism. → →
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Proof: The group K is a closed subgroup of the unitary group and is compact with Lie 
algebra k. Since p is abelian, (exp þ) is the analytic subgroup of G with Lie algebra p. By 
the remark after Corollary 2.3, G = K exp p. The smooth map K× p G is compatible 
with the polar decomposition of matrices and is therefore one-one. It is a Lie group 
homomorphism since G and p are abelian. Its inverse is smooth since the inverse of the 
polar decomposition of matrices is smooth.[6] 
→
    Proposition 2.6: On matrices let Θ be conjugate transpose inverse, and let  be 
negative conjugate transpose. Let G be a connected closed linear group that is stable under 
Θ, and let g
θ
0 be its linear Lie algebra, stable under . Let gθ
θ
0 = k ⊕  p be the 
decomposition of g0 into +1 and –1 eigenspaces under , and let K= {x∈G | Θx = x}. 
Then the map K×þ0→G given by (k, X) k exp X is a diffeomorphism onto.[6] →
                  
θ
   Proposition 2.7: If G is a reductive Lie group, then  
a) K is a maximal compact subgroup of G  
b) K meets every component of G, i.e., G = KG0 
c) each member of Ad(K) leaves k and p stable and therefore commutes with     
d) (ad X)* = -ad X relative to if X is in gθ θB 0 
e)  leaves Z and [gθ
0g 0, g0] stable, and the restriction of  to [gθ 0, g0] is a Cartan 
decomposition 
f) the identity component G0 is a reductive Lie group (with maximal compact subgroup 
obtained by intersection and with Cartan involution and invariant form unchanged). 
Proof: For (a) assumes the contrary, and let K1 be a compact subgroup of G properly 
containing K. If k1 is in K1 but not in K, write k1 = k exp X . Then exp X is in K1. By 
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compactness of K1, (exp X)n = exp nX has a convergent subsequence in G, but this 
contradicts the homeomorphism in proposition 2.6. 
  Conclusion (b) is clear. In (c), Ad (K)( k)   k since K has Lie algebra k. Since B is 
Ad(K) invariant, Ad (K) leaves stable the subspace of g
⊆
0 orthogonal to k, and this is just 
p. 
For (d) we have   
 (( ad X)Y, Z) = - B((ad X)Y,  Z) θB θ
      = B(Y, [X,  Z]) = B(Y,  [  X, Z]) = (Y, - (ad  X)Z), θ θ θ θ θ
→
θ
θ
B
and (d) is proved. Conclusion (e) follows from the facts that  is an involution and is 
positive definite, and conclusion (f) is trivial.[6] 
θ θB
  Proposition 2.8: If G is a reductive Lie group, then the function Θ : G  G defined by  
  Θ(k exp X)  = k exp(- X)     for k ∈  K and X ∈  p 
is an automorphism of G and its differential is . 
Remark: As in the semisimple case, Θ is called the global Cartan involution.  
Proof: The function Θ is a well defined diffeomorphism. First, consider its restriction to 
the analytic subgroup Gss with Lie algebra [g0, g0]. By Proposition 2.7e the Lie algebra 
[g0, g0] has a Cartan decomposition  
 [g0, g0] = ([g0, g0] ∩ k)  ([g⊕ 0, g0]  p). ∩
If Kss denotes the analytic subgroup of Gss whose Lie algebra is the first summand on the 
right side, then Theorem 1.79 shows that Gss consists exactly of the elements in               
Kss exp([g0, g0]  p) and that Θ is an automorphism on G∩ ss with differential . 
  Next consider the restriction of Θ to the analytic subgroup . By Proposition 2.7e 
the Lie algebra of this abelian group decomposes as  
0)( 0GZ
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∩=
0
( gg0 ZZ k) ⊕ p) ∩0gZ(
contained in K exp(p). Thus Θ on (  is the lift to the group of  on the Lie algebra 
and hence is an automorphism of the subgroup ( . 
0)0GZ θ
0)
'
0g
0G
Z
  The subgroup Gss and  commute, and hence Θ is an automorphism of their 
commuting product, which is G
0)( 0GZ
0 by the remark after corollary 2.3.  
   Now consider Θ on all of G, where it is given consistently by Θ(kg ) = k Θ(g ) for k 
K and g G. By Proposition 2.7c we have Ad(k) = Ad(k)  on g
0 0
∈ 0 ∈ θ θ 0, from which we 
obtain Θ(k exp Xk-1) = k Θ(exp X)k-1 for k ∈K and X ∈  g0. Therefore  
   Θ(kg0k-1) = k Θ(g0)k-1                 for k ∈K and g0 ∈  G0. 
On the product of two general elements kg0 and  of  G, we therefore have  k ′
    Θ(kg0 k ′ '0g  ) = Θ(k k ′ k ′ -1 g0 k ′ '0g ) = k Θ(k ′ k ′ -1g0 k ′ '0g ) 
    = k k  Θ(′ k ′ -1g0 k ′ ) Θ( ) = k Θ(g'0g 0) Θ( ) = Θ(kgk ′ '0g 0) Θ( ), k ′ '0g
as required.[6] 
  Proposition 2.9: If G is a reductive Lie group and ђ0 is a  stable abelian subalgebra of 
its Lie algebra, then Z
θ
G(ђ0) is a reductive Lie group.[6] 
  Here the maximal compact subgroup of ZG(ђ0) is given by intersection, and the Cartan 
involution and invariant form are given by restriction. 
     Reductive Lie groups are supposed to have all essential structure-theoretic properties of 
semisimple groups and to be closed under various operations that allow us to prove 
theorems by induction on the dimension of the group. 
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     The first remark concerns the Cartan decomposition. The decomposition on the Lie 
algebra level is built into the definition of reductive Lie group, and the property of the 
global Cartan decomposition are given  partly in Proposition 2.9.  
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CHAPTER III 
 
 
Mostow Fibration  
   
       
     A general problem is to understand the relationship between the real locus of a system 
of equations and its complex locus . To guess the answer, let us look at some simple 
equations:  
 For example, take the equations :  
        x2 + y2 = 1                       z2 + w2 = 1 
        x, y   ∈  R                             z, w ∈   C   
the real locus is a circle . 
 
 
 What is the complex locus? 
      z2  + w2 = 1 
     ( z + iw) ( z – iw) = 1  
set   z + iw  = z1  and  z – iw = z2  
so   z1 z2 = 1  
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therefore the complex locus is  C* = { z ∈  C :  z 0} ≠
F
F
                            
 
 
C* = all tangent lines to the circle. 
Similarly we can see that the complex locus of the sphere of dimension n is the tangent 
bundle ( Qn = T(Sn) ) that can be deformed into a sphere. [12] 
Mostow Fibration explains this situation for homogeneous spaces. 
Definition 3.1: If K⊂ and  K operates on a manifold F, then K operates on  by  K~ K ×~
    ).,(),( 1 fkxkfxk ⋅=⋅ −
The set of orbits of K in is the space .[14] FK ×~ K K×~
Theorem ( Mostow Fibration) 3.2: Let G be a connected complex reductive Lie group, K 
a maximal compact subgroup, L closed subgroup of K and H = LC. Let B be an Ad(k)-
invariant, positive-definite, symmetric bilinear form then, via the mapping K× þ 0  G, 
the homogeneous space 
→
H
G  can be considered as the K-vector bundle K×L þ 0  → LK  
over the K-orbit K  = 
0x
LK  of the neutral  point.[15] 
Let S be the space of symmetric matrices . Define  
 
 2
0
2 lim)(
xxtYX
t
x
x et
eeey
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→
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
 −=τ  
            ( ) 22 )((exp) xx
x
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−−
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Now if P = space of positive definite matrices and P(t) is any path in P, then  
 
     P(t) = exp log(P(t)),   so  
                         •
• = )]([logexp) ()( )(log tPdtP tP
so that  
          
2
log
2
)(log
2log2
1
)(log
log
2
1
22
1
2
1
21
](log)[]))((log[                  
])]([logexp) ([                  
][][
••
−
•
−
−•−•−
==
=
=
ττ TrtPTr
etPdeTr
PPPTrPPTr
tP
P
tP
P
 
 
This is the reason for the definition of . xτ
Lemma 3.3: For any X∈S = symmetric matrices,  
   


=
2
)
2
(
x
x
x D
DSinh
τ    
on S is self-adjoint, where Dx = Rx - Lx. 
Proof: By definition 
             
.)exp(          
)((exp))(
2
0
2
2
)(
2
x
t
x
x
x
x
x
etYX
dt
de
eYdeY
−
=
−
−−


 +=
=τ
  
 
Now        (X + tY) exp (X + tY) = (exp (X + tY))(X + tY). 
 So differentiating this we obtain: 
YtYXtYXtYXtYXtYXtYXY )][exp()()][exp()])[exp(()exp( ++++=++++ ••   
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So  
          Y   YXXYdYdXX xx )][exp()](exp [)](exp [)exp( +=+
)](exp [)]((exp) [)exp()exp(    x YdXXYdYXXY x −=−∴  
Hence 
   
)()(
)((exp))((exp))exp()exp( 
2222
22222222
YXXYYeeYee
or
eYdXeXeYdeYeXeeXYe
XX
XXXX
X
X
XX
X
XXXXX
ττ −=−
−=−
−−
−−−−−−−−
 
So    ))((2222 yDYeeYee XX
XXXx
τ=−
−−
 
Since D  = R  – L    we have  X X X
 [exp (D X )](Y) = e
-XY eX   
So, last equation becomes (considering D- X X X = L  - R ) 
       ))(())](
2
exp()
2
YDYDD XXXX τ=−−[exp(  
So 
        0)(
2
2)( =








− Y
D
DSinh
YD τ  
So formally:  
         
.   
)!12(
)
2
(
2
)
2
(
     
)
2
exp()
2
exp(
        
0
2
∑∞
= +=
=
−
n
n
n
D
D
DSinh
or
D
DD
τ
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 Observation 1:  D2 is self-adjoint:  
Proof :  
  D  = ( R  – L ) X X X
            Tr[(D A)(B)] = Tr[(AX – XA)B] X
                                  = Tr(AXB – XAB) 
                                  = Tr(XBA – XAB) = Tr(X[B, A]) 
           Tr[(AD B)] = Tr(A(BX – XB)) X
                               = Tr(ABX – AXB) = Tr(ABX – XBA) = Tr[X[A, B]) . 
So    .,, ><−>=< BDABAD XX
Hence 
        
. ,                  
 , ,
2
2
>=<
><−>=<
BDA
BDADBAD
X
XXX
So,  is self-adjoint. 2XD
Therefore  
)
2
(
)
2
(
X
X
D
DSinh
 is self-adjoint. 
Observation 2:    
            ∑∞
=→→


 −+=−+
000
)(
!
1lim)exp()exp(lim
n
nn
tt t
XtAX
nt
AtAX . 
Now if   then  ,)()( nn XtAXt −+=φ
                ...)0(...)0()0()( +′=+′+= φφφφ ttt  
So           [(  ...)()()(]) 21 +++++=′+ −− nnn tAXAtAXtAXAtAX
So at  t = 0 
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0
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+++=+ nnnnn
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AXAXXXAXAXtAX
dt
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=
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t
AdAXX
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AtAX . 
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!
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X
X BeAXXeTrn
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X
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X
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

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∑ ∑
∞
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−
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So  
Xττ =  is self-adjoint on S. Moreover, if X, Y ∈  S, then  
  
YXXYXXYXYX
XYYXXXXYYXXYYXDYD XX
22
2
            
)()()()(
+−−=
−−−=−=
 
So maps S into itself and, as already seen, it is self-adjoint. Thus 2XD
 
2
))
2
((
D
DSinh
−τ  is self-adjoint on S. 
Let N = { A : A∈S and DA = 0}. So, as 0)(
2
2 =
















− Y
D
DSinh
D τ , we see that  
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2
))
2
((
D
DSinh
−τ  maps S into N. Let  denote the orthogonal complement of N in S. Then 
as 
⊥N
2
))
2
((
D
DSinh
−τ  is self-adjoint, (
2
))
2
(
D
DSinh(
−τ )  On the other 
hand, if Y∈N, then XY=YX,  exp(X+ tY) = expX exp tY. So  
∩ ⊥N }.0{=∩⊂ ⊥ NN
                               = X = (Xτ
2
))
2
((
D
DSinh
)(X) .  
Hence, = τ
2
))
2
((
D
DSinh
 throughout. 
 
Observation 3: If X is real symmetric with eigenvalues then eigenvalues of  ,nλ
X
,...,1λ
)(XAdDX −= are so eigenvalues of = ,ji λλ − τ
2
))
2
((
D
DSinh
  are 
)(
sinh(
ji
ji
λλ
λλ
−
− )
 
hence as ...
!3
1sinh
2
++= θθ
θ   
we see that the eigenvalues of are all positive and 1. So if Z is any symmetric matrix,  X ≥
i iieλ
τ
then, writing Z = , -eigenvectors (orthonormal), we have  or ∑ iiec e ∑= icZτ
                        ∑ ∑ =≥= 22222 ZccZ iii λτ  
Combining all these facts we obtain the basic result: 
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Proposition 3.4: Along any differentiable path p(t) in P = positive definite matrices,  
                       Tr . ( ) 212][log ≤
•−• ppTrp
Proof :  
 P(t) = exp(log p(t)), so   or briefly  . •
• = )]([log(exp))( )(log tpdtp tp •
• = [log](exp)log pdp
So          •
−
•
−−•− == ][log][log(exp) log
log
2
1
log
log
2
1
2
1
2
1
pepdeppp p
p
p
p τ   
Now, writing    we know that = ,log pττ = pDD log= τ
2
))
2
((
D
DSinh
 on S, so if the 
eigenvalues of log p are  then those of  are ,,..., nλ1λ τ
2
))
2
(
ji
ji
λ
λλ
−
−
(
λ
Sinh
 hence are all ≥ 1. 
Since  is self-adjoint, by choosing an orthonormal basis of eigenvectors of  we see that τ τ
 
                   
2
2
1
2
1
22
[log] [log] 
−•−•• =≤ pppτ    
i.e.   .)]([log
2
1
2
2
1
2
1
2 

=

≤ •−
−•−• ppTrpppTrpTr  
 
So the length (Euclidean) of the path ≤==bt attp )( log  length of the path .bt at==)(tp  
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Some elementary geometry:  
                                            Q(b cos , b sin ) θ θ
                                                b                     c 
                                             0                            p(a, 0) 
in the shown triangle : 
              c2 = | QP|2 = [b cos  - a ]θ 2 + [b sin ]θ 2 
                                 = b2 + a2 – 2ab cos  . θ
Since cos( ) = cos (- ) = cos ( ), it does not matter whether we take  clockwise 
or counterclockwise. Take  in the interval . 
θ θ θπ −2 θ
θ π
≥
θ ≤≤0
Since c2 < |b|2 + | a |2 + 2ab, we have  | c | < | a | + | b |. 
Conversely, if we are given positive numbers a, b, c such that  
            a ≤  b + c,           b ≤  a + c,         c ≤  a + b ,     then assuming  a  b we have  
   a – b ≤  c  a + b    so    a≤ 2 + b2 -2ab  c≤ 2 ≤  a2 + b2 + 2ab 
Then   1
2
1
222
≤−−≤−
ab
bac . Hence ∃  a unique  in [0,  ], such that  θ π
  θcos
2
222
=−−
ab
bac . 
Now we take segments OP, OQ of lengths a and b with angle  between them and 
. Our triangle is  
θ
πθ ≤≤0
                                           b  
                                              c 
                    0                 a 
Special Cases: If bac += , then  
                             θcos2 b  a 2 b  a  c 22222 baba −+=++=  
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So    cos  = -1 , hence  =  and our triangle is  θ θ π
      Q          b      0            a           P 
If ,    c 222 ba +=  then 0cos          cos2    c 222 =⇒−+= θθbaba  
So the triangle is   
                            Q 
                             b              c 
                            0      a            P  
If two angles are 
2
π   then c2 = a2 + b2,   b2 = a2 + c2  or  a2 = c2 + b2. So a = 0 or b = 0, 
hence two of the vertices are coincident. 
Proposition 3.5: e  ( 0 ) is the unique geodesic in P joining I to p∈P. More 
generally, the geodesic between any two points is unique.  
pt log 1≤≤ t
Proof : Let H = log p. Now if f(t) = etH , then        
                         )()()( ,)( 22
2
HTrHeeTrtfsoHetf tHtHtH === −••  
So  HHTrtf ==• 2
1
2 ) ()( , then 
).log,(log)0,()(
1
IpdistHdistHdttf
o
===∫ •  
[ ] ≤∴ 212 )(HTr  length of any path joining log p with 0  length of any path in P joining p 
with I. So the path  is the unique geodesic joining I with p. 
≤
10   ,)( ≤≤= tetf tH
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Theorem 3.6: The riemannian angle between two paths f and g intersecting at I is equal 
to the Euclidean angle between two paths log f and log g intersecting at 0. Moreover, in  
any geodesic triangle 
                       abbac 2222 −+≥ cos ∧C
Proof:  
Notice that if then . So if f(0) = I, then ,)( )(tetf φ= dtf =• )( ))((exp )( tt φφ ′ 0)0( =φ  and  
df =• )0( 0((exp0 φ ′ )) .Therefore, if 0)0( =ψ and )0()0( g ′=′ψ and  
 
thenetf t ,)(~ )(φ=
).0(~)0( ff ′=•
So to compute the angle between curves f, g passing through I, we may replace f by e  
and g by e  
t )0(f ′
.(0)g ′t
 
 Now  
          ( ) )]0(),0([)]0()0([)0()0((0)g ),0( 11 ψφ ′′=′⋅′=′⋅′=′′ −− TrgfTrgefeTrf . 
 
So , the angle of intersection between f, g at I = angle between log f, log g at 0. 
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Now suppose ABC is a geodesic triangle, we may suppose that C = I.                        
      
  from here, we get a triangle   
        
                                          
And one has       )~( ~~2)~()~()~( 2222 CCosbabacc −+=≥
But a  by the first part. Hence  
∧∧ === CCandbba ~       ~    ,~
   
∧−+≥ )( 2222 CCosabbac
 
Now construct an euclidean triangle with sides a, b, c              
 
                                                        C ′
      So                                      b                  a                  
                        c           A′ B′
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∧∧
∧∧
∧
∧
≥′
≤′⇒
−+=
′−+=
CCSo
CCosCCos
CCosabba
CCosabbac
    
)()(
)( 2      
)( 2
22
222
Similarly  Hence, sum of angles in a geodesic triangle   . .π≤B      , ∧∧∧∧ ≤′≤′ BAA
Application to decomposition: 
g = kp,                  gt = ptk-1  , so           gtg = ptp = p2 .)( 2
1
gg t⇒  
Now , k = gp-1, then k-1 = pg-1    kt = (p-1)tgt  so k-1 = kt  pg⇔ -1 = p-1gt ⇔ p2 = gtg. 
So g = kp holds. Let G = G0 be a subgroup of GL(N, R) such that  
iPKPPKKKPPKPKG ⊕⊂⊂⊂⊕= •••••••• K and  ],[  ,],[  ,],[     ,  is  a Lie algebra  of a 
compact group. So PK eeG ,0
•== •K
σ
σ σ
G  and  is represented by skew-symmetric and P by 
symmetric matrices. Therefore G is stable under  = transpose inverse. If g = kp ∈G, 
then (g) = kp-1∈G. So (g)-1g = p2 ∈G.  
For notational convenience, from now on G = Gl(n,R), = O(n,R). So G . ~ K~ PK ~~~ =
G is a reductive subgroup of G . ~
 
Theorem 3.7: Let = all positive definite matrices, where  is the space of all 
symmetric matrices and let F = . Then  
)~exp(P p~
⊥P
                        . )}exp(),exp(:{)~exp( ⊥∈∈= PfPeefeP
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Proof: Consider    such that )~exp(: PFE →×φ efefe =),(φ , then : 
i) φ  is 1:1 
Suppose e1f1e1 = e2f2e2. Consider the geodesic triangle   
                                 
  
By the isometry   this is mapped to  11
1
1
−− xeex a
        
So )exp(1
⊥⊂ PIf  and 112211 −− eeIe  is contained in exp P, because  maps exp P 
to exp P. So angle at I = 90 . 
1
1
1
1
−− xeex a
∴angle at B  = 90. Similarly angle at C = 90. 
So 
            
222
222
abc
cab
+≥
+≥
this means that b2 = c2,  a = 0. Hence e so e,22
2
1 e= 1 = e2. 
∴ f1 = f2  and φ  is 1:1.  
To show closedness, we must estimate | φ (e, f)| = d(efe, I) in term of d(e, I), d(f, I).  
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Consider the geodesic triangle 
     
 
which is isomorphic to 
 
So the angle at I = 90 the ang
[d(  + [d( e2, I)]2 
⇒ le at e2 = 90. 
efe, I)]2≥  [d(efe, e2)]2
                = [d(f, I)]2 + [ 2d(e, I)]2. 
So d(efe, I)≥  sup {d(f,I), d(e, I)}. 
Observation 1: )( FE ×φ  is closed i : If enfne , then     
, I). So a , I) ), we see tha
 
bservation 2
n P~ exp n ∈→ x P~ exp
d(enfnen,I)→  d(x s d(en, I), d(fn  d(enfnen, I t {en}, {fn}are bounded, ≤
so we can extract convergent subsequences. Hence enfnen converges to an element in 
P~ exp . So image is closed. 
O : φ  is an open map: 
Since φ  is conti uous and 1:1, andn  E×F and P are Euclidean spaces of same dimension , 
φ  map  open sets to open sets. So s φ  is open. Also, im φ  = P as im φ  is closed. Hence 
φ :E ×F →P is a homeomorphism. 
heorem .8: Any non-singular n ×T  3  n matrix can be expressed uniquely and continuously 
of: Give , which is possible as xt x is symmetric and 
ogonal for 
as efk ⋅⋅  where k is orthogonal, e ∈E , f ∈F. 
Pro n x, find f such that xt x = e f2 e
belongs to exp(P). 
Now   x(fe)-1 is orth
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    ( xe-1f-1)t x(e-1f-1) = f-1e-1xt xe-1f-1 
-1 = id.  
E , f F, k K ( notice that if G is reductive 
 
                                = f-1e-1 ef2e  e-1f
So if we set k = x(fe)-1, then  x = kfe, with e ∈ ∈ ∈
and G = exp (K) exp (P) and k ∈O(n)∩G, then k ∈exp (K)). 
Suppose x = k1f1e1 = k2f2e2 then 122
1
11
−− == kfekfext . 21
∴ xxt = e1 22 efeef = , then22211
positi
2
2
2
1 ff =
on holds. So kfeefk →φ),,(  is 1:1 onto. In the representation 
x = kfe, e, f depend continuously on xtx, fore k also depends continuously 
on x. Hence 1−φ is also continuous.  
Therefore  .~~ FEKG  Hence we hav
 so on x and there
 as already seen, e1 = e2,   so f1 =f2. Hence, 
uniqueness of decom
e a well-defined a map  
   
=
                   GG~→   FK K~ ×
 where G = KP u is a real subgro p ~  which is surjective as .G  
e exp (P
of G , by fGkfk ~~ a× E ⊂
Suppose kfkfkGfkfGk ~~  so  ,~~ == , k ∈K, )  e1111  ∈
kfk ~~ =∴ iqu ness o  decompoekfkk )( 111 − .
,k   f =k-1f1k, e =I.  
 Hence, by the un e f sition 
                      
  
~~
1kk =
So 11,~~ −−= kkk . Hence the map11 = kfkf GGFK K ~~ →×  defined as  is an fGkfk ~]~[ a×
isomorphism. So FK ×≅ ~ even diffGG~ K erentiable. 
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