We generalize a method for proving uniform in bandwidth consistency results for kernel type estimators developed by the two last named authors. Such results are shown to be useful in establishing consistency of local polynomial estimators of the regression function.
Introduction
Let X, X 1 , X 2 , ... be i.i.d. IR d (d ≥ 1) valued random variables and assume that the common distribution function of these variables has a Lebesgue density function, which we shall denote by f X . A kernel K will be any measurable function which satisfies the following conditions: The kernel density estimator of f X based upon the sample X 1 , ..., X n and bandwidth 0 < h < 1 is f n,h (x) := 1 nh
It is well known that if one chooses a suitable bandwidth sequence h n → 0 and the density f X is continuous, one obtains a strongly consistent estimator f n := f n,hn of f X , i.e. one has with probability 1, f n (x) → f X (x), x ∈ IR d . It is also natural to investigate other modes of convergence, for instance uniform convergence and to ask what convergence rates are feasible.
For proving such results, one usually writes the difference f n (x) − f X (x) as the sum of a probabilistic term f n (x) − IE f n (x) and a deterministic term IE f n (x) − f X (x), the socalled bias. The order of the bias depends on smoothness properties of f X only, whereas the first (random) term can be studied via empirical process techniques as has been pointed out by [14] , [15] , [16] and [12] , among other authors.
[9] (see also [2] for the 1-dimensional case) have shown that if K is a "regular" kernel, the density function f X is bounded and h n satisfies the regularity conditions h n ց 0, h n /h 2n is bounded, and log(1/h n )/ log log n → ∞ and nh n / log n → ∞, one has with probability 1,
where || · || ∞ denotes the supremum norm on IR d . Moreover, this rate cannot be improved. Interestingly one does not need continuity of f X for this result. (Continuity of f X is of course needed for controlling the bias.) Recently, [6] have provided a "uniform in h" version of this result, that is, they have proved that
This result implies that if one chooses the bandwidth depending on the data and/or the location x, as is usually done in practice, one has the same order of convergence as in the case of a deterministic bandwidth sequence. Now let Y, Y 1 , Y 2 , . . . be a sequence of r-dimensional random vectors (r ≥ 1) so that the random vectors (X, Y ), (X 1 , Y 1 ), . . . are i.i.d. with common joint Lebesgue density function f. In this case it is also of great interest to estimate IE [ψ(Y )|X = x], where ψ : IR r → IR is a suitable mapping. A possible kernel type estimator which reduces to the classical Nadaraya-Watson estimator if r = 1, ψ(y) = y, is given by
Likewise by setting in the 1-dimensional case for t ∈ IR, ψ t (y) = I ]−∞,t] (y), y ∈ IR, we obtain the kernel estimator of the conditional empirical function
given by
This kernel estimator is called the conditional empirical distribution function and was first extensively studied by [17] . Exact convergence rates uniformly on compact subsets of IR d have been obtained for both Nadaraya-Watson type estimators as in (1.3) and the conditional empirical distribution function by [5] in the case of deterministic bandwidth sequences. Recently, [6] have established uniform in bandwidth results for these estimators which are of a similar type as result (1.2). The proof of these results requires establishing a suitable version of a result of type (1.2) for processes of the form For certain applications, however, this class of processes could be too small. One of the purposes of this paper is to establish such uniform in bandwidth consistency results for a larger class of processes. As an application of our results, we shall prove uniform in bandwidth consistency of local polynomial regression estimators. Such estimators are generalizations of the classic Nadaraya-Watson estimator (see, especially, [7] and [19] ). In Section 2 we will state two general consistency results, one of which will be proved in Section 3. In Section 4 we treat the local polynomial regression estimators. In an appendix we gather together some facts needed in our proofs.
General consistency results
We shall begin by stating a result proved in [6] , which will be instrumental in establishing uniform in bandwidth consistency of local polynomial regression function estimators. Let Φ denote a class of measurable functions on IR r with a finite valued measurable envelope function F ,
Further assume that Φ is pointwise measurable and satisfies (A.2) in the Appendix with G replaced by Φ. (For the definition of pointwise measurable also refer to the Appendix.) Consider the following class of functions 2) and assume that K is pointwise measurable and satisfies (A.2) with G replaced by K.
Introduce the class of continuous functions on a compact subset J of IR d indexed by Φ:
We shall always assume that the class C is relatively compact with respect to the sup-norm topology, which by the Arzela-Ascoli theorem is equivalent to being uniformly bounded and uniformly equicontinuous.
For any ϕ ∈ Φ and continuous functions c ϕ on a compact subset J of
where K is a kernel with support contained in [−1/2, 1/2] d such that (K.i) and (K.ii) hold. The following result was proved in [6] , where it is stated as Proposition 2. ( · I denotes the supremum norm on I.)
f is continuous and strictly positive on J.
Further assume that the envelope function F of the class Φ satisfies
Then we have for any c > 0 and 0 < h 0 < (2η) d , with probability 1,
6)
where γ = 1 in the bounded case (2.4) and γ = 1 − 2/p under assumption (2.5).
The next result generalizes Theorem 1 in the bounded case. Its proof is illustrative of how that of Theorem 1 goes using an empirical process approach based upon an inequality of Talagrand coupled with a moment bound for the supremum of the empirical process. These basic tools are stated in the Appendix.
In the following, || · || ∞ denotes the supremum norm on IR d or IR d+r , whichever is appropriate. Let G denote a class of measurable real valued functions g of (u, t) ∈ IR d × IR r = IR d+r . We shall assume that G satisfies:
Denote by F G , the class of functions of (s, t) ∈ IR d+r formed from G as follows:
We shall also assume that the class of functions F G satisfies the following uniform entropy condition: (F.i) for some C 0 > 0 and
Finally, to avoid using outer probability measures in all of our statements, we impose the measurability assumption: (F.ii) F G is a pointwise measurable class. (For the definitions of pointwise measurable and of N(ǫ, F G ) see the Appendix below, where we use κ as our envelope function.)
For any g ∈ G and 0 < h < 1 define,
Theorem 2. Assuming (G.i), (G.ii), (F.i), (F.ii)
, and f (the joint density of (X, Y )) bounded, we have for c > 0 and 0 < h 0 < 1,
Remark. Theorem 2 is still valid for r = 0. In this case, g :
Proof of Theorem 2
Let α n be the empirical process based on the sample
Notice that in this notation
,
. We first note that by (G.ii) and the assumption that ||f || ∞ < ∞,
Set for j ≥ 0 and c > 0, h j,n := 2 j c log n /n and
Clearly for h j,n ≤ h ≤ h j+1,n ,
We shall use Proposition A.1 in the Appendix to bound IE
To that end we note that each F j,n satisfies (A.1) of the proposition with G = β = κ and (A.3) with σ 2 = σ 2 j,n . Further, since F j,n ⊂ F G , we see by (F.i) that each F j,n also fulfills (A.2). Finally (A.4) holds for large enough n and all j ≥ 0. Now by applying Proposition A.1 we get for all large enough n and j ≥ 0,
for some D 1 > 0 and D 2 > 0. Let for large enough n l n := max {j : h j,n ≤ 2h 0 } , then a little calculation shows that
For k ≥ 1, set n k = 2 k , and let
Applying Inequality A.1 in the Appendix with
we get for any t > 0,
Set for any ρ > 1, j ≥ 0 and k ≥ 1,
As we have c j,k / n k h j,n k ≥ √ log log n k , we readily obtain for j ≥ 0,
which by (3.2), for all large k and large enough ρ > 1
Notice that by definition of l n , for large k
which implies that we have for
Thus for all large enough k and
It follows now for large enough ρ that
which by the Borel-Cantelli lemma implies our theorem. 2
Application to local polynomial regression function estimators
In this section we shall always assume that the assumptions of Theorem 1 hold (in particular, that K has support contained in [−1/2, 1/2]) and I is a fixed compact interval in IR. We shall also assume that K ≥ 0.
Estimating the regression function by local polynomials
for the regression function. Suppose that g(x) is (p + 1) times differentiable on J = I η , then we can approximate g(x) locally around x 0 ∈ I by a polynomial of order p (Taylor):
Then consider the weighted least-squares regression problem (WLS)
It is clear that ifβ β β ∈ IR p+1 is the solution of the WLS problem in (4.1), we obtain an estimatorĝ (p) n,h (x 0 ) of g(x 0 ) by taking it beβ 0 , the first component ofβ β β. At the same time we obtain estimators of the derivatives of the regression function up to order p. To solve (4.1), first note that it can be written in a matrix notation:
where
If we set
it is not too difficult to see that for k = 0, . . . , p, the partial derivatives can be written as
where e e e k is the k-th unit vector in IR p+1 . So by setting the partial derivatives equal to zero, we obtain that the solutionβ β β of the WLS problem (4.1) must satisfy
Assuming that
is invertible, we can compute the solution bŷ
We shall show that asymptotically the inverse matrix of S x 0 always exists. To see this, consider for 0 ≤ j ≤ 2p the functions
Since we assume K to be bounded with support contained in [−1/2, 1/2], we see that each H (j) ∈ L 1 (IR) and has support contained in [−1/2, 1/2]. Now for each j ≥ 0 define the bounded function
Since this function is of bounded variation, the class
(See Lemma 22 of [11] .) Thus the class K, as defined in (2.2) is assumed to be pointwise measurable and satisfies (A.2). By Lemma A.1 in the Appendix, for each j = 0, . . . , 2p, the class
also fulfills (A.2). Moreover, it is easily checked that each G j is pointwise measurable. Hence the assumptions of Theorem 2 hold and we can infer that for each 0 ≤ j ≤ 2p, and sequence a n satisfying a n ց 0 and na n / log n → ∞,
we have sup
n,h (x 0 ) − IEH Hence, it follows immediately by (4.4) and (4.5), that uniformly in x 0 ∈ I and for a n < b n with a n satisfying (4.3) and b n ց 0, , then G is the Gramian matrix of the set of functions {ϕ j : ϕ j (x) = (−x) j , j = 0, . . . , p} and these functions belong to L(IR, Kdλ) since K has compact support. It is known that G is nonsingular if the functions are linearly independent. Hence, in our case, G will always be invertible. (Here we use K ≥ 0 and 0 < IR K(u)du < ∞.) To see that
