"A picture is worth a thousand words" is one of the rare maxims phrased as an understatement. A high-resolution colour picture contains in fact more information (bit-wise) than a million words. It is in gene ral also faster, easier and more pleasant to grasp than mere words. Our brain is equipped with a rapid and efficient mechanism dedicated to analysing pictures and extracting meaning from them. In spite of our tremendous handicap in arith metic computations, we can still easily beat any computer when it comes to versatile image recognition. We are indeed so good at it that we like the exercise even better when the images are projected at the rate of at least 24 per second, in the form of video or film. For better or for worse, the dominant means of communication today is the ani mated image, and it is here to stay.
common belief that "the quantum uncertain ty principle abolished the notion of image". This is perhaps senseless. The position of an object is not a well-defined number in quantum mechanics; but a dot ("pixel") in an image does not necessarily stand for the exact position of a particle. Position and momentum cannot be simultaneously deter mined; but by "subtracting" an image from the following one in an animated sequence, one cannot necessarily infer momenta beyond what is allowed by the uncertainty principle. We will return to these topics in more detail. -The objection stated above can also be heard in its "pedagogical" version: "even if a physicist can understand the subtleness of the image, a young student or a layman will be misled to believe a classical physics interpretation". In reality, the image-genera tion public is surprisingly sophisticated in discerning visual representations and abs tractions: a subway plan, a geographical map, or an abstract painting do not need an accompanying explanation.
The almost total absence of quantum me chanics from visual culture is no doubt one reason for the general ignorance of it. For a theory, born in our century, that led to a fun damental rethinking of reality and of our per ception of it, this is a rather sad state of affairs. The fundamental interactions of na ture and the world of elementary particles have similarly managed to avoid major public attention, even though the accelera tors dedicated to their study are among the largest and most expensive scientific labo ratories in the world.
We therefore decided to develop several computer-aided visualization methods for quantum mechanics and field theories. While the public we intended to reach during the first stages of the programme was nonscientific, these methods had to have a firm scientific basis. This approach would hope fully deepen the dialogue between scientists and the public.
Computer Graphics
As the techniques of computer graphics advance rapidly, and the marvel of threedimensional imagery becomes known and affordable to an increasing number of scien tists and creators in different fields, several major axes of development have emerged, including: -realistic rendering of the visible: the crea tion of a virtual world almost indistingui shable from the real one; -expressing the imagination: the computer is an almost unlimited easel; -simulation of complicated mechanical sys tems, real or "virtual": designing and training to operate the real ones, or having fun in interacting with the virtual ones; -visualizing large quantities of experimental data in an intelligent (ready for analysis) way; -visualizing scientific models in an effort to grasp their dynamical mechanisms for re search purposes, or to demonstrate the re sulting phenomena for educational purpo ses. The methods we have created and those we wish to develop should be viewed in this context. Take high-energy physics: the experimental branch has adopted visua lization as an everyday working tool where as the theoretical branch lags behind.
Quantum Mechanics
In a first-quantised system, the classical attributes are replaced by the wave function, which is therefore the first thing one would like to visualize in a synthetic, or computer generated image. However, when we wish to display analytical or numerical solutions of the Schrödinger equation, we encounter a major difficulty. The wave function is a com plex, multi-dimensional (one function for each internal quantum number) function of a multi-dimensional coordinate space (dN for N particles in d-dimensional space) and of time. Displaying all this information on a two-dimensional screen is not an easy task. In fact, it is in general impossible: one is for ced to choose a subset of the available information. Scalar fields (from now on we will use the term "function" to avoid confu sion with the quantum field) are easy to dis play using shades of gray (typically 28 per pixel). A possible choice of function is the electric charge density given by:
(summation over internal indices is implied). The electric charge ei of particle i can be replaced by other charges, or by ei 0 = 1 to obtain the probability distribution of particle i0 . The density p obeys the following conti nuity equation:
where the current j(r,t) is
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Charge conservation is expressed by:
The two-dimensional representation of a three-dimensional scalar function goes by the name "volume rendering". There are many approaches to this problem, but they fail into three main categories: -displaying level surfaces (the set of points with a given scalar value); -integrating function (or computing some of its moments) along rays; -in an animation, i.e., displaying sequen tially different 2-d surfaces, with colour or brightness representing the scalar value at each point.
Colour (typically 224 values) may be used to liven up the visual aspect of the scalar function or, more interestingly, to represent internal quantum numbers or the different terms in the sum in Eq. 1, belonging to par ticles which are not identical. Since the indi vidual terms are not separately conserved, the time evolution will be depicted by colour flow, as well as by brightness variations.
Electron orbitals
Consider the problem of animating the electron orbitals in the atom. The eigens tates of energy are stationary, leading to a function ρ(r,t) which is time-independent. The inherent dynamics of the atom are therefore hidden when is displayed. The solution chosen was to perturb the atom by an external force, that is to say let it interact with a charged object, whose position can be identified, for example, with the incoming "camera". The cover illustration is an image from an animation following this approach. The colours correspond to different electron orbitals (assumed to be independent); the brightness is the total luminosity of sources, whose local intensity is proportional to p, positioned along lines of sight. The electron density was not obtained by a calculation of the wave function of an actual atom pertur bed by an external charge, but by mapping time-dependent fractal functions on the sur faces of several spheres, conserving total probability.
Other scalar functions (such as the poten tial) and colour codes may be chosen; vec tor functions (such as j) may be displayed with the help of little arrows, etc.
In applications oriented towards the gene ral public, the main message one is to trying to communicate by animating first-quantised systems is abolition of the classical notion of position and momentum and the probabilis tic nature of the theory. The images are not only consistent with the uncertainty prin ciple, but turn out to be extremely helpful in demonstrating and explaining it to the unini tiated among us.
Quantum Field Theories
Quantum field theory treats the properties of quantum-mechanical systems whose dy namical variables are local functions of space-time, i.e.. fields whose time evolution is governed by differential equations. During second quantisation, the number of degrees of freedom becomes infinite, and an under standing of the dynamics of relevant sys tems such as hadrons is beyond the reach of present-day theory. The problem here is not that of visualizing otherwise known and well-understood phenomena, but grasping the fundamental mechanisms in action. For the general public, the approach here is to mainly focus on the notions of virtual par ticles, the quantum vacuum, and fundamen tal interactions.
The mental pictures that many physicists possess, and which are the predominant visual jargon for communication in discus sions among them, are Feynman diagrams (see box). They are so useful in getting ideas clear for oneself, and passing them to others, that one often loses much rigour in the process. Specifically: -Feynman diagrams only represent a per turbative expansion book-keeping device, while the theories under consideration are highly non-perturbative; -even though the diagrams are traditionally presented in momentum space, they are often described verbally in space-time terms ("the particle enters from the right, knocks another particle, then disappears on the left...").
A useful and rather easy approach for visualizing field theories is to adopt to the letter this space-time "interpretation" of Feynman diagrams, by animating them by "throwing" point-like particles along the lines and letting the particle collide at the vertices.
Lattice approach
A more ambitious approach [1] will be described. As we shall see later, its visual aspect may be quite similar. The first step in reducing the number of degrees of freedom is to define the system on a lattice. Time may be continuous (this will, in fact, be the assumption) or discrete. In either case, an animation only samples the system at dis crete moments. The approach involves associating an image to the quantum state of the system at any given time, thereby pro ducing an animation as the system evolves in time. The tool best suited to this approach is the Hamiltonian formalism. A Hamiltonian -the transfer matrix for discrete time -is the function that, through the way it depends on its arguments, specifies the the time de velopment of a system. Consider the scalar field theory, defined by the continuum Langrangian:
The discrete version of the theory, on a lattice of spatial spacing a, leads to the Hamiltonian:
where the three-dimensional vectors n cor respond to the lattice sites, and On each lattice site, two operators (ϕ and its conjugate momentum π) are therefore defined, such that the canonical equal-time commutation relation: is satisfied. The time-evolution of the system is given by the operator exp (-iεH), where ε is the time interval.
The principle of the visualization algorithm is, as in the first-quantised case, the attribu tion of an image to each quantum state. In the lattice formulation, the information one wishes to display is the wave function defi ned in terms of the local operators. Two pro blems are encountered, namely: -The number of degrees of freedom per site is infinite, so what should be depicted? -Except for trivial field theories, one cannot solve the underlying equations for the quan tum state of the system. Formulation A possible solution to the first problem is to choose a local scalar observable, such as the energy density. However, the density is poorly defined in a general quantum state, and displaying a probability distribution for each lattice site is impossible. Even expec tation values are hard to compute when taking into account large numbers of de grees of freedom. The following approach is chosen instead: 1) as a first step, assign an image to only states (or rather rays) belonging to a parti cular complete basis, denoted by 6;
Feynman Diagrams
Feynman diagrams (or graphs) are gra phical representations of perturbationtheory calculations involving the scattering and propagation of interacting particles. In the case of relativistic quantum field theo ry, the particles can interact with external fields or with other particles (through the emission and absorption of virtual quan ta). As an example, consider quantum electrodynamics involving electrons e_, positrons e+, and photons γ in the absen ce of external fields. The figure gives the scattering amplitude for e+-e_ scattering in lowest order: on the left, e+ and e_ in some initial (i) state scatter each other into a final (f) state through the exchange of a virtual γ which propagates to 2 and creates the final e+-e-pair. On the right, the initial e+ and e-annhilate at 1 produ cing a virtual γ that propagates to 2 and there produces the final e+ and e_.
For calculational purposes, it is often more convenient to think of Feynman dia grams in momentum rather than coordina te space. In either case, incoming and out going particles are represented as exter nal lines and Feyman propagators or Green's function as internal lines. Rules associate specific functions with each line and vertex, specify sign conventions and, in momentum space, require conservation of energy and momentum at each vertex.
2) define the local operator to be displayed, and how to form an image given its expecta tion value as a function of space; 3) truncate the basis where additional states would not be visible; 4) the system evolves solely by the operator exp (-iεH).
A "picture" of the quantum state is "taken" at regular time intervals, projecting it to the chosen basis. The probability to evolve from the state i at time t to the state i' at time t+e is given by: Prob.
If one is smart enough to choose the par ticular basis as eigenstates of the Hamil tonian (physical states), they will remain so as time evolves. This, however, amounts to solving the theory. In practice, one should try an ansatz as close to the physical states as possible. This would allow the animation of phenomena such as scattering, radioac tive decay, etc.
As long as the chosen basis is not physi cal, frequent measurements on the system may destroy coherence effects. The impor tance of these effects depends on the theo ry, and on the choice of states and approxi mations: their sensitivities can be tested by varying the measurement frequency. If coherence turns out to be crucial, the first of the above rules must be relaxed somewhat to allow the superposition of basis states, up to a certain level. Pictorially, this can be represented by the superposition of images, although phases will be lost.
A useful feature of the formulation is that animations can be performed even when nothing is known about the physical proper ties of the theory, apart from its Hamiltonian. While the value of these animations as simulations of physical systems is very limi ted in these cases, the animations usually turn out to be a useful popularisation and pedagogical tool: they may even lead to fur ther insight. The result will in the end re semble the Feynman diagram approach.
The operators ϕ(n) and π(n) in the conti nuum Langrangian may be expressed in terms of the creation and annihilation opera tors as follows:
The visualization basis will be chosen as the set of states:
in being a set of non-negative integers, one for each lattice site.
The operators we choose to display are the local number operators a+a(n). For any of the basis states, this number is an inte ger, to be interpreted as the number of objects to be displayed. The shape of the objects, as well as their "optical" properties with respect to the "light" sources which illu minate the scene in the computer-generated image (colour, transparency, reflection, and absorption coefficients, etc.), may be used to distinguish among the values of the inter nal quantum numbers that have not been specified.
Results and renormalization
The Hamiltonian describes a system of non-harmonic oscillators (one per site) where the kinetic term couples nearestneighbour sites. For values of the time inter val small enough to allow the use of firstorder perturbation theory, the kinetic term will cause the particles to diffuse to nearestneighbour sites. The interaction term will lead to vertices involving several particles at a time, including the creation and annihila tion of particles. In short, the animations are vivid Feynman diagrams, with the particles following Brownian motion and not straight paths, due to the uncertainty in momentum.
An interesting visual effect is obtained when the shutter delay of the "camera" is chosen to be several times the frame inter val ε. This allows particles to be present in the frame even after their annihilation, and therefore each one of the still pictures has the Feynman diagram "look".
In a typical animation, starting from a small number of virtual particles, the number tends to increase as a function of time, signalling the deviation from the physical states. A physical particle contains a cloud of finite size of virtual particles. The anima tions actually allow us to see the formation of such clouds. It is rather amusing to iden tify dressed objects manifesting collective behavior, and then analyse the space renor malization group structure of the clouds by zooming in.
Quantum Chromodynamics
So far we have described the animation of scalar field theories, but the most interesting application of the method involves the strong interactions. In principle, one can fol low the same formulation. The QCD lattice Hamiltonian was developed by Kogut and Susskind [2], and applied mainly to strong coupling approximations. It possesses the convenient property that confinement is manifest in the strong coupling limit. To ani mate processes such as scattering, one should look for physical states, which in this case are also gauge-invariant. In practice, this is a formidable task, and one is neces sarily led to the type of perturbative treat ment discussed above, with the virtual par ticles being bare quarks and gluons: the quarks live on the lattice sites, and the gluons on the links.
It is interesting to mention recent work by Llewellyn Smith and Watson [3], who ap plied the coupled-cluster method to lattice (pure) gauge theories, and obtained good results for the clustered (localised) wave functions of the vacuum as well as excited states. This result is encouraging when one pursues, as is done here, an inherently local procedure.
Owing to limited computational resources (most of the computations were performed part-time on a 4D20 SGI workstation), and the need to produce animations in a reaso nable amount of time and at reasonable cost (less than an hour of computer time per video frame), fully-fledged QCD could not be tackled. A field theory was selected ins tead, where both quarks and gluons are scalar fields, and where their interaction ver tices are the same as in QCD. In order to emulate confinement, the coupling constant at any given site was chosen to be a func tion of the distance to a number of external colour sources (three for the animation of the inside of the proton). The particles pos sess a conserved "colour" quantum number, corresponding to the Lie group The number of virtual particles that can be followed in the course of the animation is
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Confinement and renormalization
Exploration of the space renormalization group structure of an image requires more than several thousands of particles so this cannot be done with the animations genera ted so far. However, more computing time can be afforded for the creation of still pic tures, since fewer are needed. The renor malization group idea described above was therefore applied to still images. The proce dure is the following: 1) start from any of the animated configura tions (containing, for example, several hun dreds of virtual particles); 2) choose geometrical shapes for dressed constituent objects (spherical for quarks and antiquarks, cylindrical for flux lines were chosen in the present case); 3) dress each one of the objects in the ani mated configuration by a collection (on the order of ten) of the above geometrical shapes with variable sizes, such that the resulting overall shape is also spherical or cylindrical. 4) repeat the procedure for each one of the components of the cloud.
Starting from the animation of the genera tion of a proton from three valence quarks, Fig. 2 shows the result of this repeated "fractalization" process, applied four times. The total number of particles is around 50 000. The distribution of the constituents in the cloud at each step is random in Fig.  2a , while in Fig. 2b it is similar (up to a scale transformation) to that obtained in the pre vious step.
Based on the "look" of the nucleon in the images of Fig. 2 , and using standard rende- ring tools (e.g., the program ALIAS), images of several different nuclei were created, including that of silicon (14Si28) shown in Fig. 3 .
A parallel version of the algorithm is pre sently being developed to attack real QCD calculations. Several processors, each assigned to a slice of space, will work in parallel for the generation of each frame, thereby reducing significantly the computing time per frame for a given field theory, allowing the exploration of more complex theories.
Conclusions
The visualization "dictionary" developed for computer animations of quantum sys tems can be applied to any process follo wing the rules of one or several of Nature's fundamental interactions. Animation of va rious atomic and subatomic phenomena, such as electron orbitals, particle collisions, radioactive decay, fusion, fission, etc. are therefore feasible and instructive.
Films are being used to illustrate televi sion programmes and to demonstrate the physics and visual concepts involved, as well as in museums and education. The hope is that that with computer paralleliza tion and access to more powerful compu ters, a research tool useful in the hands (or rather in the eyes) of physicists can also be developed. Only time will tell whether a dee per understanding of present day theories, and inspiration for new ones, will be directly attributable to the force of the image. 3 -The constituent dressed quarks inside the protons and neu trons that make up the silicon 14Si28 nucleus. Commercial computerbased rendering techniques have been used to stimulate the virtual particle structures of the objects based on the " look" of the nucleon shown in Fig. 2. 
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