Abstract. We consider random non-normal matrices constructed by removing one row and column from samples from Dyson's circular ensembles or samples from the classical compact groups. We develop sparse matrix models whose spectral measures match these ensembles. This allows us to compute the joint law of the eigenvalues, which have a natural interpretation as resonances for open quantum systems.
Introduction
The main objects of investigation of this paper are Dyson's circular ensembles of unitary random matrices, as well as the orthogonal and compact symplectic groups equipped with the Haar measure. To give the flavor of the results, let us restrict our attention in this introduction to Dyson's circular ensembles only.
In 1962 Dyson [5] introduced three ensembles of unitary random matrices (CUE, COE, and CSE) to model complex physical systems (e.g., evolution operators of closed quantum systems) corresponding to various physical symmetry classes. We begin with the definitions. Note that the CSE ensemble is best explained through the use of (real and complex) quaternions. We review this material and introduce the relevant notations in Appendix A. Definition 1.1. Dyson's three circular ensembles are:
(CUE) The circular unitary ensemble CU E(n) is the set (group) of all n×n unitary matrices U(n) endowed with the Haar measure (which comes from the group structure of U(n)). (COE) The circular orthogonal ensemble COE(n) is the set of all n × n symmetric unitary matrices with the measure induced by the Haar measure on U(n) via the mapping
(CSE) The circular symplectic ensemble CSE(n) is the set of all n × n complex quaternionic matrices that are both unitary and self-dual. The measure on this set is taken to be the one induced by the Haar measure on U(2n) via
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the mapping U(2n) → CSE(n)
As argued by Dyson, COE is relevant in most practical circumstances, with the two exceptions of systems without time-reversal invariance (when CU E should be used) and odd-spin systems with time-reversal but without rotational symmetry (when CSE should be used).
Dyson computed that the eigenvalues of these ensembles are jointly distributed on ∂D n := {e iθ : 0 ≤ θ < 2π} n proportionally to
where β = 1, 2, 4 for COE(n), CU E(n), CSE(n), respectively (for CSE(n) each of the n eigenvalues is of multiplicity 2). For each of the listed ensembles we consider their truncations: choose at random a matrix from the ensemble and delete any row and the corresponding column (quarternionic row/column in the CSE case). These truncations appear naturally as the evolution operators of open quantum systems, and the eigenvalues of these truncations can be thought of as the scattering resonances of a random quantum system attached to a "lead". This and other physical applications of truncations have recently gained a significant popularity in the mathematical and physical literature. We refer the interested reader to excellent review papers [10, 12, 15] and references therein.
There is also a lovely connection of the eigenvalues of the truncations to zeros of random Gaussian analytic functions (see [20, 6, 14] ).
To be able to systematically analyze the truncations, it is natural to start with finding the joint eigenvalue distribution. For the truncations of CU E(n + 1) it has been computed in the physics literature byŻyczkowski-Sommers [29] (see also Petz-Réffy [23] ). The result is that the eigenvalues are distributed in D n = {z ∈ C : |z| < 1} n according to 1 π n n j,k=1 j<k
where d 2 is the two-dimensional Lebesgue measure on D. In this paper we solve this problem for COE and CSE. (1 − z jzk )
with β = 1, 2, 4 respectively.
Remarks. 1. For CSE each of the eigenvalues is of multiplicity 2.
2. In fact, we show that for any 0 < β < ∞ (1.3) is the eigenvalue point process of a certain random matrix ensemble. This is the circular β-ensemble of KillipNenciu [18] (see Remark 1 after Proposition 4.2) with the first row and column removed.
3. β = 2 is quite special here as the process becomes determinantal [29] .
One of the ingredients of the proof is to reduce these truncations to a special sparse matrix form (namely, CMV form, see Definition 2.3) that depends on only n independent coefficients with explicit distributions. This is done in Proposition 5.2 and could have an interest on its own for simulation purposes.
Another way to look at this is that we show that the eigenvalues of the truncations coincide with the zeros of orthogonal polynomials on the unit circle with random recursion coefficients that are independently distributed according to the explicit distributions (5.3).
Similarly, we develop matrix models for truncations of orthogonal group (and, more generally, of the so-called real orthogonal β-ensemble) and of the compact symplectic group. We establish the connection to the zeros of orthogonal polynomials and compute the distribution of the (independent) recurrence coefficients. Finally, we compute the distribution of the eigenvalues of these ensembles (equivalently, distribution of the zeros of these random orthogonal polynomials), with the exception of the eigenvalue distribution of the truncated compact symplectic group, which remains an open problem as of now. For a reader who is wondering why the compact symplectic group seems special among all the other classical ensembles, we remark that deleting one quaternionic row and column corresponds to the deletion of two complex rows and columns. Truncation of more than 1 row and column can also in principle be attacked with our methods, but the problem becomes matrix-valued (see Proposition 5.2(c)) and significantly more technical.
The joint eigenvalue distribution for O(2k) was found earlier via ad hoc methods by Khoruzhenko-Sommers-Życzkowski in [16] .
Finally, our methods apply to the random ensembles with the so-called non-ideal coupling (see Fyodorov-Sommers [11] and Fyodorov [9] ). We produce β-matrix models and compute the joint eigenvalue density.
After establishing the joint distribution, it is natural to ask what can be said about the correlation functions and their large n behavior. In our upcoming paper [17] we investigate the microscopic limit of the 1-point correlation function of the circular β-ensemble (0 < β < ∞). In fact, we show that the same limit is obtained for a wide class of subunitary random matrices.
The organization of the paper in as follows. In Section 2 we introduce the rest of our unitary random matrix ensembles (the compact groups) and define CMV matrices and the CMV-fication algorithm. In the rather lengthy Section 3 we compute the random spectral measure of each of the ensembles we study. Their eigenvalue distributions are well-known of course, but we also need distributions of the eigenweights of the spectral measures. In Section 4 we present the matrix models that are obtained by CMV-fying each of the (non-truncated) unitary ensembles. This is originally the idea of Killip-Nenciu [18] , and we extend this to all the other unitary ensembles. In Section 5 we derive CMV matrix models for the each of the truncated ensembles. In Section 6 we compute the joint eigenvalue distribution of the truncations. In Section 7 we discuss matrix models and compute the eigenvalue distribution for the non-ideally coupled ensembles. In Section 8 we introduce a symmetric variant of the CMV model which allows us to find a canonical system of representatives of each conjugacy class that actually lie in the sets COE and CSE; the traditional CMV matrix representation has no such symmetry properties.
Finally, in Appendices we collect the information about quaternions, basics of the theory of orthogonal polynomials on the unit circle, and Jacobian determinants.
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Preliminaries

2.1.
Compact groups and Haar measure. As discussed in the Introduction, apart from Dyson's circular ensembles defined in Definition 1.1, we also study the classical compact groups. For the notation related to quaternions and quaternionic matrices, see Appendix A.
Definition 2.1. The unitary, orthogonal, special orthogonal, and compact symplectic groups are defined, respectively, by
2)
3)
Here I n is the n×n identity matrix; † and T stands for the Hermitian conjugation and transposition, respectively.
By the general theory, each of these groups possesses the Haar measure, which is the unique (normalized by 1) measure that is invariant under the group action. We will use the same notation U(n), O(n), SO(n), USp(n) for the group itself and for the random ensemble.
Next we describe the joint law of the columns of matrices from these groups. This is well known, as is the method of proof we employ. We give details only in the USp case where the argument contains an additional subtlety.
Proposition 2.2. (a)
The first column v 1 of a matrix from O(n) is distributed uniformly on the sphere {x ∈ R n : ||x|| = 1}. For 2 ≤ k ≤ n, the k-th column v k is distributed uniformly on the subset of this unit sphere that is orthogonal to v 1 , . . . , v k−1 .
(b) The first column v 1 of a matrix from U(n) is distributed uniformly on the sphere {z ∈ C n : ||z|| = 1}. For 2 ≤ k ≤ n, the k-th column v k is distributed uniformly on the subset of this unit sphere that is orthogonal to v 1 , . . . , v k−1 .
(c) Let Q ∈ USp(n). The first column v 1 of C(Q) is distributed uniformly on the sphere {z ∈ C 2n : ||z|| = 1}. The second column v 2 is Zv 1 , where Z is (A.7). For 2 ≤ k ≤ n, the (2k − 1)-th column v 2k−1 is distributed uniformly on the subset of this unit sphere that is orthogonal to v 1 , . . . , v 2k−2 , and v 2k = Zv 2k−1 .
Proof. As noted above, we give details only for the case of USp(n).
Form V with columns v 1 , . . . , v 2n described by the procedure in the Proposition, and let us show that V is indeed C(Q) for a Q ∈ USp(n). By the construction, v 1 , . . . , v 2n form an orthonormal basis of C 2n since v ⊥ Zv holds for any vector v. Thus V is unitary. Moreover, V consists of n 2 blocks each of which has the real quaternionic form, see (A.3). Therefore C −1 (V ) belongs to the group (not ensemble yet) USp(n). Let us show that for any non-random W chosen from the group C(USp(n)), the distribution of V and W V are identical. This will prove that C −1 (V ) was generated according to the Haar measure by the uniqueness of the measure invariant with respect to the group action on USp(n).
Denote the columns of W V by u 1 , . . . , u 2n . First note that u 1 = W v 1 is a vector uniformly distributed on the unit sphere {z ∈ C 2n : ||z|| = 1} since v 1 is. The second column u 2 = W v 2 = W Zv 1 = ZW v 1 = Zū 1 (we used (A.8)), which agrees with our construction. Now inductively, consider u 2k−1 , which is orthogonal to u 1 , . . . , u 2k−2 . Consider any 2n × 2n unitary U that maps span{u 1 , . . . , u 2k−2 } to itself. Then W −1 U W maps span{v 1 , . . . , v 2k−2 } to itself. By the construction this means that v 2k−1 and W −1 U W v 2k−1 are distributed identically. Thus u 2k−1 = W v 2k−1 and U u 2k−1 = U W v 2k−1 are distributed identically. Since U was arbitrary, we conclude that u 2k−1 was distributed uniformly on the subspace of C 2n orthogonal to u 1 , . . . , u 2k−2 .
Finally, u 2k = Zū 2k−1 as before, and this completes the induction.
CMV matrices.
Let us now give the definition of CMV matrices. They are named after Cantero-Moral-Velasquez [4] (also discovered earlier by BunseGerstner-Elsner [3] ). For a comprehensive discussion, see [26] .
and define
The matrix
is called the CMV matrix corresponding to α 0 , . . . , α n−1 .
Remark. Note that C(α 0 , . . . , α n−1 ) is unitary if and only if α n−1 ∈ ∂D. If α n−1 ∈ D, then then it can be shown that C(α 0 , . . . , α n−1 ) is a subunitary operator (C † C ≤ 1) with defect operator of order 1 (see [27] as well as [1] ). Usually the name "CMV matrix" is reserved for the cases when α n−1 ∈ ∂D, and if α n−1 ∈ D then these matrices are referred to as the "cut-off CMV matrices". In this paper we will use the term "CMV matrix" for all α n−1 ∈ D.
Let us now define what we will refer to here as the CMV-fication algorithm. Suppose we are given an n × n unitary matrix U (with complex entries). If the vector e 1 := [1, 0, 0, . . . , 0] T is cyclic for U then (see [3, 4, 26] ) applying the GramSchmidt orthonormalization procedure to e 1 , U e 1 , U −1 e 1 , U 2 e 1 , U −2 e 1 , . . . produces a basis in which U has the CMV form C with α n−1 ∈ ∂D.
Similar construction works if U is instead a unitary operator on ℓ 2 (Z + ) with the cyclic vector e 1 . Then one ends up with an infinite CMV matrix C(α 0 , α 1 , . . .) with α j ∈ D for all j ≥ 0. This matrix is defined as LM, where L and M are semi-infinite block-diagonal matrices (2.6), where Ξ k are as in (2.5) for all k ≥ 1.
Recall that by the spectral theorem, if U is a unitary operator on ℓ 2 (C n ) or on ℓ 2 (Z + ) with a cyclic vector e 1 , then its spectral measure is defined to be the probability measure on ∂D uniquely determined by
where v, u = v † u. In fact, we have an isometry ı of Hilbert spaces L 2 (µ) and
Now note that during the Gram-Schmidt procedure above, e 1 was not changed, and therefore our CMV-fication algorithm can be described as
for some unitary W with W e 1 = W † e 1 = e 1 . This means that not only the eigenvalues of U and C coincide, but also that the spectral measures (2.8) of U and C with respect to e 1 are identical. In fact, two unitary CMV matrices with identical spectral measures necessarily coincide, see [19, Prop 3.3] .
Thus from the physical point of view, one may want to think that given a physical system modeled by a unitary matrix U with a chosen vector e 1 (viewed as the initial state of the system) there is a unique choice of basis in which the matrix attains the "minimal complexity" CMV form.
Note however that in the case of systems with time-reversal invariance (COE and CSE) the associated CMV form will not posses the same symmetry properties. In Section 8, we introduce a variant of the CMV form that does possess the requisite symmetry. Moreover, the matrix used to conjugate to this new canonical form belongs to the othogonal/symplectic group.
From the mathematical point of view, one of the advantages of reducing a unitary matrix or operator U to the CMV form, apart from the latter being sparse and having the same the spectral measure, is that there is a direct connection to the theory of orthogonal polynomials on the unit circle. Indeed, characteristic polynomials of C(α 0 , . . . , α k−1 ), k = 1, 2, . . ., coincide with the orthogonal polynomials associated to the spectral measure µ of U with respect to e 1 :
In particular, this means that these polynomials satisfy Szegő's recurrence (B.1). We stress that the recurrence coefficients in (B.1) are precisely the coefficients from the CMV matrix. We will refer to them as the Verblunsky coefficients. We collect all the needed facts from the theory of orthogonal polynomials in Appendix B. For more details the reader is referred to the monographs [24, 25] .
2.3.
Block CMV matrices and matrix-valued spectral measures. For the quaternionic ensembles CSE(n) and USp(n) we will have to deal with the 2 × 2 matrix-valued spectral measures and with block CMV forms which we define next.
Recall that µ is a l×l matrix-valued probability measure on ∂D if it is a countably additive mapping from Borel subsets of ∂D to positive semi-definite l × l matrices, with the normalization condition µ(∂D) = I l . The l × l spectral measure of an ln × ln unitary matrix U with respect to vectors e 1 , e 2 , . . . , e l is the l × l matrixvalued measure dµ with entries dµ jk (1 ≤ j, k ≤ l) determined by
Block CMV matrices can be defined as before, by replacing the scalar Verblunsky coefficients α j ∈D by l × l matrices satisfying α † α ≤ I l and ρ j = (I l − α † j α j ) 1/2 . Under the natural cyclicity condition, any unitary nl × nl matrix U is unitarily equivalent to a block CMV matrix W † U W = C(α 0 , . . . , α n−1 ) with the last coefficient satisfying α † n−1 α n−1 = I l×l . Moreover, the l × l matrix-valued spectral measure (2.12) with respect to e 1 , e 2 , . . . , e l is preserved (which is to say, W fixes e 1 , . . . e l ). Now, given a matrix Q from CSE(n) or USp(n), by its spectral measure we will call the 2 × 2 matrix-valued spectral measure of the 2n × 2n complex matrix C(Q) with respect to e 1 , e 2 . The matrix C(Q) can be reduced (with probability 1) to C(α 0 , . . . , α n−1 ) with 2 × 2 Verblunsky coefficients α j . The 2 × 2 spectral measures of C(Q) and C with respect to e 1 , e 2 coincide.
Spectral measures of unitary ensembles
In this section we will derive the distribution of the random spectral measures of each of the ensembles defined above.
Let us denote the Vandermonde determinant by
Proposition 3.1. The spectral measure of COE(n) and of CU E(n) is
where 4) and the joint distribution of e iθ1 , . . . , e iθn , µ 1 , . . . , µ n−1 is
with β = 1 for COE and β = 2 for CU E. Here Z n,β , Z ′ n,β are the normalization constants expressed in terms of the gamma function as
where µ j and θ j follow the law (3.5) with β = 4 and constraints (3.3) and (3.4).
Remark. In fact, the probability distribution of the eigenvalues in (3.5) with any 0 < β < ∞ has a natural interpretation as the Gibbs distribution for the classical Coulomb gas on the circle at the inverse temperature β. This distribution for any 0 < β < ∞ was realized as the eigenvalue distribution of the family of random matrix models called circular β-ensembles in Killip-Nenciu [18] . See Proposition 4.2 below.
Proof. The distribution of the eigenvalues is well-known (see Dyson's original paper [5] ). Distribution of the eigenweights for β = 2 was computed in [18, Proposition 3.1]. Let us compute the distributions of the eigenweights for β = 1. Suppose U ∈ COE(n), and let its eigenvalues e iθ1 , . . . , e iθn be given. It can diagonalized by a real orthogonal matrix U = ODO T (see [5, Thm 4] ; or, more generally, [13, Thm 4.4.7] ). The matrix O of eigenvectors is unique up to a multiplication of it by a diagonal matrix S with ±1 on its diagonal. If we choose each of these signs by random independently with equal probability, then the map U → OS becomes well defined, and OS becomes a Haar distributed orthogonal matrix. Indeed, the invariance property of COE(n) ([21, Thm 10.1.1]) implies that the distribution of OS and W OS are identical for any orthogonal W , and now we can apply the uniqueness of the Haar measure on O(n). Now Proposition 2.2(a) says that the first row x = (x 1 , . . . , x n ) of OS is uniformly distributed on the unit sphere S n−1 = {x ∈ R n : ||x|| = 1}. But by (2.8) and (3.2), µ j = x 2 j . Now Lemma C.1(a) finishes the proof.
A similar approach works for β = 4. Let U ∈ CSE(n). Suppose the 2n eigenvalues of C(U ) are e iθ1 , e iθ1 . . . , e iθn , e iθn (each repeated twice). By [5, Thm 3] U can be reduced to the diagonal form U = BDB R by a symplectic matrix B ∈ USp(n), where C(D) is the 2n × 2n complex diagonal matrix with the diagonal (e iθ1 , e iθ1 , . . . , e iθn , e iθn ). B is defined uniquely up to multiplication by a diagonal matrix S with unimodular real quaternions on its diagonal. If we choose those by random independently and uniformly on USp (2), then by the invariance property of CSE(n) (see [21, Thm 10.2 
.1]), BS becomes Haar distributed random matrix from USp(n).
Denote the first quaternionic column of (BS)
R and a simple calculation implies
Therefore the 2×2 spectral measure (2.12) of U is indeed of the form (3.6) with
T , is uniformly distributed on the unit sphere of C 2n . Then by Lemma C.1(e), µ j 's are distributed according to (2n − 1)! n j=1 µ j dµ 1 . . . dµ n−1 on (3.4) as required. (a) The spectral measure of SO(2n) is
where
and the joint distribution of e iθ1 , . . . , e iθn , µ 1 , . . . , µ n−1 is
and the joint distribution of e iθ1 , . . . , e iθn−1 , µ 1 , . . . , µ n is
with (3.8), (3.12) , and the joint distribution of e iθ1 , . . . , e iθn , µ 1 , . . . , µ n is
Proof. The distributions of the eigenvalues is well-known and can be found in, e.g., [28] and [22] , so we just need to justify the distribution of the eigenweights. 
respectively. This shows that the vector of eigenweights (µ 1 , . . . , µ n+1 ) for the cases (b), (c), and (d) is distributed as in Lemma C.1 (c), (d), (d), respectively, which finishes the proof.
3.3.
Compact symplectic unitary group.
where 22) and the joint distribution of e iθ1 , . . . , e iθn , e iψ1 , . . . , e iψn , µ 1 , . . . , µ n , ν 1 , . . . , ν n−1 is
Proof. The distribution of the eigenvalues is a classical result. As for the matrix eigenweights, first write a matrix U ∈ USp(n) as U = BDB R , where C(D) = diag(e iθ1 , e −iθ1 , . . . , e iθn , e −iθn ). Repeating the arguments from the proof of Proposition 3.1, we may think of B as being Haar distributed in USp(n). Let the first quaternionic column of B R be [q 1 , . . . , q n ] T , q j ∈ H R , with
R and a simple calculation imply
Therefore the matrix-valued measure (2.12) has the form (3.18) with
Using Proposition 2.2(c) and Lemma C.1(b), we obtain the promised joint distribution.
Matrix models of unitary random matrix ensembles
It turns out that if one applies the CMV-fication procedure described in Section 2.2, then the Verblunsky coefficients become statistically independent with the distributions that are explicitly computable. For CU E(n) and SO(2n) this was done by Killip-Nenciu in [18] . We restate these results here for completeness and develop analogues for the other ensembles. We stress that for the quaternionic ensembles CSE and USp, one needs to consider the 2 × 2 block CMV-fication if one hopes the same phenomenon to happen. (a) We say that a real-valued random variable, X, is betadistributed with parameters s, t > 0, which we denote by X ∼ B(s, t) if
We write X ∼ B(0, 0) when X takes values 1 and −1 with probabilities 1/2. (This is the t = s → 0 limit of the above.) (b) We say that a complex random variable, X, with values in the unit disk
where d 2 z is the Lebesgue measure on D. As a limit case, X ∼ Θ(1) means that X is uniformly distributed on the unit circle. (c) We say that a 2 × 2 matrix-valued random variable, X, is
where, writing a = (a 1 , a 2 , a 3 , a 4 ),
By extension, we write
Remarks. 1. Incorporating our stated extensions, B(ν/2, ν/2) is the distribution of the first component of the random vector uniformly distributed over the ν-sphere (if ν ≥ 0). Θ(ν) is the distribution of x 1 +ix 2 , where x 1 , x 2 are the first two components of the random vector uniformly distributed over the ν-sphere (if ν ≥ 1). Finally, the Υ(ν)-distributed a 1 , a 2 , a 3 , a 4 appear as the first four components of the random vector uniformly distributed over the ν-sphere (if ν ≥ 3). This is shown in [18 
Proposition 4.2. The CMV-fication of ensembles COE(n) or CU E(n) produces the CMV matrix C(α 0 , . . . , α n−1 ) with independent Verblunsky coefficients
where β = 1 for COE(n) and β = 2 for CU E(n). More generally, for any 0 < β < ∞, the spectral measure of C(α 0 , . . . , α n−1 ) with independent Verblunsky coefficients (4.4) has the law (3.5).
Remarks. 1. The ensembles of CMV matrices with (4.4) for any 0 < β < ∞ were introduced by Killip-Nenciu in [18] , and are called the circular β-ensembles. One way to look at it is that Dyson's ensembles embed themselves into a family of random matrix ensembles that depend on 0 < β < ∞ continuously. This looks natural if one thinks of the eigenvalue point process as an interacting particle system. Similarly, we will see a β-extrapolation for SO(n) and O(n) \ SO(n) ensembles below as well. It would be interesting to find a natural β-extrapolation for USp(n).
2. The CMV-fication procedure requires cyclicity of e 1 or, equivalently, that |α k | < 1 for k < n − 2. This holds with probability 1.
Proof. The result for CU E(n) was established in [18, Prop 3.3] .
The result for COE(n) is the combination of our Proposition 3.1 above, [18, Prop 4.2] , and the fact that two CMV matrices with the same spectral measures must coincide.
The last statement of Proposition is in [18, Prop 4.2] .
Proposition 4.3. The 2×2 block CMV-fication of CSE(n) produces the block CMV matrix C(α 0 I 2 , . . . , α n−1 I 2 ) with independent matrix-valued Verblunsky coefficients α 0 I 2 , . . . , α n−1 I 2 , where α j are distributed according to (4.4) with β = 4. In other words, the 2×2 spectral measures of CSE(n) and of C(α 0 I 2 , . . . , α n−1 I 2 ) with α j given by (4.4) with β = 4 coincide.
Remark. Scalar CMV-fication of CSE(n) is not natural. It would produce CMV matrix with 2n Verblunsky coefficients with non-independent distributions.
Proof. By Proposition 3.1 the random 2 × 2 spectral measure of a CSE(n) matrix is equal to I 2 times the scalar measure (3.2) with (3.5) and β = 4. This implies that the 2 × 2 Verblunsky coefficients of CSE(n) are equal to I 2 times the scalar Verblunsky coefficients of the scalar measure, which are (4.4) by the previous proposition.
Proposition 4.4. The CMV-fication of the O(N ) ensemble produces the CMV matrix C(α 0 , . . . , α N −1 ) with independent Verblunsky coefficients distributed as
Remark. CMV-fication of SO(n) and O(n) \ SO(n) gives the same (4.5) except for the last coefficient α n−1 which has to be taken always β + a + 1,
is (3.7) on (3.8),(3.9) with the joint distribution
The spectral measure of C(α 0 , . . . , α 2n−2 , 1) with independent Verblunsky coefficients
is (3.10) on (3.11),(3.12) with the joint distribution 
is (3.14) on (3.8),(3.12) with the joint distribution
The spectral measure of C(α 0 , . . . , α 2n−1 , −1) with independent Verblunsky coefficients
is (3.16) on (3.8),(3.12) with the joint distribution
The normalization constants are:
; (4.14)
. 3. This admits a log-gas interpretation. Indeed, the eigenvalues of (a) can be viewed as n unit charges e iθ1 , . . . , e iθn lying on the half-circle 0 < θ < π that also interact with their image charges at e −iθ1 , . . . , e −iθn and with the fixed charges − 
Let us prove (b). First of all note that C is a real orthogonal matrix. Equation (2.11), Lemma B.1(i), and α 2n−1 = 1 implies det C = −1. Therefore C has eigenvalues e ±iθ1 , . . . , e ±iθn−1 , 1, −1. Next we note that there is a one-to-one map between 2n × 2n CMV matrices of the form C(α 0 , . . . , α 2n−2 , 1) with all α j ∈ (−1, 1) and spectral measures of the form (3.10) with (3.11), (3.12), and distinct θ j 's. Indeed, all Verblunsky coefficients are real if and only if the spectral measure is symmetric. And as we just saw, in this case α 2n−1 = 1 is equivalent to det C = −1, which for orthogonal matrices with simple spectrum is equivalent to having an eigenvalue at each 1 and −1.
This map therefore induces a one-to-one mapping between (α 0 , . . . , α 2n−2 ) ∈ (−1, 1)
2n−1 and (θ 1 , . . . , θ n−1 , µ 1 , . . . , µ n ) in (3.11), (3.12) with θ 1 < . . . < θ n . So we can speak of the corresponding Jacobian. In fact, combining Propositions 4.4 and 3.2(b), we obtain its value:
Using the form (3.10) of the spectral measure, Lemma B.1(v) gives
Now, starting with the distribution (4.8), and using the change of variables along with the last computation produces the promised distribution of the spectral measure. The normalization constant L n (β) is a well-known integral (see, e.g., [18, Lem A.4 
]).
Parts (c) and (d) are similar.
Proposition 4.6. The 2 × 2 block CMV-fication of the USp(n) ensemble produces the block CMV matrix C(α 0 , . . . , α n−1 ) with independent 2 × 2 Verblunsky coefficients α j distributed as
Remark. Scalar CMV-fication of USp(n) is not natural and does not lead to statistically independent Verblunsky coefficients.
Proof. With the help of our Proposition 2.2(c), the proof for USp(n) goes along the same lines as the proof for U(n) in [18, Prop 3.3].
Matrix Models for truncations
In order to deal with the truncations, we will need the following lemma.
Lemma 5.1. Consider a unitary CMV matrix C(α 0 , . . . , α n ) with α n ∈ ∂D.
• If n is even then the matrix obtained by removing the first row and column is equal to
for some unitary S. • If n is odd then the matrix obtained by removing the first row and column is equal to
for some unitary S.
Proof. Suppose first that n is even. Then C(α 0 , . . . , α n ) with the first row and column removed is equal toLM, wherê
and P 1 = diag(α n , 1, α n , 1, . . .), P 2 = diag(1, α n , 1, α n , . . .).
Direct calculations yield
Similarly, if n is odd, we can see that (
With this lemma and the results of Section 4 in hand, we immediately obtain matrix models for the truncations of unitary ensembles.
Indeed, choose a matrix U from one of the "scalar" ensembles from Section 3 (CU E, COE, O, SO, O \ SO), and remove any row and the corresponding column. By the invariance under the group action, it does not matter which row and column we delete. It will be convenient to delete the first ones. Then the truncated matrix V is V = P U P † , where P = proj e 1 ⊥ .
Recall now (2.10) that U = W CW † with W e 1 = W † e 1 = e 1 which implies
Therefore V is unitarily equivalent to the CMV matrix form C of U but with the first row and column removed. Thus the results of the next proposition follow from the CMV models in Section 4, the previous lemma, and the rotational (or real even) symmetry of the Verblunsky coefficients. For quaternionic ensembles CSE and USp one needs to modify all of the arguments in the obvious way to accommodate quaternionic rows and columns.
Proposition 5.2.
(a) The eigenvalue distribution of a COE(n + 1) or CU E(n + 1) matrix with one row and column removed coincides with the eigenvalue distribution of C(α 0 , . . . , α n−1 ) with independent Verblunsky coefficients
where β = 1 for COE and β = 2 for CU E.
The eigenvalue distribution of a CSE(n + 1) matrix with one (quaternionic) row and column removed coincides with the eigenvalue distribution of C(α 0 I 2 , . . . , α n−1 I 2 ) where α k are independent and distributed according to 
The eigenvalue distribution of a USp(n + 1) matrix with one (quaternionic) row and column removed coincides with the distribution of C(α 0 , . . . , α n−1 ) with independent 2 × 2 matrix Verblunsky coefficients
Remarks. 1. From the aesthetic considerations, one might prefer to look at the above distributions as B(
), Θ(2(k + 2) − 1), Υ(4(k + 2) − 1) for the truncations of the compact groups O, U, and USp, respectively. Note B has an extra factor of 1 2 due to the historical definition of the Beta function. 2. These CMV matrices are no longer unitary as the last coefficient is no longer unimodular (with probability 1), see the remark after Definition 2.3.
3. These models are efficient for simulation purposes.
Eigenvalue distribution of the truncations
Truncations of circular β-ensembles.
Theorem 6.1. Choose Verblunsky coefficients α k to be independent and Θ(β(k + 1) + 1)-distributed (0 ≤ k ≤ n − 1), that is, distributed in D with to the density β(k+1)
Then the eigenvalues z 1 , . . . , z n of the CMV matrix C(α 0 , . . . , α n−1 ) are distributed in D n with the joint law
Remarks. 1. For any 0 < β < ∞ these ensembles are unitarily equivalent to the circular β-ensembles with the first row and column removed. 2. Combining this with Proposition 5.2, we obtain Theorem 1.2.
The proof is given in the end of this subsection after we establish a series of lemmas.
Given a sequence of Verblunsky coefficients α 0 , . . . , α n−1 , one may then form the associated sequence of orthogonal polynomials Φ 0 , . . . , Φ n ; see Appendix B. Recall from (2.11) that the eigenvalues of C(α 0 , . . . , α n−1 ) coincide with the zeros of Φ n (z), which we shall denote by z 1 , . . . , z n . Note that the mapping from the zeros (z 1 , . . . , z n ) ∈ D n to the Verblunsky coefficients (α 0 , . . . , α n−1 ) ∈ D n is an n-fold branched covering. This follows from [24, Thm 1.7.5]. To compute the Jacobian of this change of variables, it will be useful to introduce an intermediate set of variables. Let κ (k) l be the coefficients of the k-th orthogonal polynomial Φ k :
The Jacobian of the mapping from roots of a polynomial to its coefficients is well known; we reproduce it here as Lemma D.2(b). Viewing complex numbers as ordered pairs of real numbers, we have
is equal to (−1)
Proof of Lemma 6.2. From (B.2) we can immediately see that
where we assign κ 
Expanding this determinant along the last two columns and then rearranging the remaining rows and columns we obtain a block diagonal matrix with n − 1 blocks
on the diagonal. Therefore (6.6) simplifies to −(1 − |α n−1 | 2 ) n−1 (minus sign comes from expanding along the last two columns).
The lemma now follows by induction. is equal to
Proof. This is immediate from (6.4) and Lemma 6.2. Now we can prove Theorem 6.1.
Proof of Theorem 6.1. The joint distribution of α 0 , . . . , α n−1 is
Using Lemmas 6.3 and B.1(vi) we see that this induces the following measure on z 1 , . . . , z n :
Note that we removed the ordering of z j 's which resulted in the 1 n! factor. 6.2. Truncation of orthogonal β-ensemble. Truncations of the orthogonal group, and more generally of the orthogonal β-ensembles, have real eigenvalues with positive probability. Correspondingly, we decompose the set of possible systems of eigenvalues as
Assume we are given a function f : C n → C n that is non-negative on D and invariant under the permutations of its n arguments. Let us define
Informally one should think of each of the summands on the right hand side as the distribution conditional on the event that the matrix has L real eigenvalues and M complex-conjugate pairs with L + 2M = n. Each of these distributions is obtained by plugging into the left-hand side dz k = dx k + idy k , taking the wedge product while keeping track which of the eigenvalues are real or complex, and then taking the absolute value of the constant. Thus for each real eigenvalue z k , dz k becomes just the real Lebesgue measure dx k on the real line, and for a complex-conjugate pair z k ,z k , we get |(dx k + idy k ) ∧ (dx k − idy k )| = 2dx k dy k . This corresponds to the factor 2 M on the right-hand side of the definition. More formal and careful discussion of these measures can be found, e.g., in the Borodin-Sinclair paper [2, Sects 2-3].
Theorem 6.4. Given β > 0, a, b > −1, let the coefficients α k , 0 ≤ k ≤ n − 1, be distributed as follows:
, if k is odd. (1−z jzk )
(1−z j )
11) where
(6.12)
Remarks. 1. From our previous discussion it is evident that if n is odd, then such a random matrix is unitarily equivalent to a (n + 1) × (n + 1) matrix from the orthogonal β-ensemble in Proposition 4.5(a) with the first row and column removed (for any 0 < β < ∞ and a, b > −1). If a = b = −1 + β/4, then it is also unitarily equivalent to a (n + 1) × (n + 1) matrix from the ensemble in Proposition 4.5(b) with the first row and column removed (for any 0 < β < ∞). If n is even and a = b = −1 + β/4, then it is unitarily equivalent to a (n + 1) × (n + 1) matrix from the ensembles in Proposition 4.5(c) and (d) with the first rows and columns removed. 2. When β = 2, a = b = −1/2, such a random matrix is unitarily equivalent to a matrix from O(n + 1), or SO(n + 1), or O(n + 1) \ SO(n + 1) with any row and column removed, cf. Proposition 5.2(b).
We follow the same strategy as for the circular ensembles. As before, let (6.3). In the next lemma we compute the Jacobian determinant of the transformation from z j 's to κ (6.9) . On this set we have that the mapping (z 1 , . . . , z n ) → (κ
n ) is injective, and
(6.13)
Remark. In other words, the above lemma says that the following change of variables is legitimate
Proof. Note that the above change of variables can be viewed as a composition of two changes of variables:
But the (complex) Jacobian determinant for the first map is ∆(z 1 , . . . , z n ) by Lemma D.2(a), and the (complex) Jacobian for the second map is easily seen to be 2 M in the absolute value.
Lemma 6.6. The Jacobian determinant of the R n → R n change of variables
Proof. Using the recurrence (6.5) it is easy to see that
If n is even then the ( n 2 , n 2 )-entry of the latter matrix is 1 − α n−1 . We stress that this is an n × n matrix, in contrast to (6.6) which was 2n × 2n. Expansion along the last column allows to compute (6.14), and then induction finishes the proof. Now we are ready to prove Theorem 6.4.
Proof of Theorem 6.4. Starting with the joint probability density (6.10) of α k 's and performing two changes of variables from the previous two lemmas, we obtain
where the constant
can be easily seen to be equivalent to (6.12) .
After some simplification, the distribution becomes
Now application of Lemma B.1(i) and (vi) finishes the proof.
7. Matrix models and resonance distribution for systems with non-ideal coupling
As argued by Fyodorov-Sommers in [11] (see also [9, 12] ), the eigenvalues of the truncations represent resonances for the open systems for the special case of the ideal coupling. They proposed a more general model (for CU E) which for the 1 open channel case takes form
Here U is a unitary random matrix, and 0 ≤ T a ≤ 1 is the so-called transmission coefficient, which may be random, or deterministic. The case of T a = 0 corresponds to the closed system, and T a = 1 to the open system with the ideal coupling. Clearly the eigenvalues corresponding to T a = 0 and T a = 1 (ignoring the zero eigenvalue) coincide with the eigenvalues of the unperturbed unitary random matrix and of its truncation, respectively. In fact, instead of the transmission coefficient it will be more convenient for us to work with the reflection coefficient R a := √ 1 − T a . Our method of reducing to the CMV form applies here as well. Indeed, let U be n × n and its CMV form be U = W C(α 0 , . . . , α n−1 )W † with W e 1 = W † e 1 = e 1 . Then
Using the idea in Lemma 5.1, one then obtains that V is unitarily equivalent to
if n is odd and to
if n is even. Combining this with the CMV models we developed earlier, we immediately obtain the following proposition. Proposition 7.1. Let 0 ≤ R a ≤ 1 be independent of the random matrix U .
(a) The eigenvalue distribution of (7.1) with U ∈ COE(n), CU E(n), CSE(n) coincides with the eigenvalue distribution of C(α 0 , . . . , α n−2 , R a e iφ ) with independent coefficients
where β = 1, 2, 4 for COE, CU E, CSE, respectively.
(b) The eigenvalue distribution of (7.1) with U ∈ O(n), or SO(n), or O(n) \ SO(n) coincides with the distribution of C(α 0 , . . . , α n−2 , R a σ) with independent coefficients
and σ ∈ B(0, 0) for O(n); σ = 1 for SO(2k) or O(2k + 1) \ SO(2k + 1); and σ = −1 for SO(2k + 1) or O(2k) \ SO(2k). (c) The eigenvalue distribution of a USp(n) matrix with one row and column removed coincides with the distribution of C(α 0 , . . . , α n−2 , R a q) with independent 2 × 2 matrix coefficients
Remarks. 1. As usual, CSE has double multiplicity at each of the eigenvalues of (7.2).
2. When R a = 0 these CMV models coincide with the models in Section 5 (with n instead of n + 1 that we had earlier), and when R a = 1 they become the (reversed) models from Section 4 (the reversed models however do not have the spectral measures preserved but only the eigenvalues, so are less natural).
For (a) and (b) we can compute the eigenvalue distributions. 
Assume the reflection coefficient R a is independent of α 0 , . . . , α n−2 , φ with a distribution on (0, 1) of the form
where F is any function that makes (7.6) a probability distribution. Then the eigenvalues z 1 , . . . , z n of C(α 0 , . . . , α n−2 , R a e iφ ) are distributed in D n with the joint distribution
Assume the reflection coefficient R a is independent of α 0 , . . . , α n−2 , σ with a distribution on (0, 1) of the form
where G is any function that makes (7.9) a probability distribution. Then the eigenvalues z 1 , . . . , z n of C(α 0 , . . . , α n−2 , R a σ) are distributed in D n with the joint distribution
where P n is (6.12).
Remarks. 1. When β = 1, 2, 4 in (a), (7.7) is the eigenvalue distribution of (7.1) with U ∈ COE(n), CU E(n), CSE(n), respectively. Also, for any 0 < β < ∞, (7.7) is the the eigenvalue distribution of (7.1) with U a matrix from the circular β-ensemble.
2. When β = 2 in (b), (7.10) is the eigenvalue distribution of (7.1) with U ∈ O(n). The analogue of Theorem 6.4 for general a, b > −1 can also be stated. We chose a = b = −1 + β/4 to simplify the presentation.
3. When F ≡ 1 in (a) (or G ≡ 1 in (b)), we obtain that a system under the non-ideal coupling with such a reflection coefficient R a behaves as a system one size larger with ideal coupling. One should also recognize that (7.6) with F ≡ 1 and (7.9) with G ≡ 1 coincide with the distribution of |α n−1 | in Theorem 6.1 and Theorem 6.4, respectively. Ultimately, this is a manifestation of the statistical independence of the Verblunsky coefficients.
Proof. The result is obvious from the arguments in Section 6. The only additional fact we need to use is that R a = |α n−1 | = n j=1 z j , see Lemma B.1(i).
Symmetric CMV matrices
As we mentioned in Subsection 2.2, in the case of a system with time-reversal invariance (COE and CSE) reducing its scattering matrix U to the CMV form is not natural since this breaks the initial symmetry. In this section we introduce a symmetric analogue of the CMV form which solves this issue. We will call these matrices (8.1) "symmetric CMV".
In what follows let Re T = 
T is as in (2.6), and N is the unitary matrix
The matrix S is 7-diagonal and symmetric
Proof. By the spectral theorem (cf. (2.9)), we may conflate U with the operator for the orthonormal bases formed by orthonormalizing {1, z, z
Recall that the traditional CMV matrix C = LM represents U in the {χ k } basis and that M represents the change of basis from {χ k } to {x k }; specifically, M jk = x j , χ k .
It is elementary to verify that N T N = M and consequently,
Thus, the key assertion to be proved is that N represents the change of basis from {χ k } to {s k }. To this end, let us first observe that
Here ellipsis indicates terms in the linear span of {z n−1 , . . . , z 1−n }; we will continue this convention for the remainder of the proof.
Proceeding directly from the definition of the Gram-Schmidt process, we have
for some positive constant c. Correspondingly, there is a c ′ > 0 so that
In fact, c ′ = 1 and the ellipsis terms vanish. To see this, we observe that s 2n−1 , χ 2n , and χ 2n−1 are all unit vectors and are all perpendicular to elements in the span of {z n−1 , . . . , z 1−n }. This confirms all odd-indexed columns of N −1 = N T . To verify the even-index columns (after the zeroth, which is trivial) we first observe that there are some γ > 0 and δ ∈ C so that
Noting also that
we deduce that
for some γ ′ > 0 and δ ′ ∈ C. Again the ellipsis terms vanish because they are perpendicular everything else that appears in this formula. To determine γ ′ and δ ′ , we first exploit that s 2n is perpendicular to s 2n−1 . Using the expansion of s 2n−1 in terms of {χ k } proved above, this shows that δ ′ = 0. Lastly, the fact that s 2n is a unit vector confirms γ ′ = 1. This justifies the even-indexed columns of N −1 = N T and so completes the proof of (8.1). The symmetry and 7-diagonal properties of S are obvious from the construction. Finally, suppose U T = U . Note that columns of R are the vectors obtained from the orthonormalization of
. . But U † = U (entrywise complex conjugation), which means that each of Re(U m ) and Im(U m ) are real matrices for any m. This implies that R is also real.
Remarks. 1. Similar arguments show that, unless n = 2k and det U = −1 (which is equivalent to α n−1 = 1), an n × n unitary matrix U with e 1 cyclic can be reduced to the "symmetric CMV" form
where 
where L is as in (2.6), and
Note that det U = −1 for COE(n) is a probability 0 event. Therefore with probability 1 any matrix from COE(n) can be orthogonally reduced to the symmetric CMV form, while fixing e 1 and preserving the spectral measure. Moreover, matrices with different spectral measures lead to different sets of Verblunsky coefficients, and therefore different symmetric CMV forms.
The infinite unitary CMV matrix with α n = 0 is the bilateral shift (after reordering basis elements). The symmetric CMV form of this operator is  
Similar arguments lead to the analogue of Proposition 8.1 for CSE(n). The corresponding (complex quaternionic) symmetric CMV form is just S ⊗ I 2 (with S as above), and the reducing matrix R is in USp(n).
Appendix A. Quaternions
Let us carefully define the algebras of real quaternions H R and complex quaternions H C , as well as discuss quaternionic matrices.
A.1. Real and complex quaternions. In modern language, the real quaternions were introduced by Hamilton as the unital associative algebra H R over R generated by 1, i, j, k with (non-commutative) multiplication defined by
We identify the underlying vector space with R 4 by using 1, i, k, j as the standard basis. Note the deliberate reordering! This makes for a prettier regular representation q → L(q): let q = a + bi + ck + dj ∈ H R , then
The 2 × 2 blocks appearing in (A.2) correspond to the standard matrix representations of complex numbers. This leads to the usual representation of real quaternions as 2 × 2 complex matrices:
where a, b, c, d ∈ R.
In particular, this shows that the group of unimodular real quaternions (i.e., q ∈ H R with a
is the special unitary group SU(2). The analogue of (A.2) for multiplication on the right is as follows:
which is to say
Note that q → R(q) is not a representation (i.e. homomorphism) of H R , but rather of the reversed algebra. Needless to say, all matrices R(q), q ∈ H R commute with all L(p), p ∈ H R . Indeed, the general theory of matrix algebras (cf. [28, Theorem 3.4 .A]) guarantees that every matrix that commutes with all L(p), p ∈ H R , must be of the form R(q) for some q ∈ H R .
The complex quaternions H C are defined in the same exact way as H R but over C instead of R. For q = a + bi + ck + dj ∈ H C (now a, b, c, d ∈ C), we will be using the representation C(q) defined by same expression (A.3).
Note that C(H R ) consists of 2 × 2 complex matrices (α ij ) 2 i,j=1 with α 11 =ᾱ 22 and α 12 = −ᾱ 21 , and C(H C ) consists of all 2 × 2 complex matrices.
For a (real or complex) quaternion q = a + bi + ck + dj let us define its conjugate byq = a − bi − ck − dj, and its Hermitian conjugate by
A.2. Matrices of quaternions. For the rest of the section, let Q be an n × n matrix of (real or complex) quaternions Q = [q ij ] n i,j=1 . We define C(Q) as the matrix formed by replacing each quaternion entry by the corresponding matrix representation
the usual Hermitian conjugation of complex matrices. For any 2n × 2n complex matrix M we define its (time reversal) dual matrix by
the 2n × 2n block diagonal matrix with n copies 0 −1 1 0 along the diagonal.
For a quaternionic matrix Q let us define
It is easy to verify that if Q is complex quaternionic then
We say that a (complex or real) quaternionic matrix is self-dual if Q R = Q. We say that a (complex or real) quaternionic matrix Q is unitary if C(Q) is unitary.
Finally, by the eigenvalues of a quaternionic matrix Q we mean the eigenvalues of the complex matrix C(Q).
Appendix B. Basics of orthogonal polynomials on the unit circle
We will introduce some basics of the theory of orthogonal polynomials on the unit circle. For more details we refer the reader, e.g., to [24, 25] .
Suppose we have a positive probability measure µ on the unit circle ∂D having at least n points in its support. For the purposes of this paper, the typical example one should keep in mind is µ being the spectral measure of an n × n unitary matrix U with distinct eigenvalues (see Section 3).
Then applying Gram-Schmidt procedure to the monomials {z k } n−1 k=0 with respect to the inner product f (z), g(z) := ∂D f (e iθ )g(e iθ )dµ(θ) in L 2 (dµ), one obtains a sequence {Φ k (z)} n−1 k=0 of monic polynomials orthogonal with respect to µ Φ j (z), Φ k (z) = 0, if j = k.
(B.1)
The famous result of Szegő is that these orthogonal polynomials satisfy the recurrence relation Φ k+1 (z) = zΦ k (z) −ᾱ k Φ * k (z) (B.2) for some sequence of complex coefficients {α j } n−2 j=0 from D (referred to as Verblunsky coefficients), where for any polynomial P (z) of degree k we define P * (z) = z k P (z −1 ) (B.3) (i.e., if P (z) = z k + κ 1 z k−1 + . . . + κ k−1 z + κ k , then P * (z) =κ k z k +κ k−1 z k−1 + . . . +κ 1 z + 1).
It should be noted that if µ has exactly n points in its support, then {z j } n−1 j=0 form a basis, and therefore z n is a linear combination of {z j } n−1 j=0 in L 2 (dµ). However Gram-Schmidt procedure can still be applied to produce a polynomial Φ n (z) (which is of norm 0 in L 2 (dµ), of course), and (B.2) holds with a unimodular coefficient α n−1 .
In fact, there is a one-to-one correspondence between all probability measures supported on n distinct points µ(θ) = and sequences of Verblunsky coefficients {α k } n−1 k=0 with α k ∈ D for 0 ≤ k ≤ n − 2 and α n−1 ∈ ∂D. So α 0 , . . . , α n−1 can be viewed as a change of variables from e iθ1 , . . . , e iθn , µ 1 , . . . , µ n (subject to n j=1 µ j = 1). This was initially explored in [18] (see also Forrester-Rains [8] ), and is developed further in our Section 4.
For each 0 ≤ k ≤ n − 1, denote the orthonormal polynomials
where the norm is in L 2 (dµ). We summarize some of the properties of orthogonal polynomials that we will need in the next lemma. (
(1 − z jzs ) (B.8)
Proof. (i) is immediate from (B.2).
(ii) and (iii) are standard facts, see [24, 25] . A proof of (iv) can be found in, e.g., [28 Appendix C. Some distributions on spheres
For the reader's convenience we collect here some of the distributions needed in the body of the text.
Lemma C.1. (a) Let a random vector x ∈ R n be chosen according to the normalized uniform distribution the unit sphere {x ∈ R n : ||x|| = 1}. Then ) are jointly distributed on the simplex n j=1 µ j = 1, µ j ≥ 0, 1 ≤ j ≤ n, according to the probability distribution (n − 1)! dµ 1 . . . dµ n−1 .
(c) Let a random vector x ∈ R 2n be chosen according to the normalized uniform distribution the unit sphere {x ∈ R 2n : ||x|| = 1}. Then are jointly distributed on the simplex n+1 j=1 µ j = 1, µ j ≥ 0, 1 ≤ j ≤ n + 1, according to the probability distribution (e) Let a random vector x ∈ R 4n be chosen according to the normalized uniform distribution the unit sphere {x ∈ R 4n : ||x|| = 1}. Then ) are jointly distributed on the simplex n j=1 µ j = 1, µ j ≥ 0, 1 ≤ j ≤ n, according to the probability distribution
