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Abstract
In this paper, we study the existence of positive solutions for the semilinear elliptic problem


−u+ q(·)u− (·, u)u= (·, u)u in ,
u> 0 in ,
u= 0 on ,
where  is a parameter and  is a regular bounded domain in Rd . The functions  and 
are supposed to be locally in the Kato class.
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1. Introduction
In this paper, we shall study the existence of positive solutions for the following
nonlinear eigenvalue problem


−u+ q(·)u− (·, u)u = (·, u)u in ,
u > 0 in ,
u = 0 on .
(1)
Here and throughout this paper,  is a regular bounded domain in Rd , d1,  is the
Laplacian, q ∈ KLocd (Rd),  and  are Carathéodory functions deﬁned on ×R+ which
are locally in the Kato class K locd . The function  is a weight which may change sign
(indeﬁnite weight). Solutions of this problem are understood as distributional solutions.
For the reader’s convenience we recall the following deﬁnition introduced in [1].
Deﬁnition 1.1. A measurable function f is locally in the Kato class KLocd (Rd) if, for
every R > 0,
lim
→0 sup‖x‖R
∫
‖x−y‖<ε
|x − y|2−d |f (y)| dy = 0, when d3.
lim
→0 sup‖x‖R
∫
‖x−y‖<ε
Log
(
1
|x − y|
)
|f (y)| dy = 0, when d = 2.
lim
→0 sup|x|R
∫
|x−y|<ε
|f (y)| dy = 0, when d = 1.
Note that if p > d2 , then L
p
loc ⊂ KLocd (Rd). Also, we have that L∞ ⊂ KLocd (Rd).
In the sequel, we assume that there exist a non-negative function F ∈ KLocd (Rd) and
a measurable function h such that the following assumptions are satisﬁed:
(A1) limy→0 h (y) = 0 ,
(A2) |(x, y)| F (x) h (y) ,
(A3)
∣∣(x, y)− (x, 0)∣∣ F (x) h (y) ,
(A4) (x, y)F (x) > 0, for all (x, y) ∈ × R+,
(A5)
◦
D = ∅, where D = {x ∈  : (x, y)0,∀y ∈ R+}.
Note that these assumptions are trivially satisﬁed when (x, y) = 1 and (x, y) =
a (x) h (y) such that a ∈ L∞() and h ∈ C (R+) satisfying h (0) = 0.
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In the following, we denote by 1 the principal eigenvalue of the linear problem:


−u+ q (·) u− (·, 0)u = 0 in ,
u > 0 in ,
u = 0 on 
(1.1)
and by e1 the normalized associated eigenfunction with respect to the uniform norm.
Deﬁnition 1.2. We say that a measurable function  deﬁned on  × R+ is locally
K-Lipschitz with respect to y if for every c > 0, there exists a function fc ∈ KLocd (Rd)
such that
|(x, y)− (x, y′)|fc(x)|y − y′|
for all x ∈  and all y, y′ ∈ [0, c].
For now on, we suppose that the following assumptions hold:
(1)  is a measurable function deﬁned on  × R+, continuous with respect to the
second variable such that for all c0
(·, c) ∈ KLocd (Rd).
(2)  is a measurable function deﬁned on  × R+, continuous with respect to the
second variable such that for all c0
(·, c) ∈ KLocd (Rd).
(3) For every c > 0, there exists gc ∈ (KLocd (Rd))+ such that for every x ∈ U , the
function y →±(x, y)y + gc(x)y is increasing on [0, c],
(4) For every c > 0, there exists hc ∈ (KLocd (Rd))+ such that, for every x ∈ U, the
function y →±(x, y)y + hc(x)y is increasing on [0, c].
In particular, if  and  are locally K-Lipschitz with respect to y, then the above
assumptions are satisﬁed.
Our main result is as follows:
Theorem 1.1. Assume that the following assumptions hold:
• For a.e x ∈ , the function y → 1(x, y) is decreasing on R+.
• There exists a real p > 0 and a function g ∈ L1() such that
(A6) lim
y→0
(x, y)
yp
= g(x) uniformly in x
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and
(A7)
∫

g(x)e
p+2
1 (x) dx < 0.
Then, there exists ∗ > 1 such that for all  ∈
]
1, 
∗[
, the problem (1) has a
positive solution, while there is no such solution for  > ∗.
Remark 1.1. Note that this result holds if the operator  is replaced by a linear
second-order differential operator L such that the continuous solutions of Lu = 0
generate an elliptic harmonic space having a Green function. This includes uniformly
elliptic operators in divergence form with bounded measurable coefﬁcients .
Such a problem has been widely investigated for the case  = 1 under various
assumptions on q and .
In [7], Berestycki et al. considered the following problem:


−u+ q(·)u− u = a (x) up in ,
u > 0 in ,
u = 0 on ,
(1.2)
where 1 < p < d+2
d−2 if d3 and p > 1 if d = 1, 2 and the functions a and q are
assumed to be in L∞(). They proved that the condition (A7) is a necessary condition
for the solvability of (1.2) and that the conditions (A5) and (A7) are sufﬁcient for the
existence of positive solutions of the problem (1.2). In their paper, they used critical
point theory like mountain pass lemma and constrained minimization problems.
In [16], Ouyang used variational method for proving the existence of positive solution
of the following problem:


−u− u = a (x) up in ,
u > 0 in ,
u = 0 on .
(1.3)
In [2], Alama and Tarantello considered the problem


−u− u = a (x) f (u) in ,
u > 0 in ,
u = 0 on ,
(1.4)
where  is a bounded domain in Rd , d3, f is a positive function in C1 () such that
limu→0 f (u)|u|p−2u =  > 0, 2 < p < 2dd−2 and a is a function which satisﬁes the condition
(A5) and (A7). The existence of positive solutions of the problem (1.4) was proved by
using variational methods.
Gamez in [11], Ambrosetti and Gamez in [4] solved the problem when  (x, y) =
a (x) h (y) and  = 1 by using bifurcation theory.
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In [15], Lopez-Gomez considered the problem


Lu = u− a (x) up in ,
u > 0 in ,
u = 0 on ,
where L =
d∑
i,j
Di(ai,j (x)Dj )+
d∑
i=1
ai(x)Di + a0 (x), with ai,j ∈ C1
(

)
, ai ∈ C
(

)
and ai,j = aj,i .
Recently, in [3], Aman and Lopez-Gomez studied the general case


Lu = u− a (x) f (x, u)u in ,
u = 0 on ,
Bu = 0 on ,
where
Bu =
{
u in 	,

u+ b0u on 	,
	 and 	1 are two disjoint open and closed subsets of  with 	 ∪ 	1 = .
Note that Theorem 1.1 gives a generalization for the results cited above since we
introduce the nonlinear function (·, u) and we have a more general class of functions
(·, u) than in the existing literature and there is no condition on the smoothness of
 and q. Note that in our case there is no condition on the real p which appears in
(A6). It is worth mentioning that our technique is different from the ones used in the
classical framework and we work in non-standard classes of functions. The key for the
proof of our theorem are the results of Lemmas 3.3 and 3.4. Their proof is based on
the result of Theorem 2.1 which appeared in [5].
In Section 2 we shall give some preliminaries and prove the Theorem in Section 3.
2. Preliminaries
Let B() (C() resp.) denote the set of all measurable (continuous resp.) functions
on . Given any set A of functions, let A+ (Ab resp.) be the set of positive (bounded
resp.) functions in A. Let us denote by S() the set of superharmonic functions on .
In the sequel, we shall give a brief summary of some deﬁnitions and properties
which will be needed later (for details see [8,9]).
Deﬁnition 2.1. Let f ∈ KLocd (Rd). We deﬁne the operator Kf on Bb () as follows:
For every function g ∈ Bb (), we set
K
f
 (g) (x) =
∫

G(x, y)f (y)g(y) dy, x ∈ ,
where G denotes the Green function for  corresponding to the Laplacian .
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When f = 1, we denote Kf by K. Thus, it is obvious that
K
f
 (g) = K (f.g) .
For convenience we will usually write K instead of K.
Remark 2.1. We recall the following properties of K (see [9]).
(1) If f ∈ KLocd (Rd), then Kf (g) is a difference of continuous potentials on .
Moreover, when f and g are non-negative, then Kf(g) ∈ S+ ().
(2) The mapping Kf is compact on Bb().
(3) If f ∈ L∞(), then Kf (g) is of C1 class on . If f is smooth, then K(f ) ∈ C2 ()(see [10]).
Then, a bounded function u is a solution of (1) if and only if:
u+Kqu− K(·,u)u−K(·,u)u = 0 (2.1)
(see [6] or [13]).
Deﬁnition 2.2. We say that the operator I + Kf is positive-invertible if the operator
I +Kf : Bb ()→ Bb () is invertible and for every s ∈ S+b (), (I +Kf )−1s0.
We recall the following results proved in [14] or [12]:
Proposition 2.1. If the operator I + Kf1 is positive-invertible and if f20, then the
operator I +Kf1 +Kf2 is positive-invertible on Bb ().
Proposition 2.2. Let f, g ∈ KLocd (Rd) and suppose that g > 0. Then the problem
u+Kf (u)+ Kg (u) = 0
has a principal eigenvalue  and for every 
 > , the operator I + Kf + 
Kg is
positive-invertible on Bb () (see [14]).
Proposition 2.3. Let f ∈ KLocd (Rd) such that
∥∥∥Kf−∥∥∥ < 1. Then the operator I +Kf
is positive-invertible on Bb().
Deﬁnition 2.3. We say that a function u is a subsolution of (1) if and only if:
{−u+ q(·)u− (·, u)u− (·, u)u0 in ,
u = 0 on .
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Similarly u is a supersolution of (1) if the reverse inequality holds.
We recall the following results proved in [5].
Proposition 2.4. Let u, v ∈ B () and let , c ∈ R be such that
(1) 0vuc,
(2) u is a supersolution of (1),
(3) v is a subsolution of (1).
Then there exists vwu such that w is a solution of (1).
Theorem 2.1. For every c > 0, there exist a real c and a positive continuous function
uc such that supx∈ uc(x) = c and uc is a solution of (1)c .
3. Proof of the theorem
There are three steps to get the proof of Theorem 1.1. First, we show that for
large , there is no solution for (1). Next, we show that if for some 0 > 1 the
problem (1)0 has a positive solution, then for every  ∈
]
1, 0
[
, the problem (1)
has a positive solution. Finally, we show that there exists  > 1 such that (1) has a
positive solution.
Thus, by setting
∗ = sup{ > 1 : (1) has a solution}
we get the proof of the Theorem.
Proposition 3.1. There exists  ∈ R such that positive solutions u of (1) only exist
for .
Proof. Suppose that 0 and let u be a positive solution of (1) . Set ∗ =
◦
D and
let ′ be the ﬁrst eigenvalue of the linear problem


−u+ qu+ Fu = 0 in ∗,
u > 0 in ∗,
u = 0 on ∗.
Since


−u + qu − Fu =  (·, u) u + 
(
(·, u)− F
)
u in ,
u > 0 in ,
u = 0 on ,
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then we get by (A4) and (A5)
{−u + qu − Fu0 in ∗,
u > 0 in ∗.
Thus, using Proposition 2.1 in [14], we obtain −′. 
Lemma 3.1. For every  > 1 there exists ε0 > 0, such that the function u = εe1 is
a subsolution of (1) for each ε < ε0.
Proof. Let  > 1. Then, we have by (1.1)
−εe1 + εqe1 − ε(·, εe1)e1 − ε(·, εe1)e1
= ε(1(·, 0)− (·, εe1)− (·, εe1))e1. (3.1)
On the other hand, by (A1)–(A3), there exists ε0 > 0 such that, for every 0 < y < ε0
1(x, 0)− (x, y)− (1 − )(x, 0) < F (x) (− 1)2 in  (3.2)
and
−(x, y) < F (x) (− 1)
4
in . (3.3)
Thus, from (3.2) and (3.3), we get that for every ε < ε0
1(x, 0)− (x, εe1)− (x, εe1)3F (x) (− 1)4 + (1 − )(x, 0)
in .
Using (A4), we obtain
1(x, 0)− (x, εe1)− (x, εe1) − F (x) (− 1)4 , in .
Finally, by (3.1) we conclude that εe1 is a subsolution of (1). 
Proposition 3.2. Let 0 > 1 such that (1)0 admits a positive solution. Then, for each
 ∈ ]1, 0], (1) admits a positive solution u.
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Proof. Let us choose a compact L ⊂  such that
sup
x∈′
∫
′
G
′
(x, y)(|q(y)| + |(y, 0)|) dy < 1, (3.4)
where ′ = \L and let u0 be a solution of (1)0 . Since u0 = 0 on , then by
(A2) and (A3) we can choose ′ such that in addition
−1(x, 0)+ 0(x, u0)− (0 − 1)(x, 0) > − (0 − 1)2 F(x)
on ′ and
(x, u0) > − (0 − 1)4 F(x) on 
′.
Then by (A4), we get
(0(x, u0)− 1(x, 0)+ (x, u0)) (0 − 1)4 F(x) on 
′.
This gives us
−u0 +
(
q − 1(x, 0)
)
u0 =
(
(x, u0)+ 0(x, u0)− 1(x, 0)
)
u00 (3.5)
on ′. Moreover, we have
−e1 +
(
q − 1(·, 0)
)
e1 = 0 (3.6)
in ′. Using (3.5) and (3.6) we get that for every ε > 0
−(εe1 − u0)+
(
q − 1(·, 0)
)
(εe1 − u0)0, in ′. (3.7)
On the other hand, we can choose ε small enough to get
εe1u0 on  \ ′. (3.8)
Using (3.4), it follows from Proposition 2.3 that the operator (I + Kq−1(·,0)
′ ) is
positive invertible and therefore from (3.7) and (3.8), we get εe1u0 on ′. Since
u0 is a supersolution of (1), then by Lemma 3.1 and Proposition 2.4, there exists a
solution u of (1) such that εe1uu0. 
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Lemma 3.2. Let
(
n
)
n
be a sequence such that n → 1 as n→∞. For each n ∈ N,
let un be a positive solution of (1)n and suppose that ‖un‖∞ → 0. Then un‖un‖∞ → e1.
Proof. Put vn = un‖un‖∞ . Since un is a solution of (1)n , then vn is a solution of
vn +Kqvn −K(·,un)vn − nK(·,un)vn = 0. (3.9)
Since ‖un‖∞ → 0, then from assumptions (A1)–(A3), there exists n0 ∈ N such that
for all nn0, |(x, un)|F(x) and |(x, un)|F(x) + |(x, 0)| on . Using the
fact that F and (·, 0) are locally in the Kato class, we conclude by a result in [14]
that the family
{
Kqvn −K(·,un)vn − nK(·,un)vn
}
is equicontinuous on . Hence,
by Ascoli’s Theorem, there exists a subsequence of (vn)n which converges uniformly
on  to a function v > 0 such that ‖v‖∞ = 1. On the other hand, since  and  are
continuous and the operator K : u → K((·, u)) (u → K((·, un)) resp.) is compact
on Bb(), we conclude that v is a solution of
v +Kqv − 1K(·,0)v = 0,
i.e


v − qv + 1(·, 0)v = 0 in ,
v > 0 in ,
v = 0 on ,
which implies that v = e1. 
Next, we shall prove that there exists  > 1 such that (1) has a positive solution.
For that, we will distinguish the case 1 > 0 and the case 10.
3.1. The case 1 > 0
Let us assume that 1 > 0 and that for a.e x ∈ , the function y → (x, y) is
decreasing on R+.
Lemma 3.3. For each ε ∈
]
0, 12
[
, there exists  > 1 − 2ε and a positive solution
uε of (1)ε such that ‖uε‖∞ ε.
Proof. Let 1>2ε>0. Note that by Proposition 2.2, the operator I+Kq−(1−ε)K(·,0)
is positive-invertible.
Then by (A2) and (A4) there exists 0 < εε such that for every |y|ε, we have
|(·, y)| < ε(·, y).
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Since  is decreasing we get:
(1 − ε)
(
(·, 0)− (·, u))− (·, u)+ ε(·, u) > 0
for all u ∈ C+b () with ‖u‖∞ ε.
Hence, using Proposition 2.1, we conclude that the operator
I +Kq − (1 − ε)K(·,0) +K(1−ε)((·,0)−(·,u))−(·,u)+ε(·,u)
= I +Kq −K(·,u) − (1 − 2ε)K(·,u) (3.10)
is positive-invertible for all u ∈ C+b () such that ‖u‖∞ ε.On the other hand, by Theorem 2.1, we have that for all ε > 0, there exists ε and
a solution uε of (1)ε such that ‖uε‖∞ εε which means that uε is a solution of
uε +Kquε −K(·,uε)uε − εK(·,uε)uε = 0.
Thus, the operator I + Kq − K(·,uε) − εK(·,uε) is not invertible and it follows
from (3.10) and Proposition 2.2 that ε > (1 − 2ε). 
Proposition 3.3. Suppose that limy→0 (x,y)yp = g(x) uniformly in x such that
∫

g(x)e
p+2
1 (x) dx < 0.
Then, there exists 0 > 1 such that (1)0 has a positive solution.
Proof. By Lemma 3.3, for every n > 21 , there exists n > 1 − 2n and a positive
solution un of (1)n such that ‖un‖∞  1n .
Suppose that for every n ∈ N∗, 1n. Since
−un + qun − n(·, un)un = (·, un)un (3.11)
and
−e1 + qe1 − 1(·, 0)e1 = 0 (3.12)
we get that
0 
∫

(1(x, 0)− n(x, un(x)))e1(x)un(x) dx
=
∫

(x, un(x))un(x)e1(x) dx.
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And, therefore,
0 
∫

1(x, 0)− n(x, un(x))
‖un‖p+1
e1(x)un(x) dx
=
∫

(x, un(x))
u
p
n (x)
u
p+1
n (x)
‖un‖p+1
e1(x) dx. (3.13)
Since ‖un‖∞  1n and limy→0 (x,y)yp = g(x), then there exists n0 such that for all
nn0, |(·,un)
u
p
n
u
p+1
n
‖un‖p+1 e1| |
(·,un)
u
p
n
|‖e1‖∞(|g| + 1)‖e1‖∞. Using the fact that g ∈
L1() and  is bounded, we get by the dominated convergence theorem and
Lemma 3.2, that the term at the right side of (3.13) converges to ∫ g(x)ep+21 (x) < 0
which is impossible.
Hence, there exists n0 > 1 such that (1)n0 has a positive solution. 
Example 3.1. Let F be a positive function in Kdloc, q ∈ Kdloc and put  (x, y) =
F(x)
(
r + 11+y

)
, with r and 
 > 0. We choose r large enough such that the problem


−u+ q(·)u− rFu = 0 in ,
u > 0 in ,
u = 0 on 
has a principal eigenvalue 1 > 0 with a corresponding positive function e1. Let a ∈
Kdloc(R
d) be such that
◦
D = ∅ where D = {x : a(x)0} and
∫

a(x)e
p+2
1 (x) dx < 0.
Let f ∈ C+() be such that
f (0) = 0, and lim
y→0
f (y)
yp
=  > 0
for some p > 0. Then, there exists ∗ such that for all  ∈ ]1, ∗[ there exists a
positive solution of the problem:


−u+ q(·)u− Fu
(
r + 1
1+ u

)
= af (u)u in ,
u > 0 in ,
u = 0 on ,
while there is no such solution for  > ∗.
N.B. Rhouma, M. Mosbah / J. Differential Equations 215 (2005) 37–51 49
3.2. The case 10
Suppose that 10 and that for a.e x ∈ , the function y → (x, y) is increasing
on R+.
Lemma 3.4. For each ε > 0, there exists  > 1 − ε and a solution uε of (1)ε such
that ‖uε‖∞ ε.
Proof. Fix ε > 0. By Proposition 2.2, the operator
(
I +Kq − (1 − ε2 )K(·,0)
)
is
positive-invertible.
Let us choose 0 < εε such that for every y ∈
[
0, ε
]
one has
| (·, y)| < ε
2
 (·, 0) .
Then, for each function u ∈ C+b () such that ‖uε‖∞ε, we have:
− (x, u (x))+ ε (x, u (x))  −  (x, u (x))+ ε (x, 0)  ε
2
 (·, 0) .
Since −1
(
 (·, u)− (·, 0)) 0, then
− (x, u (x))− (1 − ε)(x, u(x))+
(
1 − ε2
)
(·, 0)0.
Thus, the operator
(
I +Kq − (1 − ε)K(·,u) −K(·,u)
)
(3.14)
is positive-invertible. The proof then is achieved as in Lemma 3.3. 
Proposition 3.4. Suppose that limy→0 (x,y)yp = g(x) uniformly in x such that
∫

g(x)e
p+2
1 (x) dx < 0.
Then, there exists 0 > 1 such that (1)0 has a positive solution.
Proof. Similar to the proof of Proposition 3.3. 
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Example 3.2. Let F be a positive function in Kdloc(R
d), and put  (x, y) = F(x) exp(y).
Let q ∈ Kdloc(Rd) such that ‖K(q−)‖∞ < 1. It follows that the problem


−u+ q(·)u− Fu = 0 in ,
u > 0 in ,
u = 0 on 
has a principal eigenvalue 1 < 0 with a corresponding positive function e1. Let a ∈
Kdloc(R
d) such that
◦
D = ∅ where D = {x : a(x)0} and
∫

a(x)e
p+2
1 (x) dx < 0.
Let f ∈ C+() such that
f (0) = 0, and lim
y→0
f (y)
yp
=  > 0
for some p > 0. Then, there exists ∗ such that for all  ∈ ]1, ∗[ there exists a
positive solution of the problem:
{−u+ q(·)u− k (·) exp (u) u = a(·)f (u)u in 
u = 0 on ,
while there is no such solution for  > ∗ .
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