Aiming at the unsound property of the standardized particle swarm optimization in solving fuzzy programming problem, this letter puts forward a expected solving model to constrain particle swarm optimization in solving fuzzy programming problem. First aiming at single decision-making objectives can build fuzzy chanceconstrained programming model. Then according to the target level of the priority structure, the objective can be constrained by means of creating opportunities for the fuzzy decision-making system. The uncertain function of the original objective function and constraint condition should be alternated by expectancy value of the uncertain function. The expected value model can be built. Finally, according to the computing method of the expected value model, the adaptive value of the particle can be calculated. It is proved by the simulation experiment that the expected optimized particle swarm optimization this letter has come up with, in comparison with the standardized particle swarm optimization and chance-constrained particle swarm optimization, possesses better astringency and fuzzy programming property.
INTRODUCTION
To scientifically, reasonably and properly study fuzzy programming theory and method is of important value both theoretically and empirically to the society and economy (Liu and Liu, 2012) . With the fast development of our society, people need to go further in the field of fuzziness, and thus there is wider developing space for fuzzy programming. The theory of fuzzy programming becomes one of the most promoting techniques. And the field of fuzzy programming becomes the frontier research of some interdisciplines such as Operational Research, System Engineering, Decision Science, Management Science, Technological Economy and Fuzzy System Theory (Tsai and Lin, 2013) .
In recent years, the domestic and overseas experts have conducted some researches in fuzzy programming problems. Liu Baoding (Liu and Zhao, 2008) , based on the modeling principle of random programming, builds the expected-value model of fuzzy programming and creates the theory of chance programming. Cao Bingyuan (Cao, 2012) goes further research in fuzzy geometry optimization. Chen Shouhuang (Cheng and Zhao, 2010) puts forward fuzzy optimization in the theory of neural network, theory of unit system for non-structural decision with fuzzy set analysis and multiple-target fuzzy optimal dynamic programming theory. He combines the theoretical model with the empirical engineer, solves many problems long-existed in the theory of engineering fuzziness. Tang Jiafu and Wang Dingwei(Tang and Wang, 2010) conduct research in fuzzy nonlinear programming problems with penalty coefficients, they also put forward the interactive satisfactory solution and decision-making method on the basis of GA. Zhang Guoli and others(Zhang and Li, 2014 ) build weighing programming model, soling the problem of multiple-target fuzzy nonlinear programming by making use of fuzzy set theory. Su Jie (Su, 2015) , on the condition of the biggest coordinate degree between the objectives, puts forward the definition and solution of the optimal solution in multiple-target fuzzy coefficient programming problems. Li Xiaozhong(Li and Zhang, 2008) comes up with a series of linear programming problems with fuzzy variables and fuzzy constraints. He introduces the triangular fuzzy number into the model, and transforms the linear programming problems with fuzzy variables and fuzzy constraints into multiple-degree or multiple-target linear programming problems. Li Shaoyuan and others (Li and Xi, 2010) put forward a predictive control method on the basis of fuzzy targets and constraints. In this way, the controlling demand of the decision-makers and the degree of satisfaction of the final controlling can be transformed into target function. Guo Huixin and others(Guo and He, 2011) come up with a certain principle of membership function with fuzzy constrained condition. Xu Yusheng and others (Xu and Shi, 2013) introduce degree of membership and membership function into bi-level linear programming problems with fuzzy constraints, which transforms the original problems to common bi-level linear programming problems to seek solution. Zhao Juan and others(Zhao and Liu, 2010) , on the basis of max-min method came up with by Werners, by means of flexiblelatitude weighting builds a new programming model, and proves that the new model is more efficient than max-min model by comparative experiment. Zhao Ruiqing and others(Zhao and Hao, 2010) describe the uncertain variables of the constrained condition as fuzzy variables, making use of the credibility measure to assess the possibility of the setting up of the constrained condition, regarding the joint credibility of the constrained condition as target function, making use of fuzzy simulation to assess the credibility of target function, so that linear programming problems with fuzzy constraints can be transformed into non-constrained optimization problems, then employing Monkey Algorithm to solve non-constrained optimization problems.
This letter aiming at the demand of fuzzy programming solution model, puts forward a expected solving model of constraining particle swarm optimization in solving fuzzy programming problem, and conducts simulation experiment to prove the effectiveness of the model.
FUZZY PROGRAMMING MODEL ON THE BASIS OF CHANCE CONSTRAINT.

Principle of Fuzzy Programming
Fuzzy programming can be written in such a way:
As  is fuzzy variables, there is no significance to make " max " and "  ". Because we cannot maximize fuzzy target function ( , ) f x  and fuzzy constrained condition ( , ) j g x  cannot give a clear feasible set. Aiming at the condition that among fuzzy programming problems, constrained checking and fuzzy targets of the mathematical model are difficult to transform into clear equivalence, the corresponding expected fuzzy model, fuzzy chance-constrained programming model and fuzzy dependent-chance programming can solve uncertain decision-making problems in a better way. As for any given decision vector x , we should see if the method of fuzzy simulation to assess the constrained condition could work, if it does not work for the N time which the random result { | 1, 2,...,
cannot work, then x is not suitable. If it works, then we can make use of fuzzy simulation to seek the solution of target function which has transformed into clear equivalence.
Fuzzy Programming Model Based on Chance Constraint
The modeling method of fuzzy chance-constrained programming model is to make the decision to some extent dissatisfy the constrained chance, but the possibility that the fuzzy constrained condition works is no less than the given confidence level. This letter aiming at single decision-making target put forward the fuzzy chance-constrained model: max
Among which,  and  are given confidence level respectively of constraint and target. x Is decision vector,  is fuzzy variable, ( , ) f x  is target function and
equation (2), it can be understood that if and only if the credibility of { | ( , ) 0}
And to any given vector x , ( , ) f x  is a fuzzy number, there exists more than one f to make sure equation (2)works, the purpose is to maximize f therefore,
For any given decision-making vector, whether the method of making use of fuzzy simulation to assess constraint equation (2) works depends on whether the random result of { | 1, 2,...,
for the N time works. If it does not work, then x is not applicable. Otherwise, we can make use of fuzzy programming technology to seek f in equation (2), which is the target value. Or according to the given optimal structure target level, we can create such chance-constrained target programming for fuzzy decision-making system:
Among which, j p is priority factor, indicating the relative importance of each target. ij u is weight factor of the i target's positive deviation in relative priority j , ij v is weight factor of the i target's negative deviation in corresponding priority j , i d  is optimistic positive deviation i   of target i which is far from the target, defining
Equation (5) is the optimistic negative deviation i   of target i , which is far from target, and can be defined
Equation (6) is function of target constraint, j g is the function of system constraint, i b is the target value of target i , l is the quantity of priority level, m is the quantity of target constraint and p is the quantity of system constraint. When using particle swarm optimization to solve fuzzy chance-constrained programming model, the first problem to solve among three aspects is feasibility of initial value of the particle and the procession. As the initial value of the particle is generated in a estimated domain of definition, the feasibility cannot be assured, so using fuzzy constraint function to assess and solve chance-constrained function is the second issue the letter studied. For { ( , ) 0} 
Therefore, its clear equivalence is ( ) h x k   , among which
Then if 1 / 2   , the possibility of fuzzy event is equal to 1, then { ( , ) 0}
Therefore, its clear equivalence is ( )
The second is estimation of fitness function f . As the letter is based on the credibility to assess f , and the estimated equation of the credibility is monotone function, so for any r , we can using dichotomy to seek the biggest value r to make sure its credibility is no less than  , after several iterations, we can find the biggest r as the estimation of f .
FUZZY PROGRAMMING MODEL BASED ON THE EXPECTED CONSTRAINED PARTICLE SWARM OPTIMIZATION
Expected Value Model
On the condition of expected constraint, Expected Value Model is a model that can make sure the expected value of the target function reach the most mathematical programming. By using the expected value of the uncertain function, it takes place of the uncertain function with original target function and constrained condition, and builds Expected Value Model. The model is
Among which, x is decision-making vector,  is fuzzy vector, ( , ) f x  is target function and ( , ) j g x  is constrained function. To equation (12), it can be understood that if and only if the expected value of set { | ( , )} j g x   is not equal to zero, the point x works. And to any given vector x in equation (12), ( , ) f x  is a fuzzy number, and this fuzzy target function has many expected value, the final target is to find the biggest one. For any given decision-making vector, whether the method of making use of fuzzy simulation to assess constraint equation (12) works depends on whether the random result of { | 1, 2,..., } i i N   for the N time works. If it does not work, then x is not applicable. Otherwise, we can make use of fuzzy programming technology to seek the biggest expected value in equation (12), which is the target value.
To balance multiple targets, we also can builds corresponding fuzzy expectancy-value target programming model, shown by equation (13) 1 1 min ( ) 
To any 0 r  , the credibility of { ( ) } r C f r   is nearly equal to
According to the equation above, we can simulate the expected value 0 0
According to the computing method of expected target function, we can estimate the fitness value of the particle.
Particle Swarm Optimization Based on Expectancy Constraint
Aiming at the expectancy constraint model the letter has put forward, according to the demand of fuzzy programming, combining the standardized particle swarm optimization, we can create a new hybrid intelligent algorithm:
(1) Initial particle swarm 1) Setting population size 2) Randomly setting the initial location and speed of the particle within bounds Use fuzzy simulation technology to assess the possibility. If it works, then it can be regarded as an initial particle, otherwise we should restarted until gain feasible solution.
3) Calculate the fitness value of each particle. The calculation depends on the value of target function, which is according to different model, we should apply fuzzy simulation technology to simulate uncertain function. Using fuzzy simulation to seek the fitness value of each particle. 4) Assign fitness value to the previous best position of each particle 5) According to previous best position of each particle, we can find previous best position of the particle swarm.
(2) Adjusting speed and location to find the best solution 1) According to equation (19), the speed and location of each particle is optimized, shown by equation (20) 1 1 2 2 ( 1) ( ) (
( 1) ( )
Then by using fuzzy simulation technology, the updated feasibility of each particle can be assessed. If it works, then it is acceptable. Otherwise, it should be maintained in the original position.
2) Applying fuzzy simulation technology to calculate the fitness value of each particle Aiming at the expected value model, use fuzzy simulation to simulate uncertain function. Use fuzzy simulation technology to seek the fitness value of each particle.
3) For each particle, if we compare its fitness value with its fitness value when it was in its previous best position, if it is better now, we can regard it as its current best position. 4) For any particle, if we compare its ij p with its fitness value when it was in its previous best position gj p , if it is better, then we regard ij p as its current best position.
5) Repeat step1) to 4), if performing the biggest algorithm or reaching the ending condition, it stops. The best solution we gained is regarded as near-optimal solution.
6) 4. INSTANCE ANALYSIS
To prove the property of the optimized model this letter has put forward, we perform simulation experiment. First of all, we use equation (21) 
Figure.1 Convergence analysis algorithm
It can be seen from the results in figure 1 that the optimal solution of the standard particle swarm optimization algorithm appears in 200 generations, and the optimal solution of the fuzzy programming model based on chance constrains appears 150 generations, and the proposed constrained particle swarm optimization as well as the search strategy can be dynamically adjusted according to the current search situation. Therefore, the optimal solution is obtained in 100 generations, and the performance of optimization is shown.
Then set the fuzzy vehicle routing problem for example, we perform property simulation test on fuzzy programming solving model based on particle swarm optimization. We assume that each car has limited loading capacity, each freight is not allowed to be overloaded; each car has only one running route, during this time, it can serve more than one customers; the goods each customer needed can only be supplied by one car; the beginning and ending location of each route are all at distribution center; each customer has a specific service window time, the freight should be finished during the service time; the goods of customer and the shipping time between each customer are fuzzy. The results of standardized particle swarm optimization, the chanceconstrained particle swarm optimization and expected-constrained optimization are shown respectively by figure2 and figure4.
Figure 2. Haar human movement algorithm test results
From the results in figure 2, it can be seen that the 6-9 distribution center has the intersection of routes, and its actual freight route repeatability is higher, which results in longer customer waiting time, and the distribution end position is closer to the delivery start position , Which is obviously not the optimal path planning result. From the result in figure 3 , it can be seen that the 6-9 distribution center has a duplication of the path. From distribution vehicles through the 6-8 distribution center to the ninth distribution center path which is parallel to the path of the original path, is the repeated path. And the distribution end position is closer to the delivery start position, which is obviously not the optimal path planning result.
Form the results in figure 4 , we can see that among each distribution center there is neither intersection nor duplication of the routes. The distribution end position is far away from the distribution start position and is the result of optimal path planning.
From the result above, the expected constrained optimization of particle swarm optimization, in comparison with the standardized particle swarm optimization and chance-constrained particle swarm optimization has better convergence and fuzzy programming property. 
CONCLUSIONS
In classical optimization methods, both the objective function and the constraint function are considered deterministic. However, in practice, both the objective function and the constraint condition have different degrees of ambiguity, so it is very important to study the optimization method of fuzzy programming problem. The letter aiming at the demand of fuzzy programming solving model, put forward a fuzzy programming solving model based on expected constrained particle swarm optimization. It is proved by the simulation experiment that in comparison with standardized particle swarm optimization and chance-constrained particle swarm optimization, the optimized computing method has better convergence and fuzzy programming property.
