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We investigate the statistical mechanics of an inhomogeneous Coulomb fluid composed of charged
particles with static polarizability. We derive the weak- and the strong-coupling approximations and
evaluate the partition function in a planar dielectric slab geometry with charged boundaries. We
investigate the density profiles and the disjoining pressure for both approximations. Comparison to
the case of non-polarizable counterions shows that polarizability brings important differences in the
counterion density distribution as well as the counterion mediated electrostatic interactions between
charged dielectric interfaces.
I. INTRODUCTION
It has become clear by now that the standard Poisson-Boltzmann (PB) theory used to describe
and understand the electrostatic interactions in colloidal systems has severe limitations and can
sometimes give qualitatively unreliable if not outright wrong answers [1]. There are several distinct
reasons why the PB theory cannot describe some salient features of highly charged Coulomb systems.
First and most notably, the PB theory is a mean-field theory, and thus completely misses the im-
portant effects of ionic correlations that have recently been the focus of much research in Coulomb
fluids [2]. The correlation effect, first observed in simulations [3], exposes the limitations of the
mean-field ansatz in quite a drastic manner, since for highly charged systems the interactions me-
diated by mobile ions between equally charged interfaces can become attractive. However, general
theorems demand the interaction to be repulsive at the mean-field level [4–6]. Several lines of
thought were spawned by simulations and converged into a paradigm shift that allowed for a simple
conceptual understanding of why the mean-field picture breaks down for highly charged systems
and how to formulate a theory that would be valid in these circumstances [7]. This paradigm
shift led to a dichotomy between the weak and strong-coupling approaches that delimit the exact
behavior of a Coulomb system at any value of electrostatic coupling [8].
Another drawback of the PB theory is the physical model on which it is based – point charged
particles – that neglects all ion-specific effects except for the ion valency. It is thus a one parameter
theory where the ions differ only in the amount of charge they bear. One straightforward way
to amend this drawback, sharing some of the conceptual simplicity with the original Poisson-
Boltzmann formulation, is to take into account the excess static ionic polarizability of the ions
[9–11] proportional to the volume of the cavity created by the ion in the solvent. Static excess ionic
polarizability is then a second parameter that differentiates between different but equally charged
ionic species and thus presents an important step towards more civilized models of Coulomb fluids.
Studies of the excess ionic polarizability have a venerable history and go all the way back to the
classical book by Debye on polar molecules (see discussion on pages 111-115 in Ref. [12]), where he
already discussed cavities around ions having a different value of dielectric constant compared to
2the surrounding solution. These cavities in fact represent excess polarization of the ions in aqueous
solvent. Since due to saturation effects for most salts the interior dielectric constant should be taken
much smaller than the aqueous one, the corresponding (static) dielectric constant of the salt should
then be smaller than for pure solvent. This corresponds to negative excess ionic polarizability.
While in Debye’s analysis the effect scales as the volume of the ionic cavity, there are indications
that for large enough solutes it should actually scale with the area of the cavity [13].
One of the moot points of Debye’s analysis is exactly how to pick the right size of the cavity, an
issue that has continued unabashed ever since [14]. The changes in the effective dielectric constant
of ionic solutions due to ionic polarizability was later picked up by Bikerman [15] who, among other
things, acknowledged that a realistic treatment of ions in aqueous solution should take their finite
size into account (see also the discussion in [16]) as well as their excess polarizability. The effects
of ionic polarizability and the associated dielectric decrement on the interactions between charged
macromolecular surfaces in the presence of mobile counterions has been investigated in more recent
times starting from the fundamental work of Netz [17] and continuing with a steady stream of works
[9–11, 16].
Some facets of the ionic and colloid polarizability were discussed starting from the weak-coupling
level by generalising the zero Matsubara frequency van der Waals term and modifying the appro-
priately formulated linearised Debye-Hu¨ckel theory [17, 18]. Levin and coworkers [19, 20] dealt with
polarizability in the context of (ideally) polarizable ions in the vicinity of the dielectric interface.
They also formulated a theory of monovalent and multivalent counterions in suspensions of polar-
izable colloids or nanoparticles [21] which in some respects complements our work where the mono
or polyvalent counterions themselves are treated as polarizable.
The main conceptual fulcrum of our present work is the dielectric decrement of ionic solutions
that has been attributed to various sources, which underlie the changes in the dielectric response
of the solution, but can be universally quantified by an excess ionic polarizability [9, 10]. It is
proportional to the derivative of the (static) dielectric constant of a salt solution with respect to
the concentration of the ions. Numerically this last coefficient, β˜ [9], turns out to be between
−7M−1 and −20M−1 for most of the common salts [22].
Here we shall proceed with the analysis of effects of the excess static ionic polarizability of ions
by formulating consistent weak- and strong-coupling approaches that will lead to a two parameter
– charge and static excess polarizability – theory of a Coulomb fluid. We thus reformulate the
basic model of a Coulomb fluid and investigate its consequences. This is accomplished by first
incorporating the excess ionic polarizability effect in a consistent way into a microscopic model and
then solving the corresponding theory at the mean-field weak-coupling level as well as at the strong
coupling level. It further turns out that the radius of the ions (more precisely of their hydration shell
or cavity) must be introduced, leading to a more civilized three parameters theory. The presented
theory has thus a very broad parameter space that we can not analyze in complete detail. We point
to some salient features and leave most of the details for future endeavor.
II. MODEL
We are interested in the behavior of mobile charges (counterions) immersed in a planar slab
of thickness L filled by aqueous solvent of permittivity ǫw. The slab is assumed to be confined
between two semi-infinite regions of permittivity ǫext that bear fixed charges of opposite sign to the
sign of the mobile charges with surface charge density σ0. Counterions have a radius R, a charge
e = qe0, where e0 is the elementary charge of the electron and q is their valency, and an excess
polarizability α. This latter quantity is defined precisely as the difference between the aqueous
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FIG. 1: Polarizable counter-ions of excess polarizability α between two charged plates. The solvent in
between has a permittivity ǫw, while the two semi-infinite regions 0 > z > L have permittivity ǫext. The
two surfaces at z = 0, L bear a surface charge of surface charge density σ. R is the radius of the ions.
solvent polarizability and the proper ionic polarizability, and may thus be negative as surmised by
Debye [12]. In fact experimentally this is the standard behavior observed for many salts, see Ref
[9] for details. We will denote the whole space as E and the volume of the slab as V . A schematic
representation of the geometry of our model is given in Fig. 1.
A. Field-action
The partition function for N counterions is
ZN =
1
N !
∫
[dφ]
N∏
j=1
dxj (1)
× exp

−βǫ0
2
∫
E
ǫ(x)(∇φ(x))2dx+ β
∑
j
[
ieφ(xj)− α
2
(∇φ(xj))2
]
− iβ
∫
∂V
σ(x)φ(x)d′x

 ,
where β = (kBT )
−1 and d′x denotes the integration over the bounding surfaces ∂V . The standard
field-theoretical representation of the Coulomb fluid partition function in terms of the fluctuating
electrostatic potential has been used [23], properly extended by the fact that the counterion energy
in an electrostatic field contains the point charge contribution ieφ(xj) as well as the term due to
its excess polarizability α2 (∇φ(xj))2.
Note that in this general expression, the surface charge may not be uniform, although we will
restrict ourselves to the case σ(x) = σ0.
The grand canonical partition function for a given fugacity λ is then given by
Z =
∞∑
N=0
λNZN =
∫
exp(−βS[φ])[dφ], (2)
4where the field-action S[φ] is given by
βS[φ] =
βǫ0
2
∫
E
ǫ(x)(∇φ(x))2dx−λ
∫
V
exp
(
−β
[α
2
(∇φ(x))2 − ieφ(x)
])
dx− iβ
∫
∂V
σ(x)φ(x)d′x.
(3)
This is the fundamental expression that we will evaluate; we will specifically concentrate on its
dependence on the separation between charged plane-parallel boundaries.
B. Dimensionless field-action
The field-action can be rewritten in terms of dimensionless parameters. Of course this analysis
holds only in 3D; in other dimensions, the characteristic lengths that define the dimensionless
parameters would have to be defined differently [23]. The dimensionless form of the action itself
suggests various approximations that allow an explicit and exact evaluation of the grand canonical
partition function [7].
First, we recall the definition of the Bjerrum and Gouy-Chapman lengths, lB = βe
2
0/4πǫwǫ0 and
lGC = 1/2πqlBσS , where σ0 = e0σS is chosen to be positive. The electrostatic ”coupling constant”
is then defined as the ratio [24]
Ξ =
q2lB
lGC
= 2πq3l2BσS = q
3 Ξ0. (4)
Above we specifically decomposed the coupling parameter into its q and σS dependence. The
dimensionless length, field, permittivity and surface charge can then be expressed as x˜ = x/lGC,
φ˜ = βeφ, ε(x) = ǫ(x)/ǫw, s(x) = −σ(x)/σ0. One can also introduce a rescaled polarizability
defined as
α˜ =
β
(βqe0lGC)2
α. (5)
Usually instead of using the excess polarizability one can use the dielectric decrement β˜ in units of
inverse Mole per liter [9], defined as α = ǫ0β˜. Typically the dielectric decrement for various salts is
negative.
The dimensionless polarizability represents an additional independent parameter of the theory.
Finally we define the dimensionless fugacity as λ˜ = 2πΞl3GCλ.
We can estimate the numerical values for all these parameters and obtain typical values for
monovalent counterions that are of the order: lB ≃ 1nm, Ξ ≃ 1, α˜ ≃ 10−2 and εext ≃ 5× 10−2.
We can now derive the grand canonical partition function in the form
Z =
∫
exp
(
−S[φ]
Ξ
)
[dφ], (6)
where the field action can be obtained as
S[φ] =
1
8π
∫
E
ε(x)(∇φ(x))2dx− λ
2π
∫
V
exp
(
−α
2
(∇φ(x))2 + iφ(x)
)
dx+
i
2π
∫
∂V
s(x)φ(x)d′x, (7)
Here, in order not to proliferate the notation we simply renamed all the ” ˜” quantities back to
their un-” ˜ ” symbols, because in what follows we will work only with the dimensionless action.
5This expression is then the point of departure for the evaluation of the free energy and pressure
of the system. One should note here that the partition function (6) depends on two parameters:
the coupling constant Ξ as well as the dimensionless polarizability α, i.e. it is a two-parameter
function.
C. Density and electroneutrality
In unscreened systems with long range Coulomb interactions the stability is insured only if the
system as a whole is electroneutral. This is a particularity of long range interactions that becomes
irrelevant for all finite range interaction potentials [25]. Special care then needs to be taken in order
to stipulate this stability, that is given as a condition on the one-particle ionic density. The latter
is defined by the operator
n(x) = λ exp
(
−α
2
(∇φ(x))2 + iφ(x)
)
1V (x), (8)
where 1V (x) is the indicator function of the volume V defined by
∫
f(x)1V (x)dx =
∫
V
f(x)dx.
We will also use the indicator function of the surface ∂V , given by
∫
f(x)1∂V (x)dx =
∫
∂V f(x)d
′x.
While the true density is actually given by n2piΞ , the above expression is easier to use in the mean
field approximation since it does not involve Ξ. We now impose average electroneutrality in the
system by stipulating that ∫
〈n(x)〉dx =
∫
∂V
s(x)d′x. (9)
This zero-moment gauge condition insures that the system remains stable for any configuration of
the charges. Electroneutrality needs to be formulated as an additional condition on the density
function only for unscreened interactions, see [25] for details.
D. Grand potential, free energy, and pressure
The grand canonical thermodynamic potential is defined by
Jλ = − lnZλ. (10)
We write explicitly the dependence on λ since it will feature prominently in our analysis. The
fugacity is not a physical parameter, so the pressure should not depend on it. To solve this issue,
we have to know how Jλ depends on λ; by differentiating (6), we get
dJλ
dλ
= − N
2πΞλ
, (11)
where N has no subscript λ because it does not depend on it as a consequence of electroneutrality
(9). Now, it is clear that the free energy defined by
Fλ = Jλ +
N
2πΞ
lnλ (12)
6does not depend on λ, i.e. Fλ = F , while lnλ is the chemical potential. This means that the free
energy can be safely used to compute the pressure:
P = −∂F
∂L
. (13)
Note that all the energies defined above are energies per unit area because of the transverse exten-
sivity of our system. Furthermore the above pressure is in dimensionless units; the physical pressure
is thus p = P/(βl3GC).
III. WEAK COUPLING APPROXIMATION
Depending on the strength of the Coulomb coupling as parameterized by the coupling constant Ξ
the grand canonical partition function exhibits two well defined limiting laws [2, 24]. For vanishing
values of the coupling constant, Ξ → 0, the partition function can be well approximated by its
saddle-point value and fluctuations around it. In fact the saddle-point is known to correspond
exactly to the mean-field Poisson-Boltzmann expression while the Gaussian fluctuations around
the mean-field correspond to the zero Matsubara frequency van der Waals or thermal Casimir
interactions [26].
We will first derive the mean-field equations for our field-action, equivalent to those derived
elsewhere [10, 11], and then evaluate the Gaussian fluctuations around the mean-field and their
dependence on the separation between the bounding surfaces.
A. Mean-field
We start with the general saddle-point equation satisfied at equilibrium
0 =
〈
δS
δφ
〉
=
1
2π
[
−∇ ·
〈[
ε(x)
2
+ αn(x)
]
∇φ(x)
〉
− i〈n(x)〉+ is(x)1∂V (x)
]
. (14)
The mean-field is more often written in terms of the (real) electrostatic potential proportional to
ψ = −iφ, with the corresponding field-action S˜[ψ], than in terms of the fluctuating potential φ.
For this new variable, the mean-field configuration is evaluated from the saddle-point condition
δS˜[ψMF]
δψ(x)
= 0. (15)
The grand canonical potential is then approximated by
J ≃ JMF = S˜[ψMF]
Ξ
. (16)
From the saddle-point equation the mean-field equation can be rewritten in its Poisson-Boltzmann
form as [10, 11]
∇ ·
[(ε
2
+ αn
)
∇ψMF
]
= −n+ s1∂V , (17)
7where the density is given by
n = λ exp
(α
2
(∇ψMF)2 − ψMF
)
1V . (18)
In these two equations, it is clear that the fugacity can be absorbed into the electrostatic potential:
this change will modify the grand potential but not the free energy. We can thus assume λ = 1 for
the mean-field as well as for fluctuations around it.
B. Pressure in the plane-parallel geometry
In 1D, which is also the case of two charged plane parallel surfaces since the mean potential
depends only on the transverse coordinate z, the Poisson-Boltzmann equation has the form[(ε
2
+ αn(z)
)
ψMF(z)
′
]′
= −n(z) + s1∂V (z), (19)
with
n(z) = λ exp
(α
2
ψMF(z)
′2 − ψMF(z)
)
1V (z). (20)
We used the notation f ′(z) = dfdz (z). In this case it can be shown that the pressure in the system
is a constant given by the contact value theorem [9]
P =
1
2πΞ
[
n(z)−
(ε
4
+ αn(z)
)
ψ′MF(z)
2
]
= const. (21)
It can be easily checked that this quantity is actually equal to the pressure obtained equivalently
by the standard thermodynamic definition P = − 1Ξ ∂S˜[ψMF]∂L . The above form for the interaction
pressure contains an osmotic van’t Hoff term, the first one in Eq. 21, that contains the effects of the
polarizability implicitly, i.e. through the variation of the density profile on the polarizability, and
a Maxwell stress term, the second one in Eq. 21, that contains the polarizability effects explicitly.
C. Second order fluctuations correction
The grand potential can be computed to the next order by taking into account fluctuations
around the mean-field solution. This is done by expanding S around φMF = iψMF to the second
order, obtaining
S[φMF + θ] = S˜[ψMF] +
1
2
∫
δ2S
δφ(x)δφ(y)
[φMF]θ(x)θ(y)dxdy = S˜[ψMF] + S
(2)[θ]. (22)
In this case the grand potential is given by
J ≃ J (1)MF =
S˜[ψMF]
Ξ
− lnZ(2) = S˜[ψMF]
Ξ
− ln
[∫
exp
(
−S
(2)[θ]
Ξ
)
[dθ]
]
, (23)
8where Z(2) is the contribution of the fluctuations to the partition function. The effective action for
the fluctuations S(2)[θ] is straightforward to compute, yielding
S(2)[θ] =
1
4π
∫ [(ε
2
+ αn
)
(∇θ)2 + nα2(∇ψMF · ∇θ)2 −
(
1
2
∇ · (ε∇ψMF)− s1∂V
)
θ2
]
, (24)
where we have used the mean-field Eq. (17).
Note that ε∇ψMF is not continuous, and thus leads to a surface term. As expected, this ac-
tion does not depend on the fugacity but on the mean-field density, which is the only physically
meaningful quantity.
In our model we consider parallel plates of constant surface charge, the mean field problem is
then one dimensional. We can therefore split the coordinates in a one dimensional coordinate z
perpendicular to the plates, and a two dimensional one parallel to the plates: x = (z, r).
D. Pressure
Fourier transforming the fluctuations in the direction parallel to the plates we obtain
θ(z, r) =
∫
exp(ik · r)θ˜(z,k) dk
(2π)2
, (25)
where θ˜(z,−k) = θ˜(z,k)∗ because θ is real. This decomposition furthermore allows us to write the
fluctuations action (24) as
S(2)[θ] =
∫
S
(2)
k
[
θ˜(·,k)
] dk
(2π)2
, (26)
where the one dimensional action is
S
(2)
k
[θ] =
1
4π
∫ ([ε
2
+ αn+ α2nψ′2MF
]
θ′2 +
[
−1
2
(εψ′MF)
′ +
(ε
2
+ αn
)
k2
]
θ2
)
+
1
4π
[
θ(0)2 + θ(L)2
]
= S
(2)
k,b + S
(2)
k,s. (27)
This action thus has a bulk part S
(2)
k,b and a surface part S
(2)
k,s . The surface action actually contains
another term due to the fact that εψ′MF is discontinuous across the bounding surfaces, so that finally
S
(2)
k,s[θ] =
C
2
(
θ(0)2 + θ(L)2
)
, where C =
1
4π
[εψ′MF]
0−
0+ +
1
2π
, (28)
with the notation [f(x)]x2x1 = f(x2) − f(x1). We also used the symmetry z ↔ L− z of our system.
The partition function for the fluctuations can be written as a product of path-integrals,
Z(2) =
∏
k
∫
exp
(
−S
(2)
k
[θ]
Ξ
)
[dθ]. (29)
9These path-integrals are computed in appendix A, leading to
Z(2)
k
= exp
(
kL
2
)√√√√ 2πbk(0, L)[
akf (0, L) +
C+εextk/4pi
Ξ
]2
− bk(0, L)2
, (30)
where the functions bk and akf are defined in the appendix.
The total free energy of the mean field configuration and fluctuations around it is then obtained
as
F
(1)
MF =
S˜[ψMF]
Ξ
− 1
2πβ
∫ ∞
0
ln
(
Z(2)k
)
k dk. (31)
We note here that the structure of the free energy F
(1)
MF does not look like a mean-field term
independent of the counterion polarizability plus a zero frequency van der Waals term that stems
from the polarizability of the counterions. Though this kind of decomposition is sometimes assumed
in the literature [27, 28], it clearly does not correspond to the weak-coupling approximation.
We can see numerically that the integral over the transverse Fourier modes in Eq. (31) diverges;
this comes from our model of point-like dipoles. Taking into account the size R of the polarizable
ions (more precisely, R is the charge of their hydration shell), the integral is regularized by the
dimensionless cut-off
kmax =
πlGC
R
. (32)
Physically the cut-off arises because electric fields which fluctuate on length scales shorter than the
polarizable ion cannot polarize it. The interaction pressure on this level of approximation is then
obtained by taking into account Eq. 13, leading to
P (1) = −∂F
(1)
MF
∂L
. (33)
The results for the fluctuations-corrected interaction pressure from Eq. 33 on the weak coupling
approximation level are shown on Fig. 2 for Ξ = 1, εext = 0.05 and R = 1, for various values of
the counterion polarizability α. The fluctuations correction in P (1) is quite small compared to the
mean-field value, but can become substantial as the polarizability α decreases, i.e. becomes more
negative. This correction reduces the interaction pressure between the surfaces. This indicates
that ions with nominally equal charge (of equal valency) but differing in the polarizability will
mediate markedly different interactions when confined between charged dielectric interfaces even
at the weak-coupling level.
E. Density
We now consider the ion density by taking into account the mean field solution as well as the
fluctuations around the mean field. From (18), the ion density is
ρ1(x) =
〈
exp
(
−α
2
(∇φ(x))2 + iφ(x)
)〉
1
(34)
= (2πα)−3/2
∫
exp
(
− p
2
2α
)
〈exp (ip · ∇φ(x) + iφ(x))〉1 dp, (35)
10
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FIG. 2: Pressure P (1)(L) from Eq. 33 as a function of the plate separation L for εext = 0.05, Ξ = 1, and
R = 1. The dashed lines are the mean field result, the solid lines include the fluctuations. Left : for α = −0.1
and large plate separation, the difference is barely distinguishable. Right : for small plate separation L and
various values of the polarizability α. The effect of fluctuations can be quite important for large counterion
polarizabilities.
where we used a Hubbard-Stratonovitch transformation to obtain the last expression. In this way we
have only terms linear in φ in the exponential. The subscript 1 denotes that we take into account the
first order of the fluctuations. We notice that the mean-field equation for electroneutrality should
also hold on average at equilibrium, so that ρ1 will satisfy electroneutrality. As a consequence, we
only need ρ1 up to a multiplicative constant, and this constant will be set by electroneutrality.
The interpretation of the above formula is that the local ion density is the average over a fluctu-
ating dipolar moment vector of a Coulomb fluid characterized by ions with a charge and a dipolar
moment. We then decompose φ into a mean-field term plus Gaussian fluctuations
φ = iψMF + θ, (36)
obtaining
ρ1(x) = (2πα)
−3/2
∫
exp
(
− p
2
2α
− p · ∇ψMF(x)− ψMF(x)
)
〈exp (ip · ∇θ(x) + iθ(x))〉1 dp. (37)
The average is now easy to compute,
〈exp (ip · ∇θ(x) + iθ(x))〉1 = exp
(
−1
2
〈
(p · ∇θ(x) + θ(x))2〉
1
)
, (38)
and then, introducing the correlator of the fluctuations
G(x,x′) = 〈θ(x)θ(x′)〉1, (39)
we can write it as
〈exp (ip · ∇θ(x) + iθ(x))〉1 = exp
(
−1
2
pT∇∇′TG(x,x)p− 1
2
G(x,x)− 1
2
p · ∇¯G(x,x)
)
. (40)
11
We used the notation ∇ for the gradient with respect to the first variable of G(x,x′), ∇′ for the
second variable, and ∇¯ for the sum of the two gradients. We can now insert this expression into
(37), and remain with a Gaussian integral
ρ1(x) = (2πα)
−3/2
∫
exp
(
−1
2
pTα−11+(x)p− p · ∇ψ1(x)− ψ1(x)
)
dp, (41)
where we introduced a renormalized polarizability (which is now a position-dependent matrix) and
a renormalized field
α−11+(x) = α
−1 +∇∇′TG(x,x), (42)
ψ1(x) = ψMF(x) +
1
2
G(x,x). (43)
Performing the integral gives
ρ1+(x) =
√
det
(
α1+(x)
α
)
exp
(
1
2
[∇ψ1(x)]Tα1+(x)∇ψ1(x)− ψ1(x)
)
. (44)
The index ”+” means that our computation works only for α > 0. In the more common case where
α < 0, the computation is the same up to some factors of i, and we get
α−11−(x) = |α|−1 −∇∇′TG(x,x), (45)
and
ρ1−(x) =
√
det
(
α1−(x)
α
)
exp
(
−1
2
[∇ψ1(x)]Tα1−(x)∇ψ1(x)− ψ1(x)
)
. (46)
Now we have to compute G(x,x) and ∇∇′TG(x,x) at each point. To do this, we will use the
same technique we used to compute the pressure: we Fourier transform the fluctuations in the
direction parallel to the plates and use the Pauli-van Vleck formula.
Since the fluctuations action (24) is a sum over different transversal modes, two modes with
different wave vectors are uncorrelated and we can write the correlator as an integral over the
modes,
G(x,x′) =
∫
exp(ik · [r − r′])Gk(z, z′) dk
(2π)d−1
, (47)
where Gk(z, z
′) is the one dimensional correlator for the action in Eq. (27). More precisely, we
need Gk(z, z) as well as ∂∂
′Gk(z, z). These functions are computed in appendix B. Then we can
write
G(x,x) =
∫
Gk(z, z)
dk
(2π)2
=
1
2π
∫ ∞
0
Gk(z, z)k dk, (48)
and the matrix
∇∇′TG(x,x) =
∫ (
∂∂′ −ikT∂
ik∂′ kkT
)
Gk(z, z)
dk
(2π)2
=
1
(2π)
∫ ∞
0
(
∂∂′ 0
0 k
2
2 12
)
Gk(z, z)k dk, (49)
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FIG. 3: Counterions density profile within the slab - dependence on the coupling constant Ξ. Left : Weak
coupling density close to the left electrode taking into account the fluctuations around the mean field as
a function of the position within the slab (z ∈
[
0, L
2
]
), for R = 0.3, α = −0.3, εext = 0.05 and Ξ = 0.3
(dashed line) or Ξ = 1 (solid line). The mean-field density itself is presented by the dotted line. Right :
Strong coupling density as a function of the position for R = 2, α = −0.01, εext = 0.05 and Ξ = 10 (solid
line) or Ξ = 50 (dashed line).
where 12 is the two dimensional identity matrix.
In conclusion, we have the algorithm to compute the pressure and the density: for each mode,
we integrate the Pauli-van Vleck formula and then compute its contributions to G(x,x) and
∇∇′TG(x,x) and add them to the contributions of the previous modes. Finally, we compute
the new density at each point and renormalise it using electroneutrality.
The mean field and first order densities can be compared on Fig. 3 (left). First of all, we observe
that the effect of the fluctuations is small and depends on the values of the parameters. For higher
Ξ, e.g. Ξ = 1 on the figure, the ions get preferentially included in the region close to the dielectric
boundaries. This is not a mean-field effect since the mean-field density does not depend on the
coupling parameter. The α dependence of the counterion density in the slab is shown on Fig. 4
(left). The mean field density depends strongly on α [2, 9], and this dependence remains after one
adds the fluctuation contribution. The inset shows that the deviation from the mean-field density
increases with α: the effect of the fluctuations is enhanced by the polarizability.
As a conclusion, the counterions are attracted by the boundaries, and most of this effect has a
mean-field nature. The polarizability tends to lower this attraction at the mean-field level, but to
increase it at the fluctuations level.
IV. STRONG COUPLING
The strong coupling approximation [2, 24] is obtained in the limit of asymptotically large coupling
parameter, Ξ → ∞. In this limit it turns out that the statistical mechanical description of the
system is equivalent to a properly normalized one-body description. This means that we can treat
the system as composed of bounding surfaces and a single polarizable charge between them. We
will first derive the strong coupling form for the partition function, equivalent to the first order
virial expansion, and then evaluate the density profile and the interaction pressure.
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FIG. 4: Counterions density profile within the slab – dependence on the polarizability α. Left : Weak
coupling density close to the left electrode taking into account the fluctuations around the mean field as a
function of the position within the slab (z ∈
[
0, L
2
]
), for R = 0.3, εext = 0.05, Ξ = 0.3 and α = −0.3 (solid
line), α = −0.1 (dashed line) or α = −10−6 (dotted line). Inset : Deviation from the mean-field density.
Right : Strong coupling density as a function of the position within the dielectric slab for R = 1, εext = 0.05,
Ξ = 10 and α = −0.05 (solid line), α = −0.01 (dashed line) or α = −10−6 (dotted line).
A. Formulation
The strong coupling limit formally corresponds to the λ ≪ 1 limit. To the lowest non-trivial
order in λ, the partition function is given by
Z ≃ Z0 + λ
2πΞ
Z1 = Z0
(
1 +
λ
2πΞ
U
)
. (50)
We are thus interested in the evaluation of
Z0 =
∫
[dφ] exp
(
− 1
2πΞ
[
1
4
∫
ε(x)(∇φ(x))2dx+ i
∫
∂V
s(x)φ(x)d′x
])
. (51)
and Z1 =
∫
z1(x0)dx0, with
z1(x0) =
∫
[dφ] exp
(
− 1
2πΞ
[
1
4
∫
ε(x)(∇φ(x))2dx+ i
∫
∂V
s(x)φ(x)d′x
]
(52)
−
[α
2
(∇φ(x0))2 − iφ(x0)
])
.
The quantity λz1(x0)/Z ≃ λz1(x0)/Z0 is the ionic density at x0. The total number of ions thus
follows by stipulating that λU = N , so that λ can be tuned to satisfy electroneutrality.
As in the mean-field approximation, we will be interested in the density and the pressure. For
the density, we will be specifically interested in the x0 dependent part of z1(x0), whereas for the
pressure we need the L dependent part of Z0 and Z1. In this sense the density is easier to compute,
so that we address this question first.
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B. Density
We introduce an auxiliary vector p together with a Hubbard-Stratonovich decomposition and
perform the integration over φ to write down Eq. 52 as
z1(x0) = (2πα)
−3/2 det
(
−ε∇
2
4πΞ
)−1/2
×
∫
dp exp
(
−p
2
2α
− 1
2
〈(
− 1
2πΞ
∫
s(x)φ(x)d′x+ p · ∇φ(x0) + φ(x0)
)2〉
0
)
,(53)
where 〈. . . 〉0 denotes the Gaussian average over φ with the action S0[φ] = 18pi
∫
ε(x)(∇φ(x))2dx.
In this way the average can be written in terms of the correlator, G(x,x′) = 〈φ(x)φ(x′)〉0, as〈(
− 1
2πΞ
∫
s(x)φ(x)d′x+ p · ∇φ(x0) + φ(x0)
)2〉
0
= pTA(x0)p+ 2p ·B(x0) + C(x0), (54)
where
A(x0) = ∇∇′TG(x0,x0), (55)
B(x0) = ∇
(
G(x0,x0)− 1
2πΞ
∫
s(x)G(x0,x)d
′x
)
, (56)
C(x0) = G(x0,x0)− 1
πΞ
∫
s(x)G(x0,x)d
′x+
1
(2πΞ)2
∫
s(x)s(x′)G(x,x′)d′xd′x′
= C′(x0) +
1
(2πΞ)2
∫
s(x)s(x′)G(x,x′)d′xd′x′, (57)
and ∇ and ∇′ denote respectively the gradient with respect to the first and second variable. We
can now perform the explicit integration over p, obtaining
z1(x0) = Z0 det (1 + αA(x0))
−1/2 × exp
(
1
2
B(x0)
T
(
1
α
+A(x0)
)−1
B(x0)− C
′(x0)
2
)
. (58)
where
Z0 = det
(
−ε∇
2
4πΞ
)−1/2
× exp
(
− 1
2(2πΞ)2
∫
s(x)s(x′)G(x,x′)d′xd′x′
)
. (59)
As we noted in the weak-coupling treatment, the Hubbard-Stratonovitch transform depends on
the sign of α. However, it is easy to see here that the final expressions (55-58) remain the same if
α is negative.
We should mention that a problem arises in Eq. (58) if an eigenvalue of 1 + αA(x0) is negative.
This happens notably if α is too negative, leading to a negative effective permittivity of the hydration
shell of the ion, and thus to an instability for the field. The problematic value of α therefore strongly
depends on the radius of the hydration shell.
In order to be more explicit, we need the expression for the correlator. Again, we Fourier
transform the field in the direction parallel to the plates:
φ(z, r) =
∫
exp(ik · r)φ˜(z,k) dk
(2π)d−1
, (60)
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and the correlator for the k mode is relatively easy to determine and is given in [29]. To make the
symmetry z → L− z more explicit, we switch to coordinates where the plates are located at −L/2
and L/2; in this case the correlator is given by
Gk(z, z
′) = 4πΞ
[
exp(−k|z − z′|)
2k
+
cosh(k(z + z′)) + ∆exp(−kL) cosh(k(z − z′))
∆−1 exp(kL)−∆exp(−kL)
]
, (61)
where
∆ =
1− εext
1 + εext
. (62)
We will write A(x0), B(x0) and C
′(x0) using this expression for the correlator. Divergences may
appear, but for the density itself we can drop (almost) all the x0-independent terms. In fact we
find
A(x0) =
1
2π
∫ kmax
0
(
∂∂′ 0
0 k
2
2 12
)
Gk(z0, z0)k dk, (63)
where we need a cut-off as in the weak-coupling limit, and
∂∂′Gk(z0, z0) = 4Ξ
[
qmax(k)− k arctan
(
qmax(k)
k
)]
+ 4πΞk2
cosh(2kz0)−∆exp(−kL)
∆−1 exp(kL)−∆exp(−kL) , (64)
where qmax(k) is defined by (B9), qmax(k)
2 + k2 = k2max. Then, for B(x0), we will keep
B(x0) = 2Ξ
(
1
0
)∫ kmax
0
k2 sinh(2kz0)
∆−1 exp(kL)−∆exp(−kL)dk. (65)
and we can drop the second term in C′(x0),
C′(x0) = 2Ξ
∫ kmax
0
cosh(2kz0)
∆−1 exp(kL)−∆exp(−kL)k dk. (66)
The result is shown in Fig. 3 (right), where we used electroneutrality to normalize the strong
coupling result, defined as we have seen up to a constant. We see that the counterions are completely
excluded from the region close to the interfaces and pushed towards the middle of the dielectric
slab. This effect increases with the coupling parameter Ξ. It appears on Fig. 4 that, in opposition
to the weak coupling limit, the dependence on the polarizability is weak. Fig. 6 shows that the
strong coupling density is ruled by the images: without them, the density would be constant within
the slab [2, 7, 24, 30].
As a conclusion, the polarizability has a small effect at the strong coupling level.
C. Pressure
Using its definition (12) and the condition λU = N , we can write the L dependent part of the
free energy, up to the first order in λ, as
F = J +
N
2πΞ
lnλ = − lnZ − N
2πΞ
lnU ≃ − lnZ0 − N
2πΞ
lnU. (67)
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Of course we need to take into account the zero-moment gauge condition (electroneutrality, Eq.9)
when evaluating the above expression, which to the lowest order eliminates the Ξ dependence.
Let us first compute the L dependent part of J0 = − lnZ0, using (59) we get
J0 =
1
2
ln
[
det
(
−ε∇
2
4πΞ
)]
+
1
2(2πΞ)2
∫
s(x)s(x′)G(x,x′)d′xd′x′. (68)
The first term is the thermal Casimir fluctuation free energy, and the second the electrostatic
interaction between the plates. Using the decomposition of the correlator in orthogonal modes, we
can write ∫
s(x)s(x′)G(x,x′)d′xd′x′ = 2 (G0(0, 0) +G0(0, L)) , (69)
where we have taken
∫
dr = 1 to have the energy per unit area. Since the orthogonal mode k = 0
is ill-defined in (61), we can derive with respect to L before taking the limit k → 0. We get
d
dLGk(0, 0) →k→0 0 and
d
dLGk(0, L) →k→0 −2πΞ, so that we can replace G0(0, L) = −2πΞL. We thus
get the final expression for the grand potential,
J0 =
1
4π
∫
ln
(
1−∆2 exp(−2kL)) kdk − L
2πΞ
. (70)
Within the strong-coupling virial expansion this term corresponds to the free energy of the system
without any ion.
Now we need to compute U , remembering that we only need the L dependent terms in lnU .
Starting from expression (58), we get
z1(x0) = Z0 exp (−W (x0)), (71)
where W (x0) is an effective one-body potential given by
W (x0) = −1
2
B(x0)
T
(
1
α
+A(x0)
)−1
B(x0) +
C′(x0)
2
+ 12Tr log (1 + αA(x0)). (72)
The Z0 term and the last term in the exponent of the above equation can be rearranged and
interpreted in the following way: keeping only terms proportional to (∇φ)2 in the exponential of
(52), we can show that
det
(
−ε∇
2
4πΞ
)−1/2
det (1 + αA(x0))
−1/2 = det
(
−∇
[
ε(x)
4πΞ
+ αδ(x− x0)
]
∇
)−1/2
. (73)
This means that these two functional determinants represent the thermal Casimir partition function
for a system composed of a finite extension dielectric slab, two semi-infinite dielectric regions outside
of it and a single polarizable ion within the slab. The delta function in the expression for the effective
dielectric response function on the r.h.s. of (73) needs to be regularized to avoid a divergence in the
case of a point ion. It is clear that the last term in the effective one-body potential (72) describes
the thermal Casimir or zero-frequency van der Waals interaction between the polarizable particle
and the dielectric interfaces in the system. It is given explicitly by
1
2Tr log (1 + αA(x0)) =
1
2Tr log
(
1 + α∇∇′TG(x0,x0)
) ≃ 12αTr [∇∇′TG(x0,x0)] . (74)
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FIG. 5: Strong coupling pressure as a function of the plate separation L. Left : R = 2, εext = 0.05 and
Ξ = 10 for different values of α. Right : α = −0.01, εext = 0.05 and Ξ = 10 for different values of R.
In the asymptotic regime of large x0 we obtain the scaling x
−3
0 which corresponds to the zero-
frequency van der Waals interaction between the polarizable particle and a single dielectric discon-
tinuity [31]. Our results are thus completely consistent with everything else we know about the
polarizable particles and their zero-frequency van der Waals interactions with dielectric discontinu-
ities [27].
At the end of the calculation we obtain for the L-dependent interaction free energy (67) first the
usual extensive term, L2piΞ , giving rise to an attractive force between the plates, independent on L
while the other terms can not be evaluated analytically but are easily calculated numerically: the
computation of A follows from (63), B is obtained from (65) and finally C′(x0) is obtained in the
form
C′(x0) = 2Ξ
∫ kmax
0
cosh(2kz0)
∆−1 exp(kL)−∆exp(−kL)k dk + 2L, (75)
where we differentiated with respect to L before taking the limit k → 0 in order to get the last
term that represents the attraction between the ion and each of the bounding dielectric surfaces of
the slab. Finally U is given by integrating (72).
The pressure obtained from the interaction free energy is shown on Fig. 5 for different values of
α and R. The dependance on the polarizability is very weak and non-monotonous, contrarily to
what we observed in the weak coupling limit. The results are however very sensitive to the size of
the ions, especially for large ions.
V. DISCUSSION AND CONCLUSIONS
In this paper we have formulated a theory of Coulomb fluids that, apart from the charge of
the mobile counterions, includes also their static excess polarizability. This leads to a possibility
of ion specific effects even for ions with nominally equal valency [9]. Instead of starting from
the phenomenological description of the ionic effects on the local dielectric function, an endeavor
pursued in Ref. [9, 10], we rather implemented the effect of ionic polarizability at the level of the field
action deriving the appropriate field-theoretic representation of the model. Though this variation
in the approach results in the same form of the model at the mean-field level, the formulation
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FIG. 6: Effect of the outer permittivity on the counterion density distribution. Left : Weak coupling density
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coupling density with α = −0.01, R = 2, Ξ = 10 and εext = 0.05 (solid line) or εext = 1 (dashed line).
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FIG. 7: Effect of the outer permittivity on the interaction pressure. Left : Weak coupling pressure with
α = −0.1, R = 1, Ξ = 0.3 and εext = 0.05 (solid line) or εext = 1 (dashed line). Right : Strong coupling
pressure with α = −0.01, R = 2, Ξ = 10 and εext = 0.05 (solid line) or εext = 1 (dashed line).
presented is eventually more general and suitable for further analysis and implementation of the
weak and the strong-coupling asymptotic limits.
After formulating the model and casting it into a field-theoretic form, we derive the pressure and
the ionic density in the mean-field level approximation – corresponding to the saddle-point of the
field-theoretic action. We then add the effects of Gaussian fluctuations of the local electrostatic
potential around the mean field. This constitutes the weak-coupling approximation of the complete
field theory.
The effect of the fluctuations around the mean-field saddle point is found to be rather small. In
the pressure itself it is barely discernible, see Fig. 2, but it does become stronger as the polarizability
of the ions is increased, while the density profile shows an effect only very close to the boundaries of
the system where the ionic density is enhanced, see Fig. 3, depending on the coupling parameter.
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This modification of the ionic density in the region close to the dielectric boundaries of the system
is partly due to the image effects [29, 30] and partly due to the ionic polarizability.
We then formulated a full strong-coupling theory which formally corresponds to a single-particle
level description and derived its consequences in detail. In the strong-coupling limit the ions are
expelled from the vicinity of the dielectric boundaries, see Fig. 3. The origin of this effect lies in
the dielectric image interactions that lead to a vicinal exclusion of the ions close to the dielectric
discontinuities [29, 30].
The results derived here, both for the mean-field plus fluctuations and for the strong coupling
regime, exhibit a dependence on the ion polarizability as well as on the size of the ions, Fig. 2
and 5. The effect of ionic polarizability on the interaction pressure is connected partly with the
changes in the density profile leading to the changes in the osmotic van’t Hoff component of the
interactions pressure, and partly with their contribution to the Maxwell stress term in Eq. 21. The
ionic size dependence comes from divergences naturally present for point dipoles. We have to stress
here that what we refer to as the size of the ions is actually the size of the ionic cavity in the solvent
which includes also their hydration shell [9]. Despite the fact that the field theory arising from our
model is a priori independent of the ionic size, we see that if one leaves the domain of mean field
theory, by either taking into account fluctuations or going to the strong coupling limit, calculated
thermodynamic quantities exhibit ultra-violet, or short distance, divergences. These divergences
are associated with the inclusion of ionic polarizability as they do not arise in strong coupling or in
the mean field fluctuations for non-polarizable ions. We have argued that the length scale used to
cut-off ultra-violet divergences is thus the size of the polarizable molecules. Our results are thus in
line with Bikerman [15] who long ago argued for the role of the ionic size. The effects of the ion size
on the interaction pressure are shown in Fig. 5. The size dependence mediated by the polarizability
of the ions has nothing to do with steric effects and has not been seen before for non polarizable
ions or for polarizable ions on the mean-field level.
The effect of dielectric images, i.e. of the outer permittivity, is shown in the case of density on
Fig. 6 and in the case of pressure on Fig. 7. The weak coupling limit is only weakly affected by
the images, which is to be expected since this regime is dominated by the mean field that does not
depend on εext [29]. On the other hand, the strong coupling limit is strongly affected, this time
because images add a non negligible term to the correlator (61).
Due to the polarizability of the ions, it is also clear that our two approximations break down if
the parameters are too extreme, but for different reasons. This is easy to analyze for the strong
coupling result (58): here extreme parameter values correspond either to ions which are too small
or have too high a (negative) polarizability. In this case, the effective permittivity around the ion
may turn negative, leading to a field instability that shows up in the partition function. For the
weak coupling limit, on the other hand, if the dielectric function 1 + αn(z) becomes negative on
the mean field level, a divergence appears for the fluctuations about the mean field and the system
becomes unstable. This can be interpreted in the sense that the validity of the strong coupling vs.
weak coupling description no longer depends on a single coupling parameter, but actually on three
parameters. More work would thus be needed to explore different regions of the parameters space
and assess the validity of the WC-SC dichotomy in each of them. Our present work can only be
seen as a first step towards this complicated endeavor.
One general conclusion stemming from the present work is that the contribution of polarizable
counterions to the total partition function is in general non-additive, contrary to what is sometimes
assumed [27, 28, 32]. It is in fact highly non-additive at the weak coupling level, whereas it can
sometimes be reduced to an additive contribution in the free energy at the strong coupling level, only
if the polarizability is large enough. Simply adding a van der Waals ion-polarizability dependent
contribution to the electrostatic potential of mean force is simply wrong.
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A final note is in order about the possible computational verifications of our analytical calculations
via coarse grained simulations that we did not attempt to see through in this work. As polarizability
belongs to non-pairwise additive effects the simulation of the present model presents a considerable
challenge. One would need to include the image interactions as well as the polarizability couplings
to all orders which would appear to be no small accomplishment. Until such time when these type of
simulations are actually performed our analytical calculations will remain the sole means to assess
the consequences of our model of Coulomb fluids.
VI. ACKNOWLEDGMENTS
VD and DSD would like to thank R.R. Horgan for a discussion about the divergences appearing
in the fluctuations about the mean-field. DSD acknowledges support from the Institut Universitaire
de France. RP acknowledges support of the The Leverhulme Trust and of ARRS through research
program P1-0055 and research project J1-0908.
[1] A. Naji, M. Kanducˇ, R. Netz, and R. Podgornik, Understanding Soft Condensed Matter via Modeling
and Computation, Series in Soft Condensed Matter Vol. 3 (World Scientific, Singapore, 2010), chap.
Exotic Electrostatics: Unusual Features of Electrostatic Interactions between Macroions.
[2] M. Kanducˇ, A. Naji, Y. S. Jho, P. A. Pincus, and R. Podgornik, Journal of Physics: Condensed Matter
21, 424103 (2009).
[3] L. Guldbrand, B. Jonsson, H. Wennerstrom, and P. Linse, The Journal of Chemical Physics 80, 2221
(1984).
[4] J. C. Neu, Phys. Rev. Lett. 82, 1072 (1999).
[5] J. E. Sader and D. Y. C. Chan, Journal of Colloid and Interface Science 213, 268 (1999).
[6] E. Trizac and J.-L. Raimbault, Phys. Rev. E 60, 6530 (1999).
[7] A. Naji, S. Jungblut, A. G. Moreira, and R. R. Netz, Physica A: Statistical Mechanics and its
Applications 352, 131 (2005).
[8] M. Kanducˇ, A. Naji, J. Forsman, and R. Podgornik, The Journal of Chemical Physics 132, 124701
(2010).
[9] D. Ben-Yaakov, D. Andelman, and R. Podgornik, The Journal of Chemical Physics 134, 074705 (2011).
[10] D. Ben-Yaakov, D. Andelman, R. Podgornik, and D. Harries, Current Opinion in Colloid & Interface
Science 16, 542 (2011).
[11] D. Frydel, The Journal of Chemical Physics 134, 234704 (2011).
[12] P. Debye, Polar Molecules (Dover / New-York, 1929).
[13] D. Chandler, Nature 437, 640 (2005), 10.1038/nature04162.
[14] B. E. Conway, Ionic hydration in chemistry and biophysics (Elsevier Scientific Pub. Co. : distributors
for the U.S. and Canada, Elsevier/North-Holland, Amsterdam; New York, 1981).
[15] J. J. Bikerman, Philosophical magazine 33, 384 (1942).
[16] M. M. Hatlo, R. v. Roij, and L. Lue, EPL (Europhysics Letters) 97, 28010 (2012).
[17] R. R. Netz, Eur. Phys. J. E 5, 189205 (2001).
[18] D. Horinek and R. R. Netz, Phys. Rev. Letts. 99, 226104 (2007).
[19] Y. Levin, A. P. dos Santos, and A. Diehl, Phys. Rev. Lett. 103, 257802 (2009).
[20] Y. Levin, Phys. Rev. Lett. 102, 147803 (2009).
[21] A. Bakhshandeh, A. P. dos Santos, and Y. Levin, Phys. Rev. Lett. 107, 107801 (2011).
[22] J. B. Hasted, Aqueous DielectricsStudies in Chemical Physics (Chapman and Hall, 1973).
[23] D. S. Dean, R. R. Horgan, A. Naji, and R. Podgornik, Journal of Chemical Physics 130, 094504 (2009).
[24] H. Boroudjerdi et al., Physics reports 416, 129 (2005).
21
[25] M. Kanducˇ, A. Naji, J. Forsman, and R. Podgornik, Phys. Rev. E 84, 011502 (2011).
[26] R. Podgornik and B. Zeks, J. Chem. Soc., Faraday Trans. 2 84 (1988).
[27] B. W. Ninham and V. Yaminsky, Langmuir 13, 2097 (1997).
[28] S. A. Edwards and D. R. M. Williams, Phys. Rev. Lett. 92, 248303 (2004).
[29] M. Kanducˇ and R. Podgornik, The European Physical Journal E: Soft Matter and Biological Physics
23, 265 (2007), 10.1140/epje/i2007-10187-2.
[30] Y. S. Jho et al., Phys. Rev. Letts. 101, 188101 (2008).
[31] V. A. Parsegian, Van der Waals Forces: A Handbook for Biologists, Chemists, Engineers, and Physicists
(Cambridge University Press, 2005).
[32] P. Lo Nostro and B. Ninham, Chemical Reviews 112, 2286 (2012).
[33] D. S. Dean, R. R. Horgan, A. Naji, and R. Podgornik, Phys. Rev. E 81, 051117 (2010).
Appendix A: Fluctuations partition function
In this appendix we will compute the path-integral appearing in (29),
Z(2)
k
=
∫
exp
(
−S
(2)
k
[θ]
Ξ
)
[dθ]. (A1)
We introduce the propagator
K(θ0, θ1; z, z
′;k) =
∫ θ(z′)=θ1
θ(z)=θ0
exp
(
−S
(2)
k,b[θ]
Ξ
)
[dθ], (A2)
where, implicitly, the action is taken only over [z, z′].
We denote by Kext(θ0, θ1; l;k) the propagator for a mode k on a length l in the external medium;
it is given by [33]
Kext(θ0, θ1; l;k) =
√
εextk
8π2Ξ sinh(kl)
exp
(
− εextk
8πΞ tanh(kl)
(θ20 + θ
2
1) +
εextk
4πΞ sinh(kl)
θ0θ1
)
. (A3)
We also denote Kψ(θ0, θ1; z, z
′;k) the propagator between z and z′ in the ionic solution with the
field ψ (and the ionic density n contained implicitly in the field). The path-integral (A1) is thus
Z(2)
k
= lim
l→∞
∫
Kext(θ0, θ1; l;k)KψMF(θ1, θ2; 0, L;k)Kext(θ2, θ3; l;k) exp
(
− C
2Ξ
[
θ21 + θ
2
2
]) 3∏
j=0
dθj ,
= lim
l→∞
〈1|Kext(l;k) exp
(
−Cθ
2
2Ξ
)
KψMF(0, L;k) exp
(
−Cθ
2
2Ξ
)
Kext(l;k)|1〉, (A4)
where we introduce a matrix notation for the propagator. We have to integrate over the possible
outer values of the field, so we need∫
Kext(θ0, θ1; l;k)dθ0 =
1√
cosh(kl)
exp
(
−εextk tanh(kl)
8πΞ
θ21
)
. (A5)
We can see immediately that the limit l → ∞ is not well defined here: we find Z(2)
k
= 0. Since
we need only the L dependence of Z(2)
k
up to a multiplicative term, we can remove the term
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1/
√
cosh(kl) in the equation above. Thus the path-integral becomes
Z(2)
k
= lim
l→∞
[
cosh(kl)
〈
1
∣∣∣∣Kext(l;k) exp
(
−Cθ
2
2Ξ
)
KψMF(0, L;k) exp
(
−Cθ
2
2Ξ
)
Kext(l;k)
∣∣∣∣ 1
〉]
(A6)
= 〈ext,k|KψMF(0, L;k)|ext,k〉, (A7)
where we have used
|ext,k〉 = exp
(
−C + εextk/4π
2Ξ
θ2
)
. (A8)
To evaluate the propagator between the plates, we write the bulk action
S
(2)
k,b[θ]
Ξ
=
1
2
∫ L
0
[
A(z)θ′(z)2 +Bk(z)θ(z)
2
]
dz, (A9)
with
A =
1
2πΞ
(
1
2
+ αn+ α2nψ′2MF
)
, (A10)
Bk =
1
2πΞ
[
−ψ
′′
MF
2
+
(
1
2
+ αn
)
k2
]
. (A11)
Then the propagator is of the form [33]
K(θ0, θ1; z, z
′;k) =
√
bk(z, z′)
2π
exp
(
−a
k
i (z, z
′)
2
θ20 −
akf (z, z
′)
2
θ21 + b
k(z, z′)θ0θ1
)
. (A12)
It is easy to show that aki , a
k
f , and b
k obey the following composition rules:
aki (z, z
′ + ζ) = aki (z, z
′)− b
k(z, z′)2
akf (z, z
′) + aki (z
′, z′ + ζ)
, (A13)
akf (z, z
′ + ζ) = akf (z
′, z′ + ζ) − b
k(z′, z′ + ζ)2
akf (z, z
′) + aki (z
′, z′ + ζ)
, (A14)
bk(z, z′ + ζ) =
bk(z, z′)bk(z′, z′ + ζ)
akf (z, z
′) + aki (z
′, z′ + ζ)
. (A15)
On the other hand, one can show that on a small interval [z, z + ζ], where A and Bk are almost
constant, they are given by
aki (z, z + ζ) =
√
A(z)Bk(z)
tanh(ωk(z)ζ)
, (A16)
akf (z, z + ζ) =
√
A(z)Bk(z)
tanh(ωk(z)ζ)
, (A17)
bk(z, z + ζ) =
√
A(z)Bk(z)
sinh(ωk(z)ζ)
, (A18)
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where ωk(z) =
√
Bk(z)/A(z). From eqs. (A13-A18) we can show that a
k
i , a
k
f and b
k satisfy
∂bk
∂z′
(z, z′) = −a
k
f (z, z
′)bk(z, z′)
A(z′)
, (A19)
∂aki
∂z′
(z, z′) = −b
k(z, z′)2
A(z′)
, (A20)
∂akf
∂z′
(z, z′) = Bk(z
′)− a
k
f (z, z
′)2
A(z′)
. (A21)
with the initial condition
bk(z, z′) ∼
z′→z
aki (z, z
′) ∼
z′→z
akf (z, z
′) ∼
z′→z
A(z)
z′ − z (A22)
Eqs. (A12) and (A19-A21) are the Pauli-van Vleck formula. We will however use eqs. (A13-A18)
for the numerical integration.
Using (A12) in (A6), we get
Z(2)
k
=
√√√√ 2πbk(0, L)[
akf (0, L) +
C+εextk/4pi
Ξ
]2
− bk(0, L)2
. (A23)
However, this expression leads to a pressure that contains a constant term (i.e. independent on
L), that comes from the fact that in our computation the total volume of the space depends on L.
This term is thus not physical, and should be removed. Practically, we can notice that it comes
from the exponential decay of the function bk, bk(0, L) ∼ exp(−kL). The final expression for the
path-integral after removing this artificial pressure is thus
Z(2)
k
= exp
(
kL
2
)√√√√ 2πbk(0, L)[
akf (0, L) +
C+εextk/4pi
Ξ
]2
− bk(0, L)2
. (A24)
Appendix B: Fluctuations correlation function
We show here how to compute the k-mode correlation function Gk(z, z
′) and ∂∂′Gk(z, z
′) needed
in (44).
First, we can derive that
Gk(z, z
′) =
〈ext,k|KψMF(0, z;k)θKψMF(z, z′;k)θKψMF(z′, L;k)|ext,k〉
〈ext,k|KψMF(0, L;k)|ext,k〉
, (B1)
which can be evaluated explicitly with (A12) and (A8) and leads to
Gk(z, z) =
(
akf (0, z)−
bk(0, z)2
C+εextk/4pi
Ξ + a
k
i (0, z)
+ [z → L− z]
)−1
, (B2)
where we took advantage of the symmetry z → L− z of the system.
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The term ∂∂′Gk(z, z) can then be obtained as the limit
∂∂′Gk(z, z) = lim
ζ→0
(2ζ)−2[Gk(z + ζ, z + ζ)− 2Gk(z − ζ, z + ζ) +Gk(z − ζ, z − ζ)]. (B3)
We can again compute this expression analytically, because we have an exact expression for
KψMF(z, z + ζ;k) when ζ is small. As expected, it diverges. Again, we have to take the size
R of the ions into account. To be consistent with the cut-off introduced for pressure, we will reg-
ularize the divergence in Fourier space. The point is that locally, the correlator can be computed
analytically, and that this local form contains the divergence; thus we will be able to cut it off in
the analytic expression.
In this purpose, we decompose the correlator in the following way
Gk = G
num
k −Glock +Glock , (B4)
where Gnum
k
is the correlator computed using the numerical values for the Pauli-van Vleck functions
(dealing with it in Fourier space would need a numerical Fourier transform) and Gloc
k
is the ”local”
correlator, computed assuming that A(z) and ωk(z) are constant around z. Thus the term G
num
k
−
Gloc
k
will not lead to divergences when we will compute its second derivative, and we will be able
to write the term Gloc
k
in Fourier space and cut its divergence off easily. Explicitly,
Glock (z, z
′) =
exp(−ωk(z)|z − z′|)
2A(z)ωk(z)
, (B5)
its expression in Fourier space is
G˜loc
k
(q) =
1
A(z)(q2 + ωk(z)2)
, (B6)
so its contribution to the second derivative will be
∂∂′Gcutk (z, z) =
∫
|q|<qmax(k)
q2
A(z)(q2 + ωk(z)2)
dq
2π
(B7)
=
1
πA(z)
[
qmax(k)− ωk(z) arctan
(
qmax(k)
ωk(z)
)]
, (B8)
where the superscript ”cut” means that the cut-off has been applied, and the one-dimensionnal
cut-off depends on the mode since the three-dimensionnal wave-vector is constrained:
qmax(k)
2 + k2 = k2max. (B9)
Now, we turn to the evaluation of ∂∂′Gnum
k
(z, z). The correlators invoked in the above expression
can be derived from the quantity
Z(a, a′, b) =
∫
exp
(
−a
2
θ2 − a
′
2
θ′2 + bθθ′
)
dθdθ′ =
2π√
aa′ − b2 , (B10)
where
a = c+ aki (z − ζ, z + ζ), (B11)
a′ = c′ + akf (z − ζ, z + ζ), (B12)
b = bk(z − ζ, z + ζ), (B13)
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with c = akf (0, z − ζ) − b
k(0,z−ζ)2
C+εextk/4pi
Ξ
+ak
i
(0,z−ζ)
and c′ = akf (0, L − z − ζ) − b
k(0,L−z−ζ)2
C+εextk/4pi
Ξ
+ak
i
(0,L−z−ζ)
.
We note that the terms appearing in a, a′ and b can be computed reversing the composition rules
(A13-A15), giving
aki (z − ζ, z + ζ) =
bk(0, z − ζ)2
aki (0, z − ζ)− aki (0, z + ζ)
− akf (0, z − ζ), (B14)
akf (z − ζ, z + ζ) =
bk(0, L− z − ζ)2
aki (0, L− z − ζ)− aki (0, L− z + ζ)
− akf (0, L− z − ζ), (B15)
bk(z − ζ, z + ζ) = b
k(0, z + ζ)
bk(0, z − ζ)
[
akf (0, z − ζ)− aki (z − ζ, z + ζ)
]
. (B16)
(B17)
where we used akf (z − ζ, z + ζ) = aki (L − z − ζ, L − z + ζ). Now
Gnum
k
(z − ζ, z − ζ) = −2∂ ln(Z)
∂a
=
a′
aa′ − b2 , (B18)
Gnumk (z + ζ, z + ζ) = −2
∂ ln(Z)
∂a′
=
a
aa′ − b2 , (B19)
Gnum
k
(z − ζ, z + ζ) = ∂ ln(Z)
∂b
=
b
aa′ − b2 . (B20)
We will thus write
[∂∂′]ζG
num
k
(z, z) =
a+ a′ − 2b
4ζ2(aa′ − b2) , (B21)
where [∂∂′]ζ means that the second derivative is computed with a small step ζ. To this quantity,
we have to deduce
[∂∂′]ζG
loc
k (z, z) =
1− exp(−2ωk(z)ζ)
4ζ2A(z)ωk(z)
. (B22)
Finally, we have
∂∂′Gk(z, z) = [∂∂
′]ζG
num
k
(z, z)− [∂∂′]ζGlock (z, z) + ∂∂′Gcutk (z, z), (B23)
that should not depend on the discretisation step ζ as soon as it is small enough.
