In this paper, we introduce a unified framework for analyzing a large family of Q-learning algorithms, based on switching system perspectives and ODE-based stochastic approximation. We show that the nonlinear ODE models associated with these Q-learning algorithms can be formulated as switched linear systems, and analyze their asymptotic stability by leveraging existing switching system theories. Our approach provides the first O.D.E. analysis of the asymptotic convergence of various Q-learning algorithms, including asynchronous Q-learning and averaging Q-learning. We also extend the approach to analyze Q-learning with linear function approximation and derive a new sufficient condition for its convergence.
in general. While Borkar and Meyn (2000) gave the convergence proof of Q-learning based on a nonlinear ODE model, to the authors' knowledge, substantial analysis is required to prove the stability of the corresponding nonlinear ODE (Borkar and Soumyanatha, 1997) by using the maxnorm contraction of the Bellman operator. It should also be noted that the result in Borkar and Meyn (2000) only applies to synchronous Q-learning, where every state-action pair should be visited one time at each iteration, instead of the commonly used asynchronous Q-learning. Last but not least, the stability analysis does not immediately extend to other Q-learning variants, such as double Q-learning (Hasselt, 2010) , averaging Q-learning (Lee and He, 2019) , and Q-learning with linear function approximation.
In this paper, we provide a simple and unified framework to analyze Q-learning and its variants through switched linear system (SLS) models (Liberzon, 2003) of the associated ODE. SLSs are an important class of nonlinear hybrid systems, where the system dynamics matrix varies within a finite set of subsystem matrices (or modes) according to a switching signal. The study of SLSs has attracted much attention in the past years and their stability behaviors have been well established in the literature; see Lin and Antsaklis (2009) and Liberzon (2003) for comprehensive surveys. Our main contributions are summarized as follows:
1. For a number of Q-learning algorithms such as the asynchronous Q-learning, we show that the nonlinear ODE models associated with these algorithms can be characterized as switched linear systems, or more precisely, switched affine systems with a state-feedback switching policy.
2. We construct both upper and lower comparison systems of the corresponding switched affine systems, and prove their asymptotic stability based on existing switching system theory and comparison principles. As a result of the Borkar and Meyn theorem (Borkar and Meyn, 2000) , we obtain the asymptotic convergence of these Q-learning algorithms.
3. We also extend the approach to analyze the averaging Q-learning (Lee and He, 2019) . To our best knowledge, the convergence of averaging is analyzed for the first time in the literature.
4. Lastly, we also examine Q-learning with linear function approximation and derive a new sufficient condition to ensure its convergence based on the switching system theory. We show that, under specific assumptions, this new condition is weaker than the condition provided in Melo et al. (2008) .
It is worth mentioning that a number of recent works establish the convergence analysis of reinforcement learning algorithms based on their connections to control theory. For example, provides the finite sample bound of TD learning based on Lyapunov stability theory for linear ODE. Chen et al. (2019) ; Yang et al. (2019) provided the analysis for Q-learning with linear function approximation through analyzing the associated nonlinear ODE, assuming the stability of the system, e.g., under the condition provided in Melo et al. (2008) . Note that the new sufficient condition that guarantees its convergence in this paper is weaker than that used in Chen et al. (2019) . Another closely related work is Hu and Syed (2019) , which explores the connection between temporal difference (TD) learning and dynamic systems, particularly the Markov jump linear systems (MJLS) . Note that MJLS cannot be used to characterize the nonlinear dynamics of Q-learning. Instead, we resort to switched linear systems with state-feedback switching policies. To the authors' best knowledge, this is the first work that provides the connection between Q-learning and switching system theory. Our new ODE approach based on switched linear system can be used as a viable alternative to prove the stability of the associated ODE of various reinforcement learning algorithms as well as their asymptotic (and potentially non-asymptotic) convergence.
Notation. The following notation is adopted: R n is the n-dimensional Euclidean space; R n×m denotes the set of all n × m real matrices; R n + is the sets of vectors with nonnegative real elements; A T denotes the transpose of matrix A; I n is the n × n identity matrix; I stands for the identity matrix with appropriate dimension; |S| means the cardinality of the set for any finite set S; E[·] is the expectation operator; P[·] means the probability of an event; [M ] ij indicates the element in i-th row and j-th column for any matrix M ; e j , j ∈ {1, 2, . . . , n}, is the j-th basis vector (all components are 0 except for the j-th component which is 1) of appropriate dimensions. ⊗ stands for the Kronecker product between two matrices.
Preliminaries

Markov decision problem
We consider the infinite-horizon (discounted) Markov decision problem (MDP), where the agent sequentially takes actions to maximize cumulative discounted rewards. In a Markov decision process with the state-space S := {1, 2, . . . , |S|} and action-space A := {1, 2, . . . , |A|}, the decision maker selects an action a ∈ A with the current state s, then the state transits to s ′ with probability P a (s, s ′ ), and the transition incurs a random reward r a (s, s ′ ), where P a ∈ R |S|×|S| , a ∈ A, P a (s, s ′ ) is the state transition probability from the current state s ∈ S to the next state s ′ ∈ S under action a ∈ A, and r a (s, s ′ ) is the reward random variable conditioned on a ∈ A, s, s ′ ∈ S with its expectation E[r a (s, s ′ )|s, a, s ′ ] = R a (s, s ′ ). A deterministic policy, π : S → A, maps a state s ∈ S to an action π(s) ∈ A. The Markov decision problem (MDP) is to find a deterministic optimal policy, π * , such that the cumulative discounted rewards over infinite time horizons is maximized, i.e.,
where γ ∈ [0, 1) is the discount factor, Θ is the set of all admissible deterministic policies, (s 0 , a 0 , s 1 , a 1 , . . .) is a state-action trajectory generated by the Markov chain under policy π, and E[·|·, π] is an expectation conditioned on the policy π. The Q-function under policy π is defined as
and the corresponding optimal Q-function is defined as Q * (s, a) = Q π * (s, a) for all s ∈ S, a ∈ A. Once Q * is known, then an optimal policy can be retrieved by π * (s) = arg max a∈A Q * (s, a).
Basics of nonlinear system theory
Consider the nonlinear system
where x t ∈ R n is the state and f : R n → R n is a nonlinear mapping. For simplicity, we assume that the solution to (1) exists and is unique. In fact, this holds true so long as the mapping f is globally Lipschitz continuous.
Switching system theory
Consider the particular nonlinear system, the switched linear system,
where x t ∈ R n is the state, σ ∈ M := {1, 2, . . . , M } is called the mode, σ t ∈ M is called the switching signal, and {A σ , σ ∈ M} are called the subsystem matrices. The switching signal can be either arbitrary or controlled by the user under a certain switching policy. Especially, a statefeedback switching policy is denoted by σ(x t ). To prove the global asymptotic stability of the switching system, we will use a fundamental algebraic stability condition of switching systems reported in Lin and Antsaklis (2009) . More comprehensive surveys of stability of switching systems can be found in Lin and Antsaklis (2009) and Liberzon (2003) .
Lemma 3 ((Lin and Antsaklis, 2009, Theorem 8)). The origin of the linear switching system (6) is the unique globally asymptotically stable equilibrium point under arbitrary switchings, σ t , if and only if there exist a full column rank matrix , L ∈ R m×n , m ≥ n, and a family of matrices, A σ ∈ R m×n , σ ∈ M, with the so-called strictly negative row dominating diagonal condition, i.e., for eachĀ σ , σ ∈ M, its elements satisfying
where [·] ij is the (i, j)-element of a matrix (·), such that the matrix relations
are satisfied.
ODE-based stochastic approximation
Due to its generality, the convergence analyses of many RL algorithms rely on the ODE (ordinary differential equation) approach (Bhatnagar et al., 2012; Kushner and Yin, 2003) . It analyzes convergence of general stochastic recursions by examining stability of the associated ODE model based on the fact that the stochastic recursions with diminishing step-sizes approximate the corresponding ODEs in the limit. One of the most popular approach is based on the Borkar and Meyn theorem (Borkar and Meyn, 2000) . We now briefly introduce the Borkar and Meyn's ODE approach for analyzing convergence of the general stochastic recursions
where f : R n → R n is a nonlinear mapping. Basic technical assumptions are given below.
Assumption 1.
1. The mapping f : R n → R n is globally Lipschitz continuous and there exists a function f ∞ :
2. The origin in R n is an asymptotically stable equilibrium for the ODEẋ t = f ∞ (x t ).
3. There exists a unique globally asymptotically stable equilibrium θ e ∈ R n for the ODEẋ t = f (x t ), i.e., x t → θ e as t → ∞.
The sequence {ε
In addition, there exists a constant C 0 < ∞ such that for any initial θ 0 ∈ R n , we have E[ ε k+1 2 |G k ] ≤ C 0 (1 + θ k 2 ), ∀k ≥ 0.
The step-sizes satisfy
Lemma 4 ((Borkar and Meyn, 2000, Borkar and Meyn theorem)). Suppose that Assumption 1 holds. For any initial θ 0 ∈ R n , sup k≥0 θ k < ∞ with probability one. In addition, θ k → θ e as k → ∞ with probability one.
The Borkar and Meyn theorem states that under Assumption 1, the stochastic process (θ k ) ∞ k=0 generated by (7) is bounded and converges to θ e almost surely.
Revisit Q-learning
We now briefly review the standard Q-learning and its convergence. Recall that the standard Q-learning updates
Algorithm Sample s ′ ∼ P a (s, ·) and r a (s, s ′ ) 5:
where 0 ≤ α k (s, a) ≤ 1 is called the learning rate associated with the state-action pair (s, a) at iteration k. This value is assumed to be zero if (s, a) = (s k , a k ). If
and every state-action pair is visited infinitely often, then the iterate is guaranteed to converge to Q * with probability one. Note that the state-action can be visited arbitrarily, which is more general than stochastic visiting rules.
To analyze the convergence based on the switching system model, we consider the stronger assumption that {(s k , a k )} ∞ k=0 is a sequence of i.i.d. random variables with an identical underlying probability distribution, d a (s), s ∈ S, a ∈ A, of the state and action pair (s, a). For example, this can be a stationary state-action distribution under the behavior policy, where the behavior policy is the policy by which the RL agent actually behaves to collect experiences. This assumption is common in the ODE approaches for Q-learning and TD-learning (Sutton, 1988) . This assumption can be relaxed by considering a time-varying distribution. However, this direction will not be addressed in this paper to simplify the presentation of the proofs.
Throughout the paper, we assume that
Under this assumption, the modified standard Q-learning is given in Algorithm 1. Compared to the original version, the step-size α k does not depend on the state-action pair in this version. With a suitable choice on the step-size, Algorithm 1 converges to the optimal Q * with probability one.
Theorem 1. Assume that the step-sizes satisfy
Then, Q k → Q * with probability one.
Convergence of Q-learning from Switching System Theory
In this section, we study a switching system-based ODE model of Q-learning and prove the convergence of Q-learning in Theorem 1 based on the switching system analysis. We first introduce the following compact notations:
Note that under Assumption 2, D is a nonsingular diagonal matrix with strictly positive diagonal elements.
Q-learning as switched linear system
Using the notation introduced, the update in Algorithm 1 can be rewritten as
where e s ∈ R |S| and e a ∈ R |A| are s-th basis vector (all components are 0 except for the s-th component which is 1) and a-th basis vector, respectively. For any deterministic policy, π : S → A, we define the corresponding distribution vector
where ∆ |S| is the set of all probability distributions over S, and the matrix
Denoting π Q (s) := arg max a∈A e T s Q a ∈ A, the above update can be further expressed as
where
We note that, for any π ∈ Θ, P Π π is the state-action pair transition probability matrix under the deterministic policy π. Using the Bellman equation (γDP Π π Q * − D)Q * + DR = 0, (10) is rewritten by
As discussed in Section 2.4, the convergence of (11) can be analyzed by evaluating the stability of the corresponding continuous-time ODE
which is a linear switching system. More precisely, if we define a one-to-one map ψ : Θ → {1, 2, . . . , |Θ|}, where Θ is the set of all deterministic policies, x t := Q t − Q * , and
for all π ∈ Θ, then (12) can be represented by the affine switching system
where, σ : R |S||A| → {1, 2, . . . , |Θ|} is a state-feedback switching policy defined by σ(x t ) := ψ(π Qt ), π Qt (s) = arg max a∈A e T s Q t,a . Since (13) is a switching system with a state-feedback switching policy, it may cause arbitrary switching behaviors. It is unclear whether its solution exists over all t ≥ 0 and whether the solution is unique. We establish the existence and uniqueness of its solution, which follows from the global Lipschitz continuity of the affine mapping.
Then, f is globally Lipschitz continuous.
Proof. The proof is completed by the inequalities
indicating that f is globally Lipschitz continuous with respect to the · ∞ norm. This completes the proof.
Invoking Lemma 1, we then have the following result Proposition 2. The solution of the switching system (13) exists and is unique for all t ≥ 0 and x(0) ∈ R n .
Remark 1. The ODE model of the Q-learning in Borkar and Soumyanatha (1997) is
where TQ t = γP Π Qt Q t − R is the Bellman operator. The approach in Borkar and Soumyanatha (1997) proves that an ODE of the form (14) is globally asymptotically stable if the operator T is a contraction with respect to some norm, and the unique fixed point of T is the unique equilibrium point of (14). The ODE in (12) is reduced to (14) with some modifications and setting D = I. The Q-learning corresponding to (14) should be a synchronous version (Even-Dar and Mansour, 2003) , i.e., all the state-action pair is visited one time at every iteration of the recursion. To explain this, consider a stochastic approximationP of P such that E[P ] = P . One possible approach to construct suchP is
where s ′ ij is an independently sampled next state for the current state i ∈ S. This implies that to constructP , each state should be visited at least one time. Similarly, to obtain a stochastic approximation whose mean is TQ t in (14), every state should be visited at least one time at every iteration.
Under the assumption of samplings from an identical distribution, the corresponding ODE is
However, it is not trivial to prove if F is a contraction in this case. In this sense, the approach in Borkar and Soumyanatha (1997) cannot be directly applied for asymptotic stability of the general system (12).
Stability analysis
Note that the proving the global asymptotic stability of (13) without the affine term is relevantly straightforward based on existing results, e.g., Lin and Antsaklis (2009, Theorem 8) . However, with the affine term, the proof is no longer trivial with the existing approaches in switching system theories. In what follows, we show that by exploiting the special structure of the switching system and policy associated with the Q-learning update rule, the global asymptotic stability can still be proved. We first establish the asymptotic stability of the corresponding linear switching system.
Lemma 5. Consider the affine switching system (13). The origin of the associated linear switching system
is the unique globally asymptotically stable equilibrium point under arbitrary switchings, σ t .
Proof. The proof follows by applying Lemma 3 with L = I,Ā σ = A σ . In this case, the condition, LA σ =Ā σ L holds. It remains to prove the strictly negative row dominating diagonal property. For notational convenience, we definte Π
which proves the global asymptotic stability.
We are now in position to prove the asymptotic stability of (13) associated with Q-learning.
Theorem 2. The origin is the unique globally asymptotically stable equilibrium point of the affine switching system (13).
Proof. The basic idea of the proof is to find systems whose trajectories lower and upper bounds the trajectory of (13) by the vector comparison principle. Then, by proving the asymptotic stability of the two comparison systems, we can prove the asymptotic stability of (13).
Since each element of Π π Q * Q * takes the maximum value across a, it is clear that (Π π Q t − Π π Q * )Q * ≤ 0 holds, where the inequality is element-wise. Moreover, since γDP has nonnegative elements, γDP
To proceed, define the vector functions f (y) =(γDP Π πy − D)y, f (z) =(γDP Π π z+Q * − D)z + γDP (Π π z+Q * − Π π Q * )Q * , and consider the systems
for all t ≥ 0. To apply Lemma 2, we will prove that f is quasi-monotone increasing. For any z ∈ R |S||A| , consider a nonnegative vector p ∈ R |S||A| such that its ith element is zero. Then, for any i ∈ S, we have
which proves the quasi-monotone increasing property, where the second line is due to e T i Dp = 0. Moreover, following similar lines of the proof of Proposition 1, one can prove that f is Lipschitz continuous. Using f (z) = (γDP Π π (z+Q * ) − D)(z + Q * ) + DR and following similar lines of the proof of Proposition 1, we conclude that f is Lipschitz continuous as well. Now, by Lemma 2, Q t − Q * ≤ Q u t − Q * holds for every t ∈ R + , where Q u t − Q * is the solution of the switching system, which we refer to as an upper comparison system
By Lemma 5, the origin of the above switching system is globally asymptotically stable even under arbitrary switchings. Therefore, Q t − Q * is asymptotically upper bounded by the zero vector as t → ∞.
On the other hand, we have 
for all t ≥ 0. To apply Lemma 2, we can prove that f is quasi-monotone increasing following the same lines as above. f is Lipschitz continuous by Proposition 1 and f is Lipschitz continuous as it is linear. Therefore, we can invoke Lemma 2, to prove the inequality Q l t − Q * ≤ Q t − Q * for all t ≥ 0, where Q l t − Q * is the solution of the following linear system called the lower comparison system:
The origin of the above linear system is globally asymptotically stable equilibrium point by Lemma 5. Therefore, Q t − Q * is asymptotically lower bounded by the zero vector as t → ∞. Combining the bounds, we conclude that Q t − Q * → 0 as t → ∞. This completes the proof of Theorem 2.
Proof of Q-learning Convergence
Based on the results, we can now apply the Borkar and Meyn theorem, Lemma 4, to prove Theorem 1. The convergence proof of Q-learning in Borkar and Meyn (2000) relies on a nonlinear ODE model, whose asymptotic stability is proved in Borkar and Soumyanatha (1997) by using the maxnorm contraction of the Bellman operator. The switching system framework in the previous section provides a simpler analysis and can be easily extended to deal with many Q-learning variants, as are given in the subsequent sections.
Proof of Theorem 1. First of all, note that the affine switching system model in (13) corresponds to the ODE model, d dt x t = f (x t ), that appears in Assumption 1. The proof is completed by examining all the statements in Assumption 1:
1. Q-learning in (11) can be expressed as the stochastic recursion in (7) with
To prove the first statement of Assumption 1, we note that
where the last equality is due to the homogeneity of the policy, π cθ (s) = arg max a∈A e T s cθ a = arg max a∈A e T s θ a . By taking the limit, we have
Moreover, f is globally Lipschitz continuous according to Proposition 1. Therefore, the proof is completed.
2. The second statement of Assumption 1 follows from Lemma 5..
The third statement of Assumption 1 follows from Theorem 2.
4. Next, we prove the remaining parts. Recall that the Q-learning update is expressed as
Define the history G k := (ε k , ε k−1 , . . . , ε 1 , Q k , Q k−1 , . . . , Q 0 ), and the process (M k ) ∞ k=0 with M k := k i=1 ε i . Then, we can prove that (M k ) ∞ k=0 is Martingale. To do so, we first prove
where the second equality is due to the i.i.d. assumption of samples. Using this identity, we have
k=0 is a Martingale sequence, and ε k+1 = M k+1 − M k is a Martingale difference. Moreover, it can be easily proved that the fourth condition of Assumption 1 is satisfied by algebraic calculations. Therefore, the fourth condition is met.
Convergence of Averaging Q-learning
In this section, we study convergence of the so0called averaging Q-learning. Averaging Q-learning is a newly introduced class of Q-learning motivated by the averaging TD-learning in Lee and He (2019) . The averaging TD-learning algorithm is a variation of standard TD-learning (Sutton, 1988) which provides a trade-off between convergence speed and variation of iterations. The averaging Q-learning maintains two separate estimates for the Q-function, the target estimate and the online estimate, respectively, and the target estimate update follows the Polyak's averaging of the current online and target variables to improve the stability. We provide new O.D.E analysis of both algorithms to demonstrate potential utility of the switching system models. Especially, the analysis for averaging Q-learning is new in the literature. We first introduce the averaging Q-learning, that naturally extends the averaging TD-learning in Lee and He (2019) to Q-learning. The full algorithm is described in Algorithm 2.
We now analyze the convergence of the averaging Q-learning algorithm based on the same switching system approach. Following similar lines of the standard Q-learning, the corresponding switching system-based ODE model is given by Sample s ′ ∼ P a (s, ·) and r a (s, s ′ ) 5:
which matches with the switching system form in (13). We first establish the global asymptotic stability of (15).
Theorem 3. For any δ > 0, the origin is the unique globally asymptotically stable equilibrium point of the affine switching system (15).
Consider the upper comparison system
and define the vector functions
and consider the systems
for all t ≥ 0. We first prove that f is quasi-monotone increasing. We will check the condition of the quasi-monotone increasing function for f 1 and f 2 , separately. Assume that p 1 ∈ R |S|||A| and p 2 ∈ R |S|||A| are nonnegative vectors, and an ithe element of p 1 is zero. For f 1 , we have
where the second line is due to −e T i Dp 1 = 0. Similarly, assuming that p 1 ∈ R |S|||A| and p 2 ∈ R |S|||A| are nonnegative vectors, and an ithe element of p 2 is zero, we get
where the second line is due to e T i p 2 = 0. Therefore, f is quasi-monotone increasing. The Lipschitz continuity of f and f can be easily proved. Therefore, by Lemma 2,
− Q * is the solution of the upper comparison system.
Moreover, using the inequality γDP
Using this relation, consider the lower comparison system
To proceed, define the vector functions
and consider the systems d dt y t,1 y t,2 = f 1 (y t,1 , y t,2 ) f 2 (y t,1 , y t,2 )
for all t ≥ 0. Similar to the upper comparison systems, we can easily prove that f is quasimonotone increasing, f and f are Lipschitz continuous. Therefore, applying similar steps as before and using Lemma 2, we have that
t − Q * is the solution of the linear system Now, it remains to prove the asymptotic convergence of the comparison systems. For notational convenience, we define Π σ , σ ∈ M as Π π Q B t such that σ = ψ(π Q B t ). Then, for the upper comparison switching system, we apply Lemma 3 with A σ = −D γDP Π σ δI −δI and L =
To check the strictly negative row dominating diagonal condition, for i ∈ {1, 2, . . . , |S||A|}, we have
For i ∈ {|S||A| + 1, |S||A| + 2, . . . , 2|S||A|}, we also have
for any δ > 0. Therefore, the strictly negative row dominating diagonal condition is satisfied. By Lemma 3, the origin of the switching system (15) is globally asymptotically stable. The lower comparison system's stability can be proved in an equivalent way. Since the switching system's solution is upper and lower bounded by the corresponding comparison systems, it asymptotically converges to the origin. This completes the proof.
As a result, by invoking Borkar and Meyn's theorem and following similar arguments as before, we arrive at Theorem 4. Consider Algorithm 2 and assume the step-sizes satisfy (9). Then, for any δ > 0, Q A k → Q * and Q B k → Q * with probability one.
Convergence of Q-learning with Linear Function Approximation
When the state-space is large, linear function approximation can be used to approximate the optimal Q-function, Q * ∼ = Φθ * , where Φ is the feature matrix. In particular, given pre-selected basis (or Algorithm 3 Standard Q-Learning with linear function approximation 1: Initialize θ 0 ∈ R n randomly. 2: for iteration k = 0, 1, . . . do
3:
Sample (s, a)
4:
Sample s ′ ∼ P a (s, ·) and r a (s, s ′ )
5:
Update θ k+1 = θ k + φ(s, a)α k {r a (s, s ′ ) + γ max a∈A (Φθ k )(s ′ , a) − (Φθ k )(s, a)} 6: end for feature) functions φ 1 , . . . , φ n : S → R, the feature matrix Φ ∈ R |S|×n is defined as
where φ(s, a) T := φ 1 (s, a), φ 2 (s, a), · · · , φ n (s, a) ∈ R n . Here n ≪ |S||A| is a positive integer and φ(s) is a feature vector.
Q-learning with linear function approximation is described in Algorithm 3, which may not converge in general (Sutton and Barto, 1998) . However, under certain conditions, its convergence can be proven. Melo et al. (2008) demonstrates the asymptotic convergence when assuming that the distribution d a (s) of (s, a) is the stationary distribution under a behavior policy β, i.e., 
and the following condition holds:
where Θ Φ := {π ∈ Θ : π(s) = arg max a∈A (Φθ)(s, a), ∀s ∈ S, θ ∈ R m } and D β is a diagonal matrix whose diagonal entries correspond to the stationary state distribution of the underlying Markov decision process under the behavior policy β. Recently, Chen et al. (2019) considered a slightly stronger condition in order to obtain the convergence rate of Q-learning with linear function approximation.
In this section, we analyze the convergence from the switching system perspective and provide a new sufficient condition that ensures the asymptotic convergence. We start by introducing some basic assumptions that will be needed in the analysis. Assumption 3 requires all elements of Φ to be nonnegative. This assumption is required in our convergence analysis to obtain lower and upper comparison systems of the switched linear system. In the case that no function approximation is used, Φ is set to be an identity matrix, Φ = I, which automatically satisfies Assumption 3. We emphasize that this assumption is not very restrictive. For instance, if the values of rewards are nonnegative, then it is sufficient to set feature vectors with nonnegative elements when approximating the Q-function. If not, the rewards can always be made nonnegative by adding a large enough constant. Assumption 4 is slightly stricter than the assumption of full column rank which is usually adopted in the RL literature.
Following a similar analysis as the previous section, the associated switched linear system model is given by
where π Φθt (s) = arg max a∈A (Φθ t )(s, a) and θ * is the optimal parameter satisfying the projected Bellman equation
and Γ := Φ(Φ T DΦ) −1 Φ T D is the projection onto the range of Φ.
We will first establish the asymptotic stability of the system (18).
Proposition 3. Suppose that Assumption 3 and Assumption 4 hold. The origin is the unique globally asymptotically stable equilibrium point of the affine switching system (18) if the following condition holds:
where Θ Φ := {π ∈ Θ : π(s) = arg max a∈A (Φθ)(s, a), ∀s ∈ S, θ ∈ R m } and
for all t ≥ 0. To apply Lemma 3, we check the quasi-monotonicity of f , which can be easily proved following the steps for the upper comparison system. The Lipschitz continuity of f and f can be also proved following similar lines of the proof of Proposition 1. Therefore, Lemma 2 leads to θ t ≥ θ l t as t → ∞. To prove the asymptotic stability of the original system (18), it is sufficient to prove that the upper and lower comparison systems are globally asymptotically stable. In this respect, we can apply Lemma 3 to obtain a sufficient condition for the stability. In particular, both the upper and lower comparison systems are globally asymptotically stable if the switching system is globally asymptotically stable
for all i ∈ {1, 2, . . . , n}, π ∈ Θ Φ , where the second line is due to Assumption 3, and the fourth line is due to Assumption 4 and the fact that φ T i Dφ j = 0 for j = i. This completes the proof.
Since the underlying switching system ODE model turns out to be asymptotically stable under the condition in Proposition 3, we can also prove the convergence of Algorithm 3. Proof. The proof can be completed following similar steps used to prove the convergence of Qlearning in Section 4.3 and using Lemma 4.
Proposition 5. Suppose that Assumption 3 and Assumption 4 hold. In addition, assume that the elements of the feature matrix Φ are binary numbers, i.e., {0, 1}. Then, the condition in Proposition 4 always holds.
Proof. If the elements of the feature matrix Φ are binary numbers, then since the columns of Φ consist of sums of distinct basis vectors, e i ∈ R |S||A| , and it follows that j∈{1,2,...,n}
where 1 |S||A| is the vector with all elements being ones. The right-hand side of the condition in Proposition 4 is bounded as
where the first line comes from Proposition 4, the second line is due to (20) , and the third line is due to the fact that P Π ψ(π) is a stochastic matrix, i.e., its low sums are one. This completes the proof.
In the sequel, we give a simple MDP which satisfies the sufficient condition in Proposition 4.
Example 1. Consider an MDP with S = {1, 2}, A = {1, 2}, γ = 0.9,
The quantities in Proposition 4 are given by
for all possible deterministic policies π ∈ Θ. Therefore, Algorithm 3 converges to the optimal θ * .
Comparing to the Melo's sufficient condition (17), the new condition provided in Proposition 4 applies to arbitrary state-action distributions, not limited to the stationary distributions of behavior policies. Although the assumptions adopted here are somewhat restrictive, we can prove that under these assumptions, the condition in Proposition 4 is actually less conservative than Melo's sufficient condition (17). Proposition 6. Assume that Assumption 3 and Assumption 4 hold, and (16) is satisfied. Then, Melo's sufficient condition (17) implies the condition in Proposition 4.
Proof. The basic idea of the proof relies on the fact that Melo's sufficient condition ensures the existence of a quadratic Lyapunov function for the upper comparison system (19) following the results in Melo et al. (2008) . Since the new sufficient condition, Proposition 6, is a necessary and sufficient condition for the global asymptotic stability of the upper comparison system, the Melo's condition implies the proposed new condition. Suppose that Melo's sufficient condition holds, and consider the quadratic Lyapunov function candidate
Its time derivative along the state trajectories of the upper comparison system (19) is given by
where (s, a) is sampled from the stationary state-action distribution and s ′ ∼ P a (s, ·). Similar to the ideas in Melo et al. (2008) , using Holder's inequality leads to
where the last equality uses the fact that the distribution of s ′ is identical to the distribution of s. Now, we apply the Melo's condition to have
This implies that V is a Lyapunov function. By the standard Lyapunov theorem, the origin of the upper comparison system (19) is globally asymptotically stable. The proof holds even if the upper comparison system is arbitrarily switching. Since the new sufficient condition in Proposition 6 is a necessary and sufficient condition for the global asymptotic stability of the upper comparison system (19) under arbitrary switching, this implies that the proposed new condition holds. This completes the proof.
Under Assumption 3 and Assumption 4, Proposition 6 essentially implies that the set of MDPs with linear function approximations whose convergence is verifiable by Proposition 4 includes those based on the condition (17).
A naturally question that arises here is whether the inclusion is strict. Below we answer the question by providing a simple counter example which satisfies the sufficient condition in Proposition 4, while violating the Melo's sufficient condition (17).
Example 2. Consider an MDP with S = {1, 2}, A = {1, 2}, γ = 0.9, P 1 = 1/2 1/2 1 0 , P 2 = 0 1 2/3 1/3 , If the feature matrix is Φ T = 1 2 0 1 , then the set Θ Φ is given by Θ Φ = {π 1 , π 2 }, where π 1 is a deterministic policy such that π 1 (1) = 1, π 1 (2) = 1 and π 2 is a deterministic policy such that π 2 (1) = 2, π 2 (2) = 2, which is obtained by considering three cases, θ > 0, θ = 0, θ < 0, Here, we assume that whenever {1, 2} = arg max a∈A (Φθ)(s, a), we select a = 1 in Q-learning. The quantities in Proposition 4 are given by −0.885 and −0.03 for all π ∈ Θ Φ = {π 1 , π 2 }. Therefore, Algorithm 3 converges to the optimal θ * . However, the quantity γ 2 Φ T Π T π D β Π π Φ − Φ T DΦ is computed as −1.2450 and 0.3750 for all π ∈ Θ Φ = {π 1 , π 2 }, respectively. This implies that the condition in (17) fails to verify the convergence.
Conclusion
In this paper, we studied asymptotic convergence of Q-learning and its variants based on switching system models. The approach offers a more unified and straightforward convergence analysis of various Q-learning algorithms based on connections between Q-learning and switching system theories. In particular, we have analyzed asymptotic convergence of the standard Q-learning, averaging Q-learning, and Q-learning with linear function approximation. In addition, a sufficient condition to ensure convergence of Q-learning with linear function approximation has been developed based on a switching system stability theory. Compared to the approaches in Jaakkola et al. (1994) ; Tsitsiklis (1994) based on the stochastic approximation and contraction property of the Bellman operator, a disadvantage of the proposed approach is that the analysis is under a restricted assumption, i.e., samples of the state-action pair from a fixed distribution instead of arbitrary visits. However, the assumption is common in the ODE-based analysis in the literature. Moreover, we expect that the switching system approach in this paper provides practical and convenient tools for analysis of Q-learning and its variants, and can initiate new RL algorithm developments. Finally, a potential future topic is convergence rate analysis of the Q-learning algorithms and multi-agent Q-learning based on the switching system models.
