We present a semi-implicit method for isothermal two-fluid ion-neutral ambipolar drift that is second-order accurate in space and time. The method has been implemented in the RIEMANN code for astrophysical fluid dynamics. We present four test problems that show the method works and correctly tracks the propagation of magnetohydrodynamic (MHD) waves and the structure of two-fluid C-shocks. The accurate propagation of MHD waves in the two-fluid approximation is shown to be a stringent test of the algorithm. We demonstrate that highly accurate methods are required in order to properly capture the MHD wave behaviour in the presence of ion-neutral friction.
in the presence of ambipolar diffusion in Lim et al. (2005) . use a time-explicit method that works in multiple dimensions. Mac devised an implicit two-fluid method that was put to use in a multidimensional application in Oishi & Mac Low (2006) . Li, McKee & Klein (2006) further examined the performance of the Mac method using the heavy-ion approximation to alleviate the time-step restrictions imposed by the Alfvén wave speed. O' Sullivan & Downes (2006 have developed a strategy that incorporates a super-time-stepping algorithm to accelerate the explicit time-steps needed to stably track the flow.
We present here an implicit-explicit predictor-corrector method that is second-order accurate in space and time for solving the two-fluid ambipolar force terms. Previous formulations of semi-implicit algorithms for two-fluid ambipolar diffusion have always been fully implicit in their treatment of the force terms, and thus first-order accurate. In the present paper, we remove these assumptions. We describe in detail our solution strategy in Section 2. In Section 3 we consider four test problems that demonstrate that the method works well. Section 4 presents our conclusions.
N U M E R I C A L M E T H O D S
We start from the basic equations of two-fluid isothermal ideal MHD, with the addition of a friction term that couples the ionized and neutral fluids:
where ρ i and ρ n represent the density of the ionized and neutral fluids, v i and v n the velocities of the ionized and neutral fluids, B the magnetic field and the gravitational potential. The equations have been derived in Draine (1986) . Equations (1)-(6) can be written in a flux-conservative form which is the usual form in which they are solved on a computer. Most solution strategies for these equations that are temporally second-order accurate rely on a predictor-corrector formulation. The Runge-Kutta time-stepping strategy is a way of making this division into predictor and corrector steps explicit. The strategies for solving the hydrodynamics, MHD and self-gravity are described in previous work (Balsara 1998a,b; Balsara & Spicer 1999a,b; Balsara 2004) . We thus rewrite equations (2) and (5) in a momentum-conserving form:
where U n and U i are the fluid vectors for the neutrals and ions, respectively; F n , G n , H n are the fluxes of the neutrals in the x, y and z directions; F i , G i , H i are the fluxes of the ions in the x, y and z directions and S(U n , U i ) ≡ γ ρ n ρ i (v n − v i ) denotes the source terms. For subsequent notational simplicity we denote the sum of the gradients of the fluxes acting on the two fluids by L n (U n ) ≡ −∂ x F n (U n ) − ∂ y G n (U n ) − ∂ z H n (U n ) and
An examination of equations (7) and (8) shows that the friction term in (8) can become very large relative to the rest of the force terms that act on the ions. This necessitates an implicit or semi-implicit treatment. Representing all the waves that arise in a two-fluid approximation also requires us to accurately preserve the relative magnitudes of the source terms γ ρ n ρ i (v i − v n ) and the rest of the flux terms L i (U i ) in equation (8). It is for that reason that we desire a formulation that has the following attributes. First, it should be genuinely second-order accurate in time. Secondly, it should at least be semi-implicit and stable in the treatment of source terms. Thirdly, it should permit us to obtain as accurate a treatment of the fluxes used in computing L i (U i ) and L n (U n ) as possible. To make it easy to implement the scheme we also require the fluxes in L i (U i ) and L n (U n ) to be evaluated using a basic time-explicit scheme. This calls for an implicit-explicit (IMEX hereafter) formulation which we develop below.
We formally describe the IMEX scheme below. Let U n n and U n i represent the neutrals and ions at a time t n and let U n+1 n and U n+1 i denote the same quantities at a later time t n+1 = t n + t . The predictor step of the IMEX scheme is The second-order accurate corrector step is described by
We explicitly write out our predictor stage for equations (9) and (10) by denoting the intermediate time variables with a prime. We also define two three-dimensional vectors f n and f i whose three components are given by the second, third and fourth components of L n (U n n ) and L i (U n i ) . This leads to
Equations (13) and (14) are equivalent to the implicit scheme used by Tóth (1995) for a time-step of t/2. Exclusive reliance on equations (13) and (14) would also make the scheme temporally first-order accurate. We can solve for v n and v i to get the time update for the predictor stage:
where
We formulate our Runge-Kutta corrector step for equations (11) and (12) in a half-implicit manner, so that we have second-order temporal accuracy. We also define two three-dimensional vectors f n and f i whose three components are given by the second, third and fourth components of L n (U n ) and L i (U i ):
Equations (18) and (19) have the solution
where we use the two auxiliary vectors
The half-implicit corrector step requires a time-step constraint in order to maintain stability. We require that time-step t is bounded by
where v A is the Alfvén speed at the intermediate time-step. This is equivalent to stating that the maximum change in the ionized fluid velocity that we permit in one time-step is bounded by the fast magnetosonic speed.
We have found that a conservative strategy for the fluxes from the self-gravity was necessary to correctly track the propagation of self-gravitating waves. We first use the Poisson equation to rewrite the gravitational force term in the momentum equation as
We then calculate the forces on the zone centres. For example, in the x direction equation (23) becomes
where we have used the fact that ∇ ×g = 0 to subtract g × (∇ ×g) from the right-hand side of equation (24 
T E S T S O F A L G O R I T H M
We utilize four test problems in order to verify the results produced by the algorithm presented in Section 2. In Section 3.1 we numerically reproduce the dispersion analysis of self-gravitating MHD waves of Balsara (1996) , and demonstrate that we can capture the predicted decay rates for fast magnetosonic and Alfvén waves, and the propagation of slow waves. In Section 3.2 we set up a C-shock (Draine 1980; Wardle 1990 ) and demonstrate that we can follow its evolution (e.g. Tóth 1994 ). In Section 3.3, we present a test of a circular blast wave that allows us to examine the behaviour of the code at arbitrary angles to the magnetic field. In Section 3.4, we numerically reproduce the instability found by Wardle (1990) for a C-shock. Balsara (1996) has considered the propagation of MHD waves in a partially ionized, self-gravitating molecular cloud. He found the fast magnetosonic waves and Alfvén waves were strongly damped on wavelengths shorter than the damping scale, while slow magnetosonic waves could continue to propagate with only slight damping. Furthermore, on scales larger than the Jeans length, the slow mode couples with self-gravity to modulate gravitational collapse, while fast and Alfvén waves remain slightly damped. The ability of the algorithm presented in Section 2 to reproduce the damping rates on both sides of the damping scale, as well as on scales above the Jeans length, ensures that the algorithm will function as intended when wave propagation on different scales are important. We set up our computational domain on a one-dimensional grid with periodic boundary conditions. We consider runs at ionization fractions of ξ = 10 −2 , 10 −4 , 10 −5 and 10 −6 . We set our neutral density such that the gravitational frequency defined in Balsara (1996) , Jeans unstable, and is thus expected to grow. [The Jeans length is L J = 0.136 pc in this system for all ionization fractions, and corresponds tõ
Eigenvalue analysis of MHD self-gravitating waves
We present a summary of our runs for this test problem in Table 1 . To facilitate the use of this test problem in future numerical studies, we present in Appendix A the eigenvectors of the slow magnetosonic waves that we used for the runs in Table 1 . We compare the measured growth and decay rates in the neutral density of each simulation to the values predicted from the eigenvalue analysis in Fig. 1 , and the growth and decay rates of the ionized fluid density in Fig. 2 . We have run the dispersion analysis using two forms of limiters -MinMod (diamonds) and WENO (stars). The WENO schemes are described in Jiang & Shu (1996) and Balsara & Shu (2000) , and the specific implementation is given in Balsara (2004) . The lines show the predicted imaginary component of the eigenvalue, with positive values (growing modes) shown in the upper portion of the plot on a logarithmic scale, and negative values (decaying modes) shown on the lower portion, again on a logarithmic scale. In general, the modes at these wavenumbers are decaying (the imaginary component of the eigenvalue is negative), but at long wavelengths (small wavenumbers) the slow mode becomes gravitationally unstable and grows. We find that we generally get good agreement with the predicted eigenvalues with the MinMod limiters when the decay rate | ω imag |/k ≥ 10 −4 km s −1 . When we use the higher order WENO limiter, however, we see significant improvement in our ability to capture very small decay rates, of the order of 10 −6 km s −1 , an improvement of two orders of magnitude.
For practical work, achieving such high resolutions is likely not possible. We present the growth and decay rates of the same simulations, but run with a resolution of 32 zones per wavelength of the mode, in Figs 3 (from the neutral fluid) and 4 (from the ionized fluid). At these more modest resolutions, we see that we still get good agreement with the WENO limiters for decay rates greater than | ω imag |/k ≥ 10 −4 km s −1 . When we use the MinMod limiter, however, we find that in the presence of large coupling between the fluids, the decay rates of the modes are greatly enhanced. With weaker coupling between the fluids, we find that some of the wavelengths predicted to be decaying grow instead. Figs 4(c) and (d) actually correspond to ionization fractions that are observed in star-forming systems. It is important to observe from Figs 4(c) and (d) that the use of the MinMod limiter would produce a specious gravitational collapse in the ions even when the analytic solution does not predict such growth. We compare the phase speed of the simulation data to the predicted real part of the slow mode eigenvalue from the dispersion analysis in Figs 5 (from the neutral fluid) and 6 (from the ionized fluid), again on the low-resolution mesh of 32 zones per wavelength. We see that the WENO limiter again does very well in matching the predicted phase speed. The MinMod limiter performs adequately at ionization fractions of 10 −2 and 10 −4 , where the coupling between the fluids is strong, but does poorly at lower ionization fractions.
We see, therefore, that highly accurate schemes are necessary to properly capture the behaviour of MHD waves, even at modest ionization fractions and on large spatial scales near the Jeans length. This is especially important on resolution-starved grids, where one can afford just a few zones per mode.
We also perform a convergence study of the ability of the code to reproduce the eigenvalues. For this test, we initialized the eigenvectors of an Alfvén wave at a wavelength ofk = 1.0 at an ionization fraction of 10 −4 . We examined the L1 errors of the decay rate of the z component of the magnetic field for resolutions of 64, 96, 128, 196 and 256 zones per wavelength. The convergence is shown in Table 2 , with an asymptotic slope of −1.82 indicating that we are indeed achieving second-order accuracy as we expected.
Ion-neutral C-shock
C-shocks, or continuous shocks, can develop in partially ionized flows when the shock speed is supersonic, but not super-Alfvénic in the ionized fluid (Draine 1980) . The structure of C-shocks has been studied extensively in the literature (Wardle 1990 ; Tóth 1994; Smith & Mac Low 1997), and in multiple dimensions is subject to an instability (Wardle 1990; Tóth 1994; Ciolek & Roberge 2002; Falle 2003) . We draw our initial conditions from the similar test in Tóth (1994) . We use a temperature in both fluids of 20 K, a magnetic field parallel to the shock with field strength of 5 μG, a density in the neutral fluid of 2.338 × 10 −22 g cm −3 and a density in the ionized fluid of 5.010 × 10 −25 g cm −3 . We use an isothermal equation of state, with a sound speed of 0.344 km s −1 . We use a one-dimensional mesh of 256 zones, with the total size of the grid being 0.02 pc. The fluid is given a velocity of −2.2605 km s −1 and is driven into a reflecting wall at the origin, simulating a 3.0 km s −1 piston-driven shock. We show the density structure of the shock in both the ionized and neutral fluids that develops at a time of 1.6 × 10 4 yr in Fig. 7 (a), along with the reference solutions. Fig. 7(b) shows the error in the numerical solution. We reproduce to the predicted solution to within 2 per cent in the neutral fluid, and better than 1 per cent in the ionized fluid.
Blast wave problem in a partially ionized plasma
A third test that we perform is that of a circular blast wave that develops into a multidimensional shock. This allows us to test the ability of the code to handle shocks that are oblique to the magnetic field.
We set up our pulse on a two-dimensional Cartesian grid with dimension of 0.2 pc on a side, with a density ρ n = 9.95 × 10 −21 g cm
in the neutral fluid and ionization fractions of ξ = 10 −6 , 10 −4 and 10 −2 . We use an isothermal sound speed of 0.2 km s −1 in both fluids. We placed a uniform magnetic field oriented in the y direction with a field strength of 10 μG, leading to an Alfvén number for the neutral fluid, A 2 n = 8πρ n c 2 s /B 2 = 1. The Alfvén speed in the ions will thus be a factor of (m i ξ/m n ) −1/2 faster. We initialize a circular pulse of radius 0.02 pc with a density 10 times larger than the ambient in both the neutral and ionized fluids. We use a grid of 256 2 zones. The resulting density and x velocity for each fluid are shown in Fig. 8 for each of the ionization fractions we studied, at a time of t = 0.1. We can see that there is a clear transition, from an ionization fraction of 10 showing a weak sign of it in the density. We can see this more clearly by looking at a slice through the mid-plane of the blast wave. We show this in Fig. 9 for an ionization fraction of 10 −2 , in Fig. 10 for an ionization fraction of 10 −4 and in Fig. 11 for an ionization fraction of 10 −6 . Fig. 9(a) shows clearly that the density structures of both the neutral and the ionized components for an ionization fraction of 10 −2 track each other very well, due to the large coupling between the two species. Fig. 9(b) shows that the velocity structures in the two fluids track each other even more closely, as the two lines overlap everywhere. At an ionization fraction of 10 −4 , we see that where the ionized fluid has a shock, the neutral fluid is largely continuous. The velocities of the two fluids, however, still track each other quite well, even with the reduced coupling between the two species. At an ionization fraction of 10 −6 , we see that the coupling between the two fluids is so weak that the neutral fluid is largely unaffected by the magnetized fluid. (It is worth pointing out that a magnetized precursor has travelled off the grid at the time of the image, moving at the Alfvén speed that is much larger than the sound speeds in the problem.) We contrast the above results with slices of density and y velocity through the vertical mid-plane at the same times as those in Figs 9-11. We show these in Fig. 12 for an ionization fraction of 10 −2 , Fig. 13 for an ionization fraction of 10 −4 and Fig. 14 for an ionization fraction of 10 −6 . In this case, as the magnetic field is completely perpendicular to the shock front, the magnetic field is both continuous across the shock and does not contribute to the momentum equation of the ionized fluid. As a result, the ions evolve in the same manner as the neutrals, and we see that in Figs 12(b), 13(b) and 14(b) the evolution of the magnetized shock in this direction does not depend on the ionization fraction at all, and is identical to the velocity structure in the neutral fluid. We do see a difference in the density jump in the shock in the ionized densities, as the x component of the magnetic field does grow due to the curvature in the shock.
Wardle instability of a C-shock
As a final test problem, we consider the instability studied by Wardle (1990) of a C-shock. We draw our initial conditions from the similar test in Wardle (1990) and Tóth (1994) . We use a temperature in both fluids of 20 K, a magnetic field parallel to the shock with field strength of 5 μG, a density in the neutral fluid of 2.338 × 10 −22 g cm −3 , and a density in the ionized fluid of 5.010 × 10 −25 g cm −3 . We give the fluid a velocity of −12.5 km s −1 , and initialize the C-shock solution for these parameters. The shock thickness for this test case is L shk = 7.0 × 10 15 cm (Wardle 1990) , and the critical wavelength for this shock is 0.71 L shk (Tóth 1994) . We initialize the solution on a two-dimensional grid that is (4 L shk , 0.71 L shk ) and (256, 64) zones in size. We use the perturbing solution of Tóth (1994) (his equation 4.4) to give a sinusoidal perturbation to the y velocities of both the ionized and neutral fluids. We use periodic boundary conditions in y, continuative boundary conditions at the lower x boundary (downstream from the shock) and an inflow boundary condition at the upper x boundary (upstream from the shock).
We show the logarithm of the ion density at three different times in Fig. 15 : t = 0, 0.9 and 1.5 kyr, by which time the instability has fully set in. The growth of the instability, as measured by the standard deviation of B x (Tóth 1994) , is plotted in Fig. 16 . We clearly see a linear regime where the perturbation grows after it encounters the C-shock. We measure the growth rate in the linear regime to be 1.83 × 10 −10 s −1 = 9.87 t −1 flow , where t flow = 5.4 × 10 10 s (Wardle 1990 ). The value found by Wardle (1990) was 9.10 t −1 flow . The difference between the analytical and numerical solution is about 8 per cent. Part of the difference can be accounted for by numerical error but part of it could also be due to the specific nature of the problem. Numerical methods respond best when there is a continuous train of sinusoids interacting with the shock whereas the present test problem uses a single sinusoidal pulse. Even so, the reasonably good agreement that we obtain on rather small meshes is satisfying. Cross-section perpendicular to the mid-plane, parallel to the initial magnetic field, for the two-fluid shock pulse with an ionization fraction of 10 −6 . The densities of the ionized and neutral fluids are plotted on the left-hand side, and the y velocities (parallel to the initial magnetic field) are plotted on the right-hand side. To show the neutral and ionized densities on the same scale, the ion densities have been divided by the ionization fraction.
D I S C U S S I O N A N D C O N C L U S I O N S
We have presented a semi-implicit predictor-corrector strategy for two-fluid ion-neutral friction that is second-order accurate in space and time. The method has been implemented in the RIEMANN code for astrophysical fluid dynamics. We have showed that the method can capture the propagation of MHD waves accurately at scales both above and below the dissipation length, as well as at scales above and below the Jeans length. This wave analysis demonstrated the need for highly accurate slope limiters to reproduce the propagation of these waves. In particular, low-order limiters can greatly overestimate the decay of MHD waves, effectively increasing the dissipation rate of kinetic energy. Furthermore, low-order limiters are more susceptible to allowing wave modes to grow instead of decay, particularly when the decay rates are very small. These effects are exacerbated at very low ionization fractions. This latter problem may be alleviated by using the heavy-ion approximation (Li et al. 2006; Oishi & Mac Low 2006; Li et al. 2007) , which involves raising the ionization fraction to levels that do not cause numerical difficulties while correspondingly decreasing the ion-neutral drag coefficient to maintain the ambipolar drift forces at a constant level. This method was proposed by Li et al. (2006) and Oishi & Mac Low (2006) as a means to reduce the constraint on the time-step imposed by the Alfvén speed in the ionized fluid. However, we showed in Figs 3 and 4 that a low-order limiter still has difficulties in capturing the decay rate of the waves, even at large ionization fractions, unless one can afford a very large number of zones for the simulation. Thus, the incorporation of higher order methods is desirable even under the heavy-ion approximation.
We have shown that our numerical method also works robustly for capturing the behaviour of C-shocks. We are able to maintain the structure of a C-shock for long periods of time. We show that we can follow the evolution of a circular C-shock as it expands at all angles oblique to the magnetic field. We are also able to match the growth rate of a sinusoidal perturbation impacting on a C-shock in multiple dimensions.
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A P P E N D I X A : E I G E N V E C TO R S F O R T W O -F L U I D M H D D I S P E R S I O N A NA LY S I S
We reproduce in this appendix the eigenvectors and eigenvalues used for the dispersion analysis in Section 3.1. We utilize the nomenclature of Balsara (1996) and the characteristic matrix given in the appendix of that reference.
We solve the eigensystem using the LAPACK algorithms that are implemented in IDL. The eigenvectors produced by these routines are normalized to a unit length, and rotated such that the largest perturbation has no imaginary component. We further multiply these perturbations by an amplitude of 10 −5 to ensure that we remain in the linear regime as we evolve the waves. For the dispersion study, we examine only the slow modes. For the resolution study, we utilize the Alfvén mode. Table A1 gives the eigenvectors for each wavenumber for Run A, at an ionization fraction of 10 −2 . Table A2 gives the eigenvectors for each wavenumber for Run B, with an ionization fraction 10 −4 . Table A3 gives the eigenvectors for each wavenumber for Run C, with an ionization fraction of 10 −5 . Table A4 gives the eigenvectors for each wavenumber for Run D, with an ionization fraction of 10 −6 . Tables A1-A4 also list the eigenvalues of the slow mode at each wavenumber, expressed as ω/k (as in Balsara 1996) with units of velocity. The real part of the eigenvalue as listed in the tables is thus the phase speed of the wave. We express the wavenumbers in Tables A1-A4 as the 
