This paper develops a novel and effective bootstrap method for simulating asymptotic critical values for tests of equal forecast accuracy and encompassing among many nested models. The bootstrap, which combines elements of fixed regressor and wild bootstrap methods, is simple to use. We first derive the asymptotic distributions of tests of equal forecast accuracy and encompassing applied to forecasts from multiple models that nest the benchmark model -that is, reality check tests applied to nested models. We then prove the validity of the bootstrap for these tests. Monte Carlo experiments indicate that our proposed bootstrap has better finite-sample size and power than other methods designed for comparison of non-nested models. We conclude with empirical applications to multiple-model forecasts of commodity prices and GDP growth. JEL Nos.: C53, C12, C52
Introduction
With improvements in computational power, it has become increasingly straightforward to mine economic and financial datasets for variables that might be useful for forecasting. This point is made clearly in any number of papers, including Denton (1985) , Lo and MacKinlay (1990) , and Hoover and Perez (1999) . In light of this data mining, it is clear that the search itself must be taken into account when trying to validate whether any of the findings are statistically significant. Various methods exist to manage this multiple testing problem, including the traditional use of Bonferroni bounds as well as more recent methods involving q-values (Storey 2002) . Each of these methods has strengths and weaknesses in terms of applicability to a given situation.
The bootstrap is one particularly tractable method of managing this multiple testing problem. Specifically, in the context of out-of-sample tests of predictive ability, White (2000) develops a bootstrap method of constructing an asymptotically valid test of the null hypothesis that forecasts from a potentially large number of predictive models are as accurate as those from a baseline model. Since then, some research has extended the applicability of the results in White (2000) . Hansen (2005) shows that normalizing and re-centering the test statistic in a specific manner can lead to a more accurately sized and powerful test. Corradi and Swanson (2007) provide important modifications that permit situations in which parameter estimation error enters the asymptotic distribution.
One thing these existing bootstrap "reality check's" have in common is the assumption that the baseline model is non-nested with at least one of the competing models. More precisely, they require that the (M × 1) vector of out-of-sample averages of the loss differentials (each element of the vector is the average difference in forecast accuracy between the baseline and a distinct competing model) is asymptotically normal with a positive semidefinite long-run covariance matrix. Along with additional moment and mixing conditions, this condition on the long-run covariance matrix is satisfied if at least one of the models is non-nested with the baseline.
However, in many forecast comparisons, the baseline model is a simpler, nested version of all of the competing models. The purpose of such a comparison is to determine whether the additional predictors associated with the larger models improve forecast accuracy relative to the restricted baseline. In general, in asset return applications, economic theories of efficient markets imply that excess returns form a martingale difference and a null hypothesis under which all predictive models nest the baseline model of zero expected return. In macroeconomic applications, it is standard to examine the predictive content of some variable for output or inflation by comparing a baseline autoregressive model to alternative models that add in lags of other potential predictors. Examples in the literature include Cheung, Chinn, and Garcia's (2005) examination of various exchange rate models, Welch's (2003, 2008) studies of the predictive content of a variety of business fundamentals for stock returns, and Watson's (1999, 2003) analyses of output and inflation forecasting models.
In such evaluations of multiple forecasting models that nest the benchmark model, the results in studies such as White (2000) on the asymptotic and finite-sample properties of bootstrap-based joint tests of equal forecast accuracy, based on non-nested models, may not apply. Intuitively, with nested models, the null hypothesis that the restrictions imposed in the benchmark model are true implies the population errors of all of the competing forecasting models are exactly the same. This in turn implies that the population difference between the competing models' mean square forecast errors is exactly zero, with zero variance. As a result, the distribution of a t-statistic for equal MSE may be non-standard.
Indeed, McCracken (2001, 2005) and McCracken (2007) show that, for pairs of forecasts from nested models, the distributions of tests for equal forecast accuracy are typically not Normally distributed.
Motivated by the frequency with which researchers compare predictions from a baseline nested model with many alternative, nesting models, this paper develops a novel, simple bootstrap that can be used to construct joint tests of equal out-of-sample forecast accuracy or forecast encompassing among such forecasts. This new bootstrap allows for both conditional heteroskedasticity and serial correlation in the forecast errors.
Before proceeding, we should make clear our contribution to the literature on simulationbased methods for multiple testing. Hansen (2005) notes explicitly that his and the results in White (2000) do not apply when the baseline model is nested by all of its competitors.
For the case of a small set of nested models, Hubrich and West (2010) propose comparing an adjusted t-test for equal mean square error (equivalently, a t-test for forecast encompassing) against the simulated maximum of a set of standard normal random variables. Their approach is based on the observation of Clark and West (2007) that, while the true asymptotic distributions of the t-tests are not normally distributed under general conditions, the dis-tributions can often be reasonably approximated by the standard normal. Inoue and Kilian (2004) explicitly derive the asymptotic distribution of two tests for equal population-level out-of-sample predictive ability when the baseline model is nested by many competing models -both of which we consider here. Our paper extends Inoue and Kilian (2004) in three dimensions. First, we provide analytics for two more tests. Second, we extend the results in Inoue and Kilian (2004) to environments that allow for forecast horizons greater than one period and conditionally heteroskedastic errors. Finally, and most importantly, we develop a fixed regressor bootstrap method for obtaining asymptotic critical values under the null of equal accuracy at the population level, and we prove the validity of the bootstrap.
Although our results apply only to a setup that some might see as restrictive -direct, multi-step (DMS) forecasts from nested models -the list of studies analyzing such forecasts suggests our results should be useful to many researchers. Recent applications considering a variety of DMS forecasts from nested linear models include, among others: the studies cited at the beginning of this section; Hong and Lee (2003) ; Hubrich (2005) ; Mark (1995) ; Kilian (1999) ; Butler, Grullon and Weston (2005) ; Sarno, et al. (2005) ; Cooper and Gulen (2006) ; Guo (2006) ; Rapach and Wohar (2006) ; Bruneau, et al. (2007) ; Rapach and Strauss (2007) ; Moench (2008) ; Billmeier (2009) ; Chen, et al. (2009); Hendry and Hubrich (2009);  and Molodtsova and Papell (2009) 
The remainder proceeds as follows.
After introducing essential notation and the forecast-based tests considered, Section 2 presents the tests considered and our proposed bootstrap method. Section 3 derives the asymptotic distributions of the tests and proves the validity of the bootstrap. Section 4 presents Monte Carlo results on the finite-sample performance of our proposed bootstrap compared to the methods of White (2000) , Hansen (2005) , and Hubrich and West (2010) . Section 5 applies our tests to forecasts of commodity prices and GDP growth in the U.S. Section 6 concludes.
A bootstrap for nested model reality checks
After describing essential notation and the forecast test statistics considered, this section presents our proposed bootstrap algorithm.
Essential notation
At each forecast origin t = T, ..., T + P − τ , we observe the sequence {y s , x s } t s=1 . τ -step ahead forecasts of the scalar y t+τ , τ ≥ 1, are generated using a (k × 1, k = k 0 + kM ) vector of covariates x t = (x 0,t , x M ,t ) that consists of a baseline set of predictors x 0,t that occur in each model as well as a vector of additional covariates xM ,t . The set of predictors x t may include lags of y t . Sub-vectors of xM ,t differentiate the competing unrestricted models.
There therefore exists 2 kM − 1 unique unrestricted linear regression models that nest the baseline model within it. Let j = 1, ..., M denote an index of the collection of M ≤ 2 kM − 1 unique models x j,t β j to be compared to the baseline nested model x 0,t β 0 . 1 At every forecast origin, each of the forecasting models is estimated by OLS, yielding coefficientsβ j,t . The τ -step ahead forecast errors for model j areû j,t+τ = (y t+τ − x j,tβj,t ), j = 0, 1, ..., M . Because the models are nested, the null hypothesis that the additional predictors do not provide predictive content implies the population forecast errors u j,t+τ ≡ (y t+τ − x j,t β j ) satisfy u j,t+τ = u 0,t+τ ≡ u t+τ for all j = 1, ..., M .
Test statistics
We consider a total of four forecast-based tests: two tests of equal forecast accuracy and two tests for forecast encompassing. In particular, we consider multiple-model variants of the t-statistic for equal MSE developed by Diebold and Mariano (1995) and West (1996) and the F -statistic proposed by McCracken (2007) . We also consider multiple-model variants of the t-statistic for encompassing developed in Harvey, Leybourne, and Newbold (1998) and West (2001) and the variant proposed by Clark and McCracken (2001) . Application of the tests to multiple models involves taking the maximum of test statistics formed for each alternative model forecast to the benchmark model forecast.
The two tests of equal MSE are based upon the sequence of vectors of loss differentials
, and (for a kernel K(·) and truncation parameter L defined later)
, the statistics take the 1 Note that while we do not require that M = 2 kM − 1, we do require that all kM of the x s are used in at least one of the unrestricted models.
Similarly, the two tests of forecast encompassing are based upon the sequence of vectors (ĉ 1,t+τ , ...,ĉ M,t+τ ) , whereĉ j,t+τ =û 0,t+τ (û 0,t+τ −û j,t+τ ). If we definec j = (P − τ +
The bootstrap
Our new, bootstrap-based method of approximating the asymptotically valid critical values for multiple-model comparisons between nested models is an extension of that discussed in Clark and McCracken (2009) in the context of pairwise comparisons. Specifically, we use a variant of the wild fixed regressor bootstrap developed in Goncalves and Kilian (2004) but adapted to the direct multi-step nature of the forecasts. In this framework the x's are held fixed across the artificial samples and the dependent variable is generated using the direct multi-step equation y * s+τ = x 0,sβ0,T +v * s+τ , s = 1, ..., T + P − τ , for a suitably chosen artificial error termv * s+τ designed to capture both the presence of conditional heteroskedasticity and an assumed M A(τ − 1) serial correlation structure in the τ -step ahead forecasts. Specifically, we construct the artificial samples and bootstrap critical values using the following algorithm. 2 1. Estimate the parameter vector βM associated with the unrestricted model that includes all kM predictors using OLS and store the residualsv s+τ = y s+τ − x sβM , s = 1, ..., T + P − τ . In this step, we use the residuals from the model with all predictors in order to ensure (and prove) the consistency of the test. While using the residuals from the restricted model could yield lower power, in practice, in our Monte Carlo power experiments 2 Our approach to generating artificial samples of multi-step forecast errors builds on a sampling approach proposed in Hansen (1996) . and applications, sampling from the residuals of the restricted model yielded results similar to the reported results based on sampling from the residuals of the model with all predictors included.
2. Using NLLS, estimate an M A(τ − 1) model for the OLS residualsv s+τ such that
sequence of simulated random variables. Definev * s+τ = (η s+τεs+τ +θ 1 η s−1+τεs+τ −1 + ...
3. Estimate the parameter vector β 0 associated with the restricted model using OLS and store the fitted values x 0,sβ0,T s = 1, ..., T + P − τ . Form artificial samples of y * s+τ using the fixed regressor structure, y * s+τ = x 0,sβ0,T +v * s+τ . 4. Using the artificial data, construct an estimate of the test statistics (e.g., max
as if this were the original data.
5. Repeat steps 2 − 4 (note, however, that the NLLS estimation of an MA model is not repeated) a large number of times: j = 1, ..., N .
6. Reject the null hypothesis, at the α% level, if the test statistic is greater than the (100 − α)%-ile of the empirical distribution of the simulated test statistics.
Theoretical results on distributions and bootstrap validity
This section proves the validity of the bootstrap proposed above, after providing further detail on the econometric environment and deriving the asymptotic distributions of the tests presented in section 2.2. The proofs are provided in Appendix 1.
Environment details
We denote the loss associated with the τ -step ahead forecast errors asû 2 j,t+τ = (y t+τ − x j,tβj,t ) 2 , j = 0, 1, ..., M . As indicated above, under the null, the population forecast errors
The following additional notation will be used. Define the selection matrices J j satis-
, and B = (Ex s x s ) −1 . For H(t) and J j defined above, σ 2 = Eu 2 t+τ , and a ((
To derive the asymptotic distributions of the tests, we need four assumptions.
Assumption 1: The (k j ×1) vector of coefficients β j in each forecasting model j are estimated recursively by OLS:β j,t = arg min 
Assumption 3: (a) Let K(x) be a continuous kernel such that for all real scalars x, |K(x)| ≤
The number of covariance termsl, used to estimate the long-run covariances
Assumption 4: lim P,T →∞ P/T = λ P ∈ (0, ∞).
The assumptions provided here are very similar to those provided in Clark and McCracken (2005) . We restrict attention to forecasts generated using parameters estimated recursively by OLS (Assumption 1) 3 and we do not allow for processes with either unit roots or time trends (Assumption 2). 4 We provide asymptotic results for situations in which the in-sample and out-of-sample sizes T and P are of the same order (Assumption 4). Assumption 3 is necessitated by the serial correlation in the multi-step (τ -step) forecast errors -errors from even well-specified models exhibit serial correlation, of an M A(τ − 1)
form. Typically, researchers constructing a t-statistic utilizing the squares of these errors 3 Assumption 1 could easily be weakened to allow for parameters estimated using a rolling window of T observations at each forecast origin t. Under the rolling scheme, after redefining the Γi, i = 1 − 3 appropriately, Theorems 3.1 and 3.2 continue to hold. More importantly, Theorems 3.3 and 3.4 also continue to hold and hence our bootstrap is valid under both the rolling and recursive schemes. 4 Our assumptions do, however, allow yt and xt to be stationary differences of trending variables. As to other technical aspects of Assumption 2, (a) and (d) together ensure that in large samples, sample averages of the outer product of the predictors will be invertible and hence the least squares estimate will be well defined. Part (c) enables the use of Markov inequalities when showing certain terms are asymptotically negligible. Along with (c), (e) and (f) allow us to use results in Hansen (1992) and Davidson (1994) regarding the weak convergence of partial sums to Brownian motion and that functionals of these partial sums converge in distribution to stochastic integrals. account for serial correlation of at least order τ − 1 in forming the necessary standard error estimates. Meese and Rogoff (1988) , Groen (1999) , and Kilian and Taylor (2003) , among other applications to forecasts from nested models, use kernel-based methods to estimate the relevant long-run covariance. 5 We therefore impose conditions sufficient to cover applied practices. Parts (a) and (b) are not particularly controversial. Part (c), however, imposes the restriction that the known M A(τ − 1) structure of the model errors (from Assumption 2c) is taken into account when constructing the MSE-t and ENC-t statistics discussed in Section 2. Although Assumption 3 and our theoretical results admit a range of kernel and bandwidth approaches, in our Monte Carlo experiments and empirical application we compute the variances required by the MSE-t and ENC-t statistics (for τ > 1) using the Newey and West (1987) estimator with a lag length of 1.5 * τ .
Asymptotic Distributions
Under the null that xM ,t has no population level predictive power for y t+τ , for all j = 1, ..., M the population difference in MSEs, E(u 2 0,t+τ − u 2 j,t+τ ), and the moment condition Eu 0,t+τ (u 0,t+τ − u j,t+τ ) will equal 0. Clark and McCracken (2005) show that for a given j, MSE-t j , MSE-F j , ENC-t j and ENC-F j are bounded in probability. Since the max operator is continuous and M is finite, we therefore expect the maxima of each of the four statistics to also be bounded in probability. In contrast, when xM ,t has predictive power, the population difference in MSEs, E(u 2 0,t+τ − u 2 j,t+τ ), and the moment condition Eu 0,t+τ (u 0,t+τ − u j,t+τ ) will be positive for at least one j. In the case where j is known, Clark and McCracken (2005) show that MSE-t j , MSE-F j , ENC-t j and ENC-F j diverge to positive infinity and hence each test is consistent. But again, in the present environment with multiple models, we do not know which model j has predictive content. However, since the max operator is continuous and M is finite, we expect each of the four statistics to also be consistent regardless of whether we know which model j has predictive content.
For a given j, Clark and McCracken (2005) and McCracken (2007) show that, for τ -step ahead forecasts, the MSE-F j , MSE-t j , ENC-F j , and ENC-t j statistics converge in distribution to functions of stochastic integrals of quadratics of Brownian motion, with limiting distributions that depend on the sample split parameter π, the number of exclusion restrictions k j − k 0 , and the unknown nuisance parameter Sh jhj . This continues to hold in the pres-5 For similar uses of kernel-based methods in analyses of non-nested forecasts, see, for example, Diebold and Mariano (1995) and West (1996) .
ence of multiple-model comparisons. If we define Γ 1,j = 
Theorem 3.1 extends the results in Inoue and Kilian (2004) to environments in which the model errors are allowed to be not only conditionally heteroskedastic but serially correlated of an M A(τ − 1) form. Theorem 3.2 is new and extends the asymptotics for the MSE-t and ENC-t statistics of Clark and McCracken (2005) to an environment where there are many nested comparisons. The results in both theorems exploit some asymptotic theory derived in Clark and McCracken (2005) , the rank condition on Ω, and a simple application of the Continuous Mapping Theorem applied to the max functional.
Unfortunately, neither of these theorems provides us with a closed form for the asymptotic distribution of the test statistic and hence tabulating critical values is infeasible. Simulating critical values may be feasible but will be context-specific due to having to estimate the unknown nuisance parameters Sh jhj . Our simple and novel bootstrap method for computing asymptotically valid critical values overcomes this problem.
Proving the asymptotic validity of this bootstrap requires a modest strengthening of the moment conditions on the model residuals.
, and define the function
and is positive definite. (e) For some r > d > 2, U t+τ is strong mixing with coefficients of
Assumption 2 differs from Assumption 2 in two ways. First, in (b) it emphasizes the point that the forecast errors, and by implication h t+τ , form an M A(τ −1) process. Second, in (c) it bounds the second moments not only of h t+τ = (ε s+τ + θ 1 ε s+τ −1 + ... + θ τ −1 ε s+1 )x s but also the functionsε s+τ (γ)x s , and ∇ε s+τ (γ)x s for all γ in an open neighborhood of γ.
These assumptions are primarily used to show that the bootstrap-based artificial samples, which are a function of the estimated errorsε s+τ , adequately replicate the time series properties of the original data in large samples. Specifically, we must insure that the bootstrap analog of h s+τ is not only zero mean but has the same long-run variance V .
Such an assumption is not needed for our earlier results since the model forecast errorŝ u j,s+τ , are linear functions ofβ j and Assumption 2 already imposes moment conditions on u j,s+τ via moment conditions on h s+τ .
In the following let MSE-F * j , ENC-F * j , MSE-t * j , and ENC-t * j denote statistics generated using the artificial samples from our bootstrap and let = d * and → d * denote equality and convergence in distribution with respect to the bootstrap-induced probability measure P * .
Similarly, let Γ * i,j , i = 1 − 3, denote random variables generated using the artificial samples satisfying 
In Theorems 3.3 and 3.4 we show that our fixed-regressor bootstrap provides an asymptotically valid method of estimating the critical values associated with the null of equal (population-level) forecast accuracy among many nested models. To understand this, note that nowhere in either Theorem do we make an assumption about whether the null or alternative hypothesis is true. Hence regardless of whether or not the null hypothesis holds, the bootstrapped critical values are consistent for the appropriate percentiles of the asymptotic distributions in Theorems 3.1 and 3.2 associated with the specific statistic being used for inference. This result follows directly from how we generate the artificial data using our bootstrap. First, the null is imposed by modeling the conditional mean component of y t+τ as the restricted model x 0,t β 0 and hence none of the other predictors xM ,t exhibit any predictive content. Second, we insure that all of the predictors are orthogonal to the pseudo-residuals (and exhibit the appropriate degree of serial correlation and conditional heteroskedasticity) by using a wild form of the bootstrap based on those residuals estimated using all of the predictors and not just those in the restricted model.
As we will show in the next section, our fixed regressor bootstrap provides reasonably sized tests in our Monte Carlo simulations, outperforming other bootstrap-based methods for estimating the asymptotically valid critical values necessary to test the null of equal predictive ability among many nested models.
Monte Carlo evidence
We use simulations of multivariate DGPs with some of the features of common finance and macroeconomic applications to evaluate the finite sample properties of the above approaches to testing for equal forecast accuracy. In these simulations, the benchmark forecasting model is a univariate model of the predictand y; the alternative models add combinations of other variables of interest. The null hypothesis is that, in population, the forecasts are all equally accurate. The alternative hypothesis is that at least one of the other forecasts is more accurate than the benchmark. All of the forecasts are generated under the recursive scheme.
We proceed by summarizing the test statistics and inference approaches considered, detailing the data generating processes (DGPs), and presenting the size and power of the tests, for a nominal size of 10% (results for 5% are qualitatively the same).
Tests and inference approaches
We evaluate the size and power properties of the MSE-F , MSE-t, ENC-F , and ENC-t test statistics given in section 2. Giacomini and White (2006) , which treat the estimation sample size T as finite and the forecast sample size P as limiting to ∞. We include the method in part for its computational simplicity and in part to examine the potential pitfalls of using the approach.
In our non-parametric implementation, we follow White (2000) in using the stationary bootstrap of Politis and Romano (1994) and centering the bootstrap distributions around the sample values of the test statistics (specifically, the numerators of the t-statistics). The stationary bootstrap is parameterized to make the average block length equal to twice the forecast horizon. As to centering of test statistics, under the non-parametric approach, the relevant null hypothesis is that the MSE difference (benchmark MSE less alternative model MSE) is at most 0. Following White (2000), each bootstrap draw of a given test statistic is re-centered around the corresponding sample test statistic. Bootstrapped critical values are computed as percentiles of the resulting distributions of re-centered test statistics.
We also include Hansen's (2005) SPA test (the centered version, SPA c ), which modifies the reality check of White (2000) to improve power when the model set includes some that forecast poorly. The SPA test is compared against the bootstrap approach of Hansen (2005), based on the non-parametric sampling we use for the MSE-t test. 6
For the DGPs involving small numbers of models (DGPs 2 and 3), we also provide results for the testing approach of Hubrich and West (2010) . They suggest comparing an adjusted test for equal MSE -which is the same as the ENC-t test -against critical values obtained from Monte Carlo simulations of the distribution of the maximum of a set of correlated normal random variables. The suggestion is based on the observation in Clark and West (2007) that, while the ENC-t test applied to forecasts from nested models has a non-standard asymptotic distribution under large T , P asymptotics, critical values from that distribution are often quite similar to standard normal critical values. Hubrich and
West emphasize that their approach has the advantage of requiring Monte Carlo simulations of a normal distribution that may be simpler than bootstrap simulations.
Monte Carlo design
For all DGPs, we generate data using independent draws of innovations from the normal distribution and the autoregressive structure of the DGP. The initial observations necessitated by the lag structure of each DGP are generated with draws from the unconditional normal distribution implied by the DGP. We consider forecast horizons (τ ) of one and four steps. With quarterly data in mind, we also consider a range of sample sizes (T, P ), reflecting those commonly available in practice: 40,80; 40,120; 80,40; 80,80; 80,120; 120,40; and 120,80 . In all cases, our reported results are based on 2000 Monte Carlo draws and 499 bootstrap replications.
DGP 1
DGP 1 is based loosely on the empirical properties of the change in core U.S. inflation (y t+τ , where τ denotes the forecast horizon) and various economic indicators, some persistent and some not. With this DGP, we examine the properties of tests applied to a large number of forecasts -128 -based on combinations of predictors.
In DGP 1, the true model for y t+τ includes y t and up to one other predictor, x 1,t :
where the coefficient b varies across experiments, as indicated below. Note that, for a forecast horizon of 4 steps, the error term u t+τ in the equation for y t+τ follows an MA (3) process.
In DGP 1 experiments, forecasts are generated from models that include all possible combinations of x 1,t and six other (i = 2, . . . , 7) x i,t variables. The null forecasting model is
We consider a total of 127 alternative models, each of which includes a constant, y t , and a different combination of the x i,t , i = 1, . . . , 7, variables:
wherexM ,j,t contains a unique combination of the x i,t , i = 1, . . . , 7, variables.
To evaluate the size properties of tests of equal (population-level) forecast accuracy, the coefficient b is set to 0, such that the benchmark model is the true one and, in population,
forecasts from all of the models are equally accurate. To evaluate power, we set b = 0.4 in experiments at the 1-step ahead horizon and b = 0.8 in experiments at the 4-step ahead horizon. 7 In these power experiments, in population the best forecast model is the one that includes y t and x 1,t ; other models that include these and other variables will be just as accurate, in population.
DGP 2
DGP 2 is based on the empirical properties of the quarterly stock return (corresponding to our predictand y t+τ ) and predictor (x i,t ) data of Goyal and Welch (2008) . With this DGP, we examine the properties of tests applied to a modest number of forecasts -17 -obtained by adding a different single indicator to each alternative model.
In DGP 2, the true model for y t+τ includes a constant and up to one other predictor,
var(ε t+τ ) = 2.0 (8)
where the coefficient b varies across experiments, as indicated below, and the coefficients γ i , i = 1, . . . , 16, and the variance-covariance matrix of the error terms are set on the basis of estimates obtained from the Goyal-Welch data. The AR(1) coefficients on the x variables range from 0.99 to -0.13, with most above 0.95. At the 1-step horizon, the correlations between u t and v i,t range from 0.04 to -0.8 (across i). Again, for a forecast horizon of 4 steps, the error term u t+τ in the equation for y t+τ follows an MA(3) process.
In DGP 2 experiments, forecasts are generated from a total of 17 models, similar in form to those used in such studies as Goyal and Welch (2008) . The null forecasting model is
The 16 alternative models each include a single x i,t :
forecasts from all of the models are equally accurate. To evaluate power, we set b = 0.8 in experiments at the 1-step ahead horizon and b = 2.0 in experiments at the 4-step ahead horizon. In these power experiments, in population the best forecast model is the one that includes y t and x 1,t .
DGP 3
Finally, we also report size and power results for DGP 3, which is the same as DGP 2 except that all of the covariances among the error terms u t and v i,t are set to 0. Our rationale is that, as highlighted in Stambaugh (1999) , the combination of (1) a significant correlation between u t and v i,t and (2) high persistence in x i,t can lead to significant bias in the regression estimate of the coefficient on x i,t . The presence of such a bias may adversely affect the properties of the forecast tests. By setting to 0 the covariances between u t and each v i,t in DGP 3, we eliminate such potential distortions.
Size results
The results in Tables 1 and 2 indicate that tests of equal MSE and forecast encompassing based on our proposed fixed regressor bootstrap have good size properties in a range of settings. For example, with DGPs 1 and 3, the empirical size of the MSE-t test based on our bootstrap critical values averages 10.8 percent (range of 9.1 to 12.3 percent) at the 1-step horizon and averages 11.3 percent (range of 9.6 to 13.4 percent) at the 4-step horizon. In the same experiments, the empirical size of the ENC-t test compared against fixed regressor bootstrap critical values averages 9.8 percent (range of 8.9 to 10.7 percent) at the 1-step horizon and averages 10.4 percent (range of 8.9 to 12.3 percent) at the 4-step horizon. In most, although not all, cases, the tests of forecast encompassing have slightly lower size than tests of equal MSE. In broad terms, the F -and t-type tests have comparable size.
With DGP 2, the tests compared against critical values from our proposed bootstrap are prone to modest over-sizing. For example, in these experiments, the size of the MSE-t test averages 15.0 percent (range of 14.0 to 16.7 percent) at the 1-step horizon and averages 17.0 percent (range of 14.7 to 18.8 percent) at the 4-step horizon. In these DGP 2 experiments, the rejection rate for the ENC-t test averages 13.1 percent (range of 11.6 to 14.0 percent) at the 1-step horizon and averages 15.5 percent (range of 13.7 to 16.8 percent, at the 4-step horizon. As these examples indicate, with DGP 2, the over-sizing is a little greater at the 4-step horizon than the 1-step horizon.
Tests of forecast encompassing (or equality of adjusted MSEs) based on the approach of Hubrich and West (2010) have reasonable size properties at the 1-step horizon, but not the 4-step horizon. With DGP 3 and 1-step ahead forecasts, the size of the ENC-t test compared against critical values obtained by simulating the maximum of normal random variables ranges from 5.4 to 9.8 percent. For most T, P settings with DGP 3, the HubrichWest approximation yields a slightly to modestly undersized test, consistent with simulation results in Hubrich and West (2010) . But with DGP 2 and 1-step ahead forecasts, the ENCt test compared against Hubrich-West critical values can be slightly undersized or slightly oversized, with a rejection rate ranging from 8.1 to 12.1 percent. At the 4-step horizon, the Hubrich-West approach yields too high a rejection rate, especially for small P . For example, with DGP 3, the rejection rate ranges from 16.7 to 35.6 percent. The clear tendency of size to improve as P increases suggests the over-sizing is due to small-sample imprecision of the autocorrelation-consistent estimated variance of the normal random variables. 8
The results in Tables 1 and 2 also indicate that tests of equal MSE based on critical values obtained from a non-parametric bootstrap are generally unreliable for the null of equal accuracy at the population level. Rejection rates based on the non-parametric bootstrap are systematically too low. In particular, across all three DGPs and the two forecast horizons, the size of the MSE-t test peaks at 1.2 percent. At the 1-step horizon, the size of the MSE-F test is modestly better, peaking at 4.2 percent. At the 4-step horizon, the MSE-F test based on the non-parametric bootstrap is generally undersized for DGPs 1 and 3 but ranges from modestly undersized to slightly oversized for DGP 2. Consistent with the results in Hansen (2005) , the SPA test is slightly more accurately sized than the MSE-t based on the non-parametric bootstrap. The biggest improvement occurs at the smallest forecast sample size, of P = 40. For example, with DGP 2 and 1-step forecasts, the rejection rate of the SPA test is 8.5 percent, compared to 1.2 percent for the non-parametric version of the MSE-t test. At the 4-step horizon, the spike in the rejection rate at P = 40 is large enough to make the SPA test over-sized: for instance, with DGP 2, the rejection rates of the SPA and MSE-t tests are 34.8 and 0.4 percent, respectively. This spike that occurs with a small sample and a multi-step horizon suggests the problem rests in the autocorrelation-consistent variance that enters the test statistic.
Power results
Broadly, the Monte Carlo results on finite-sample power reflect the size results. For testing the null of equal forecast accuracy at the population level, power is much better for tests based on our proposed fixed regressor bootstrap than the non-parametric bootstrap. For a t-test of forecast encompassing, power based on the Hubrich-West approach to inference is similar to, although generally a bit lower, than power based on the fixed regressor bootstrap.
More specifically, based on critical values from the fixed regressor bootstrap, the powers of the MSE-F , MSE-t, ENC-F , and ENC-t tests are generally consistent with the patterns McCracken (2001, 2005) summarize for pairwise forecast comparisons. The empirical powers of these tests can be ranked as follows: ENC-F > MSE-F , ENC-t > MSE-t. MSE-F is often more powerful than ENC-t, but the ranking of these two tests varies with τ and the T, P setting. For example, with 1-step ahead forecasts, DGP 1, and T, P = 80,80, the powers of the MSE-F , MSE-t, ENC-F , and ENC-t tests are, respectively, 67.0, 43.3, 76.2, and 62.1 percent, respectively. As might be expected, power increases with the size of the forecast sample. For instance, with 1-step ahead forecasts, DGP 1, and T = 80, the rejection rate of the MSE-F test rises from 48.5 percent at P = 40 to 78.9 percent at P = 120.
At the 1-step horizon, using the Hubrich and West (2010) 
Applications
In this section we illustrate the use of the tests and inference approaches described above with two applications. In the first, based on Chen, Rogoff, and Rossi (2010), we examine the predictive content of exchange rates for commodity prices, at a monthly frequency. In the second, patterned after studies such as Stock and Watson (2003) , we apply our tests to forecasts of quarterly U.S. GDP growth based on a range of potential leading indicators.
More specifically, in the commodity price application, we examine forecasts of monthly growth in commodity prices from a total of 28 models. Commodity prices are measured with the spot price for industrials published by the Commodities Research Bureau (CRB). The null model includes a constant and one lag of growth in commodity prices. The alternative models add various combinations of a commodity futures price (the CRB index for industrial commodities) and exchange rates, all in growth rates and lagged one month (and with all exchange rates relative to the U.S. dollar). Drawing on Chen, Rogoff, and Rossi (2010), we use exchange rates for a few important commodity economies with relatively long histories of floating exchange rates (Australia, Canada, and New Zealand), some other industrialized economies (U.K. and Japan), one index of exchange rates for major U.S. trading partners, and another index of exchange rates for other important U.S. trading partners. To ensure some heterogeneity in predictive content, we have deliberately included some exchange rates (e.g., for Japan and the U.K.) that, based on the conceptual framework of Chen, Rogoff, and Rossi, should not be expected to have predictive content for commodity prices.
The full set of variables and models for the commodity price application is listed in Table 5 . Appendix 2 provides further descriptions of the data. Our model estimation sample begins with January 1987, and we examine recursive 1-month ahead forecasts (that is, our estimation sample expands as forecasting moves forward in time) for 1997 through
2008.
In the GDP application, we examine 1-quarter and 4-quarter ahead forecasts of real GDP growth from 14 models. The null model includes a constant and one lag of GDP growth, where GDP growth is measured as (400/τ ) ln(GDP t+τ /GDP t ):
Each of 13 alternative models adds in one lag of a (potential) leading indicator x t :
where the set of leading indicators includes the change in consumption's share in GDP
(measured with nominal data), weekly hours worked in manufacturing, building permits, purchasing manager indexes for supplier delivery times and orders, new claims for unemployment insurance, growth in real stock prices (real price = S&P 500 index/core PCE price index), the change in the 3-month Treasury bill rate, the change in the 1-year Treasury bond yield, the change in the 10-year Treasury bond yield, the 3-month to 10-year yield spread, the 1-year to 10-year yield spread, and the spread between Aaa and Baa corporate bond yields (from Moody's).
The full set of variables and models for the GDP growth application is listed in Table 6 . The pairwise forecast comparisons of Table 5 indicate that both exchange rates and the commodity futures price have predictive content for spot commodity prices: nearly all of the alternative models forecast commodity prices more accurately -although only slightly so, in terms of RMSEs -than the benchmark AR (1) . The model with the lowest RMSE includes the constant and commodity price lag of the benchmark model, the futures price, and the Australian dollar exchange rate. Ranked by RMSE, the next few models include various combinations of the futures price, Australian dollar exchange rate, major country exchange rate index, and other important trading partners exchange rate index. According to the pairwise tests based on the fixed regressor bootstrap, more than one-half of the models are significantly better than the benchmark at the 10 percent significance level. Consistent with our Monte Carlo evidence, using a non-parametric bootstrap consistently yields higher p-values and implies fewer models to have predictive content on a pairwise basis.
The reality check results provided in the top panel of Table 7 show that, taking the search for a best model into account, most of the tests compared against our proposed bootstrap critical values continue to reject the null of equal forecast accuracy. In particular, the lowest MSE model remains significantly better than the benchmark: the reality check version of the MSE-F test has a fixed regressor bootstrap p-value of 1.6 percent; the reality check version of the ENC-F test identifies the same model as best and rejects equal accuracy with a p-value of 4.1 percent. The t-tests for equal MSE and encompassing identify other models as best, with the reality check version of the MSE-t test indicating the model with the futures price is significantly more accurate than the benchmark but the ENC-t test failing to reject the null of equal accuracy. Again, consistent with the Monte Carlo results, p-values are considerably higher with the non-parametric bootstrap than our fixed regressor approach. Under the non-parametric approach to the reality check, neither MSE-t nor SPA reject the null of equal accuracy.
The pairwise forecast comparisons of Table 6 show that, at the 1-quarter horizon, a handful of variables have significant predictive content for real GDP growth, while evidence of predictive content is much weaker at the 4-quarter horizon. At the shorter horizon, most of the tests based on a fixed regressor bootstrap indicate that five models -the ones including (in addition to the constant and GDP growth lag of the benchmark), respectively, the change in the consumption share, growth in building permits, growth in stock prices, the Baa-Aaa interest rate spread, and the purchasing manager index of new orders -forecast significantly better than the AR(1) benchmark (using a 10 percent significance level). As expected, p-values based on the non-parametric bootstrap are considerably higher and yield weaker evidence of predictive content, with both the MSE-F and MSE-t tests rejecting the null for just the model including the change in the consumption share.
At the longer horizon, only three models have RMSEs lower than the benchmark, and only one -the model including growth in building permits -is significantly better according to the pairwise tests. However, the ENC-F and ENC-t tests indicate that, at the population level, stock prices have significant predictive content for GDP growth, even though, in this sample, the model yields an RMSE equal to that of the benchmark model.
The ENC-F test yields the same result for the purchasing manager index of new orders.
The reality check test results provided in the second and third panels of Table 7 show that some of the evidence of predictive content in leading indicators for GDP growth hold up (using fixed regressor bootstrap p-values) once the search for a best model is taken into account. As should be expected, the p-values are generally higher for reality check tests than pairwise tests. But the significance in the pairwise case mostly holds up under the reality check microscope. In particular, at the 1-quarter horizon, the MSE-F test continues to indicate that the consumption share significantly improves forecasts of GDP growth -using fixed regressor critical values, but not non-parametric critical values. At the 4-quarter horizon, the reality check p-values of the MSE-F and ENC-F tests are 0.1 and 0.3 percent, respectively, indicating building permits have significant predictive content for GDP growth even once model search is taken into account. However, the reality check p-values for MSE-t and ENC-t tests (which generally have lower power than their F -type counterparts, according to our Monte Carlo results) are above the 10 percent threshold, failing to reject the null.
Conclusion
This paper develops a new bootstrap method for simulating asymptotic critical values for tests of equal forecast accuracy and encompassing among many nested models. The bootstrap, which combines elements of fixed regressor and wild bootstrap methods, is simple to use. We first derive the asymptotic distributions of tests of equal forecast accuracy and encompassing applied to forecasts from multiple models that nest the benchmark modelthat is, reality check tests applied to nested models. These distributions are non-standard and involve unknown nuisance parameters. We then prove the validity of the bootstrap for simulating critical values from these distributions.
Using our new fixed regressor bootstrap, we then conduct a range of Monte Carlo simulations to examine the finite-sample properties of the tests. These experiments indicate our proposed bootstrap has good size and power properties, especially in comparison to the non-parametric methods of White (2000) and Hansen (2005) developed for use with non-nested models. In the final part of our analysis, we illustrate the use of our tests with applications to forecasts of commodity prices and GDP growth.
Appendix 1: Proofs
The following additional notation will be used. For any matrix A, let |A| denote the max norm, let sup t denote sup T ≤t≤T +P −τ , let Ω 11 denote the upper kM × kM block-diagonal element of Ω, and define both Q j (t) = −J 0 B 0 (t)J 0 + B(t) and (2005) and hence we obtain the asymptotic distributions for the pairwise comparisons. That we obtain the appropriate joint distribution of all M of the pairwise test statistics follows from the rank condition on Ω in Assumption 2 and the fact that under our assumptions, Corollary 29.19 of Davidson (1994) suffices for T −1/2 t s=1h s to converge weakly to a standard Brownian motion W (s). The result then follows from an application of the Continuous Mapping Theorem to the max functional. 
Proof of Lemma 1: (a) The proof is given in Lemma A1 of Clark and McCracken (2005) .
(b) First note that relative to the bootstrap-induced probability measure P * , h * s+τ is a heteroskedastic vector M A(τ − 1) sequence with independent, zero mean, Normally distributed increments. As such it is a L r -bounded kM -vector sequence with each element L 2 −NED of size −1 on an α-mixing process of size −r/(r − 2). Second, note that since the increments η s are i.i.d. N (0, 1), we obtain E Corollary 29.19 of Davidson (1994) 
11 W * (s) and the proof is complete.
(c) Given the proof of (b) (notably the delineation of the properties associated with h * s+τ ), Theorem 30.14 of Davidson (1994) implies
Note that the typical drift term associated with a stochastic integral based on correlated increments is zero because of the τ −lag betweenh (e) For ease of presentation, we show the result assuming τ = 2 and hence v * s+2 = η s+2 ε s+2 + θη s+1 ε s+1 and v * s+2 = η s+2 ε s+2 + θη s+1 ε s+1 . Rearranging terms gives us
If we take a first order Taylor expansion of both ε s+2 and ε s+1 , then for some γ in the closed cube with opposing vertices γ and γ we obtain
and hence
Assumptions 1 and 2 suffice for both T 1/2 ( γ − γ) and T 1/2 ( θ − θ) to be O p (1). In addition since, for large enough samples, Assumption 2 bounds the second moments of ∇ ε s+2 (γ) and ∇ ε s+1 (γ) as well as x s , the fact that the η s+τ are i.i.d. N (0, 1) then implies T
. This in turn, (along with Assumption (4)) implies that sup t |.| of each of the partial sums is o p * (1) and the proof is complete.
(f) Straightforward algebra shows that
We first show that P
If we take a first order Taylor expansion ofv * 2 t+τ then for someγ in the closed cube with opposing verticesγ and γ we obtainv * 2
t+τ → p * σ 2 follows from the fact that
Since Assumptions 1 and 2 suffice for both P
, the proof is complete.
We now must show that each element of the second bracketed right-hand side term is o p * (1).
For brevity we only show the result for the first and third terms. For the first bracketed term note that since the η t 's are i.i.d. zero mean increments, conditional on the observablesĥ *
process with finite variance and hence P
the result is complete. For the third bracketed term, algebra along the lines of that in Clark and McCracken (2005) implies
Proof of Theorem 3.3: Given Lemma 1(f), throughout we will ignore the denominator termσ (a) Straightforward algebra implies that for each j,
Note that there are 2 bracketed {.} terms in (13). We will show that the first of these has as its limit
, defined in the text. We then show that the remaining bracketed term is o p * (1).
Proof of bracket 1: Consider the first part of the bracket. Rearranging terms gives us
whereh * t+τ andH * (t) are the bootstrap equivalents ofh t+τ andH(t) defined in section 3.1. That 
Now consider the second part of the bracket. Rearranging terms gives us
That σ
follows from the Continuous Mapping Theorem and Lemma 1 (b). To show that the remaining term is o p * (1) note that by adding and subtracting terms we obtain
where
If the indices m, n, o are all 1 then the remainder term is numerically zero and hence it suffices to
show that for all other permutations of the indices that the elements of the remainder term are o p * (1). The proofs of each are very similar and hence we show the result for the case when the indices are all equal to 2. To do so note that
follows from the fact that T −1 is o(1).
Proof of bracket 2:
We must show that each of the five components of the second bracketed term in (13) are o p * (1). The proofs of each are similar and as such we only show the result for the fourth component. If we take the absolute value of this term we find that
The result will follow if T
. For simplicity we assume, as in the proof of Lemma 1(e), that τ = 2 and hence the forecast errors form an M A(1) process. If we then take a Taylor expansion in precisely the same fashion as in the proof of Lemma 1(e) we have
Assumptions 1 and 2 suffice for both T 1/2 ( γ − γ) and T 1/2 ( θ − θ) to be O p (1). Since, for large enough samples, Assumption 2 bounds the second moments of ∇ ε s+2 (γ), ∇ ε s+1 (γ), and x s , that
, and the proof is complete. (b) Straightforward algebra implies that for each j,
Note that there are 3 bracketed {.} terms in (14). We will show that the first of these has as its limit Γ * 1,j where Γ * 1,j = d * Γ 1,j , for Γ 1,j defined in the text. We then show that the remaining two bracketed terms are o p * (1).
Proof of bracket 1: This term is identical to the first component of the first bracketed term in the proof of Theorem 3.3 (a) (multiplied by 1/2) and hence the result is immediate.
Proof of bracket 2: We must show that this term is o p * (1). Note however, that this term is nearly identical to that in equation (13) from the proof of Theorem 3.3 (a) and hence nearly identical arguments show that (a) Given Theorem 3.3 (a) and the Continuous Mapping Theorem it suffices to show that, for
Before doing so it is convenient to redefine the two bracketed terms terms from (13) used in the main decomposition of the loss differential in Theorem 3.3(a) (absent the summations, but keeping the brackets) as
With this in mind, if we ignore the finite sample difference between P and P − τ + 1, we obtain Proof of bracket 1: Straightforward algebra implies that
is the bootstrap equivalent ofH(t) defined in section 3.1. Since l is finite, the Continuous Mapping Theorem and Lemma 1(b) imply
For the first, after taking the absolute value we obtain
Lemmas 1(a) and (d) imply both
. Since for each |l| ≤l, Assumption 2 is sufficient for T
For the fourth term note that after rearranging terms we obtain
Recall that by Lemma 1 (b),
11 W * (s). Moreover, note that conditional on the
process with increments that are uncorrelated with H * (t) and H * (t − l). Hence conditional on the observables and for each |l| ≤l, Theorem 30.14 of Davidson (1994) suffices for take the absolute value of this term we find that
Lemma 1(e) implies sup t T 1/2 |Ĥ * (t) − H * (t)| = o p * (1) while Lemmas 1(a) and (d) imply both
. For simplicity we assume, as in the proof of Lemma 1(e), that τ = 2 and hence the forecast errors form an M A(1) process.
If we then take a Taylor expansion in precisely the same fashion as in the proof of Lemma 1(e) we have
, and the proof is complete.
(b) Given Theorem 3.3 (b) and the Continuous Mapping Theorem it suffices to show that, for 
With this in mind, if we ignore the finite sample difference between P and P − τ + 1, we obtain If we take the absolute value of this term we find that
Since Assumption 2 suffices for
and Lemmas 1(a) and (d) imply both sup
the result follows from the fact that T −1/2 = o(1).
Appendix 2: Data
All data were obtained from the FAME database of the Federal Reserve Board of Governors.
The tables below describe each series, in some cases using the acronym PCE to denote personal consumption expenditures. As indicated in the text, the data from the commodity price application are monthly, with the commodity price series constructed as averages of weekly data (from Tuesday of each week) and the exchange rates obtained as monthly averages of daily data. In the case of the GDP application, the series on GDP, nominal PCE, nominal GDP, and the PCE price index ex food and energy are source quarterly data; for all other series, the quarterly data were constructed as within-quarter averages of source monthly data. The transformations to changes or growth rates were applied to the quarterly levels. T =40 T =40 T =80 T =80 T =80 T =120 T =120 statistic critical values P =80 P =120 P =40 P =80 P =120 P =40 T =40 T =40 T =80 T =80 T =80 T =120 T =120 statistic critical values P =80 P =120 P =40 P =80 P =120 P =40 Notes:
1. As described in section 5, monthly forecasts of the growth rate of commodity prices in period t + 1 are generated from a null model that includes a constant and growth in prices in period t and alternative models that include the baseline model variables and the period t values of the growth rates of the futures price and various exchange rates. The Notes:
1. As described in section 5, quarterly forecasts of GDP growth in period t + τ are generated from a null model that includes a constant and GDP growth in period t and alternative models that include the baseline model variables and the period t value of one additional predictor, listed in the 
