In the numerical simulation of transient reacting flow, standard explicit calculation is prohibitively expensive because of the small time steps needed to address the stiffness of a governing differential system. To circumvent this, new hybrid implicit-explicit methods proposed treat the stiffness, whereas the underlying time-step control is governed by the Courant stability criterion. Because the coefficients of both explicit and implicit operations are entirely determined by solving the necessary conditions of accuracy and L stability without any extra assumptions, the methods are more generalized than other similar methods in the literature. Two families of semi-implicit RungeKutta schemes are developed for split differential equations in the form of u = f (t, u) + g(t, u), where f is treated explicitly and g is simultaneously treated implicitly. Like the rest of all the developed schemes, a low-storage family of semi-implicit schemes is also derived to be globally high-order accurate and L stable for implicit calculations. 
= time coefficients of implicit Runge-Kutta schemes t = independent or nonautonomous variable U = conservation variable vector u(t) = dependent variable, scalar u(t) = dependent variable, vector W = source vector x = spatial coordinate Introduction T HIS paper is concerned with robust and high-order-accurate methods for computing stiff systems of ordinary differential equations that can be additively separated into relatively stiff and nonstiff terms in the following form:
where f and g are vectors representing nonstiff and stiff terms, respectively, and not vice versa. The maximum magnitude of the eigenvalues of Jacobian matrix ∂g/∂u is much larger than that for ∂f /∂u. There are many practical problems involving the numerical solutions of such equations. An example is the numerical simulation of transient reacting flows, such as the direct numerical simulation (DNS) of the stability and transition of hypersonic reacting boundary-layer flows, 1,2 where high-order-accurate and robust numerical methods are required. The governing equations for transient high-speed reactive flows can be written in the following form:
where F j are the flux vectors and W is the vector for the reacting source terms. The spatial discretization of Eq. (2) leads to a system of additively split ordinary differential equations (1) , where the source term W is taken as the stiff term g and the rest of the convective and diffusive flux terms are taken as the term f . A major computational difficulty lies in the stiffness of temporal integrations of ordinary differential equations after spatial discretizations are applied to the reactive Navier-Stokes equations. The stiffness is introduced from the source term modeling the finiterate reaction chemistry. To solve Eq. (1), one uses an implicit approach to integrate the equation, so that an excessively small time-step constraint from an explicit approach is avoided. Global implicit methods, however, are computationally expensive for multidimensional reactive flow computations due to the large memory requirements to invert the Jacobian matrix for the implicit terms and prohibitively large amount of computer time. For reactive flow equations where the stiff terms can be additively separated out from the rest [see Eq. (1)], a semi-implicit method can simultaneously treat the nonstiff term f explicitly and the stiff term g implicitly. Examples of the semi-implicit methods include the AdamsBashforth-Crank-Nicolson (ABCN) method 3−5 often used in the DNS of incompressible turbulent flows and the semi-implicit MacCormack method (see Refs. 6 and 7) used in compressible reactive flow simulation. An alternative method for computing very stiff reactive flow equations is the time-splitting method. This method involves advancing a fraction of time step in solving the stiff equation implicitly and using this predictor step to solve the remaining advection term explicitly. 8−12 The time-splitting method is shown robust for highly stiff equations in many combustion reaction simulations. Nevertheless, its accuracy is well known to degrade to a low-order accuracy at the vicinity of a strong shock.
The main drawback of the previous semi-implicit methods is that their temporal accuracy is usually second order. For the DNS of transient reactive flows, third-order or higher accurate methods are desirable to capture all flow timescales. To obtain high-order-accurate semi-implicit schemes with a good stability property, namely, the L stability, the simultaneous coupling between the explicit and implicit terms needs to be considered in the derivation of the scheme. In Ref. 13 , the author derived and analyzed three different versions of semi-implicit Runge-Kutta (SIRK) methods for additively split autonomous differential equations of
where the nonstiff term f is treated by explicit Runge-Kutta methods and the stiff term g is simultaneously treated by three implicit Runge-Kutta methods. The three implicit methods for g are a diagonally implicit Runge-Kutta method and two linearized Runge-Kutta methods (see Ref. 14) . The SIRK schemes derived in Ref. 13 , however, have a drawback in that they are not storage efficient because they require multiple sets of computer memory for each variable in the flowfields. Such computer memory requirement becomes a significant limiting factor in the large-scale computations of multidimensional reactive flows. A number of explicit low-storage Runge-Kutta schemes of third-order accuracy were derived by Williamson, 15 and 2N storage version of fully implicit Runge-Kutta scheme is used by Engquist and Sjögreen, 16 where N is the total number of unknown variables. Another drawback of the SIRK schemes derived in Ref. 13 is that they are derived for the autonomous equations (3) only. A classical explicit Runge-Kutta scheme derived for an autonomous equation can easily be extended to solve a nonautonomous equation by means of simple variable transformation. However, a simple extension of an autonomous SIRK to a nonautonomous equation in the form of Eq. (1) is not trivial because of the coupling between the f and g terms in the corresponding order conditions.
More recently, Calvo et al. 17 and Ascher et al. 18 presented the implicit-explicit Runge-Kutta schemes for time-dependent differential equations. By assigning a single constant gamma to represent a diagonal set of implicit coefficients, the authors derived a specialized version of SIRK schemes. Instead, our coefficients of the SIRK schemes presented in this paper are completely determined by the conditions of accuracy and L stability and, thus, more general. Moreover, the schemes require low memory storage and effectively comply with the modern large-scale scientific computing needs.
The biggest challenge in the derivation of the SIRK schemes lies in the search for a set of coefficients satisfying all of the algebraic conditions arising from the accuracy and L-stability requirements. As shown in Ref. 13 for the autonomous equation (3), three-stage methods provide enough free parameters to determine a third-order semi-implicit scheme that is L stable. On the other hand, for the nonautonomous equation (1) , there exist extra accuracy conditions related to time-variant terms. Thus, a four-stage SIRK method is needed to reach a third-order accuracy. There is an analogy between the quadrature formulas and the general Runge-Kutta schemes in the derivation of some of the well-known implicit schemes. Butcher compiled a set of simplifying conditions, which provides a controlled guideline to the derivation of high-order implicit RungeKutta schemes (see . For a third-order additive semiimplicit low-storage method, the number of those simplifying conditions exceeds the general Taylor expansion order conditions. In fact, one's effort to minimize the necessary order conditions for a high-order scheme and maximize additional freedom to choose undetermined coefficients can lead to a successful parameter search. When the current methods need to improve their accuracy of order three to, for example, five or more, a controlled pattern in the order conditions analogous to Butcher's can provide a useful starting point for the search of optimal Runge-Kutta coefficients.
The purpose of this paper is to present new versions of semiimplicit Runge-Kutta schemes, which have a low-storage memory requirement and are suitable for integrating non-autonomous equations for the DNS of reacting flows. In this paper, systematic derivations of all versions of SIRK methods are described for nonautonomous differential systems with new coefficients that replace the coefficients previously reported in Ref. 13 . The new third-order, low-storage Runge-Kutta schemes will require only two levels of memory locations during the time integration. We present new methods that are high-order accurate and L stable, suitable for solving Eq. (1) . The solution of model equations and multidimensional reacting flows that supports the accuracy and stability of the new schemes is the subject of the companion paper. 24 In what follows, high-order low-storage SIRK algorithms for integrating Eq. (1) are first presented. The algebraic conditions of accuracy and stability are simultaneously solved to determine the SIRK coefficients. Then, we rederive a set of rational coefficients for the general SIRK schemes from Ref. 13 . The two families of lowstorage (LS) methods are referred as LSSIRK-4A and LSSIRK-4C for the implicit and linearized implicit methods, respectively. In addition, the general SIRK methods will follow SIRK-3 and SIRK-4 notations for autonomous and nonautonomous methods, respectively. An extensive application of the new algorithms is found in the companion paper.
SIRK Schemes
In numerical computations of reacting flows using the method of lines, spatial derivatives in the governing partial differential equations are first approximated by using a spatial discretization scheme. The spatial discretization leads to a system of first-order differential equations in the form of Eq. (1). For systems of unsteady flow with time-dependent forcing terms or boundary conditions, Eq. (1) is not autonomous, that is, f (t, u) and g(t, u) are explicit functions of time. For the purpose of using a SIRK scheme to integrate the equation, vector g(t, u) contains the stiff source terms and some spatial discretization of the stiff terms. The remaining nonstiff terms are included in vector f (t, u). In general, the splitting of f and g terms is not unique, and the SIRK schemes are derived for a given splitting of f and g terms. The splitting of stiff and nonstiff terms in Eq. (1) makes it possible to solve the equation by a SIRK scheme, which is a one-step method involving intermediate stages to achieve high-order accuracy and good stability properties.
A general r -stage SIRK method integrates Eq. (1) by simultaneously treating f explicitly and g implicitly. The simultaneous explicit and implicit treatment in the SIRK method creates a coupling between the explicit and implicit terms. Because of the coupling, the coefficients for the conventional explicit and implicit RungeKutta schemes cannot be used in a SIRK calculation. Two versions of SIRK methods are considered in this paper. The first version is denoted as method A (SIRK-r A scheme for an r -stage scheme) in the following form:
where h is the time step size. The coefficients can be summarized in a convenient tabular format known as a Butcher array. The two axes contain the weights and time coefficients and the main coefficients are written as a diagonal matrix. The two arrays that summarize the coefficients of the explicit and the implicit parts of SIRK are as follows:
The second version of the method is denoted method C (SIRK-r C scheme). This version is derived by the linearized treatment of the implicit term g as follows:
where J = ∂g/∂u is the Jacobian matrix of the stiff term g.
Accuracy Conditions
In an r -stage SIRK scheme, the coefficients of the scheme are determined in such a way that the resulting scheme meets the requirement for proposed order of accuracy and stability conditions. The accuracy conditions for the undetermined coefficients are obtained by a Taylor expansion. We are mainly interested in deriving the third-order LSSIRK methods for nonautonomous equations. When the system of equations is autonomous in the form of Eq. (3), threestage SIRK schemes are used for a third-order accuracy. For the nonautonomous equation (1), however, it is found that a four-stage SIRK method is required to satisfy the third-order accuracy.
The following equations are the necessary accuracy equations based on a third-order Taylor expansion. The first 16 equations that hold for all versions of SIRK are 
The remaining two accuracy equations differ for each version of the semi-implicit schemes. For method A,
and for method C, 
There are total 18 accuracy equations involved in developing a four-stage SIRK scheme for nonautonomous equation (1) . Consequently, the SIRK coefficients will be determined based on these accuracy conditions and a stability condition that is discussed next. The accuracy conditions suggest the following standard assumptions for Runge-Kutta schemes:
Then, the 14th condition in Eq. (8) is a mere summation of the 15th and 16th conditions. A conventional summation form may be found in the Appendix.
Linear Stability Condition
In addition to accuracy conditions, the third-order SIRK schemes are required to satisfy a stability condition for methods to be L stable for the stiff term g. Because of a coupling between the explicit and the implicit terms of semi-implicit computations, the linear stability analysis of this section is slightly different from the standard context. 20 The linear stability analysis is considered with the following scalar model equation:
where λ f and λ g represent the eigenvalues of ∂f /∂u and ∂g/∂u, respectively, for the split ordinary differential equation (1) . Substituting Eq. (15) into any of the SIRK methods leads to the following equation for a characteristic root γ :
where γ is a function of hλ f and hλ g . An A(α) stability region of a semi-implicit method in the complex plane of hλ f is defined as the region where
for the left-half complex domain of hλ f and for all hλ g within a wedge bounded by [π − α, π + α] in the complex plane. When α = π/2, the split SIRK method is defined as A stable. Furthermore, the L-stable condition is derived by letting |γ {hλ f , hλ g }| → 0, while Re(hλ g ) → −∞. The L-stability requirement of a SIRK scheme results in an additional algebraic condition to accuracy, namely,
with
LSSIRK Schemes for Nonautonomous Equations
LS versions of the third-order, four-stage SIRK schemes are derived in this section. A general four-stage semi-implicit scheme requires the storage of variables at 5N locations. Such storage requirement is often too large for multidimensional reactive flow computations. A set of third-order SIRK schemes that requires no more than 2N storage locations is derived so that they simultaneously satisfy accuracy conditions and the L-stability condition. In this paper, only two versions of the third-order LSSIRK schemes (methods A and C) are derived. They are denoted as LSSIRK-4A and LSSIRK-4C schemes, respectively.
For a nonsplit differential equation, a traditional Runge-Kutta scheme derived for an autonomous equation, y = f (u), can be extended to a nonautonomous equation, y = f (t, u), by a simple transformation. No new coefficients are needed to solve the nonautonomous equation. When the governing ordinary differential equation is a split nonautonomous equation (1), however, the SIRK schemes derived for the autonomous equation (3) can not be applied to the nonautonomous equation by a similar transformation because of a coupling between explicit and implicit terms. A new set of coefficients are required in the nonautonomous case.
The third-order LSSIRK-4A scheme can be expressed as
Similarly, the third-order LSSIRK-4C scheme for nonautonomous equations is expressed as
Unlike the general r -stage Runge-Kutta methods that have r N storage requirements for one step advancement, the LS Runge-Kutta scheme requires only memory locations for k j and u j at each of the general r stage. The LSSIRK schemes just presented can be written in terms of the standard SIRK coefficients. In other words, there are 20 transformation equations between the SIRK and LSSIRK for nonautonomous equations. The following 14 transformation equations are the same for both LSSIRK-4A and LSSIRK-4C schemes:
The remaining six transformation equations are different for LSSIRK method A (LSSIRK-4A) and method C (LSSIRK-4C) schemes. For the LSSIRK-4A scheme, the additional relations are
The additional relations for the LSSIRK-4C method are
The coefficients for the third-order LSSIRK schemes are determined by solving the 18 accuracy equations given by Eqs. (8-12) . These accuracy equations are solved for the unknown coefficients. We then solve these algebraic equations with three predefined coefficients of our choice because there are a total of 22 unknowns for 19 equations, that is, 18 accuracy and 1 L stability. For the LSSIRK-4A scheme, the derived coefficients are both third-order accurate and L stable. We also learn that it is more difficult to determine LSSIRK-4C coefficients with all 19 conditions. Instead, only accuracy conditions are solved for the LSSIRK-4C coefficients. Because there are many possible sets of solutions for the system of linear equations, we can find one set of rational numbers in that coefficients are reasonably ranged for numerical implementation. For the LSSIRK-4A scheme, a set of coefficients in rational numbers can be found by solving the accuracy and stability equations. The coefficients for L-stable, third-order method-A (LSSIRK-4A) scheme are 
SIRK Schemes with Rational Coefficients
In Ref. 13 , three sets of SIRK methods for the split autonomous ordinary differential equations (3) were derived, where the combination of explicit and implicit Runge-Kutta schemes are used to treat the nonstiff and stiff parts of the equation. For a third-order accuracy, eight accuracy conditions of the coupled treatment of f (u) and g(u) are derived. An additional L-stability condition further allows for multiple families of Runge-Kutta coefficients with three free parameters. In Ref. 13 , only the coefficients in finite decimals were obtained by numerically solving the accuracy and stability equations. In applications, it is easier to control numerical accuracy of the coefficients of the SIRK schemes if the coefficients are rational numbers or can be computed by closed-form analytical formulas.
In this section, the coefficients for the three versions of the thirdorder SIRK schemes of Ref. 13 are rederived in rational numbers. They are derived by requiring to satisfy the accuracy and stability conditions, along with the requirement that implicit coefficients are positive. The algebraic conditions for the autonomous equations are
The remaining last condition is different for the three versions of SIRK schemes. Method A:
Method B:
Method C: , and w 2 = . By considerable manipulations on the remaining algebraic equations, nine rational coefficients are found. What differs in our approach from Ref. 13 is that, in this work, we have concentrated on finding the analytical form of the roots by grouping approaches. As a result, three sets of third-order SIRK coefficients have been derived in rational numbers. As an example, a set of SIRK-3A coefficients consists of the following; The coefficients for 3B and 3C are listed in the Appendix. For the nonautonomous split differential equation (1), four-stage methods are required to achieve a third-order accuracy. Because four stages are used, we denote new schemes as SIRK-4A and SIRK-4C. The accuracy conditions of Eqs. (8) (9) (10) (11) (12) are solved for the unknown coefficients. If there is no rational coefficient, we use a decimal number that is found by the numerical root solver, instead.
For the SIRK-4A scheme, the following coefficients are derived to satisfy both the accuracy and the L-stability conditions. Their coefficients are 
The coefficients of a companion scheme, SIRK-4C, are listed in the Appendix.
A(α) Stability Regions of SIRK Schemes
In the preceding section, three groups of new third-order SIRK schemes have been developed with various properties. They are 1) SIRK-3A, SIRK-3B, and SIRK-3C methods for the autonomous equation; 2) SIRK-4A and SIRK-4C methods for the nonautonomous equation; and 3) LSSIRK-4A and LSSIRK-4C, LSSIRK methods for the nonautonomous equation.
In the case of a classical explicit Runge-Kutta scheme for a single ordinary differential equation in the form of u = f (t, u), the stability is evaluated by applying a linear model equation, u = λu, where λ is a complex number with nonpositive real part. The region of stability is defined as the region in the hλ complex plane, where the magnitude of the characteristic root of the scheme is not greater than 1. In this section, we calculate the stability region of the SIRK schemes based on the scalar split model equation of Eq. (15) . An A(α) stability region of semi-implicit methods is computed in the complex plane of hλ f by Eq. (18) . In other words, a SIRK is L stable to the stiff term hλ g , whereas there is a limited stability region for the nonstiff term hλ f because the nonstiff term f is treated explicitly. Figure 1 shows the region of A(α) stability for the explicit term hλ f for all possible hλ g within a wedge bounded by [π/2, 3π/2] in the complex plane for the SIRK-3C scheme. Figure 1 shows that, when α = 0, the stability region in hλ f is similar to a classical explicit third-order Runge-Kutta (RK) scheme. The stability of the semi-implicit scheme is not affected by the implicit treatment of the stiff term. As the wedge angle α for the implicit term increases from 0 to 90 deg, the stability region for hλ f of the SIRK-3C scheme decreases somewhat. The SIRK-3A and SIRK-3B schemes are also found to have similar stability regions, which are not shown here.
The second group of the SIRK schemes are the four-stage thirdorder SIRK schemes for the nonautonomous equation (1) . The thirdorder RK schemes for nonautonomous equations require four stages (SIRK-4A and SIRK-4C) because additional accuracy conditions are needed to achieve high order. The A(α) stability regions of SIRK-4A and SIRK-4C schemes for nonautonomous equations are shown in Figs. 2 and 3, respectively. Figures 2 and 3 show that the SIRK-4A method retains similar stability properties as those of the SIRK-3C method. The stability region of the SIRK-4C method is good when α is less than 67.5 deg. This condition is satisfied for most of the stiff differential equation. For the case of α close to 90 deg, the stability region is more restricted because the L-stability condition is not imposed in the SIRK-4C derivation.
The third group of the SIRK schemes is the third-order lowstorage schemes. The A(α) stability regions of third-order lowstorage RK schemes (LSSIRK-4A and LSSIRK-4C schemes) are computed for the nonautonomous equation. Figures 4 and 5 show the regions of stability for the explicit term hλ f for all possible Fig. 1 A(α)-stability region of the SIRK-3C method for the explicit terms hλ f . hλ g within a wedge bounded by [π/2, 3π/2] in the complex plane. Figures 4 and 5 show that the LSSIRK-4A scheme retains similar stability properties as those of the SIRK-3C method. Like the case of the SIRK-4C method, the LSSIRK-4C method is derived to satisfy the accuracy equations only. Therefore, the stability region of LSSIRK-4C is more restrictive when α approaches 90 deg. Therefore, for stiff equations, the L-stable LSSIRK-4A is recommended over the LSSIRK-4C method. 
Conclusions
New high-order, semi-implicit RK schemes are developed to simulate transient reacting flows. Because the high-order L-stable implicit method treats g(t, u) and high-order explicit method treats f (t, u) independently, the cost of running the hybrid scheme is only a fraction of that needed to do a full implicit calculation. At the same time, the efficiency of the explicit RK method is maintained through out the simultaneous coupling of the two. The scheme is guaranteed to be both high-order accurate and L stable. The coupling between implicit and explicit methods, furthermore, removes the prohibitively small time step requirement of solving stiff differential equations. Because of its LS framework, the present scheme is also suitable for large-scale computations involving a massive memory requirement.
Appendix: Summation Form and Coefficients

Accuracy Conditions in Summation Form
We construct general accuracy conditions (8-12) in summation form. As before, the first 16 are general, and the 17th and 18th differ for method A and method C:
