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Abstract
In this paper we give necessary and sufficient conditions for a matrix in Jordan canonical
form to be similar to an eventually nonnegative matrix whose irreducible diagonal blocks
satisfy the conditions identified by Zaslavsky and Tam, and whose subdiagonal blocks (with
respect to its Frobenius normal form) are nonnegative. These matrices are referred to as semi-
nonnegative matrices, and we show that they exhibit many of the same combinatorial spectral
properties as nonnegative matrices. This paper extends the work on Jordan forms of irreducible
eventually nonnegative matrices to the reducible case.
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1. Introduction
Motivated by the first author’s interest in positive control theory (see [22–25]), and
the second author’s interest in nonnegative matrix theory, we look at the possible
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Jordan canonical forms of eventually nonnegative matrices whose irreducible diago-
nal blocks obey certain conditions on their cyclicity, and whose subdiagonal blocks,
with respect to the Frobenius normal form, are nonnegative. This extends the work
of Zaslavsky and Tam [26] on the Jordan canonical forms of irreducible eventually
nonnegative matrices, to the reducible case.
The Nonnegative Inverse Eigenvalue Problem effectively addresses irreducible
matrices, although it permits only trivial extensions to reducible matrices. In contrast,
the Nonnegative Reducible Inverse Elementary Divisors Problem is much harder
than the irreducible one (see [1,2,14–16] for references).
The Perron–Frobenius Theorem on irreducible nonnegative matrices has been a
foundation for a tremendous amount of interesting research. Many authors have fur-
ther investigated the relationship between the combinatorial structure of a matrix and
its spectrum, generalized eigenvectors, and the structure of its powers. Surveys of
some of these results can be found in Berman and Plemmons [1], Hershkowitz [9,10],
and Schneider [20]. For a survey on the spectral theory of positive linear operators
(finite dimensional case), from a cone theoretic approach (see [21]). Combinatorial
spectral properties of eventually positive and eventually nonnegative matrices have
also been studied (see for example [4,8,26]).
In this paper we use many techniques and ideas from the study of nonnegative
matrix theory to establish necessary and sufficient conditions for a matrix in Jordan
canonical form to be similar to an eventually nonnegative matrix for which the diago-
nal blocks of the Frobenius normal form are irreducible and satisfy the cyclicity condi-
tions identified in [26, Theorem 5.1], and whose subdiagonal blocks of the Frobenius
normal form are nonnegative. We refer to such matrices as seminonnegative matrices.
In Section 2, we provide many of the definitions which are used throughout the pa-
per. In Section 3, we examine the seminonnegative matrices more closely. We show
that these matrices exhibit many of the same combinatorial properties as nonnegative
matrices, and in particular, we establish that the conditions in our main theorem,
Theorem 4.10, are indeed necessary. In Section 4, we look at constructing eventually
nonnegative matrices. We begin the commentary with the simplest case. In [12],
Hershkowitz and Schneider characterize the relationship between the combinatorial
structure of a nonnegative matrix whose only eigenvalue is ρ, and its Jordan form.
Extending the results in [12] to describe the combinatorial structure of a nonnegative
matrix when more that one eigenvalue is involved, and combining this result with the
results on constructing eventually nonnegative matrices in [26], we come establish
our main theorem, Theorem 4.10, which gives necessary and sufficient conditions on
the Jordan form of a seminonnegative matrix.
2. Definitions and notation
We begin with some standard definitions.
Let A ∈ Cnn.
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For any c ∈ C, we write c¯ to represent the complex conjugate of c. For a matrix
A we write A¯ to represent the matrix formed from A by conjugating each entry.
We will write 〈n〉 for {1, . . . , n}. For any set P, |P | denotes the number of ele-
ments in P .
We let σ(A) denote the spectrum of A and ρ(A) its spectral radius. We let
multλ(A) denote the degree of λ as a root of the characteristic polynomial, and
Indexλ(A) denote the degree of λ as a root of the minimal polynomial. Let t =
Index0(A), and for each i ∈ 〈t〉, set ηi(A) = nullity(Ai) − nullity(Ai−1). The se-
quence η(A) = (η1(A), η2(A), . . . , ηt (A)) is referred to as the height or Weyr char-
acteristic of A.
Let η = (η1, η2, . . . , ηt ) and ν = (ν1, ν2, . . . , νt ) be two sequences of nonnega-
tive integers (append zeros if necessary to the end of the shorter sequence so that
they are the same length). We say that ν is majorized by η if ∑ji=1 νi ∑ji=1 ηi,
for all 1  j  t, and
∑t
i=1 νi =
∑t
i=1 ηi . We write ν  η.
A matrix A ∈ Rnn is called:
positive (A  0) if aij > 0 for all i, j ∈ 〈n〉;
semipositive (A > 0) if aij  0 for all i, j ∈ 〈n〉 and A /= 0; and
nonnegative (A  0) if aij  0 for all i, j ∈ 〈n〉.
We say A is eventually nonnegative if there is a positive integer N such that
Ag  0 for all integers g  N . We say A is eventually positive if Ag  0 for all
integers g  N .
Let K,L ⊆ 〈n〉. We will write AKL to represent the submatrix of A whose rows
are indexed from K and whose columns are indexed from L. When K = L, we
will write AK to simplify notation. We will say that K1,K2, . . . , Kk partition a set
K provided they are pairwise disjoint and their union is equal to K . We remark
here that for convenience of notation we may list sets in a “partition” which are
actually empty. If κ = (K1,K2, . . . , Kk) is an ordered partition of a subset of 〈n〉, we
write
Aκ =


AK1 AK1K2 . . . AK1Kk
AK2K1 AK2 . . . AK2Kk
...
...
...
AKkK1 AKkK2 . . . AKk

 .
We say Aκ is block lower triangular if AKiKj = 0 whenever i < j . When i > j, we
refer to AKiKj as a subdiagonal block of Aκ . In general, we will reserve the use of k
to represent the number of elements in the ordered partition denoted by κ .
Let  = (V ,E) be a (directed) graph, where V is a finite vertex set and E ⊆ V ×
V is an edge set. A path from j to l in is a sequence of vertices j = r1, r2, . . . , rt =
l, with (ri , ri+1) ∈ E, for i = 1, . . . , t − 1. A path for which the vertices are pair-
wise distinct is called a simple path. The empty path will be considered to be a simple
path linking every vertex to itself.
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We define the graph of A by G(A) = (V ,E), where V = 〈n〉 and E = {(i, j)|aij
/= 0}.
We say  is cyclically h-partite if there is a partition of V into h nonempty sets,
say V1, . . . , Vh, such that each edge of  which issues from a vertex in Vi, ends at
vertex in Vi+1, where Vh+1 is taken to be V1.
We say A is h-cyclic if G(A) is cyclically h-partite.
Let C ∈ Cnn be a lower triangular matrix. Let λ ∈ σ(C), and set Q = {i|cii = λ}.
We write C(λ) for CQ.
We use Jl(λ) to represent a l × l lower triangular Jordan block with eigenvalue λ.
We will refer to a matrix comprised of the direct sum of one or more lower triangular
Jordan blocks as a Jordan matrix.
LetJ be a collection of Jordan blocks. We set ρ(J) = ρ(J ) and σ(J) = σ(J ),
where J is the matrix formed by taking the direct sum of the Jordan blocks inJ. Let
h be a positive integer. We sayJ is h-cyclic provided ρ(J) > 0 and whenever λ /= 0
and Jl(λ) ∈ J, then Jl(λe2i/h) ∈ J, and the two blocks occur the same number of
times. The largest h for whichJ is h-cyclic is called the cyclic index ofJ. We sayJ
is self-conjugate if whenever Jl(λ) ∈ J, then Jl(λ) ∈ J, and the two blocks occur
the same number of times.
A collection of elementary Jordan blocks J is said to be Frobenius if for some
positive integer h the following set of conditions is satisfied:
(i) ρ(J) > 0 and there is exactly one Jordan block in J with eigenvalue ρ(J),
and this block is 1 × 1.
(ii) If λ ∈ σ(J), and |λ| = ρ(J), then λ is an hth root of unity multiplied by ρ(J).
(iii) J is h-cyclic.
We will refer to such a J as a Frobenius collection with cyclic index h. If a Jordan
matrix J is the direct sum of the Jordan blocks in a Frobenius collection with cyclic
index h, then we say J corresponds to a Frobenius collection with cyclic index h.
Let  = (V ,E) be a graph. If there is a path from a vertex j to a vertex l in ,
we say that j has access to l. We say a vertex is final if it does not have access to
any other vertices in . We say it is initial if it is not accessed by any other vertices
in . If j has access to l and l has access to j, we say j and l communicate. The
communication relation is an equivalence relation, hence we may partition V into
equivalence classes, which we will refer to as the (irreducible) classes of .
Given a matrix A, it is well known that there is an ordered partition κ = (K1,
K2, . . . , Kk) of 〈n〉 so that each Ki is a class of G(A) and Aκ is block lower trian-
gular. We say that Aκ is the Frobenius normal form of A. A class Kj is said to be
singular if AKj is singular, and nonsingular otherwise.
We define the reduced graph of A by R(A) = (V ,E) where V = {K|K is a
class of A}, and E = {(K,L)| there is edge from a vertex j ∈ K to a vertex l ∈ L in
G(A)}. We say a class K of A is final if it does not have access to any other vertices
in R(A), and we say it is initial if it is not accessed by any other vertex in R(A).
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The singular length of a simple path in R(A) is the sum of the indexes of zero
of each of the singular vertices it contains. The level of a vertex K is the maximum
singular length over all the simple paths in R(A) which terminate at K .
Let νi(A) be the number of singular vertices with level i in R(A) and let m be the
largest number for which νi(A) /= 0. Then ν(A) = (ν1(A), . . . , νm(A)) is referred
to as the level characteristic of A.
We build on several ideas from the literature on nonnegative matrices and eventu-
ally nonnegative matrices to set up some further definitions.
In [26, Theorem 5.1] it is shown that the following two conditions are equivalent
for a Jordan matrix J :
(i) J corresponds to a self-conjugate Frobenius collection with cyclic index h.
(ii) There is an eventually nonnegative matrixA similar toJ such thatA ish-cyclic and
Ah is permutationally similar to a direct sum of h eventually positive matrices.
In [26, Corollary 5.4], the authors show that if A is an eventually nonnegative
h-cyclic matrix and Ah is permutationally similar to a direct sum of h eventually pos-
itive matrices, then A has a positive right eigenvector and a positive left eigenvector
corresponding to ρ(A). This result becomes quite useful in creating reducible even-
tually nonnegative matrices which exhibit combinatorial spectral properties which
are similar to nonnegative matrices. We make the following definition.
Definition 2.1. Let A be n × n eventually nonnegative matrix. We say A is semi-
nonnegative provided
(i) all entries of A are real,
(ii) for each class K of A, the submatrix AK is a 1 × 1 zero matrix, or there exists a
positive integer h such that AK is h-cyclic and (AK)h is permutationally similar
to a direct sum of h eventually positive matrices,
(iii) AKiKj  0 whenever Ki and Kj are distinct classes of A.
We now turn to analyzing the ordering of the “irreducible” blocks. The idea of
level sets was first introduced by Richman and Schneider [17]. We caution the reader
that our definition differs from the definition in [17] in that we include classes which
are nonsingular, whereas they do not. The following observations are implicit in
several papers in the literature. In particular, analogous ideas were used by Richman
and Schneider [17] and by Rothblum [18]. The significance of the levels on the
spectral properties of a matrix has also been studied extensively by Hershkowitz and
Schneider (see [12] for a list).
Observation 2.2. Let A be an n × n matrix. Let K1, . . . , Kk be the classes of A and
assume that index0(AKi )  1, for all i ∈ 〈k〉. Let m be the highest level of a vertex
in R(A). Let
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Mi =
⋃
{Kj | the level of Kj is m + 1 − i inR(A)}, i ∈ 〈m + 1〉.
Let µ = (M1,M2, . . . ,Mm,Mm+1). Then Aµ is block lower triangular.
Let µ be as in Observation 2.2. We will refer to Aµ as the level form of A, and
each Mi as a level set of A.
We remark that it is possible that there are no vertices of level zero in R(A), in
which case Mm+1 = ∅. If the matrix is nonsingular, all vertices have level zero and
Mm+1 = 〈n〉. We will include sets such as Mm+1 in our list of partitions even when
they are empty as they serve as place holders in the notation we have adopted.
We are actually interested in the “levels” of the vertices of A with respect to differ-
ent eigenvalues, thus we adopt the convention of talking about the graph R(λI − A)
where λ is the eigenvalue we are interested in. At this stage we are interested in the
“levels” with respect to ρ(A), and state our next observation from this perspective.
Observation 2.3. Let A be a matrix with ρ(A) = ρ, such that for each class K of
A, the indexρ(AK)  1 and ρ(AK) ∈ σ(AK). Let µ = (M1,M2, . . . ,Mm,Mm+1)
be the partition of 〈n〉 that puts ρI − A into level form. Then for any i ∈ 〈m〉, Mi
can be further partitioned into two (not necessarily nonempty) subsets L2i and L2i−1
such that:
(i) ρ(AL2i−1) < ρ.
(ii) AL2i is the direct sum of irreducible blocks whose spectral radius is ρ.
(iii) AL2i−1L2i = 0.
We set L2m+1 = Mm+1.
We will refer to L2i−1 as an upper-level set and L2i as a lower-level set. Let
 = (L1, L2, . . . , L2m+1). We call  the split-level partition of A with respect to ρ,
and we call A the split-level form of A with respect to ρ.
We now examine the blocks corresponding to the upper-level sets more closely.
Let = (L1, . . . , Lm,L2m+1) be the split-level partition A with respect to ρ(A). Let
i ∈ 〈2m + 1〉. Notice that ALi is a diagonal block in the block lower triangular matrix
A. In particular, ifA is eventually nonnegative then so isALi since (Ag)Li = (ALi )g .
In [12], it is shown that if A is a nonnegative matrix with ρ = ρ(A), then the
level characteristic (reordered to be nonincreasing) of ρI − A is majorized by its
height characteristic, and the two sequences have the same number of positive el-
ements. We will refer to these two properties as the majorization conditions. If we
look at an eigenvalue λ such that λ /= ρ, then the level characteristic (reordered to be
nonincreasing) of λI − A need not be majorized by its height characteristic, and the
number of positive elements in the level characteristic may not equal the number of
positive elements in the height characteristic. When i is odd and Li /= ∅, however,
ρ(ALi ) < ρ(A) and the height characteristic of ρ(ALi )I − ALi still majorizes its
reordered level characteristic, and the height and level characteristics have the same
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number of positive elements. Thus the majorization property holds for the spectral
radius of blocks corresponding to upper-level sets of nonnegative matrices.
Definition 2.4. Let A be a matrix that satisfies the conditions in Observation 2.3. Let
ρ = ρ(A),  be the split-level partition of A with respect to ρ and m = indexρ(A).
Set L = {}. For each i ∈ 〈2m + 1〉, with i odd and Li /= ∅, we can look at the
split-level partition of ALi with respect to ρ(ALi ). Add these ordered partitions to the
listL. Again, when the upper-level sets are nonempty, the corresponding submatrix
can be put in split-level form with respect to its spectral radius, and the split-level par-
tition added toL. Continuing in this fashion until we have listed the corresponding
split-level partition for each nonempty upper-level set so encountered, we create the
list of ordered partitionsL which we will refer to as the nested split-level partitions
of A. Note that since several eigenvalues are involved in this process, we do not
specify an eigenvalue in this definition.
Example 2.5. Here we provide an example to illustrate the definitions above. Con-
sider
A =


0 52 0
1
2
5
2 0
1
2 0
0 12 0
5
2
1
2 0
5
2 0
2 2 2 2 0 1 0
2 2 2 2 0 0 1
2 2 2 2 1 0 0
3
4
5
4
5
4
3
4 1 1 1 0 2 0 0
5
4
3
4
3
4
5
4 1 1 1 0 0 2 0
3
4
5
4
5
4
3
4 1 1 1 0 0 0 2
5
4
3
4
3
4
5
4 1 1 1 2 0 0 0
22 22 22 22 2 2 2 34
5
4
3
4
5
4 0
5
2 0
1
2
22 22 22 22 2 2 2 54
3
4
5
4
3
4
5
2 0
1
2 0
22 22 22 22 2 2 2 54
3
4
5
4
3
4 0
1
2 0
5
2
22 22 22 22 2 2 2 34
5
4
3
4
5
4
1
2 0
5
2 0
88 88 88 88 263
23
3
23
3 4 4 4 4 2 2 2 2 0 1 0
88 88 88 88 233
26
3
23
3 4 4 4 4 2 2 2 2 0 0 1
88 88 88 88 233
23
3
26
3 4 4 4 4 2 2 2 2 1 0 0


.
Then the classes of A are
K1 = {1, 2, 3, 4}, K2 = {5, 6, 7}, K3 = {8, 9, 10, 11},
K4 = {12, 13, 14, 15}, K5 = {16, 17, 18},
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and the nested split-level partition is
L = {(∅, {1, 2, 3, 4}, {5, 6, 7, 8, 9, 10, 11}, {12, 13, 14, 15}, {16, 17, 18}),
({5, 6, 7}, {8, 9, 10, 11}, ∅), (∅, {16, 17, 18}, ∅), (∅, {5, 6, 7}, ∅)}.
3. Properties of seminonnegative matrices
In this section, we establish several properties of seminonnegative matrices. In
particular, we show that many useful properties of nonnegative matrices can be ex-
tended to this class. The examples following our lemmas and corollaries show that
the given properties need not hold for all eventually nonnegative matrices.
In the following lemma we establish that the large prime powers of a nonzero
irreducible seminonnegative matrix are again irreducible.
Lemma 3.1. Let A be a nonzero irreducible seminonnegative matrix. Choose the
largest h such that A is h-cyclic. If g and h are relatively prime and Ag is nonnega-
tive, then Ag is irreducible.
Proof. Let ρ = ρ(A) and ω = ρg . By [26, Theorem 5.1] multω(Ag) = 1, thus Ag
has exactly one class with eigenvalue ω. By [26, Corollary 5.4], A (and hence Ag)
has both a positive right eigenvector and a positive left eigenvector corresponding to
the eigenvalue ρ. By [19, Theorem 2], all the final classes of Ag must have ω as an
eigenvalue, and all the initial classes of Ag must have ω as an eigenvalue. Thus there
can only be one class of Ag, viz. Ag is irreducible. 
The next lemma generalizes [19, Corollary 2] to the seminonnegative matrices.
Lemma 3.2. Let A be a seminonnegative matrix. Set ρ = ρ(A). Then the following
are equivalent:
(i) The matrix A has a positive right eigenvector for the eigenvalue ρ.
(ii) The set of final classes of R(ρI − A) equals the set of its singular classes.
Proof. If ρ = 0 then A is nonnegative and the result follows. Hence we assume
ρ > 0.
(i) ⇒ (ii): Let x be a positive right eigenvector for the eigenvalue ρ.
Suppose (for contradiction) that there is a singular class K of (ρI − A) which is
not final. Let
U = {j |j /∈ K, but there is a vertex l ∈ K such that l has access to j inG(A)}.
Then AKU > 0 and
AKUxU + AKxK = ρxK,
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hence
AKUxU = (ρI − AK)xK.
Using [26, Corollary 5.4], let yT  0 be a positive left eigenvector of AK . Then
0 < yTAKUxU =
(
ρyTI − yTAK
)
xK = (ρ − ρ)yTxK = 0,
a contradiction. Thus every singular class of ρI − A must be final.
Let K be a final class of ρI − A. Then AKxK = ρxK and hence K is a singular
class of ρI − A.
Hence we conclude that the set of final classes is exactly the set of singular classes.
(ii) ⇒ (i): Suppose the set of singular classes of ρI − A is exactly its set of final
classes.
We will induct on the number of classes which are not final in R(ρI − A). If
every class is final, then ρI − A is the direct sum of irreducible blocks which must
be singular by our assumptions, and hence the result follows from [26, Corollary
5.4]. Hence we assume that there is a class K which is not final in R(ρI − A). In
fact, we can choose K to be an initial vertex of R(ρI − A). By our assumptions,
K is a nonsingular class of ρI − A. Let U = 〈n〉 \ K . Then U /= ∅, AUK = 0, and
AKU /= 0. By the definition of seminonnegative, AKU > 0.
By induction, AU has a positive right eigenvector xU .
Let xK = (ρI − AK)−1AKUxU . Then since
(ρI − AK)xK = AKUxU /= 0,
we know that xK /= 0.
Moreover, x =
[
xU
xK
]
is the permutation of a right eigenvector of A for the
eigenvalue ρ. Now choose a prime number g such that Ag  0 and g > h for all
positive integers h such that AL is h-cyclic for some class L of A. Let ω = ρg .
Then x is a permutation of a right eigenvector of Ag . It follows from Lemma 3.1
that ωI − (Ag)K is an irreducible M-matrix, hence by [1, Chapter 6, Theorem 2.7],
xK = (ωI − (Ag)K)−1(Ag)KUxU where (ωI − (Ag)K)−1  0. If (Ag)KUxU = 0
then xK = 0 and we know from above that xK /= 0. Hence (Ag)KUxU > 0 and thus
xK  0. 
Our next result follows easily from Lemma 3.1. The result for nonnegative matri-
ces is well known, see for example Lindqvist [13, Theorem 6.1] or the survey paper
[20, Theorem 3.7], where the idea is attributed to Victory and Frobenius.
Corollary 3.3. Let A be a seminonnegative matrix. Let x > 0 be a right eigenvector
for A. If K is a class of A such that xK > 0, then xK  0.
Proof. Choose a positive integer g such that Ag  0 and g is relatively prime to h
for all h such that AK is h-cyclic for some class K of A.
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Let K be a class of Ag . Since a vertex j in G(Ag) has access to a vertex l in
G(Ag) only if j has access to l in G(A), K ⊂ L for some class L of A. Since
(Ag)L = (AL)g, by Lemma 3.1, (Ag)L is irreducible and hence K = L. Thus A and
Ag have the same classes.
Let λ be the eigenvalue of A for x. Let ω = λg . Then x is a right eigenvector of
Ag for the eigenvalue ω. The result now follows by applying [13, Theorem 6.1] or
[20, Theorem 3.7] to Ag . 
Lemma 3.4. Let A be a seminonnegative matrix with ρ = ρ(A) > 0. Let g be a
positive integer such that Ag  0, and g is relatively prime to h for all h such that
there is a class K of A such that AK is h-cyclic. Let Ki and Kj be distinct classes
of A. If Ki has access to Kj in R(A), then Ki has access to Kj in R(Ag), provided
that ρ(AKi ) and ρ(AKj ) are not both zero.
Proof. Choose κ = (K1,K2, . . . , Kk) so that Aκ is in Frobenius normal form, and
assume Ki has access to Kj in R(A).
Let
T = {l |Kl is a vertex on a path from Ki to Kj in R(A)} and U =
⋃
l∈T
Kl.
Note that Ki ⊆ U, Kj ⊆ U, and AU is a diagonal block in a block lower triangular
permutation similarity of A. Thus (Ag)U = (AU)g . We first prove by induction on
the number of elements in T that if there is a path from Ki to Kj in R(A) and
ρ(Kj ) /= 0, then there is a path from Ki to Kj in R(Ag).
Let V = U \ Ki . Then
AU =
[
AV 0
AKiV AKi
]
,
where AKiV > 0. Notice that
(Ag)KiV =
g−1∑
l=0
(AKi )
lAKiV (AV )
g−1−l .
Using [26, Corollary 5.4], let yT  0 be a left eigenvector of AKi corresponding
to ρi = ρ(AKi ). Since AV is a diagonal block in a block lower triangular seminon-
negative matrix, it is itself seminonnegative. Let ω = ρ(AV )  ρ(AKj ) > 0. Choose
t such that Kt is a singular vertex of R(ωI − AV ) which is not accessed by any other
singular vertex in R(ωI − AV ). Let
W = {l|l ∈ V and l has access to q in G(AV ) for some q ∈ Kt }.
By Lemma 3.2, AW has a positive right eigenvector x. Form a vector z (with the
same number of entries as there are elements in V ) by taking zW = x and all other
entries zero. Then z is an eigenvector of AV with eigenvalue ω. Moreover, since Ki
has access to Kt in R(AU) it must be that AKiW > 0, and hence AKiV z > 0.
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But now
yT (Ag)KiV z =
g−1∑
l=0
ρli y
T AKiV z ω
g−1−l  0.
Thus (Ag)KiV /= 0. If T contains only two elements then V = Kj and there is an
edge in R(Ag) from Ki to Kj . If T contains more than two elements, notice that
Ki ⊆ V, so V contains fewer classes than are listed in T and hence by induction,
there is a path from each Kl, l ∈ T , l /= i to Kj in R(Ag). Since there is an edge
from Ki to some Kl, l ∈ T , l /= i, there is a path from Ki to Kj in R(Ag).
If ρ(Kj ) = 0 then the proof can be done in an analogous way where we take
V = U \ Kj and assume that ρ(AKi ) /= 0. 
It is an easy corollary of this result that the levels of the singular vertices in
R(ρI − A) and R(ρgI − Ag) are the same.
Corollary 3.5. Let A be a seminonnegative matrix with ρ = ρ(A) > 0. Let g be
a positive integer such that Ag  0, and g is relatively prime to h for all h such
that there is a class K of A such that AK is h-cyclic. If K is a class of A such that
ρ(AK) = ρ, then K has the same level in R(ρI − A) as it has in R(ρgI − Ag).
The following corollary shows that the majorization conditions in [12] hold for
the given subclass of the eventually nonnegative matrices.
Corollary 3.6. Let A be a seminonnegative matrix with ρ = ρ(A). Let νˆ be a reor-
dering of ν = ν(ρI − A) into nonincreasing order, and η = η(ρI − A). Then νˆ is
majorized by η and they have the same number of nonzero entries.
As a corollary we also get that the Index Theorem [11, Theorem 5.9] holds with
equality for the specified subset of the eventually nonnegative matrices (as it does
for nonnegative matrices [18, Theorem 3.1]).
Corollary 3.7. Let A be a seminonnegative matrix with ρ = ρ(A). If m is equal to
the highest level of a vertex in R(ρI − A), then indexρ(A) = m.
Proof. If ρ = 0 then A is nonnegative and the result follows from [18, Theorem
3.1]. If ρ > 0 then the result follows from Corollary 3.5 and [18, Theorem 3.1]. 
Since a seminonnegative matrix satisfies the conditions in Observation 2.3, we can
talk about its split-level partition  = (L1, L2, . . . , L2m+1), where m = Indexρ(A)
(A). Since for any positive integer g, the matrix (Ag)Li = (ALi )g, we see that ALi
is also a seminonnegative matrix whenever i ∈ 〈2m + 1〉 and Li /= ∅. Thus it also
makes sense to talk about the nested split-level partitions of a seminonnegative ma-
trix. The following observation is fundamental to our main theorem (Theorem 4.10).
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Observation 3.8. Let A be a seminonnegative matrix with ρ = ρ(A). Let K1,
K2, . . . , Kk be the classes of A. Let L be the nested split-level partitions of A.
Then
(i) L contains exactly one ordered partition of 〈n〉.
(ii) There is exactly one ordered partition of each nonempty set which occurs in an
odd position of an ordered partition inL.
(iii) The partitions described in (i) and (ii) are the only partitions inL.
(iv) For each partition  ∈L we have the following:
Write  = (L1, L2, . . . , Lt ) and for each i ∈ 〈t〉 set
Pi = {j |Kj ∩ Li /= ∅}.
Set
P =
⋃t
i=1Pi, τ =
⋃t
i=1Li, ρτ = ρ(Aτ ), mτ = indexρτ (Aτ ).
Then
(a) t = 2mτ + 1.
(b) Li = ⋃j∈PiKj .(c) If j ∈ P and ρ(AKj ) = ρτ , then j ∈ Pi where i is even.
(d) If j ∈ P and ρ(AKj ) < ρτ , then j ∈ Pi where i is odd.
(e) If j, l ∈ P with j /= l and Kj has access to Kl in R(ρτ I − Aτ ), then j ∈ Pq
and l ∈ Pr where q  r and if q = r then q must be odd.
Proof. Conditions (i)–(iii) follow from the definition of the nested split-level parti-
tion of a matrix.
Fix a partition  ∈L and consider the conditions in [(iv)]. By Corollary 3.7 the
number of levels in R(ρτ I − Aτ ) is mτ = indexρ(Aτ ) so the split-level partition of
Aτ consists of 2mτ + 1 sets and thus (a) holds. Conditions (b)–(d) follow from the
construction of a split-level partition. Assume Kj has access to Kl in R(ρτ I − Aτ ).
If ρ(AKj ) = ρ(AKl ) = ρτ , then the level of Kj is less than that of Kl so j ∈ Lq and
l ∈ Lr where q > r (recall that the highest level corresponds to the lowest subscript).
If exactly one of ρ(Kj ) and ρ(Kl) is ρτ , then the level of Kj is less than or equal to
that of Kl, and since one must be in a set with even index, and one in a set with odd
index, we can again conclude that q > r . If ρ(Kj ) /= ρτ and ρ(Kl) /= ρτ , we again
see that the level of Kj is less than or equal to that of Kl, and the levels are odd.
Thus (iv)(e) must also hold. Recall that if ρ(A) = 0 then A is actually a nonnegative
matrix. 
Example 3.9. The conditions we place on the diagonal and subdiagonal blocks of
our eventually nonnegative matrices are needed in order to guarantee that these re-
sults hold. We now look at two eventually nonnegative matrices which are NOT
seminonnegative, and observe that their spectral properties violate some of the con-
ditions established in this section.
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Consider the matrix
A =


2 2 0 0 0 0
2 2 0 0 0 0
1 1 1 1 0 0
1 1 1 1 0 0
0 0 1 −1 2 2
0 0 −1 1 2 2


.
Then for g  2,
Ag =


22g−1 22g−1 0 0 0 0
22g−1 22g−1 0 0 0 0
2g−1(2g − 1) 2g−1(2g − 1) 2g−1 2g−1 0 0
2g−1(2g − 1) 2g−1(2g − 1) 2g−1 2g−1 0 0
0 0 0 0 22g−1 22g−1
0 0 0 0 22g−1 22g−1


.
Then clearly A is eventually nonnegative, however the level of the vertex K1 = {1, 2}
in R(4I − A) is 2, but the index4(A) = 1. Notice that there are negative elements in
the subdiagonal of the Frobenius normal form.
Consider the matrix
B =


2 2 0 0 0 0
2 2 0 0 0 0
1 1 2 0 −1 1
1 1 0 2 1 −1
0 0 1 −1 1 3
0 0 −1 1 3 1


.
Then Bg = Ag, for all g  2 so B is eventually nonnegative. Notice that the irreduc-
ible diagonal blocks of B are not seminonnegative, so even though the subdiagonal
blocks are nonnegative with respect to the Frobenius normal form, the highest level
of a vertex in R(4I − B) is 2, whereas index4(B) = 1.
4. Constructing seminonnegative matrices
Starting with an n × n Jordan matrix J, it is natural to ask how we might par-
tition 〈n〉 into sets P1, . . . , Pq, so that they correspond to the split-level sets of a
seminonnegative matrix that is similar to J .
Let us begin by examining the simplest case—namely a matrix all of whose
eigenvalues are equal to ρ > 0. Let t1, t2, . . . , tr be any positive integers. Let J =⊕r
i=1 Jti (ρ). Let m = Indexρ(J ). From [12, Theorem 4.1], we know that there is
a nonnegative matrix A similar to J with ν = ν(ρI − A) if and only if ν has m
positive elements and the reordering of ν into nonincreasing order is majorized by
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η = η(ρI − J ). Corollary 3.6 shows that these conditions (the majorization condi-
tions) are also necessary and sufficient for the seminonnegative matrices. Notice that
if a seminonnegative matrix A only has one eigenvalue, then all the classes of A are
1 × 1 and the upper level sets in the split-level partition of A with respect to ρ(A)
are empty.
Observation 4.1. Let ρ > 0 and let t1, t2, . . . , tr be any positive integers with n =
t1 + t2 + · · · + tr . Set J = ⊕ri=1 Jti (ρ) and m = Indexρ(J ). If we partition 〈n〉 into
m sets P1, P2, . . . , Pm, so that they satisfy:
(∗) If the (j, l)-entry of J is nonzero and j /= l, then j ∈ Pp and l ∈ Pq where
p > q.
then ν = (|Pm|, |Pm−1|, . . . , |P1|) has m positive elements, and νˆ (the reordering of
ν into nonincreasing order) is majorized by η = η(ρI − J ).
Proof. For anyp ∈ 〈m〉, JPp = ρI, since the (j, l)-entry ofJ is only nonzero if j = l
or j and l are in different sets of the partition P1, P2, . . . , Pm. In particular, each ele-
ment of Pp must come from a different Jordan block in J . Since there are m sets in our
partition, and an m × m Jordan block in J, Pp /= ∅, for all p ∈ 〈m〉. Moreover, |Pp| is
less than or equal to the number of elementary Jordan blocks in J,which is equal to η1.
Thus νl  η1, for all l ∈ 〈m〉. For p1 /= p2, the set Pp1 ∪ Pp2 has at most two
elements from any Jordan block of J . Since the number of Jordan blocks of J from
which there are one or more elements in Pp1 ∪ Pp2 is at most η1, and the number of
Jordan blocks from which there are two elements is at most η2, it follows that |Pp1 | +|Pp2 | = |Pp1 ∪ Pp2 |  η1 + η2. Expanding this notion, we see that for 1 p1 < p2 <· · · < ps  m, the set Pp1 ∪ Pp2 ∪ . . . ∪ Pps has at most s elements from any single
Jordan block of J, and for 1  l  s, the number of Jordan blocks of J with l or more
elements in Pp1 ∪ Pp2 ∪ · · · ∪ Pps is less than or equal to ηl . Hence
s∑
r=1
|Ppr | 
s∑
r=1
ηr .
Thus νˆ majorized by η. 
Conversely, the interested reader can verify that if ν is any sequence of m positive
integers such that νˆ, the reordering of ν into nonincreasing order, is majorized by
η = η(ρI − J ), then there is a partition of 〈n〉 into P1, P2, . . . , Pm so that (∗) of
Observation 4.1 is satisfied and (|Pm|, |Pm−1|, . . . , |P1|) = ν.
We pause here to look at a specific example. Let J = J4(1) ⊕ J2(1) ⊕ J1(1). We
need to partition 〈7〉 into sets P1, P2, P3, P4 according to (∗) above. Clearly 1 ∈
P1, 2 ∈ P2, 3 ∈ P3 and 4 ∈ P4, and this is the only way the indices from the first
block can be divided up so that (∗) is satisfied. If we put 5 ∈ P1, then 6 can be placed
in any of P2, P3 or P4. If we put 5 ∈ P2, then 6 can be put in either P3 or P4. If we
put 5 ∈ P2, then 6 ∈ P1. We can put 7 in any of the four sets.
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Taking any ν created from sets which satisfy (∗), by [12, Theorem 4.1] we know
that there is a lower triangular nonnegative matrix A, similar to J, such that the level
characteristic of ρI − A is ν. We will need something slightly different in the proof
of our main result, and we establish it here.
Lemma 4.2. Let J be an n × n Jordan matrix, all of whose eigenvalues are equal
to ρ > 0. Let m = Indexρ(J ). Let µ = (M1,M2, . . . ,Mm) be a partition of 〈n〉 such
that each Mi is nonempty. Let νm+1−i = |Mi |, and set ν = (ν1, . . . , νm). Let νˆ be a
reordering of ν which is nonincreasing. If νˆ  η(ρI − J ), then there is a real matrix
A, similar to J, such that
(i) Aµ is block lower triangular.
(ii) AMi = ρI, for all i ∈ 〈m〉.
(iii) AMiMi−1  0 for all i ∈ {2, 3, . . . , m}.
Proof. By [12, Theorem 4.1], there exists a strictly lower triangular nonnegative
(nilpotent) matrix Z such that η(Z) = η and ν(Z) = ν. Thus Z is similar to ρI − J .
Let Pi = {j | the level of j in R(Z) is m + 1 − i}, for each i ∈ 〈m〉. Then the Pi par-
tition 〈n〉 and |Pi | = |Mi |. Thus there is a permutation matrix Q such that Mi = {j |
the level of j in R(QZQ−1) is m + 1 − i}.
Let B = QZQ−1. Then Bµ is block lower triangular. The diagonal bii = 0 since
Z is strictly lower triangular. If j ∈ Mi and l ∈ Mi with j /= l then necessarily bjl =
0. Thus BMi = 0.
In order for the vertices in R(B) to have the correct level, there must be a non-
zero entry in every column of BMiMi−1, i ∈ {2, 3, . . . , m}. Let ci = [1, 1, . . . , 1]T
(with the same number of ones as the number of elements in Mi). Set dm = cm. For
1 < i  m, set dTi−1 = dTi BMiMi−1 . Notice that di  0. Let SMi = αi(I + αicidTi ),
and set Sµ = SM1 ⊕ SM2 ⊕ · · · ⊕ SMm . Notice that the (Mi,Mi−1)-block of SBS−1
is equal to
SMiBMiMi−1S
−1
Mi−1
= α(I + αicidTi )BMiMi−1
(
I − α
i−1ci−1dTi−1
1 + αi−1dTi−1ci−1
)
= α
1 + αi−1dTi−1ci−1
((
1 + αi−1dTi−1ci−1
)
×BMiMi−1 + αicidTi−1 − αi−1BMiMi−1ci−1dTi−1
)
which is positive for sufficiently large α. Let A = SBS−1 + ρI . Then A has the
desired properties and is similar to J . 
We now consider the case where the classes of our seminonnegative matrix are
larger than 1 × 1. As above, we begin with a Jordan matrix J . By [26, Theorem 5.1],
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we need first to partition 〈n〉 into sets K1,K2, . . . , Kk such that each JKi corresponds
to a Frobenius collection. We first examine the case where this can be done so that
for each j, we have that ρ(Kj ) = ρ(J ) = ρ. In this instance, k = multρ(J ). Let
m = Indexρ(J ). Now we need to partition 〈k〉 into sets Pi, i ∈ 〈m〉 according to the
rule:
(∗∗) If JKjKl /= 0 and j /= l, then j ∈ Pq and l ∈ Pr where q > r .
If this can be done, then in Theorem 4.10 we show that there is a seminonnegative
matrix similar to J .
In practice, one might work through setting up the two partitionings somewhat
simultaneously. First create a Kj for each j corresponding to a ρ on the diagonal
of J . Now place the Kj into the Pi as we did in the simplest case. Then consider
the blocks associated with the other eigenvalues and place the corresponding indices
into Kj so that we do not violate the relationships between the Pi, but we end up
with each JKi corresponding to a Frobenius collection. Although there are several
strategies which may lead to a successful set of choices quite quickly, showing that
there is no partitioning of 〈n〉 into K1, . . . , Kk so that each JKi corresponds to a
Frobenius collection and 〈k〉 can be partitioned into P1, . . . , Pm which satisfy (∗∗)
is nontrivial and beyond the scope of this paper.
In fact, it is not even enough to work with J itself. We turn to the problem of
determining whether the above condition is necessary. Consider the matrix
A =


7 3 2 0 0 0
1 9 2 0 0 0
4 0 8 0 0 0
6 0 3 7 3 2
0 6 3 1 9 2
3 3 3 4 0 8


.
Let K1 = {1, 2, 3} and K2 = {4, 5, 6}. Then the Jordan form of AK1 = AK2 is J1(12)⊕ J2(6), whereas the Jordan form of A is J = J2(12) ⊕ J3(6) ⊕ J1(6). Thus there
is no way to partition 〈6〉 into two sets Kˆ1 and Kˆ2 so that the Jordan forms JKˆ1 and
J
Kˆ2
match the Jordan forms of AK1 = AK2 .
Thus we turn to the well known problem of determining the relationship is be-
tween the Jordan form of A and the Jordan forms of AK1 , AK2 , . . . , AKk , where Aκ
is block lower triangular. This problem was posed for k = 2 by Carlson [3] in 1972
and a solution has been provided by Fulton [6, Theorems 9 and 10]. Addressing the
interested reader to his paper, we continue our research using block lower triangular
matrices for a given eigenvalue, with diagonal blocks in Jordan form.
In this spirit we make the following definition.
Definition 4.3. Let J be an n × n Jordan matrix and κ = (K1, . . . , Kk) a partition
of 〈n〉. We say that the matrix C is a reorganization of J with respect to κ provided
that:
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(i) The matrix C is similar to J .
(ii) Each CKj is in Jordan form.
(iii) Cκ is block lower triangular.
(iv) cii /= cjj implies cij = cji = 0, for all i, j ∈ 〈n〉.
In order to get a necessary condition, we must consider the reorganizations of J as
well as J itself.
This brings us to the most complicated case, namely the situation where A is
seminonnegative and there are classes K of A such that ρ(AK) < ρ(A).
Consider for example J = J1(2) ⊕ J1(−2) ⊕ J1(1) ⊕ J1(e2i/3) ⊕ J1(e4i/3).
The only way we can divide the Jordan blocks into Frobenius collections is to
have two Frobenius collections, one with spectral radius 2, and one with spectral
radius 1.
For our next example, we look at the nonnegative (and hence seminonnegative)
matrix
B =


0 1 0 0 0
1 0 0 0 0
1 1 2 0 0
1.5 0.5 1 0 1
0.5 1.5 1 1 0

 .
The classes of B are K1 = {1, 2}, K2 = {3},K3 = {4, 5}. Putting the irreducible
blocks of B into Jordan form, we see that B is similar to
C =


1 0 0 0 0
0 −1 0 0 0
0 0 2 0 0
0 0 0 1 0
0 1 0 0 −1

 .
The Jordan form of B is
J =


2 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 1 −1

 ,
and C is a reorganization of J with respect to κ . Notice ν(B − I ) = (1, 1) where-
as η(B − I ) = (2), so the majorization condition does not hold with respect to the
eigenvalue 1, even though it is the spectral radius of BK where K is a class of B.
Notice if we restrict ourselves to BL where L is an upper-level set in the split-level
partition of 2I − B, then the majorization conditions with respect to the eigenvalue
1 do hold.
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We know from Corollary 3.6 that the majorization conditions must hold (with re-
spect to the spectral radii) for principal submatrices corresponding to upper-level sets
(since they are also eventually nonnegative matrices), and we summarized this idea
in Observation 3.8. Surprisingly enough, this turns out to be the key to the sufficient
conditions as well. Thus we augment rule (∗∗) from above to take into account the
majorization conditions on the principal submatrices corresponding to upper-level
sets of ρ(A)I − A, and the majorization conditions on the principal submatrices
corresponding to upper-level sets of the principal submatrices just identified, and
so on, until we reach upper-level sets which are empty. We encourage the reader
to refer back to Observation 3.8 to see how the structure in the definitions below
correspond to the structure of the seminonnegative matrices themselves. In particu-
lar, indices corresponding to upper level sets are always listed in the odd positions
of the partitions in the nested split-level partition of a seminonnegative matrix, and
it is the nonempty sets listed in the odd positions of a partition that are partitioned
yet again. Recall we allow the empty set to be included as a subset in an ordered
partition.
Definition 4.4. LetL be a set of ordered partitions of subsets of 〈n〉. We will say
thatL is a set of nested odd partitions of n provided that
(i) L contains exactly one ordered partition of 〈n〉.
(ii) L contains exactly one ordered partition of each nonempty set which occurs in
an odd position of an ordered partition inL.
(iii) The partitions described in (i) and (ii) are the only partitions inL.
Notice that the nested split-level partitions of an n × n seminonnegative matrix
form a set of nested odd partitions of n.
Example 4.5. Here we create an example of a set of nested odd partitions of 4.
Let S1 = {1, 4}, S2 = {2} and S3 = {3}. Then (S1, S2, S3) is an ordered partition
of 〈4〉 which is required by (i) of our definition. The set S1 is the first set in a odd
position of this partition. Let T1 = ∅, T2 = {1}, T3 = ∅ and T4 = {4}. Notice that
(T1, T2, T3, T4) is one of many possible ordered partitions of S1, and would sat-
isfy (ii) of the definition. Since T1 and T3 are empty sets we do not need to par-
tition them further. The other set in an odd position of (S1, S2, S3) is S3. Notice
that (S3) is one possible ordered partition of S3 and satisfies (ii) in two ways—
it is an ordered partition of the third set in the ordered partition (S1, S2, S3) and
it is an ordered partition of the first set in the ordered partition (S3). Thus the set
L = {(S1, S2, S3), (T1, T2, T3, T4), (S3)}, is a set of nested odd partitions of 4.
Definition 4.6. Let J be an n × n matrix, κ = (K1, . . . , Kk) an ordered partition of
〈n〉, C a reorganization of J with respect to κ andL a set of nested odd partitions
of n. We will say that C with the partition κ allows the nested odd partitionsL pro-
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vided that ρ(CKj ) ∈ σ(CKj ) for all i ∈ 〈k〉, and for each ordered partition  ∈L
we have the following.
Write  = (L1, L2, . . . , Lt ) and for each i ∈ 〈t〉 set
Pi = {j |Kj ∩ Li /= ∅}.
Set
P =
⋃t
i=1Pi, τ =
⋃t
i=1Li, ρτ = ρ(Cτ ), mτ = Indexρτ (Cτ ).
Then we need that
(a) t = 2mτ + 1.
(b) Li = ⋃j∈PiKj .(c) If j ∈ P and ρ(CKj ) = ρτ , then j ∈ Pi where i is even.
(d) If j ∈ P and ρ(CKj ) < ρτ , then j ∈ Pi where i is odd.
(e) If j, l ∈ P with j /= l and CKjKl /= 0 then j ∈ Pq and l ∈ Pr where q  r and
if q = r then q must be odd.
We would like to point out a few consequences of this definition. Since ρ(CKj ) ∈
σ(CKj ), Li =
⋃
j∈PiKj , and Cκ is block lower triangular, it must be the case that
mτ  1 and t (representing the length of each ordered partitionL in turn) is at least
3 and is odd. The properties (a), (c), and (e) together imply that Pj /= ∅ whenever
j is even.
Example 4.7. Consider
J = J2(3) ⊕ J1(−3) ⊕ J1(−3)
⊕J1(2) ⊕ J1(2) ⊕ J1(2) ⊕ J3(−2) ⊕ J1(2i) ⊕ J1(−2i)
⊕J1(1) ⊕ J1(1) ⊕ J2(e2i/3) ⊕ J2(e4i/3)
Set
K1 = {1, 3, 5, 8}, K2 = {13, 15, 17}, K3 = {6, 9, 11, 12},
K4 = {2, 4, 7, 10}, K5 = {14, 16, 18},
L = {(∅, {1, 3, 5, 8}, {13, 15, 17, 6, 9, 11, 12}, {2, 4, 7, 10}, {14, 16, 18}),
({13, 15, 17}, {6, 9, 11, 12},∅), (∅, {14, 16, 18},∅) (∅, {13, 15, 17},∅)}.
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Then
Jκ =


3 0 0 0
0 −3 0 0
0 0 2 0
0 0 0 −2
1 0 0
0 e2i/3 0
0 0 e4i/3
0 0 0 0 2 0 0 0
0 0 0 1 0 −2 0 0
0 0 0 0 0 0 2i 0
0 0 0 0 0 0 0 −2i
1 0 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 0 0 0 −3 0 0
0 0 0 0 0 0 0 0 0 0 2 0
0 0 0 0 0 1 0 0 0 0 0 −2
0 0 0 1 0 0
0 1 0 0 e2i/3 0
0 0 1 0 0 e4i/3


and J is reorganization of J with respect to κ . Notice that J with the partition κ
allows the nested odd partitionsL. In addition, we have organized our sets so that
each JKj corresponds to a self-conjugate Frobenius collection.
We need the following lemma to ensure that the matrices we construct are indeed
eventually nonnegative.
Lemma 4.8. Let
A =
[
A11 0
A21 A22
]
be a block partitioned matrix such that for some N > 0,
(i) (Aii)g  0, for all g  N, and for i = 1, 2,
(ii) (A22)gA21(A11)g  0, for 0  g < N .
Then for g  3N, we have that Ag  0.
Proof. Observe that
(Ag)ii = (Aii)g  0 ∀g  N, i = 1, 2,
and for g  3N,
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(Ag)21 =
g−1∑
j=0
(A22)
jA21(A11)
g−j−1
=
N−1∑
j=0
(A22)
jA21(A11)
g−j−1 +
g−N−1∑
j=N
(A22)
jA21(A11)
g−j−1
+
g−1∑
j=g−N
(A22)
jA21(A11)
g−j−1
=
N−1∑
j=0
((A22)
jA21(A11)
j )(A11)
g−2j−1 +
g−N−1∑
j=N
(A22)
jA21(A11)
g−j−1
+
N−1∑
j=0
(A22)
g−2j−1((A22)jA21(A11)j ),
which is comprised of sums and products of nonnegative matrices and hence is non-
negative. Note that condition (ii) implies that A21  0. 
We are now ready to show that the conditions we have set up are necessary and
sufficient for a Jordan matrix to be similar to a seminonnegative matrix. We first show
that the properties we have identified are sufficient when each CKj is a self-conjugate
Frobenius collection.
Theorem 4.9. Let J be an n × n Jordan matrix, κ = (K1,K2, . . . , Kk) an ordered
partition of 〈n〉, and L a set of nested odd partitions of n and C a reorganization
of J with respect to κ such that:
(i) For each λ ∈ σ(J ), Cκ(λ¯) = Cκ(λ).
(ii) For each i ∈ 〈k〉, CKi corresponds to a self-conjugate Frobenius collection.
(iii) C with the partition κ allows the set of nested odd partitionsL.
Then J is similar to a seminonnegative matrix A such that
(i) Aκ is in Frobenius normal form.
(ii) L is the nested split-level partition of A.
(iii) If  is any ordered partition inL, then A is the split-level form of A with re-
spect to ρ(A) and has positive subdiagonal blocks. In particular, the split-level
form of A with respect to ρ(A) has positive subdiagonal blocks.
Proof. Let C satisfy the conditions given in the theorem. Let s be the number of
distinct elements in the set of spectral radii {ρ(CKi )|i ∈ 〈k〉}. We will induct on s.
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The proof of the base case, s = 1, is included in the main part of the proof, and we
point out where it differs from the general case.
Let ρ = ρ(J ) and m = Indexρ(J ).
Our proof proceeds as follows. We use induction and [26, Theorem 5.1] to trans-
form certain diagonal blocks into seminonnegative matrices with the desired proper-
ties. We then use the positive right and left eigenvectors of the irreducible submatrices
thus formed to fill in the subdiagonal blocks so that they are positive and satisfy
Lemma 4.8.
LetL be the set of nested odd partitions allowed by C with respect to κ . Let P =
〈k〉, where k is the number of elements in κ . Let  = (L1, L2, . . . , L2m+1) be the
partition of 〈n〉 in the list of partitionsL. Let Pi = {j |Kj ⊆ Li}. Then P1, P2 . . . ,
P2m+1 and L1, L2, . . . , L2m+1 match those of Definition 4.6. Observe that for each
i ∈ 〈m〉,
• ρ(CL2i−1) < ρ, since 2i − 1 is odd.• CL2i is the direct sum of blocks CKl , where ρ(CKl ) = ρ. This follows from (c)
and (e) of Definition 4.6.
• Indexρ(CL2i ) = 1 whenever L2i /= ∅. This follows from the fact that CL2i equals
the direct sum of certain CKl s, where each CKl corresponds to a Frobenius collec-
tion with spectral radius ρ.
• L2i /= ∅. Since m = Indexρ(C) ∑mj=1 Indexρ(CL2j ) ∑mj=1 1 = m, we
see that equality must hold throughout and that the Indexρ(CL2i ) = 1 and hence
L2i /= ∅.
For each i ∈ 〈m〉, let υi = |P2(m−i+1)|. Let υ = (υ1, υ2, . . . , υm) and υˆ this se-
quence reordered so that it is nonincreasing. Then υ and η = η(ρI − C) both have
m elements. Since υi is the number of classes in CL2i , and CL2i is the direct sum of
irreducible blocks each having ρ as a simple eigenvalue, clearly υi = nullity(ρI −
CL2i ). It now follows from [5, Theorem] that for any 1  t  m,
t∑
i=1
ηi = nullity(ρI − C)t 
m∑
i=1
nullity((ρI − CL2i )ti ),
where any t of the ti are chosen to be 1 and the rest of the ti are chosen to be zero.
Choosing the ti associated with the t largest elements in υ to be 1, it follows that υˆ
is majorized by η.
At this stage we would like to point out some important features in the structure
of C.
• If cii /= cjj , then cij = cji = 0. This is part of the definition of a reorganization
of J .
• CKj (λ¯) = CKj (λ), since Cκ(λ¯) = Cκ(λ).
• The submatrix of CKiKj formed by taking rows lining up with a λ on the diagonal
CKi and columns lining up with a λ on the diagonal of CKj is the complex con-
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jugate of the submatrix of CKiKj formed by taking the rows lining up with a λ¯ in
CKi and the columns lining up with a λ¯ in CKj . This follows from the fact that
Cκ(λ¯) = Cκ(λ).
For each i ∈ {2, 3, . . . , m}, consider the submatrix of CL2iL2i−2 formed by taking
the columns from CL2i−2 whose diagonal elements are ρ, and the rows from CL2i
whose diagonal elements are also ρ. By Lemma 4.2 we can find a matrix A(1) such
that the submatrices just identified are positive, all the entries of A(1) are equal those
of C except those corresponding to C(ρ), and A(1) has Jordan canonical form J .
Let S(1) be the matrix obtained from the n × n identity matrix by changing each
diagonal entry corresponding to a ρ on the diagonal of an A(1)L2i -block to a γi . Let
A(2) = S(1)A(1)(S(1))−1. Notice
• There is a positive multiple of γi
γi−1 in each entry of A
(2) which lines up with a ρ
in A(2)L2i−2 and a ρ in A
(2)
L2i
and these are the only parameters which appear in the
(L2i , L2i−2)-block.
• If a parameter appears in an element of ALjLl , then j and l are even, j > l, and
the element is a multiple of γj/2
γl/2
.
We will choose each γi to be a positive number at the appropriate point in our proof.
By [26, Theorem 5.1], for each i ∈ 〈k〉, there is a nonsingular matrix S(2)Ki such that
(S(2))−1Ki A
(2)
Ki
S
(2)
Ki
is irreducible and seminonnegative. In fact, the columns of (S(2))−1Ki
are right generalized eigenvectors of A(3)Ki and the rows of S
(2)
Kj
are left generalized
eigenvectors of A(3)Kj , so they can be chosen so that the eigenvector associated with
ρ is positive, and when there are complex eigenvalues the generalized eigenvectors
are chosen as conjugate pairs. Let S(2)κ = S(2)K1 ⊕ S
(2)
K2
⊕ · · · ⊕ S(2)Kk and set A(3) =
(S(2))−1A(2)S(2). Then A(3)κ is a block lower triangular matrix with seminonnegative
diagonal blocks.
We now examine the subdiagonal blocks of Aκ(3) more closely. Notice that A(3)KiKj
= (S(2))−1Ki A
(2)
KiKj
S
(2)
Kj
. Thus matrix A(3)KiKj consists of the weighted sum of the prod-
uct of right generalized eigenvectors of A(3)Ki with left generalized eigenvectors of
A
(3)
Kj
, where the weights are the corresponding entries in A(2)KiKj . Notice that the
weights are nonzero only when the generalized eigenvectors correspond to the same
eigenvalues. When these eigenvalues are complex, then the generalized eigenvectors,
as well as the weights, come in conjugate pairs, and thus A(3)KiKj will be real (once
the γi are chosen to be positive numbers).
For any i ∈ 〈m + 1〉, if L2i−1 /= ∅, the matrix A(2)L2i−1 = CL2i−1, which is a reor-
ganization of the Jordan form of CL2i−1 with respect to the partition induced by κ,
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and allows the list of nested split-level partitions induced by L. By induction on
s, CL2i−1 is similar to a matrix A
(4)
L2i−1 which is seminonnegative and has positive
subdiagonal blocks with respect to its split-level partition. If s = 1, then L2i−1 = ∅
for all i ∈ 〈m + 1〉 and this step is not needed. This is the only place where we invoke
induction on s, hence the base case will also be established by working through
remainder of the proof with L2i−1 = ∅, for all i ∈ 〈m〉.
For any i ∈ 〈m〉, by [26, Theorem 5.1], A(3)L2i is the direct sum of irreducible semi-
nonnegative matrices with the irreducible blocks corresponding to Kj , j ∈ P2i . Set
S
(3)
L2i
= I .
Let S(3) = S(3)L1 ⊕ S
(3)
L2
⊕ · · · ⊕ S(3)L2m+1 set A(4) = (S(3))−1A(3)S(3). Thus A
(4)
 is
a block lower triangular real matrix with seminonnegative diagonal blocks.
Of particular interest again are the blocks A(4)L2iL2i−2 = (S(3))−1L2iA
(3)
L2iL2i−2S
(3)
L2i−2 .
An entry in A(2)L2iL2i−2 is nonzero only if the corresponding diagonal entries in A
(2)
L2i
and A(2)L2i−2 are equal, and each entry in A
(3)
L2iL2i−2 is formed as a weighted sum of
the product of right and left generalized eigenvectors of the appropriate irreduc-
ible blocks. If the corresponding diagonal entries are equal to ρ, then the entry in
A
(2)
L2iL2i−2 is a positive multiple of
γi
γi−1 , and the right and left eigenvectors used to
form the corresponding entry in A(3)L2iL2i−2 have been chosen to be positive. Thus we
see that
A
(4)
L2iL2i−2 =
γi
γi−1
X + Y, where X  0,
A
(4)
L2i
X = XA(4)L2i−1 = ρX and Y is real.
Being able to choose γi > 0 so that the (L2i , L2i−2)-block of the matrix under con-
sideration is positive will comprise an important step later on in our proof.
Choose N > 0 such that (A(4)Li )
g  0, for all g  N and for all i ∈ 〈2m + 1〉.
Let B(1) = A(4). We set up a second induction in a second variable q.
Claim. Let 2 q  2m+1,and setL=⋃q−1i=1 Li, Lˆ=⋃qi=1Li,andM =⋃2m+1i=q Li .
(Note that L, Lˆ and M actually depend on q.) Then for each 2  q  2m + 1, we
can create a matrix B(q) from B(q−1), which is similar to B(q−1), and such that
(i) B(q)L = B(q−1)L .
(ii) B(q)M = B(j)M for 1  j  q.
(iii) (B(q)Lq )gB
(q)
LqL
(BL
(q))g  0 for all 0  g < 32mN .
(iv) (B(q))g
Lˆ
 0, for all g  3q−1N, and the subdiagonal blocks with respect to the
partition (L1, L2, . . . , Lq) are positive.
We note that in our induction procedure we also establish that B(q)
Lˆ
= B(j)
Lˆ
for
q  j  2m + 1.
B.G. Zaslavsky, J.J. McDonald / Linear Algebra and its Applications 372 (2003) 253–285 277
We begin by showing how to set up a transformation Q(1) so that B(2) = (Q(1))−1
B(1)Q(1) has the desired properties.
If L1 = ∅, then we are done. If L1 /= ∅, then by [26, Corollary 5.4] we can choose
a right eigenvector x  0 for B(1)L2 . We assume that the elements of P1 have been
ordered as j1, j2, . . . , jp so that B(1)L1 is in Frobenius normal form with respect to
this ordering on the Kj s. By [26, Corollary 5.4] we can choose left eigenvectors
yTjl  0 of B
(1)
Kjl
, for each jl ∈ P1. Let αl, l ∈ 〈p〉, be parameters which we will
choose to be positive shortly. Let
yT = [α1 yTj1 , α2 yTj2 , . . . , αp yTjp].
Let Q(1) be the n × n identity matrix with the (L2, L1)-block of zeros replaced
with xyT. Let B(2) = (Q(1))−1B(1)Q(1). Then B(2) satisfies (i) and (ii) of the Claim.
Moreover, for any 0  g < 32mN,(
B
(2)
L2
)g
B
(2)
L2L1
(
B
(2)
L1
)g = (B(1)L2 )g+1xyT(B(1)L1 )g − (B(1)L2 )gxyT(B(1)L1 )g+1
+ (B(1)L2 )gB(1)L2L1(B(1)L1 )g.
We temporarily fix a jl ∈ P1, and set r = jl and ρl = ρ(CKr ) to simplify our sub-
script notation. Notice that the Kr columns of
(
B
(2)
L2
)g
B
(2)
L2L1
(
B
(2)
L1
)g
are equal to
αlρ
gρ
g
l (ρ − ρl)(xyTr ) + terms where the subscripts of the αs
are greater than l + terms which do not involve any αs.
Assuming αp, αp−1, . . . , αl+1 have been chosen so that the corresponding columns
of (B(2)L2 )
gB
(2)
L2L1
(B
(2)
L1
)g are positive, then by choosing αl sufficiently large we can
ensure that the Kr columns are also positive (since xyTr  0 and ρ > ρl > 0). Work-
ing from l = p down to l = 1, we can ensure that (B(2)L2 )gB
(2)
L2L1
(B
(2)
L1
)g  0, for all
0  g < 32mN, establishing Claim (iii). Part (iv) of the claim now follows from
Lemma 4.8
Assume we have reached the stage where B(q−1) has been created as claimed.
We first consider the case where q  3 is odd. If Lq = ∅, this step can be skipped.
Let L′ = ⋃q−2j=1Lj . Notice that ρ(B(q−1)Lq ) = ρ(CLq ) < ρ. By [26, Corollary 5.4] we
can choose a left eigenvector zT  0 of B(q−1)Lq−1 , since q − 1 is even. As above, we
order the elements of Pq as j1, j2, . . . , jp such that B(q−1)Lq is in Frobenius normal
form with respect to this ordering. By [26, Corollary 5.4] we can choose right eigen-
vectors ujl  0 of B(q−1)Kjl for each jl ∈ Pq . Let βl, l ∈ 〈p〉, be parameters that we
will choose to be positive numbers shortly. Let
u = [β1 uTj1 , β2 uTj2 , . . . , βpuTjp ]T.
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Let Q(q−1) be the identity matrix with the (Lq, Lq−1)-block of zeros replaced by
−ζuzT. We will choose ζ to be a positive number shortly. Let B(q) = (Q(q−1))−1
B(q−1)Q(q−1). Then B(q) satisfies (i) and (ii) of the claim. Working from l = 1 to
l = p and choosing the βl to be large enough positive numbers, we can ensure that(
B
(q−1)
Lq
)g
uzT  0
and (
B
(q−1)
Lq
)g(
uzTB
(q−1)
Lq−1 − B
(q−1)
Lq
uzT
)(
B
(q−1)
Lq−1
)g  0
for all 0  g < 32mN . Observe that
zT = ρ−j zT(B(q−1)Lq−1 )j
and by our construction of B(q−1) at the previous step,(
B
(q−1)
Lq−1
)j
B
(q−1)
Lq−1L′
(
B
(q−1)
L′
)j  0
for all 0  j < 32mN .
Then
(
B
(q)
Lq
)g
B
(q)
LqL
(
B
(q)
L
)g
=
[(
B
(q)
Lq
)g
B
(q)
LqL′
(
B
(q)
L′
)g + (B(q)Lq
)g
B
(q)
LqLq−1
((
B(q)
)g)
Lq−1L′
(
B
(q)
Lq
)g
B
(q)
LqLq−1
(
B
(q)
Lq−1
)g]
.
Examining each term separately we get:(
B
(q)
Lq
)g
B
(q)
LqL′
(
B
(q)
L′
)g = ζ (B(q−1)Lq )guzTρ−g(B(q−1)Lq−1 )gB(q−1)Lq−1L′(B(q−1)L′ )g
+(B(q−1)Lq )gB(q−1)LqL′ (B(q−1)L′ )g
which is positive for sufficiently large ζ > 0;(
B
(q)
Lq
)
gB
(q)
LqLq−1
((
B(q)
)g)
Lq−1L′
= ζ (B(q−1)Lq )g(uzTB(q−1)Lq−1 − B(q−1)Lq uzT)
× ((B(q))g)
Lq−1L′ +
(
B
(q−1)
Lq
)g
B
(q−1)
LqLq−1
((
B(q)
)g)
Lq−1L′
= ζ (B(q−1)Lq )g(uzTB(q−1)Lq−1 − B(q−1)Lq uzT)
×
g−1∑
j=0
(
B
(q−1)
Lq−1
)j
B
(q−1)
Lq−1L′
(
B
(q−1)
L′
)g−j−1
+ (B(q−1)Lq )gB(q−1)LqLq−1((B(q))g)Lq−1L′
= ζ
g−1∑
j=0
((
B
(q−1)
Lq
)g(
uzTB
(q−1)
Lq−1 − B
(q−1)
Lq
uzT
)(
B
(q−1)
Lq−1
)g
ρ2j−2g+1
B.G. Zaslavsky, J.J. McDonald / Linear Algebra and its Applications 372 (2003) 253–285 279(
B
(q−1)
Lq−1
)g−j−1
B
(q−1)
Lq−1L′
(
B
(q−1)
L′
)g−j−1)
+ (B(q−1)Lq )gB(q−1)LqLq−1((B(q))g)Lq−1L′
which is positive for sufficiently large ζ > 0; and(
B
(q)
Lq
)g
B
(q)
LqLq−1
(
B
(q)
Lq−1
)g = ζ (B(q−1)Lq )g(uzTB(q−1)Lq−1 − B(q−1)Lq uzT)(B(q−1)Lq−1 )g
+ (B(q−1)Lq )gB(q−1)LqLq−1(B(q−1)Lq−1 )g
which is positive for sufficiently large ζ > 0.
Thus by choosing ζ large enough we can ensure that
(
B
(q)
Lq
)g
B
(q)
LqL
(
B
(q)
L
)g  0
for all 0  g < 32mN, establishing Claim (iii). Claim (iv) now follows from Lemma
4.8.
Next we consider the case when q  4 is even. We begin by choosing a matrix
B(q
′), similar to B(q−1), so that
(
B
(q ′)
Lq
)g
B
(q ′)
LqLq−1
(
B
(q ′)
Lq−1
)g  0, for 0  g < 32mN,
and moreover B(q
′)
L = B(q−1)L and B(q
′)
M = B(q−1)M . This can be done in exactly the
same fashion as it was done for the (L2, L1)-block.
Let i = q2 . Recall from above that A(4)LqLq−2 =
γi
γi−1 X + Y, where X  0, A
(4)
Lq
X =
ρX = XA(4)Lq−2 and Y is real. The parameters γ1, . . . , γi−1 have been chosen to
be positive numbers at earlier steps in this process, and at this stage, we are con-
cerned with the choice of γi . By Claim (ii), B(q−2)LqLq−2 = B
(q−3)
LqLq−2 = · · · = B
(1)
LqLq−2 =
A
(4)
LqLq−2 and B
(q−1)
LqLq−1 = B
(q−2)
LqLq−1 = · · · = B
(1)
LqLq−1 = A
(4)
LqLq−1 . If Lq−1 = ∅, then
B
(q−1)
LqLq−2 = B
(q−2)
LqLq−2 = A
(4)
LqLq−2 , otherwise B
(q−1)
LqLq−2 = A
(4)
LqLq−2 − ζA
(4)
LqLq−1uz
T,
(where uzT was chosen at the (q − 1)th step). In either case, B(q−1)LqLq−2 does not
contain any γj with j > i. Similarly, B(q
′)
LqLq−2 = B
(q−1)
LqLq−2 − xyTB
(q−1)
Lq−1Lq−2 (where
xyT was chosen at the (q ′)th step) does not contain any γj with j > i. In sum-
mary, for some real matrix Z, we can write B(q
′)
LqLq−2 = γiX + Z, where X  0 and
B
(q ′)
Lq
X = ρX = XB(q ′)Lq−2 . Hence by choosing γi sufficiently large we can ensure that(
B
(q ′)
Lq
)g
B
(q ′)
LqLq−2
(
B
(q ′)
Lq−2
)g + (B(q ′)Lq )gB(q ′)LqLq−1((B(q ′))g)Lq−1Lq−2  0
for all 0  g  32mN .
Let L′′ = ⋃q−3j=1Lj . From the properties listed at the (q ′)th step, Claim (i) applied
at the (q − 1)th step, and Claim (iii) applied at the (q − 2)th step, we see that(
B
(q ′)
Lq−2
)g
B
(q ′)
Lq−2L′′
(
B
(q ′)
L′′
)g = (B(q−2)Lq−2 )gB(q−2)Lq−2L′′(B(q−2)L′′ )g  0
for all 0  g < 32mN . Let v  0 be a right eigenvector of B(q ′)Lq and wT  0 a left
eigenvector of B(q
′)
Lq−2 . Let Q
(q−1) be the identity matrix with the (Lq, Lq−2)-block
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of zeros replaced by −δvwT. Let B(q) = (Q(q−1))−1B(q ′)Q(q−1). Clearly (i) and (ii)
of the claim are satisfied. Then
(
B
(q)
Lq
)g
B
(q)
LqL
(
B
(q)
L
)g
=
(
B
(q ′)
Lq
)g [
δvwTB
(q ′)
Lq−2L′′ + B
(q ′)
LqL′′ δ
(
vwTB
(q ′)
Lq−2 − B
(q ′)
Lq
vwT
)
+ B(q ′)LqLq−2 B
(q ′)
LqLq−1
] (
B
(q ′)
L
)g
=
(
B
(q ′)
Lq
)g [
δvwTB
(q ′)
Lq−2L′′ + B
(q ′)
LqL′′ B
(q ′)
LqLq−2 B
(q ′)
LqLq−1
] (
B
(q ′)
L
)g
.
Recall that
(
B
(q ′)
Lq
)g
vwT = ρgvwT = vwT(B(q ′)Lq−2)g . Multiplying out and maintain-
ing the same block partitioning, we get three blocks which we examine separately.
The first block becomes(
B
(q ′)
Lq
)g(
δvwTB
(q ′)
Lq−2L′′ + B
(q ′)
LqL′′
)(
B
(q ′)
L′′
)g + (B(q ′)Lq )gB(q ′)LqLq−2(B(q ′))gLq−2L′′
+ (B(q ′)Lq )gB(q ′)LqLq−1(B(q ′))gLq−1L′′
= (B(q ′)Lq )gδvwTB(q ′)Lq−2L′′(B(q ′)L′′ )g + terms which do not involve δ
= δvwT(B(q ′)Lq−2)gB(q ′)Lq−2L′′(B(q ′)L′′ )g + terms which do not involve δ.
Since
(
B
(q ′)
Lq−2
)g
B
(q ′)
Lq−2L′′
(
B
(q ′)
L′′
)g  0, this term will be positive for sufficiently large
δ > 0. The second block is(
B
(q ′)
Lq
)g
B
(q ′)
LqLq−2
(
B
(q ′)
Lq−2
)g + (B(q ′)Lq )gB(q ′)LqLq−1(B(q ′))gLq−1Lq−2  0,
from our choice of γi . The third block is(
B
(q ′)
Lq
)g
B
(q ′)
LqLq−1
(
B
(q ′)
Lq−1
)g  0
from the (q ′)th step. Thus
(
B
(q)
Lq
)g
B
(q)
LqL
(
B
(q)
L
)g  0, for all 0  g < 32mN estab-
lishing (iii) of the claim. Part (iv) of the claim now follows from Lemma 4.8.
The matrix A = B(2m+1) satisfies the desired properties. 
We are now ready to establish our main theorem.
Theorem 4.10. Let J be an n × n Jordan matrix. The following are equivalent:
(a) There exists an ordered partition κ = (K1,K2, . . . , Kk) of 〈n〉 and an reorgani-
zation C of J with respect to κ such that:
(i) For each nonzero λ ∈ σ(J ), Cκ(λ¯) = Cκ(λ).
(ii) For each i ∈ 〈k〉, CKi corresponds to a self-conjugate Frobenius collection
or it is a 1 × 1 zero matrix.
(iii) C with the partition κ allows a set of nested odd partitions of n.
(b) There is a seminonnegative matrix A with Jordan form J .
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Proof. (a)⇒(b): Assume the conditions in (a) hold. LetL be the set of nested odd
partitions allowed by C with the partition κ . Let M = {i|cii = 0} and Q = 〈n〉 \ M .
Set Cˆ = CQ, Jˆ = ⊕λ∈σ(J )\{0} J (λ), Kˆj = Kj ∩ Q, κˆ = (Kˆ1, Kˆ2, . . . , Kˆk) (with
any sets which are empty left out) and Lˆ be the set of nested odd partitions formed
by replacing each set in each partition by its intersection with Q (and leaving out any
partitions which now consist of only empty sets). Since C is permutationally similar
to Cˆ ⊕ C(0) and J is permutationally similar to Jˆ ⊕ J (0), it is easy to see that Cˆ
is a reorganization of Jˆ with respect to κˆ . For ease of notation, we will assume that
the of the rows and columns of Cˆ keep the same labelling as they had in C. If CKi
is a 1 × 1 zero block, then Kˆi = ∅. If CKi corresponds to a self conjugate Frobenius
collection, then Cˆ
Kˆi
still corresponds to a self conjugate Frobenius collection since
we have merely removed the Jordan blocks corresponding to the eigenvalue 0. Thus
(i) and (ii) of Theorem 4.9 are clearly satisfied. Again by observing that we have
merely removed the rows and columns corresponding to the eigenvalue zero, we see
that since Definition 4.6 is satisfied for C with respect to κ andL, it will be satisfied
for Cˆ with respect to κˆ and Lˆ.
By Theorem 4.9 there exists a seminonnegative matrix B with Jordan form Jˆ . Let
A = B ⊕ J (0). Then A is a seminonnegative matrix with Jordan form J .
(b)⇒(a): Let A be a seminonnegative matrix with Jordan form J . Choose κ =
(K1,K2, . . . , Kk) so that Aκ is in Frobenius normal form. LetL be the nested split-
level partitions of A. Notice that we can choose the ordering of the Ki so that if L
is any nonempty set in a partition inL, then L is the union of Kis with consecutive
indices.
For each i ∈ 〈k〉, we can choose a matrix SKi so that S−1Ki AKiSKi is in Jordan
canonical form, and moreover, since the columns of SKi are the right generalized
eigenvectors of the real matrix AKi , they can be set up so that the generalized eigen-
vectors corresponding complex eigenvalues are complex conjugate pairs. Let Sκ be
the matrix formed by taking the direct sum of the SKi . Let B = S−1AS. Notice that
BKiKj = S−1Ki AKiKj SKj . Thus BKiKj /= 0 if and only if AKiKj /= 0, and in particular
Bκ is block lower triangular. The submatrix BKi is the Jordan form of AKi . Notice
that if L is a set in a partition of L, then L is the union of a collection of Kj so
BL = (SL)−1ALSL.
Set
Ki(λ) = {j ∈ Ki |bjj = λ}
Then we have chosen the columns of SKi so that SKiKi(λ) = SKiKi(λ), and
hence BKi(λ)Kj (µ) = (S−1)Ki(λ)KiAKiKj SKjKj (µ) = (S−1)Ki(λ)KiAKiKj SKjKj (µ) =
BKi(λ)Kj (µ). Hence Bκ(λ) = Bκ(λ).
In order to create a reorganization C of the Jordan canonical form of A we will use
similarity transformations to change B into a matrix C such that cii /= cjj implies
cij = cji = 0, while maintaining the properties we need which are already exhibited
by B. Let Q be any matrix such that QKi = BKi , for all i ∈ 〈k〉, QKi(λ)Kj (µ) =
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QKi(λ)Kj (µ), and Qκ is block lower triangular. Fix s, t ∈ 〈k〉 with s > t . Let α ∈
σ(BKs ) and β ∈ σ(BKt ) with β /= α. It is well known (see for example [7, Lemma
4.1.2]), that in this instance there exists a unique solution V = V (α, β) to the equa-
tion
QKs(α)Kt (β) = QKs(α)V − VQKt(β).
Let T = T (α, β) be the identity matrix with the (Ks(β),Kt (α))-block of zeros re-
placed with V . Let U = TQT −1. Then for all i, j ∈ 〈k〉, λ ∈ σ(QKi ), and µ ∈
σ(QKj ),
UKi(λ)Kj (µ) =


QKi(λ)Kj (µ) if Ki(λ) /= Ks(α)
and Kj(µ) /= Kt(β)
0 if Ki(λ) = Ks(α)
and Kj(µ) = Kt(β)
QKi(λ)Kj (µ) − QKi(λ)Ks(α)V if Ki(λ) /= Ks(α)
and Kj(µ) = Kt(β)
QKi(λ)Kj (µ) + VQKt(β)Kj (µ) if Ki(λ) = Ks(α)
and Kj(µ) /= Kt(β)
We point out that if QKi(λ)Kj (µ) /= UKi(λ)Kj (µ) and UKi(λ)Kj (µ) /= 0, then either
• j = t, µ = β, QKi(λ)Ks(α) /= 0 and QKs(α)Kt (β) /= 0. Since Qκ is block lower
triangular, this can only happen if i > s > t . In particular, if QKi(λ)Kj (µ) = 0 and
UKi(λ)Kj (µ) /= 0, then the nonzero is created below the sth row.• i = s, λ = α, QKt (β)Kj (µ) /= 0 and QKs(α)Kt (β) /= 0. This can only happen if s >
t > j . In particular, if QKi(λ)Kj (µ) = 0 and UKi(λ)Kj (µ) /= 0, then the nonzero is
created to the left of the t th column.
Notice that
QKs(α)Kt (β) = QKs(α)V − VQKt(β)
and hence V satisfies (and is the unique solution to)
QKs(α)Kt (β) = QKs(α)V − VQKt(β).
Thus V (α, β) = V (α, β).
Begin with t = 1, s = 2, β ∈ σ(BK1) and α ∈ σ(BK2) with β /= α. If BK2(α),K1(β)
/= 0, we want change the BK2(α),K1(β) block into a block of zeros, while maintaining
the other properties of our matrix. The conjugacy property is the trickiest to keep
track of. Let Q = B above and set T = T (α, β), R = T (α, β), S = T (α, β) and
W = T (α, β). If β and α are real, set X = TQT −1. If β is real and α is not real then
we need to apply two transformations in order maintain this conjugacy property. Set
X = RTQT −1R−1. If β is not real and α is real then we again need to apply two
transformations in order maintain our conjugacy property. Set X = STQT −1S−1.
If β and α are both not real and α /= β, set X = WRSTQT −1S−1R−1W−1. If
α = β set X = WTQT −1W−1. We leave it to the interested reader to verify that
(XKi(λ)Kj (µ)) = XKi(λ)Kj (µ) and XK2(α)K1(β) = 0.
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Repeating this process with Q updated to be the new matrix each time, and work-
ing through the eigenvalues α ∈ σ(K2), β ∈ σ(K1) with α /= β, we can create a
matrix Y such that YK2(λ)K1(µ) = 0 whenever λ /= µ and YKi(λ)Kj (µ) = YKi(λ)Kj (µ)
for all i, j ∈ 〈k〉, λ ∈ σ(BKi ) and µ ∈ σ(BKj ). Moreover YKiKj is only nonzero if
there is a path from Ki to Kj in R(A).
Working as above with s = 3 and t = 2, then s = 3 and t = 1, we can create
a matrix Z such that for t = 1, 2, the submatrix ZK2(λ)Kt (µ) = 0 whenever λ /= µ
and ZKi(λ)Kj (µ) = ZKi(λ)Kj (µ) for all i, j ∈ 〈k〉, λ ∈ σ(BKi ) and µ ∈ σ(BKj ). Also
observe that ZKiKj is only nonzero if there is a path from Ki to Kj in R(A).
We can continue working as described by increasing s by one each time and
setting t = s − 1, then t = s − 2, . . . , down to t = 1. Since any nonzeros created
are to the left or below the (s, t)-block, we will not destroy any of the zeros already
created, and eventually we will construct a matrix C, which is similar to B, and such
that cii /= cjj implies cij = cji = 0 for all i, j ∈ 〈n〉. Tracing the affect of these
similarities carefully we see that Cκ(λ)) = Cκ(λ) and CKiKj /= 0 implies that Ki
has access to Kj in R(A).
Notice that C is indeed a reorganization of J . Clearly C satisfies (a)(i). Proper-
ty (a)(ii) follows from [26, Theorem 5.1]. We now claim that (a)(iii) follows from
Observation 3.8 for the nested split-level partitions L of A. It is easy to see that
L is a set of nested odd partitions of n. Let  be any partition in L. Write  =
(L1, L2, . . . , Lt ) and for each i ∈ 〈t〉, set Pi = {j |Kj ∩ Li /= ∅}. Set P = ⋃ti=1Pi,
and τ = ⋃ti=1Li. Then Cτ is similar to Aτ , and CKiKj is nonzero only if there
is a path from Ki to Kj in R(ρ(Aτ )I − Aτ ). Moreover ρτ = ρ(Cτ ) = ρ(Aτ ) and
mτ = Indexρτ (Cτ ) = Indexρτ (Aτ ). Hence by Observation 3.8 and the construction
of the nested split-level partition of A, we have that
(a) t = 2mτ + 1,
(b) Li = ⋃j∈PiKj ,(c) If j ∈ P and ρ(CKj ) = ρ(AKj ) = ρτ , then j ∈ Pi where i is even.
(d) If j ∈ P and ρ(CKj ) = ρ(AKj ) < ρτ , then j ∈ Pi where i is odd.
(e) If j, l ∈ P with j /= l and CKjKl /= 0, then there is a path from Kj to Kl in
R(ρ(Aτ )I − Aτ ), and hence j ∈ Pq and l ∈ Pr where q  r and if q = r then
q must be odd.
Thus C satisfies the conditions listed in part (a) of our theorem. 
We encourage the reader to look at Examples 2.5 and 4.7. The matrix A in Ex-
ample 2.5 was formed using the algorithm of this proof from the Jordan form J in
Example 4.7, hence the Jordan form of A is J .
This theorem identifies Jordan matrices which are similar to eventually nonnega-
tive matrices with certain properties, namely the seminonnegative matrices. It would
also be interesting to look at eventually nonnegative matrices outside of this class
and determine the structure of their eigenvalues and eigenvectors. The conditions on
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the classes of a seminonnegative matrix give us the powerful property of that each
diagonal block has a positive right eigenvector. Without this property our method
for creating nonnegative subdiagonal blocks does not work. Another method will be
needed in this case.
We conclude our paper with the observation that if the diagonal blocks are non-
negative, then our theorem can also be applied to nonnegative matrices.
Theorem 4.11. Let J be an n × n matrix in Jordan canonical form. The following
are equivalent:
(a) There exists an ordered partition κ = (K1,K2, . . . , Kk) of 〈n〉 and a reorgani-
zation C of J with respect to κ such that:
(i) For each nonzero λ ∈ σ(J ), Cκ(λ¯) = Cκ(λ).
(ii) For each i ∈ 〈k〉, CKi is the Jordan form of an irreducible nonnegative ma-
trix, or CKi is a 1 × 1 zero matrix.
(iii) C with the partition κ allows a set of nested odd partitions of n.
(b) There is a nonnegative matrix A with Jordan form J .
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