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Abstract
In this paper, we construct a new unpredictable function. Our approach is based on adapting the concept of
symbolic dynamics to introduce a map on the space of infinite sequences generated by the discrete distribution.
We show that there exists an unpredictable sequence on the space and then use the sequence to construct an
unpredictable function.
Keywords: Discrete finite distribution, Bernoulli process, Coin tossing, Poincaré chaos, Unpredictable se-
quence, Unpredictable function
1 Introduction and preliminaries
A special type of Poisson stable orbit called an unpredictable trajectory, which leads to Poincaré chaos in the
quasi-minimal set, was introduced in the paper [1]. Moreover, the papers [2, 3, 4, 5] were concerned with the
unpredictable solutions of various types of quasi-linear differential equations in which the matrix of coefficients
admits eigenvalues all with nonzero real part. In the present study, we develop a new type of unpredictable
function benefiting from the dynamics associated with the discrete distribution [6]. We consider the process
with a finite number of possible outcomes to generate an unpredictable sequence. The sequence is then used
to construct a continuous unpredictable function.
Let (X, ρ) be a metric space, where X is a nonempty set and ρ : X ×X → [0,∞) is a metric. A mapping
π : Z×X → X is called a flow on X if [9]:
i. π(0, x) = x for all x ∈ X ,
ii. π(t, x) is continuous in the pair of variables t and x,
iii. π(t1, π(t2, x)) = π(t1 + t2, x) for all t1, t2 ∈ Z and x ∈ X .
Suppose that π is a flow on X . A point x ∈ X is positively Poisson stable if for any neighborhood N of x
and for any s1 > 0 there exists t ≥ s1 such that π(t, x) ∈ N . On the other hand, x ∈ X is negatively Poisson
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stable if for any neighborhood N of x and for any s2 < 0 there exists t ≤ s2 such that π(t, x) ∈ N . Moreover,
A point x ∈ X is Poisson stable if it is both positively Poisson stable and negatively Poisson stable [8].
The definition of an unpredictable point and trajectory is as follows.
Definition 1.1 ([1]) A point x ∈ X and the trajectory through it are unpredictable if there exist a positive
number ε0 (the unpredictability constant) and sequences {tn}, {τn} both of which diverge to infinity such that
π(tn, x)→ x as n→∞ and ρ(π(tn + τn, x), π(τn, x)) ≥ ε0 for each n ∈ N.
The next definitions are concerned with unpredictable sequences and functions.
Definition 1.2 ([4]) A bounded sequence {κl}, l ∈ Z, in Rp is called unpredictable if there exist a positive
number ε0 and sequences {ζn}, {ηn}, n ∈ N, of positive integers both of which diverge to infinity such that
‖κl+ζn − κl‖ → 0 as n → ∞ for each i in bounded intervals of integers and ‖κζn+ηn − κηn‖ ≥ ε0 for each
n ∈ N.
Definition 1.3 ([2]) A uniformly continuous and bounded function v : R→ Rp is unpredictable if there exist
positive numbers ε0, δ and sequences {tn}, {un} both of which diverge to infinity such that v(t + tn) → v(t)
as n → ∞ uniformly on compact subsets of R and ‖v(t + tn) − v(t)‖ ≥ ε0 for each t ∈ [un − δ, un + δ] and
n ∈ N.
Consider a metric space (Ω, δ), where δ is a metric and Ω is a set consisting of a finite number of distinct
elements ω1, ω2, . . . , ωm in which m ≥ 2 is a natural number. Let us denote
ε0 = min {δ(ωk, ωl) : k, l = 1, 2, ...,m, k 6= l} .
It is clear that ε0 > 0.
Define in Ω a discrete distribution in, n = 1, 2, . . ., such that in are independent random variables for each
n, and suppose that P (ωk) = 1/m for each k = 1, 2, . . . ,m, where P is a probability measure. For the sake of
convenience, in what follows we denote the result as
Fi1i2...in... =
{
ik : ik = ω1, ω2, ..., ωm, k = 1, 2, . . .
}
and the collection of all results as
F+ =
{
Fi1i2...in... : ik = ω1, ω2, ..., ωm, k = 1, 2, . . .
}
.
Next, let us define the bi-infinite sequences
F...i−2i−1.i0i1i2...in... =
{
ik : ik = ω1, ω2, . . . , ωm, k ∈ Z
}
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such that for each fixed integer k the sequence
Fikik+1... =
{
ij : ij = ω1, ω2, . . . , ωm, j ≥ k, k ∈ Z
}
is a member of F+, and let
F =
{
F...i−2i−1.i0i1i2...in... : ik = ω1, ω2, . . . , ωm, k ∈ Z
}
be the set of all of these sequences.
In the notation F...i−2i−1.i0i1i2...in..., we call i0 the initial term and ik, k ∈ Z, k 6= 0, the k
th term of the
sequence.
We define a metric d : F × F → [0,∞) through the equation
d(F...i−2i−1.i0i1i2..., F...j−2j−1.j0j1j2...) =
∞∑
k=−∞
δ(ik, jk)
2|k|
,
and introduce the shift map ϕ : F → F such that
ϕ(F...i−2i−1.i0i1i2...ik...) = F...i−2i−1i0.i1i2i3...ik....
It is worth noting that the initial term of ϕ(F...i−2i−1.i0i1i2...ik...) is i1. The map ϕ is continuous and the metric
space F is compact [10].
The crucial idea in the present paper is that a single iteration of the shift map is an event of the stochastic
process. For instance, it is a coin tossing for the Bernoulli process.
2 Unpredictable sequences
In the following theorem we show that the dynamics (F , d, ϕ) is capable of characterizing unpredictable orbits.
Theorem 2.1 The dynamics (F , d, ϕ) admits an unpredictable orbit.
Proof. In order to show that the map ϕ possesses an unpredictable point in F , without loss of generality,
we consider a particular case of the space when m = 2, ω1 = 0, ω2 = 1, and δ(ω1, ω2) = |ω1 − ω2|. So,
we need a collection of finite sequences irk, r ∈ N, k = 1, 2, . . . , 2
r, consisting of 0’s and 1’s. Let us use the
notations i11 = (0) and i
1
2 = (1) for the sequences of length 1. For each natural number r, we recursively
define ir+12k−1 = (i
r
k0) and i
r+1
2k = (i
r
k1), k = 1, 2, . . . , 2
r, where ir+12k−1 and i
r+1
2k are obtained by respectively
inserting 0 and 1 to the end of the sequence irk of length r. For instance, i
2
1 = (i
1
10) = (00), i
2
2 = (i
1
11) = (01),
i23 = (i
1
20) = (10), and i
2
4 = (i
1
21) = (11) are the sequences of length 2.
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is dense in F .
In the remaining part of the proof, we will show that Fi∗ is an unpredictable point of the dynamics (F , d, ϕ).
For each n ∈ N, there exists ν ∈ N such that i2n+22ν−1 = (i
∗
−n . . . i
∗
0 . . . i
∗
n0) and i
2n+2
2ν = (i
∗
−n . . . i
∗
0 . . . i
∗
n1).
Accordingly, one can confirm the existence of a sequence {tn} satisfying tn ≥ n+
∑2n+1
j=1 j2
j−1, n ∈ N, such
that for each k with −n ≤ k ≤ n the kth terms of the sequences ϕtn(Fi∗) and Fi∗ are equal. Hence, we have
d(ϕtn(Fi∗), Fi∗) ≤ 1/2
n−1 so that ϕtn(Fi∗) → Fi∗ as n → ∞. Therefore, Fi∗ is positively Poisson stable [9].
Similarly, it can also be verified that Fi∗ is negatively Poisson stable. Thus, F is a quasi-minimal set [9].
Now, assume that there exists a natural number n such that the kth terms of the sequences ϕtn+n+1(Fi∗)
and ϕn+1(Fi∗) are equal for each k ≥ 0. In this case, for k ≥ −n the kth terms of ϕtn(Fi∗) and Fi∗ are the
same. This is a contradiction since the sequence Fi∗ is not eventually periodic. Therefore, for each n ∈ N,
there exists an integer τn ≥ n+1 such that the initial terms of ϕtn+τn(Fi∗) and ϕτn(Fi∗) are different. Hence,
d(ϕtn+τn(Fi∗), ϕ
τn(Fi∗)) ≥ 1 for each n ∈ N, and Fi∗ is an unpredictable point in F . 
Because the trajectory {ϕk(Fi∗) : k ∈ Z} of the sequence Fi∗ introduced by (2.1) in the proof of Theorem
2.1 is dense in the quasi-minimal set F , the dynamics on F is Poincaré chaotic according to Theorem 3.1
presented in paper [1]. Moreover, there are infinitely many unpredictable sequences in the set. From this
discussion it implies that any numerical simulation of a discrete finite distribution is an approximation of
an unpredictable sequence. This is in the base of the construction of an unpredictable function in the next
section.
3 An unpredictable function
Consider the Bernoulli process with m = 2, ω1 = a, ω2 = b, and δ(ω1, ω2) = |a − b|, where a and b are real
numbers, and take into account the corresponding dynamics (F , d, ϕ). According to Theorem 2.1, there is
an unpredictable sequence {ik} , ik = a, b, k ∈ Z, in the sense of Definition 1.2, i.e., there exist sequences
{ζn} , {ηn} both of which diverge to infinity such that |ik+ζn − ik| → 0 as n → ∞ for each k in bounded
intervals of integers and |iζn+ηn − iηn | ≥ ε0 for each n ∈ N, where ε0 = |a− b|/2.
Consider the following integral
χ(t) =
∫ t
−∞
e−2(t−s)π(s)ds, t ∈ R, (3.2)
where π(t) is the piecewise constant function defined on the real axis through the equation π(t) = ik, t ∈
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[k, k + 1), k ∈ Z. It is worth noting that χ(t) is bounded on the whole real axis such that sup
t∈R
|χ(t)| = M =
max (|a|, |b|)/2.
Next, we will show that χ(t) is an unpredictable scalar function. Consider a fixed bounded and closed
interval [α, β], of the axis and a positive number ε. Without loss of generality one can assume that α and
β are integers. Let us fix a positive number ξ and an integer γ < α, which satisfy the following inequal-
ities 2Me−2(α−γ) < ε2 and ξ[1 − e
−2(β−γ)] < ε. Let n be a sufficiently large natural number such that
|π(t+ ζn)− π(t)| < ξ on [γ, β]. Then for all t ∈ [α, β] we obtain that
|χ(t+ ζn)− χ(t)| =
∣∣∣∣
∫ t
−∞
e−2(t−s)(π(s+ ζn)− π(s))ds
∣∣∣∣
≤
∫ γ
−∞
e−2(t−s) |π(s+ ζn)− π(s)| ds+
∫ β
γ
e−2(t−s) |π(s+ ζn)− π(s)| ds
≤
∫ γ
−∞
e−2(t−s)2ds+
∫ β
γ
e−2(t−s)ξds
≤ 2Me−2(α−γ) +
ξ
2
[1− e−2(β−γ)]
<
ε
2
+
ε
2
= ε.
Thus, |χ(t+ ζn)− χ(t)| → 0 as n→∞ uniformly on the interval [α, β].
Let us fix a number n and consider two alternative cases: (i) |χ(ηn + ζn) − χ(ηn)| <
ǫ0
8 and (ii) |χ(ηn +
ζn)− χ(ηn)| ≥
ǫ0
8 .
(i) There exists a positive number κ < 1 such that e−2κ = 23 . Using the relation
χ(t+ ζn)− χ(t) = χ(ηn + ζn)− χ(ηn) +
∫ t
ηn
e−2(t−s)(π(s+ ζn)− π(s))ds (3.3)
we obtain that
|χ(t+ ζn)− χ(t)| ≥ |
∫ t
ηn
e−2(t−s)|π(s+ ζn)− π(s))|ds − |π(ηn + ζn)− π(ηn)| ≥
∫ t
ηn
e−2(t−s)ǫ0ds−
ǫ0
8
≥
ǫ0
2
(1− e−2κ)−
ǫ0
8
=
ǫ0
24
for t ∈ [ηn + κ, ηn + 1).
(ii) There exists a positive number κ < 1 such that 1− e−2κ = ǫ012 . From the relation (3.3) we get
|χ(t+ ζn)− χ(t)| ≥ |χ(ηn + ζn)− χ(ηn)| − |
∫ t
ηn
e−2(t−s)(π(s+ ζn)− π(s))ds| ≥
ǫ0
8
−
∫ t
ηn
e−2(t−s)2ds ≥
ǫ0
8
− [1− e−2κ] =
ǫ0
24
for t ∈ [ηn, ηn + κ).
Thus, χ(t) is an (strongly) unpredictable function.
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In Figure 1 we depict the unpredictable function χ(t) defined by equation (3.2). For the simulation, we
use the function π(t) = ik, t ∈ [µ(k − 1), µk), µ = 0.1, k ∈ N. The sequence ik is generated randomly such
that ik = 0, 1 for each k = 1, 2, . . ..
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Figure 1: Time series of the unpredictable function χ(t)
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