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Abstract—Image steganalysis is a special binary classification
problem that aims to classify natural cover images and suspected
stego images which are the results of embedding very weak secret
message signals into covers. How to effectively suppress cover im-
age content and thus make the classification of cover images and
stego images easier is the key of this task. Recent researches show
that Convolutional Neural Networks (CNN) are very effective to
detect steganography by learning discriminative features between
cover images and their stegos. Several deep CNN models have
been proposed via incorporating domain knowledge of image
steganography/steganalysis into the design of the network and
achieve state of the art performance on standard database.
Following such direction, we propose a novel model called
Cover Image Suppression Network (CIS-Net), which improves the
performance of spatial image steganalysis by suppressing cover
image content as much as possible in model learning. Two novel
layers, the Single-value Truncation Layer (STL) and Sub-linear
Pooling Layer (SPL), are proposed in this work. Specifically,
STL truncates input values into a same threshold when they
are out of a predefined interval. Theoretically, we have proved
that STL can reduce the variance of input feature map without
deteriorating useful information. For SPL, it utilizes sub-linear
power function to suppress large valued elements introduced by
cover image contents and aggregates weak embedded signals
via average pooling. Extensive experiments demonstrate the
proposed network equipped with STL and SPL achieves better
performance than rich model classifiers and existing CNN models
on challenging steganographic algorithms.
Index Terms—Steganalysis, steganography, convolutional neu-
ral network, cover image content suppression.
I. INTRODUCTION
As the development of social media, huge amount of digital
images are uploaded to internet every day. The proliferation of
digital images on the internet provide intended users accessible
media for criminal purpose easily. Image steganography, the
science and art to hide secret messages into images by slightly
modifying their pixels/coefficients, is one of key methods
for covert communication with digital images [1-8]. As a
counterpart of image steganography, image steganalysis is
the technique to reveal the presence of secret message in a
digital image [9-14]. Because of its importance of information
security, image steganalysis has been developed greatly in
recent years [15-16].
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Steganalysis for natural images in spatial domain proves
to be a difficult task. Modern steganographic algorithms [2-
8] embed secret messages into cover images by modifying
each pixel of a cover image with a very small amplitude
(±1). Furthermore, the STC embedding scheme [17] enables
steganographers to change pixels located in those complex,
cluttered or noisy regions, which are difficult to be accurately
modeled by statistical methods. Previous researches [11,18]
indicated that it is difficult to learn discriminative features to
classify cover images and their stegos when they are fed into
a binary classifier directly. Consequently, designing effective
features and learning methods that both preserve the embedded
message and suppress the cover image content are essential for
image steganalysis. In [11], the author proposed to model the
differences between adjacent pixels rather than original val-
ues for feature extraction. This operation actually suppresses
the cover image content by removing their low frequency
components and thus obtain a great detection improvement
to LSB matching steganography. Extending this approach,
Fridrich in [12-13] proposed the Spatial Rich Model (SRM)
method that uses thirty linear and nonlinear high-pass filters
to extract noise residuals from input covers and stegos. With
paired training method, i.e. cover images and their stegos are
input to the classifier simultaneously, SRM learns a subset of
features most sensitive to message embedding for steganalysis.
Same idea is also used in Projection-SRM (PSRM) [14],
which utilizes many different random vectors to project cover
images and their stegos into low dimensions, in order to
highlight hidden message and suppress cover image content
as much as possible. Although many efforts have been put to
design features for image steganalysis, it is still hard to detect
steganography accurately and move them into real applications
[19].
The development on deep convolutional neural network has
opened a new gate for image steganalysis. Recent progresses
of CNN on image related tasks [20-24] have demonstrated
its powerful ability to describe the distribution of natural
images. This ability, however, can be used to model statistical
differences between natural cover images and unnatural stego
images. Additionally, CNN deep architecture with convolution,
pooling and nonlinear mapping provides steganalyzers larger
space to extract more effective features than hand-crafted
ones [25]. For these reasons, many CNN models have been
proposed for image steganalysis in recent years. Tan in [26]
firstly proposed a stacked auto-encoder network to detect
steganography. Results in their paper showed that a CNN
model suitable for image recognition may not be applicable
to image steganalysis directly. In [27], Qian et al. proposed a
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new neural network equipped with fixed KV high-pass filtering
layer and Gaussian action function to detect steganography.
This is the first deep learning based steganalyzer that uses
domain knowledge of steganalysis, i.e. design special layers
to suppress cover image content. Along this direction, Xu
[28] proposed a new CNN model which contains absolute
value layer, batch normalization layer, TanH layer and 1 × 1
convolutional layer. The purpose of these designs is to make
the network specialized to the image steganalysis task and
prevent overfitting. Following the Xu-network, Li in [29]
extended the model with diverse activation modules and
made the network achieve much better performance. Wu et
al. in [30-31] proposed to use residual connections in a
steganalytic network and obtained low detection error rates
when cover images and their stegos are trained and tested in
pairs. Different from previous models that only use one fixed
kernel to suppress cover content, Ye et al. in [32] utilized
all thirty SRM high-pass filters in first layer of their network.
Additionally, the author proposed a linear truncation layer and
a module to incorporate the selection channel information into
the design, obtaining significant performance improvement
to classic SRM steganalyzer. Recently, Wang in [33] and
Boroumand in [34] proposed two clean end-to-end architec-
tures to detect steganography with residual learning. Without
any pre-calculated convolutional layers, both networks can
automatically learn out high-pass filters to suppress cover
image content.
In parallel with steganalysis in spatial domain, deep learning
based steganalyzer for JPEG images is also developed in recent
years. Based on Xu-network, Chen in [35] and Zeng in [36]
replaced the KV kernel with JPEG-phase-aware filters, such
as DCT basis patterns and 2D Gabor filters, for suppressing
JPEG image content. In [37], Xu proposed a deep residual
network with fixed DCT preprocessing filters for JPEG image
steganalysis. Use a same end-to-end model to the spatial
domain case, Boroumand [34] trained the network with JPEG
images and achieved the state of the art performances on the
BOSS database. In summary, either the model with predefined
or automatically learned kernels, how to effectively suppress
cover image content without destroying the existence of em-
bedded message is central for spatial and compressed domain
steganalysis with deep neural networks.
Although many efforts have been put to incorporate the
domain knowledge of steganalysis into the design of CNN
model, how to effectively suppress cover image content is not
fully explored. Along this research direction, we propose two
novel layers, Single-value Truncation Layer (STL) and Sublin-
ear Pooling Layer (SPL), for cover image content reduction.
For STL, it truncates input data into a predefined interval
using a same threshold, which is different from a general
truncation linear layer that rounds off a large/small value into
two different (positive/negative) thresholds. Intuitively, STL
can reduce the variance introduced by out-interval elements
whose values are truncated with two different thresholds. The
assumption is supported by mathematical analysis based on
the distribution of natural image pixels. For SPL, it uses the
sublinear power function, a function whose power factor is
smaller than 1, for cover image content suppression. To avoid
destroying the embedded message, SPL aggregates the feature
map with average pooling before sublinear suppression. By
unifying STL and SPL in a single model, a novel neural
network called Cover Image Suppression Network (CIS-Net)
is proposed in this paper. Experiments on some challenging
steganographic algorithms have demonstrated the superiority
of CIS-Net over classic SRMs and existing CNN based ste-
ganalyzers. Based on proposed network, we also explore the
possibility that a well-learned CNN model is able to roughly
estimate embedding probability map of given steganographic
algorithm.
The rest of the paper is organized as follows. In section
II, we introduce the proposed network for image steganalysis
in details. The proposed STL and SPL are described and
analyzed in this section. In section III, we conduct several
experiments on standard database to demonstrate the effective-
ness of proposed network over existing hand-crafted methods
and deep learning based method. In the same section, we
use the Classification Activation Map (CAM) [38] technique
to draw attentional maps learned by CIS-Net for different
steganographic algorithms and compare them with ground
truth message embedding probability maps. The paper is
finally closed with the conclusion in section IV.
II. PROPOSED NETWORK
In this section, we introduce the proposed CIS-Net model
for image steganalysis. Firstly, the overall architecture of CIS-
Net is described in details. Then, we introduce the proposed
single-value truncation and sublinear pooling, and explain their
rationality for image steganalysis based on theoretical analysis
and experiments.
A. Overall Architecture
As illustrated in Fig.1, the proposed network contains a
preprocessing block, a feature fusion block, two Type-1 blocks
and two Type-2 blocks. These building blocks are described
in details as follows:
Preprocessing block: The block contains several 5 × 5
High Pass Filters (HPF) and a STL to preprocess input
images. It is noted that image steganalysis is to classify
cover images and stego images which are results of adding
cover images with very weak high frequency message signal,
thus to preprocess input images to make the classification
easy is necessary. Specifically, we follow Ye-network’s [32]
design that use several SRM high pass filters to remove low
frequency components and a truncation layer to further filter
out those large elements in the cover image. However, there
are two main differences between the proposed network and
Ye-network. For the first, we refine SRM filters and only select
twenty of them for high frequency components extraction.
Among all thirty SRM filters, we find the 4-th order HPFs
are not beneficial for the effectiveness of our model and
they are discarded in the design. The selected high pass
filters are shown in Fig.2. For the second, rather than use
a traditional truncation method, we propose a new single-
valued truncation layer to filter out large elements of cover
images. The main advantage of the single-valued truncation is
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Fig. 1: The proposed CIS-Net model for image steganalysis. The whole architecture consists of a preprocessing block, a
feature fusion block, two Type-1 blocks and two Type-2 blocks.The preprocessing block suppresses cover image content by
extracting high frequency components and using a single-valued truncation layer. The feature fusion block combines different
preprocessed information for the following processing. Two Type-1 and Type-2 blocks learn discriminative features for image
steganalysis through the suppression of cover image content and the aggregation of embedded message signal.
that it can reduce the dynamic range of cover image content
compared to traditional truncation method, without destroying
preserved information. Details about the method can be found
in part B of this section.
Feature fusion block: The block bridges image preprocess-
ing block and the following feature learning blocks. Several
3 × 3 convolutional layers in the block fuse different high
frequency components extracted from the preprocessed block
together and augment features into higher dimensions. Instead
of using popular ReLU activation layer, we use a Parametric
ReLU (PReLU) after the convolutional layer since it allows
information in the negative region pass through the layer,
which avoids information loss caused by the ReLU layer.
Type-1 block: Each block uses a unit containing a convo-
lutional layer, a ReLU activation layer and an average pooling
layer to extract discriminative feature for image steganalysis.
The design is motivated by VGG-net [39] which recursively
use 3 × 3 convolutional kernels and pooling layers in the
network. In the block, there are no batch normalization layers
since they may make training be unstable when the mean and
variance are not accurately estimated [25].
Type-2 block: Each block consists of a 3×3 convolutional
layer, a ReLU activation layer and a sublinear pooling layer.
With the help of the proposed sublinear pooling layer (details
are introduced in part C of this section), the Type-2 block
learns discriminative features from input feature maps by
simultaneously aggregating embedded message signal and sup-
pressing cover image content. In order to summarize message
information across the whole stego image, we force that the
(a) Second order and third order high pass filters
(b) KB, KV filters and their variations
Fig. 2: Twenty high pass kernels selected from SRM filters as
the HPF layers in the proposed CIS-Net.
second Type-2 block to uses a large kernel sublinear pooling
(kernel size is 64 × 64). In addition, the dilated convolution
[40] is utilized in this block in order to extract long range
correlation from input features.
To summarize, the proposed CIS-Net uses a series of
methods to suppress cover image content and preserve em-
bedded message in the network design. All the number of
convolutional kernels in the network are optimized based on
the task.
B. Single-valued Truncation
Truncating data into predefined interval proves to be useful
either for traditional hand-crafted feature based steganalysis
[11-13] or deep learning based steganalysis [25,32]. Compared
with cover image content, signal introduced by embedded
message is usually low-amplitude. Thus, truncation can filter
out cover image content whose elements are usually large am-
plitude without destroying secret message greatly. In addition,
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truncation can reduce the dynamic range of input feature map,
making the modeling of data’s distribution easier [12]. In this
subsection, we propose an effective data truncation method for
image steganalysis. The method is featured that it preserves
the signal of embedded message while reduces the variance
of truncated elements.
1) Motivation: in [12,32], truncation is defined as the
following equation:
Trunc(x) =
 −T, x < −Tx, −T ≤ x ≤ T
T, x > T
(1)
where T is a predefined positive threshold. The Trunc(·)
function preserves elements in the interval [−T, T ] while maps
all other elements into two different values (we call it bi-valued
truncation in this paper): T for those larger than the predefined
positive threshold and −T for those smaller than the negative
threshold. Generally, elements of high pass filtered images are
symmetrically distributed across zero [41], thus the mean of
feature map is zero. Based on such conclusion and Eq.(1), we
can write the variance of feature map after bi-valued truncation
into three parts:
σ2b =
∫ −T
−∞
(−T )2p(x)dx+
∫ T
−T
x2p(x)dx+
∫ +∞
T
T 2p(x)dx
(2)
where σ2b is the element variance after bi-valued truncation,
p(x) denotes the probability distribution of the element x
after high pass filtering. In Eq.(2), the first term and third
term are introduced by two truncated thresholds, while the
second term is introduced by preserved elements in [−T, T ].
Nevertheless, two truncated values T and −T do not provide
any useful information for the classification of cover images
and stego images, but they increase the variance of feature map
by adding the first term and third term in Eq.(2). To reduce the
influence of such artificially introduced terms, we propose a
novel truncation method called single-valued truncation which
is defined as:
STL(x) =
{
T, |x| > T
x, −T ≤ x ≤ T (3)
The main difference between single-valued truncation and bi-
valued truncation is that all elements out of the predefined
interval [−T, T ] are mapped to a same threshold T . The
variance of feature map element after single-value truncation
can be written as:
σ2s =
∫ −T
−∞
(T − µs)2p(x)dx+
∫ T
−T
(x− µs)2p(x)dx
+
∫ +∞
T
(T − µs)2p(x)dx
(4)
where σ2s and µs represent the element variance and mean
after single-valued truncation respectively. For a symmetrically
distributed function p(x), it can easily validate that µs is a
positive value which is smaller than T . Intuitively, we can
conclude that the first term and third term in Eq.(4) are
decreased compared to two terms in Eq.(2). In the following
part, we give a strict proof that σ2s is always smaller than σ
2
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Fig. 3: Standard deviation and training loss curves. The stan-
dard deviation is calculated by 100 randomly selected cover
image which are processed by two truncation methods. For
training loss curves, we use the proposed architecture except
for the different truncation layers to detect S-UNIWARD
steganography at 0.4 bpp. Both bi-value truncation and single-
valued truncation use the same threshold, i.e. T = 5.
2) Theoretic Analysis: In the formulation, we follow the
conclusion of previous researches that each pixel in natural
images processed by mean-0 highpass filters follows the
“generalized Laplace distribution” [41-42]:
p(x) =
1
Z
e−| xs |α (5)
where α and s are two parameters of the distribution, Z is the
normalization constant to make the integral of p(x) be 1. For
bi-valued truncation, its variance σ2b of Eq.(2) can be written
as the following formula based on the above distribution:
σ2b = 2
∫ ∞
T
T 2
Z
e−| xs |αdx+
∫ T
−T
x2
Z
e−| xs |αdx (6)
Based on the symmetrical property of Eq.(5), the mean value
of feature map element µs for single-valued truncation can be
obtained:
µs =
∫ −T
−∞
T
Z
e−| xs |
α
dx+
∫ T
−T
x
Z
e−| xs |
α
dx+
∫ ∞
T
T
Z
e−| xs |
α
dx
= 2
∫ ∞
T
T
Z
e−| xs |
α
dx
(7)
and the variance of Eq.(4) is calculated as:
σ2s = 2
∫ ∞
T
(T − µs)2
Z
e−| xs |
α
dx+
∫ T
−T
(x− µs)2
Z
e−| xs |
α
dx
(8)
After some mathematical operations which is illustrated in
Appendix, the variance σ2s can be rewritten as:
σ2s =
∫ T
−T
x2
Z
e−| xs |αdx+ 2
∫ ∞
T
T 2
Z
e−| xs |αdx− µ2s (9)
Based on Eq.(6) and Eq.(9), the difference between σ2s and σ
2
b
is:
σ2s − σ2b = −µ2s < 0 (10)
Eq.(10) indicates that, for any positive threshold (T > 0), the
variance of element in the feature map after the single-value
truncation is always smaller than the variance after the bi-value
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truncation. The result demonstrates that the proposed single-
valued truncation reduces the variance of traditional bi-valued
truncation without deteriorating those preserved elements in
the interval [−T, T ].
Except for the theoretic analysis, the bi-valued truncation
and single-valued truncation are compared on real images and
steganographic algorithms. We randomly select 100 cover im-
ages from BOSSbase 1.01 and use two truncation methods to
process them. In addition, the proposed model with bi-valued
truncation and single-valued truncation are learned to detect
Spatial UNIversal WAvelet Relative Distortion (S-UNIWARD)
steganography [6] at payload 0.4 bpp. Fig.3(a) shows the
single-valued truncation decreases standard deviations across
all high pass filters, while Fig.3(b) demonstrate that the model
with single-valued truncation converges much faster than the
model with bi-valued truncation.
C. Sublinear Pooling
For deep learning based image steganalysis, it is important
to aggregate weak signal of embedded message. Previous re-
searches [27-32] shows that average pooling is better than max
pooling for image steganalysis since it can effectively merge
embedded message signal in a local region and strengthen
embedded message signal across the whole stego image. How-
ever, average pooling method only focuses on the aggregation
of embedded message but do not take the suppression of
cover image content into account. To overcome this limitation,
we propose a novel pooling method called sublinear pooling
which is depicted by Fig.4. The proposed sublinear pooling
unifies both embedded message aggregation and cover con-
tent suppression in one block. Mathematically, the sublinear
pooling is defined as follows:
SPL(x; γ1, γ2) = f2 (avg_pool (f1(x; γ1)) ; γ2) (11)
where avg_pool denote the average pooling, both f1 and f2
are element-wise sublinear power function f parameterized by
a value γ:
f(x; γ) = |x|γ ◦ sgn(x), 0 < γ ≤ 1 (12)
where | · |, sgn(·) and ◦ represent the element-wise absolute
value, sign function and multiplication. The element-wise
function used in sublinear pooling is motivated by the “gen-
eralized α-pooling” which is proposed in [43]. This design
is easy to be implemented in code and optimized by back-
propagation algorithm. Additionally, power function satisfies
the following inequality:
|x|γ ≤ |x| for |x| ≥ 1, 0 < γ ≤ 1 (13)
This property can be used for cover image suppression when
the parameter is set accordingly.
The main difference between the proposed pooling and aver-
age pooling is that our method adds sub-linear power functions
before (pre-sublinear) and after (post-sublinear) an ordinary
average pooling layer. This change brings two advantages for
image steganalysis:
• Sublinear pooling suppress cover image content adap-
tively. In the proposed pooling method, sublinear power
Fig. 4: Schematic illustration of proposed sublinear pooling
layer. The layer adds the element-wise power function before
and after an average pooling layer. To make the power function
to be sublinear, γ1 and γ2 in the layer should be positive and
smaller than 1.
TABLE I: Detection error rates of proposed model with
averaging pooling and sublinear pooling for training, testing
and their differences on S-UNIWARD steganography at 0.4
bpp. SPL’s parameters, γ1 and γ2, are set to 0.9 and 0.9
according to the experimental results.
Pooling method Training Testing Difference
Average pooling 6.72% 15.11% 8.39%
Proposed SPL 10.76% 14.82% 4.06%
functions decrease values of elements with large ampli-
tudes. The larger the element’s amplitude is, the more
the sublinear function reduces the element. Since large
valued elements are mainly generated by cover image,
sub-linear pooling decreases their amplitudes and thus
suppress cover image content;
• Sublinear pooling aggregates embedded message signal
effectively. In the middle of two sublinear power func-
tions, average pooling in the proposed method merges
message signals from input feature maps that cover image
contents are firstly suppressed by pre-sublinear. Then,
the post-sublinear further reduces the cover image con-
tent in features maps whose embedded message signals
are already augmented by the averaging pooling. Such
“suppression-aggregation-suppression” is more effective
than a single average pooling for image steganalysis.
To validate the effectiveness of proposed pooling method,
we compare training and testing detection error rates of the
proposed architecture on S-UNIWARD steganography at 0.4
bpp in two different cases. In the first case, both Type-1 and
Type-2 blocks use averaging pooling method in the whole
architecture. In the second case, Type-2 blocks use sublinear
pooling in the model as Fig.1 shows. Results in TABLE
I demonstrate that sublinear pooling not only decrease the
detection error rate but also decrease the performance gap
between training set and testing set, indicating our new pooling
method improve the model’s generalization ability to detect
steganagraphic algorithms.
III. EXPERIMENTS
In this section, we conduct extensive experiments to demon-
strate the effectiveness of proposed CIS-network for image
steganalysis. At first, we introduce implementation details of
the proposed model, including parameter setting, optimization
method and model training strategy. Secondly, we validate
the proposed model on challenging steganographic algorithms
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Fig. 5: Ablation study to proposed CIS-Net. (a) Detection error rates of CIS-Net with STL and BTL at different truncation
thresholds. (b) Detection error rates of CIS-Net at different configuration of (γ1, γ2).
and compare it with the state of the art steganalytic methods.
Thirdly, we use Class Activation Mapping (CAM) [38] to
demonstrate that the proposed CIS-Net can extract the selec-
tion channel information effectively even no such information
is provided in the model learning phase. Finally, we conduct
experiments to validate the effectiveness of proposed network
when the database and steganographic algorithms used in
training mismatch that used in testing.
A. Steganographic algorithms and Database
We use the BOSSbase 1.01 database [44] which contains
10,000 uncompressed natural images with the size of 512 ×
512 in all following experiments. For performance evaluation,
the detection error rate PE [11-13] is utilized to measure the
detection ability of steganalytic algorithms:
PE = minPFA
1
2
(PMD + PFA) (14)
where PMD and PFA represents the miss detection probabil-
ity and the false alert probability respectively. Since image
steganalysis is a detection problem, we also evaluate the per-
formance of different steganalytic methods with ROC curves
on selected payloads.
Our experiments are conducted on states of the art
steganographic schemes. Three representatives of adaptive
steganographic algorithms, including the Wavelet Obtained
Weights steganography (WOW) [5], S-UNIWARD [6], and
the HIghpass Low-pass Low-pass steganography (HILL) [7]
are adopted for performance evaluation. For all steganographic
algorithms, we use the MATLAB version rather than the C++
implementation to avoid the problem as [45] that all images
are embedded with a same key.
B. Implementations
We implement our model using Pytorch platform and the
source code can be found at this link. In the implementation,
all the weights in the model except the last fully connected
layer are initialized by He’s “improved Xavie” [46] method:
Wij ∼ N
(
0,
2
on
)
(15)
where N (·, ·) denotes the Gaussian distribution, on represents
the number of output channels of the convolutional layer.
For the fully connected layer, we utilize zero-mean Gaussian
random variable to initialize the weights but the variance is set
to 0.01. This setting is to avoid that the fully connected layer
has a large variance when the “improved Xavie” is used for
initialization (the variance is 1.0), which may make the model
training unstable and hard to converge. The Adam optimizer
[47] is used to update the model’s parameters in the learning
phase. The mini-batch size is set to 16, which contains 8 cover
images and their 8 corresponding stego images.
In our model, all convolutional layers including fully con-
nected layer contain bias. Unlike general methods that just
initialize biases with random values, we calculate the bias of
each convolutional layer based on input cover-stego pairs in
the initialization stage. For the n-th convolutional layer, its
bias bn is set by the following formula:
bn = − 1|S|
∑
i∈S
E
[
vec
(
cxin
)
+ vec
(
cyin
)]
(16)
where cxin and c
yi
n denote the i-th feature map of the n-th
convolutional layer for the cover image x and stego image
y. vec(·) represents the vectorization operator and E(·) is the
expectation. S is the set of cover/stego images for initializing
the bias of convolutional/fully-connected layers. Actually, this
is a mean-only version of shared normalization proposed in
[25]. The advantage of such is that it can conceal the non-
zero mean introduced by the STL and make all feature map
elements distributed across zero, leading to fast convergence.
In our experiment, the size of S is set to 100, which contains
50 randomly selected cover images and their corresponding
stegos from training set.
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TABLE II: Performance comparisons between proposed network and SRM, maxSRM on WOW, S-UNIWARD and HILL
steganography at five different payloads. The BOSSbase 1.01 dataset is used for validation.
Steganography Detection algorithm 0.1 bpp 0.2 bpp 0.3 bpp 0.4 bpp 0.5 bpp
WOW
SRM + ensemble 40.26% 32.10% 25.53% 20.60% 16.83%
maxSRMd2 + ensemble 29.97% 23.39% 18.86% 15.43% 13.06%
The proposed network 29.08% 21.03% 15.96% 12.13% 9.30%
S-UNIWARD
SRM + ensemble 40.24% 31.99% 25.71% 20.37% 16.40%
maxSRMd2 + ensemble 36.60% 28.86% 23.60% 19.08% 15.51%
The proposed network 35.28% 26.21% 19.64% 14.62% 10.73%
HILL
SRM + ensemble 43.64% 36.11% 29.96% 24.82% 20.55%
maxSRMd2 + ensemble 37.71% 30.91% 25.73% 21.84% 18.14%
The proposed network 36.82% 28.83% 22.67% 18.10% 14.78%
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Fig. 6: Detection error rates for SRM, maxSRM and the proposed network for three different steganographic algorithms at five
different payloads.
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Fig. 7: ROC curves of SRM, maxSRM and the proposed network for three different steganographic algorithms at payloads 0.4
bpp and 0.2 bpp.
Instead of using a same learning rate for all layers in the
network, we utilize layer-wise learning rates in the training
phase. Specifically, learning rates for the convolutional layer
in feature fusion block, two Type-1 blocks, two Type-2 blocks
and the fully-connected layer are set to 0.01, 0.001, 0.0001 and
0.0001 respectively. As the network is optimized for image
steganalysis, feature maps of cover images and their stegos
are more discrimnative in later layers than they are in initial
layers. Therefore, the layer-wise learning rate strategy can
make different layers in network be optimized in a same speed.
To make the HPFs adaptive to the network, we also let them
be updated in the learning stage and set its learning rate to be
a small value, i.e. 5× 10−6. During the training, all learning
rates of our model decay with an exponential factor, 0.985:
αi(t) = αi · 0.985t (17)
where t represents the epoch number, αi denotes the learning
rate for convolutional/fully-connected layers, i.e. αi ∈ {5 ×
10−6, 0.01, 0.001, 0.0001, 0.0001}.
It is usually hard for deep learning based methods to directly
learn discriminative features between cover images and stego
images when the payload is low [25,32]. Compared with
steganography at high payloads, modifications introduced by
steganographic embedding at low payloads are too weak and
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TABLE III: Performance comparisons between proposed network and several state of the arts CNN models on S-UNIWARD
and HILL at five different payloads. The BOSSbase 1.01 dataset is used for validation.
Steganography CNN model 0.1 bpp 0.2 bpp 0.3 bpp 0.4 bpp 0.5 bpp
S-UNIWARD
Xu-network 40.57% 33.33% 26.32% 19.88% 16.46%
Ye-network 40.29% 33.51% 25.62% 22.64% 17.64%
SN-network 35.21% 26.82% 20.71% 16.53% 12.71%
ReST-Net (SRM) 35.85% 31.27% 23.56% 15.72% 13.83%
The proposed network 35.28% 26.21% 19.64% 14.62% 10.73%
HILL
Xu-network 41.07% 33.25% 26.86% 21.31% 18.18%
Ye-network 43.55% 34.65% 27.98% 23.08% 21.14%
SN-network 36.86% 29.63% 23.60% 19.87% 16.29%
ReST-Net (SRM) 38.77% 30.87% 24.84% 19.75% 16.53%
The proposed network 36.82% 28.83% 22.67% 18.10% 14.78%
almost all of them are located in regions with highly varied in-
tensities. In this case, deep models are difficult to discriminate
cover images and their stegos since high frequency compo-
nents of cover images may swamp the existence of embedded
message, making image steganalysis more challenging. To
handle the difficulty, we use curriculum learning [48] to detect
steganopgraphic algorithms at low payloads. Specifically, the
CIS-Net trained for a lower payload steganalysis, e.g. 0.4 bpp,
are refined on the network trained at a higher payload, e.g. 0.5
bpp. The advantage of curriculum learning is that attentional
features learned by higher payloads can guide/regularize the
search of locations modified by steganographic algorithms at
low payloads, which make the task much easier. To avoid
training samples are reused for testing at different payloads,
we force that cover images and their stegos used for network
training/testing at a lower payload are same to those used for
network training/testing at a higher payload.
C. Ablation Study
This section conducts ablation study to the proposed net-
work. We examine the behavior of proposed CIS-Net at
different configuration of STL and SPL. The S-UNIWARD
steganography at 0.4 bpp is used for performance validation
in following experiments.
Truncation threshold T in STL. In this subsection, we
evaluate the performance of our CIS-Net at different truncation
thresholds T . To demonstrate the effectiveness of proposed
STL, the network equipped with Bi-valued Truncation Layer
(BTL) is also compared in the experiment.
Fig.5(a) shows detection error rates of the network with
STL and BTL at seven different thresholds, i.e. T ∈
[1, 3, 5, 7, 11,+∞], where +∞ means that no truncation is
applied in the model. Results in the figure indicate that the
model with STL is systematically better than the model with
BTL at different T , which demonstrates the effectiveness of
proposed data truncation method for image steganalysis. For
small T value, e.g. T = 1, the detection error rate of the
CIS-Net is very high because excessive truncation to feature
map elements makes discriminative features between cover
images and stego images lost. For large T values, e.g. T > 5,
the network’s performance degrades due to negative influence
caused by large elements in cover image content. Therefore,
to set an appropriate truncation threshold T is important for
CNN based image steganalysis.
Power factor (γ1, γ2) in SPL. This subsection studies
how the power of sublinear function in a SPL affects the
performance of CIS-Net for detecting steganography. Both
γ1 and γ2 in proposed SPL are selected from a given set
[0.6, 0.7, 0.8, 0.9, 1.0]. When both γ1 and γ2 are equal to 1.0,
the SPL becomes a normal average pooling. In the experiment,
two Type-2 blocks use same setting of γ1 and γ2. Fig.5(b)
shows detection error rates when different configurations of
γ1 and γ2 are set to the CIS-Net. From the figure, we can
observe that detection error rates are high when γ1 and
γ2 are low values. The reason is that low power factors
not only reduce cover image content but also remove the
embedded message, making classification of cover images
and stego images difficult. The best performance (14.62%
detection error rate) is obtained when two power factors are
around 1.0, i.e. (γ1, γ2) = (1.0, 0.9). The result indicates that
a slight sublinear suppression to feature map after average
pooling is beneficial for image steganalysis. In the following
experiments, we use this setting to train the model for different
steganographic algorithms at five payloads.
D. Performance Comparisons with Prior Arts
In this section, we conduct experiments to demonstrate the
effectiveness of proposed CIS-Net for image steganalysis. Two
kinds of methods, i.e. hand-crafted feature based methods and
deep learning based methods, are compared in the experi-
ment. For hand-crafted feature based methods, we compare
performances of the proposed CIS-Net with the classic SRM
steganalysis [11] and its selection channel version, the maxS-
RMd2 steganalysis [12]. For deep learning based methods,
four state of arts CNN models including Xu-Net [28], Ye-
Net [32], Share Normalization Network (SN-Net) [25] and
ReST-Net [29] are selected for performance comparison. For
ReST-Net, we both compare the model with SRM high pass
filers. Three steganographic algorithms, WOW, S-UNIWARD
and HILL, at five different payloads [0.1, 0.2, 0.3, 0.4, 0.5]
are evaluated. In the experiment, 5,000 cover images and their
corresponding stego images are randomly selected to train the
model, the rest 5,000 cover images and their stegos are used
for testing. To make results reliable, all reported detection
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(a) Cover images selected from BOSSbase 1.01
(b) Ground truth of embedding probability map
(c) Attentional maps extracted from proposed CIS-Net
Fig. 8: Comparisons of attentional maps and probability embedding maps on different images. (a) Five selected cover images
from BOSSbase 1.01. (b) Ground truth probability embedding maps of selected cover images on on S-UNIWARD steganography
at 0.4 bpp. (c) Attentional maps of selected cover images extracted from CIS-Net based on CAM.
error rates of the proposed model are results of the average
performance of 5 times running.
TABLE II and Fig.6 show detection error rates of the SRM,
maxSRMd2 and the proposed CIS-Net on three steganographic
algorithms at five payloads. Additionally, ROC curves of three
methods at payload 0.4 bpp and 0.2 bpp are provided in
Fig.7. Compared with the SRM steganalysis, our model ob-
tains significant performance gain on different steganographic
algorithms. Furthermore, the proposed CIS-Net outperforms
the maxSRMd2 steganalysis even no information of selection
channel is provided. An interesting phenomenon in TABLE
II is that, compared to SRM steganalysis, CIS-Net’s perfor-
mance gain over maxSRMd2 steganalysis decreases as the
payload decreases. There are two main reasons for such
phenomenon. One is that secret messages are embedded at
complex/cluttered regions in a cover image when the payload
is low. After highpass filtering, those regions in cover images
are statistically similar to stego images. The other is that the
maxSRMd2 steganalysis only extracts features at positions that
secret messages are exactly embedded since it is provided
with embedding probability map. However, CIS-Net only has
a rough estimation to embedding positions provided by the
network trained at high payloads.
Despite the traditional steganalytic methods, we also com-
pare the proposed method with four deep CNN models on
S-UNIWARD and HILL steganography at five payloads. For
Xu-network and ReST network, we report their performances
according to Li’s paper [29]. For Ye-network, it is originally
a CNN model optimized for 256 × 256 input images. Li in
[29] has implemented a version of Ye-net which can detect
512 × 512 spatial images. Here, we use such result for
performance comparison. For SN-Network, the performances
in [25] are used for reporting. Recently, several research
papers [34][51] used both BOSS [44] and BOWS [52] as
the training set and obtain promising performance. However,
these networks are only optimized for downsampled images
(256 × 256) and use more training data in model learning.
Such setting is greatly different from our case. Therefore,
these networks are not compared in our experiments. Results
in TABLE III show that the proposed CIS-Net outperforms
Xu-network, Ye-network, SN-Network and ReST-Net (SRM)
on all configurations.
Li in [29] boosted the performance of ReST-Net via en-
sembling three networks (ReST-Net ensemble), in which each
network is equipped with three different highpass filters, i.e.
SRM, Gabor filters and the max-min nonlinear filters, for
feature extraction. In our experiment, we also compare the
proposed network with ReST-Net (ensemble) on S-UNIWARD
SUBMISSION TO IEEE TRANSACTIONS ON XXX 10
(a) WOW embedding map at 0.4 bpp (b) S-UNIWARD embedding map at 0.4 bpp (c) HILL embedding map at 0.4 bpp
(d) Attentional map of WOW at 0.4 bpp (e) Attentional map of S-UNIWARD at 0.4 bpp (f) Attentional map of HILL at 0.4 bpp
Fig. 9: Comparisons of probability embedding maps and attentional maps for different steganographic embedding methods. (a)
and (d) are probability embedding maps and attentional maps of WOW steganography at 0.4 bpp; (b) and (e) are probability
embedding maps and attentional maps of S-UNIWARD steganography at 0.4 bpp; (c) and (f) are probability embedding maps
and attentional maps of HILL steganography at 0.4 bpp.
TABLE IV: Detection error rates of proposed CIS-Net and
ReST-Net (ensemble) on S-UNIWARD and HILL at five
different payloads.
S-UNIWARD 0.1 bpp 0.2 bpp 0.3 bpp 0.4 bpp 0.5 bpp
ReST-Net (ensemble) 34.33% 28.65% 21.22% 14.56% 12.07%
Proposed CIS-Net 35.28% 26.21% 19.64% 14.62% 10.73%
HILL 0.1 bpp 0.2 bpp 0.3 bpp 0.4 bpp 0.5 bpp
ReST-Net (ensemble) 37.62% 29.36% 23.26% 18.34% 15.46%
Proposed CIS-Net 36.82% 28.83% 22.67% 18.10% 14.78%
TABLE V: Detection error rates of proposed model with and
without augmentation on three steganographic algorithms at
payload 0.4 bpp.
Method WOW S-UNIWARD HILL
No augmentation 12.13% 14.62% 18.10%
Augmentation 11.56% 13.95% 17.62%
and HILL. Table IV shows that our CIS-Net outperforms
ReST-Net (ensemble) in most of configurations even though
it is augmented by model ensemble.
Recent researches in deep learning show that data aug-
mentation is important for the performance improvement of
various CNN models [49-50]. In this experiment, we use data
augmentation method to decrease the detection error rates of
CIS-Net for steganographic algorithms. Same to the setting in
[25], we randomly split 10,000 BOSSbase samples into 5,000
training images and 5,000 testing images. For training images,
we rotate them with 90 degree, 180 degree, and 270 degree
along counter clockwise direction, which generates a new
training set with 20,000 samples. Then, three steganographic
algorithms embed secret messages into the augmented training
set and the test set. The proposed network is trained on
this new training set with 20,000 covers/stegos and finally
validated on the test set with 5,000 covers/stegos. To make
experiment simple, we only demonstrate the performance of
proposed CIS-Net at payload 0.4 bpp. Detection error rates
in TABLE V indicate that data augmentation can improve the
performance of proposed CIS-Net on different algorithms.
E. Attentional Map Extraction for CIS-Net
In [38], Zhou et al. showed that an image classification
CNN exposes implicit attention of the model on an image.
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Such ability of CNN models can be used to localize most
discriminative regions contributing to image classification. For
steganalytic CNN models, similar idea was also reported in
[32] that the network can defeat the selection-channel-aware
maxSRMd2 steganalytic algorithm, demonstrating that they
are able to implicitly learn the distribution of selection channel
for a specific embedding scheme. In this experiment, we aim to
draw attentional features learned by the proposed CIS-Net for
given images. For image steganalysis, such attentional feature
is actually the estimation to the embedding probability map of
the steganographic algorithm. The motivation is to understand
whether a well trained CNN can indeed extract the embed-
ding probability map implicitly even no such information is
provided. Additionally, we also want to analyze the difference
between the estimated embedding probability map and true
embedding probability map, which may reveal limitations of
CNN models for image steganalysis.
The Class Activation Mapping (CAM) [38] is an effective
method to extract attentional maps learned by a CNN model.
Specifically, it computes a weighted sum of CNN’s last feature
maps as follows:
Mc(x, y) =
∑
k
wckfk(x, y) (18)
where fk(x, y) represents the feature map of unit k in the
last convolutional layer at spatial location (x, y), and wck is
the learned weight in the fully connect layer corresponding
to class c for unit k. CAM highlights discriminative visual
patterns for class c represented by fk(x, y) using the weight
matrix wck. For adaptive steganography, the discrimination
between cover images and stego images mainly comes from
noisy/cluttered regions in which secret messages are mostly
embedded. Therefore, attentional feature map extracted by
CAM for image steganalysis is an estimation to the embedding
probability map.
Following the idea of CAM method, we compute a weighted
sum of CIS-Net’s feature maps of the global average pooling
in second SPL to obtain attentional maps. To make the size of
attentional maps comparable to input images, we simply resize
them from 64×64 to 512×512 with “imresize” in Matlab. In
the experiment, we randomly select several cover images from
BOSSbase 1.01 and also provide their ground truth embedding
probability maps for S-UNIWARD steganography at 0.4 bpp.
Fig.(8) shows five cover images, their ground truth embedding
probability maps and the attentional maps calculated by CAM
respectively. From the figure, we can easily observed that
attentional maps extracted by CAM are visually similar to
ground truth embedding probability maps. The observation
indicates that our proposed CIS-Net can implicitly estimate
positions of embedded messages in case that no selected chan-
nel information is provided. In addition, we also compare the
differences between CAM attentional maps of three stegano-
graphic algorithms in Fig.9. Compare to the S-UNIWARD
and HILL steganography, the attentional map of WOW is
almost equal to zero at the region without message embedding.
This demonstrates that CIS-Net optimized for WOW only
extract discriminative features at message embedding regions,
thus the detection error rate should be low. However, for the
attentional map of HILL, it is still activated at no message em-
bedding regions. These noisy activations are very harmful for
discriminative features extraction between cover images and
their stegos, thus make image steganalysis difficult. Therefore,
the detection error rate should be high. Such analysis from
extracted attentional map of three steganographic algorithms
is consistent with results reported in TABLE II, indicating
that the quality of CAM attentional map is consistent with the
performance of CNN model for steganographic algorithms.
The reason why attentional maps of different steganographic
algorithms demonstrate different visual qualities is that the
embedding method of WOW and S-UNIWARD make all
secret messages be crowded in complex regions, while HILL
use “spreading strategy” to make messages be distributed
around complex regions. This strategy not only decreases the
embedding intensity in a local region but also spreads secret
messages into high frequency component of cover images. In
this case, a CNN model is hard to classify cover images and
their stegos since the embedding message signals and high
frequency cover image components are mixed together.
IV. CONCLUSION
In this paper, we propose a novel CNN model called CIS-
Net to detect adaptive steganography in spatial domain. Two
new layers, i.e. single-valued truncation layer and sublinear
pooling layer, are designed to suppress cover image content.
The single-valued truncation layer uses a same truncation
threshold to reduce the variance introduced by the truncated
data, while the sublinear pooling layer adaptively suppresses
large elements of cover image content and aggregate weak
embedded message signal with average pooling. Compared
with previous data truncation and feature pooling, the pro-
posed two layers can accelerate the learning and improve
the generalization ability of the CNN model. Additionally,
we use class activation map method to demonstrate that
the proposed CIS-Net can learn the embedding probability
map of steganographic algorithms when no selection channel
information is provided. The result shows that CNN models
have the ability to estimate the message embedding positions
implicitly. In future works, we would extend our methods to
compressed domain images.
V. APPENDIX
In this appendix, we prove that the proposed STL can reduce
the variance of traditional data truncation method. For Eq.(4),
we expand it as following equations:
σ2s = 2
∫ ∞
T
(T − µs)2
Z
e−| xs |αdx+
∫ T
−T
(x− µs)2
Z
e−| xs |αdx
= 2
∫ ∞
T
T 2
Z
e−| xs |αdx+
∫ T
−T
x2
Z
e−| xs |αdx
+
∫ T
−T
µ2s
Z
e−| xs |αdx+ 2
∫ ∞
T
µ2s
Z
e−| xs |αdx
− 2µs
∫ T
−T
x
Z
e−| xs |αdx− 4µs
∫ ∞
T
T
Z
e−| xs |αdx
(19)
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for the third line of Eq.(19), it can be written as:∫ T
−T
µ2s
Z
e−| xs |αdx+ 2
∫ ∞
T
µ2s
Z
e−| xs |αdx
=
∫ −T
−∞
µ2s
Z
e−| xs |αdx+
∫ T
−T
µ2s
Z
e−| xs |αdx+
∫ ∞
T
µ2s
Z
e−| xs |αdx
= µ2s
∫ ∞
−∞
1
Z
e−| xs |αdx = µ2s
(20)
since p(x) is a symmetric function, the following integral is
equal to zero:
2µs
∫ T
−T
x
Z
e−| xs |αdx = 0 (21)
based on Eq.(7), we obtain:
4µs
∫ ∞
T
T
Z
e−| xs |αdx = 2µs ·2
∫ ∞
T
T
Z
e−| xs |αdx = 2µ2s (22)
Combining Eq.(20), Eq.(21) and Eq.(22), σ2s can be written as
Eq.(9).
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