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sorber, and study the effects of delayed optical self-feedback in the excitable case. More
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vanced differential equation. These points include heteroclinic connections between steady
states, as well as homoclinic bifurcations with non-hyperbolic equilibria. Tracking these
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The generation of periodic light pulses constitutes the basis for modern telecommunication1,
material processing44 and high energy physics12. One particular mechanism that allows for
the formation of high-intensity pulses is Q-switching in semiconductor lasers with saturable
absorber10,50,53. Here, the absorber section acts as a situational shutter that prevents low-
intensity light from leaving the laser. The laser is effectively off, yet a sufficiently large pertur-
bation is able to cause a brief, high-intensity pulse of light7,8. Noise present in the laser may
lead to sporadic pulsation, and in this work we are concerned with a pace-making strategy,
where the output pulse is re-injected into the laser cavity to trigger a subsequent pulse20,32.
In order to understand this feedback mechanism, we consider the Yamada model53 subject
to delayed optical self-feedback, and study periodic solutions that are close to homoclinic in
a corresponding (advanced) delay differential equation27,28. In this way, we are able to char-
acterize the model parameters that allow for stable self-pulsation generated by the effect of
delayed feedback on the excitable laser.
Our methodology is not limited to lasers, but is relevant for the rigorous analysis of delay-
coupled excitable systems in general. Future applications will include recurrent networks of
pulsing lasers or neurons, which are in a similar excitable configuration when at rest19; as
well as the exploration of this analogy11 with respect to neuro-morphic computation tasks
performed by coupled laser systems5,35,40.
I. INTRODUCTION
Lasers display a wide range of nonlinear dynamical phenomena beyond the steady output
of light, ranging from excitable, to oscillatory and chaotic behavior24,29. A well known way
to achieve this dynamical richness are time delays caused by optical feedback37,43,54. Their
high-dimensional effects are exploited in many applications, such as private communication3,
cryptography29 and photonic computing2,34.
This work is motivated by experiments with a micro-pillar semiconductor laser with a saturable
absorber and a reflecting mirror46,48,49. We study how the interplay of the absorbing medium and
the delayed feedback allows for periodic pulse trains, where one or more temporally localized
pulses of light are sustained in the optical feedback loop. We follow up on earlier work26,45,48,49,
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and study this set up theoretically via the delay differential equation
G′(t) =γG (A−G(t)[1+ I(t)]) , (1)
Q′(t) =γQ (B−Q(t)[1+aI(t)]) , (2)
I′(t) =[G(t)−Q(t)−1] I(t)+κI(t− τ). (3)
It describes the time evolution of the laser output intensity I(t) ≥ 0, loosely speaking the amount
of photons emitted by the laser, as well as the gain G(t) ≥ 0 and absorption Q(t) ≥ 0 of photons
in the cavity of the micro-pillar laser47. Equations (1)–(3) reflect the influence of delayed optical
feedback on a solitary laser (κ = 0) described by the Yamada model53 in dimensionless form7,
which is a prototypical model for the creation of high-intensity pulses in lasers with saturable
absorber via a specific mechanism called Q-switching4,10,50,53.
We proceed with the explanation of the model. From Eq. (3), one immediatly sees that I(t)
increases fast when G(t) > Q(t)+ 1, which corresponds to the amplification of light in the laser
cavity. This threshold behavior and the maximum value of the gain G(t) are largely determined by
the so-called pump parameter A, which is the main control parameter in the experiment, as well
as the specific properties of the absorbing medium described by the parameters B,a,γG, and γQ.
Here, B and a characterize the loss of photons in the absorber section; γG and γQ correspond to
the attenuation rates of photons in the gain and absorber sections; and 0 ≤ κ ≤ 1 and τ ≥ 0 are
strength and delay of the optical feedback, respectively. We restrict ourselves to the specific choice
of parameters B = 1.8, a = 1.8, and γG = γQ = γ = 0.04 that has been considered before7,26,45,
and study behavior of system (1)–(3) with respect to the parameters A,κ and τ .
We emphasize that the phase of the laser light does not play a role here, as the feedback ampli-
tude is the only determining factor for whether a subsequent pulse is triggered or not. The general
intuition is as follows: in between pulses the laser is off, and there is no well defined phase in the
cavity, as there is no amplification of light. In the same way, the response of the laser does not
depend on the phase of the perturbation.
To start off, we briefly review the bifurcation structure of Eqs. (1)–(3) without feedback, i.e.
for κ = 0 when the system is an ODE; the details can be found in Refs. 7, 17, 33, and 53. For the
considered parameter values and small values of A, the laser is off, and the corresponding steady
state o (the "off state"), given by (G,Q, I) = (A,B,0), is globally exponentially stable. Increasing
A, we encounter a fold (or saddle-node) bifurcation that gives rise to two unstable steady states
p and q, in addition to the still stable off state o. The steady states p and q are of the form
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(G,Q, I) = (A/(1+ I),B/(1+aI), I), where Ip < Iq are the two solutions of the algebraic equation
0 = A/(1+ I)−B/(1+aI)−1. More specifically, p is a saddle with a one-dimensional unstable
and a two-dimensional stable manifold that locally separates the phase space near p. This is an
excitable configuration: the laser is essentially off, yet a sufficiently large perturbation that brings
the system across the stable manifold of p, causes a fast increase in I that is followed by fast
relaxation as the solution follows the unstable manifold of p back to o; see Refs. 7 and 33 for
details. Such a trajectory corresponds to the emission of a single pulse of light by the laser; see
Fig. 1(a).
One can imagine that resetting the value of I at some point t, we can trigger another pulse. In
a solitary laser such perturbations arise due to noise fluctuations in the laser cavity, and result in
sporadic pulsation of the laser8,46. A similar role can be played by the delayed feedback. Consider
the single pulse of the system without feedback as the initial condition of the full system (1)–(3).
At time t = 0, the pulse has ’traveled’ through the delay loop and acts as a perturbation to the laser
off-state; if it is sufficiently large, it should trigger a subsequent pulse. This is illustrated in Fig. 1,
where panel (a) shows the input pulse. Figure 1(b1) shows the response of system (1)–(3) to the
input pulse for the two different values of the coupling strength κ = 0.005 (black) and κ = 0.01
(blue). Whereas the response is small for κ = 0.05 (black), the choice κ = 0.01 (blue) leads to
a large secondary pulse. This secondary pulse triggers yet another pulse after having traveled
the delay loop, and so forth, thus establishing a stable periodic pulse train generated by repeated
self-excitation; see Fig. 1(b2). Figure 1(c) shows the numerically computed Floquet spectrum of
the pulse train shown in Fig. 1(b2) with all Floquet multipliers well within the unit circle; see for
example Refs. 42, 55, and 56 for details on the Floquet spectrum of periodic solutions in delay
differential equations.
It is the main goal of this article to determine, independently of the initial condition, the mini-
mum coupling strength κmin = κmin(A,B,a,γG,γQ), that gives rise to stable periodic pulse trains,
as well as to determine and the corresponding bifurcations in Eqs. (1)–(3). In addition, we discuss
the bifurcations involved in the termination of periodic pulse trains due to either strong contrac-
tion towards the constant lasing sate q (after Hopf bifurcation through a corresponding change of
parameters), or loss of stability of the off-state o. In particular, we also compute the correspond-
ing maximum coupling strength κmax = κmax(A,B,a,γG,γQ). We obtain these results by numerical
continuation of periodic solutions and their bifurcations in Eqs. (1)–(3) with the continuation pack-
age DDE-Biftool9,41.
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Figure 1. (Color online) Pulse genesis and creation of a stable periodic pulse train. (a) Single large pulse
of Eqs. (1)–(3) without feedback (κ = 0); (b1) response of Eqs. (1)–(3) to initial pulse in (a) for κ = 0.005
(black) and (κ = 0.01) (blue); (b2) periodic pulse train (blue) for (κ = 0.01); (c) Floquet spectrum of the
periodic pulse train in (b2). Other parameters are A= 6.5, B= 5.8, a= 1.8, γG = γQ = 0.04, τ = 100.
The article is structured as follows. Section II outlines our main results; it contains a numer-
ically computed diagram of the critical parameter values corresponding to the onset and termi-
nation of periodic pulse trains. In Sec. III, we introduce the concept of reappearance of periodic
solutions55, which allows us to identify families of periodic pulse trains with families of periodic
solutions close to a homoclinic bifurcation in a related (advanced) delay differential equation.
Section III also contains a brief introduction to homoclinic orbits in (advanced) delay differential
equations18,27, and the related concept of temporal dissipative solitons56, which is used to obtain
necessary conditions for the stability of a pulse train for sufficiently large values of the delay.
Section IV discusses two-parameter bifurcation diagrams. We encounter codimension-two points
along families of homolinic orbits and fold periodic orbits that are organizing centers for the exis-
tence of periodic pulse trains; projecting these points onto the (A,κ)-parameter plane reveals the
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critical coupling strengths with respect to the pump parameter A. Section V discusses our findings
with respect to the experiment.
II. OVERVIEW OF MAIN RESULTS
This section summarizes our main results. Figure 2 shows the minimum coupling strength
κmin(A;B,a,γG,γQ) (orange) and the maximum coupling strength κmax(A;B,a,γG,γQ) (purple) that
allow for periodic pulse trains in system (1)–(3) with fixed parameters a,B,γG,γQ. Figure 2 is not
obtained by direct simulation and comparison of the time series, but shows a projection of the
(A,κ,τ)-bifurcation diagram onto the (A,κ)-parameter plane; it is therefore independent of the
initial condition. We obtain κmin and κmax by tracking codimension-two points along families of
homoclinic orbits and fold periodic orbits of Eqs. (1)–(3); see Sec. IV for details. In addition,
Fig. 2 displays the fold bifurcation curve F (dashed dotted) of the steady states p and q given by
κF(A;B,a) =
(1−A)a−B−1+2√aAB
a−1 ,
and the transcritical bifurcation curve T (dashed) of the steady states o and p given by
κT(A;B) =−(A−B−1),
as parametrized by A; both κF and κT are independent of the feedback delay. To the left of the
fold curve F the laser off state o exists, and there are no further steady states; between the curves
F and T, three steady states o,p,q exist; and to the right of T only the laser off state o and the
constant amplitude lasing state q (also called continuous wave solution) are physically relevant, as
the I-component of p is negative.
The curves κmin, F, and the A-axis enclose a region (dark gray), which is an extension of the
excitable region of the Yamada model without feedback to κ > 0. Increasing κ above κmin, one
enters the parameter region of sustained self-pulsation generated via delayed self-excitation (blue
checkered). We call this regime self-excited oscillatory, as opposed to the oscillatory regime (blue
striped) to the right of the curve T in Fig. 2. The oscillatory regime here is a generalization of the
oscillatory regime of the system without feedback extended to κ > 0. Both regimes (blue) allow
for periodic solutions.
Figure 2 should be read as follows. For each (A,κ) in the blue region, there is τ0 ≥ 0, such that
for (A,κ,τ0) and fixed a,B,γG,γQ, there is a periodic solution that is either a periodic pulse train
or an oscillation with small amplitude about q.
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Figure 2. (Color online) Parameter region of periodic pulse trains (blue). The panel shows a projection
of the (A,κ,τ)-bifurcation diagram onto (A,κ)-plane. The curves of minimum (orange) and maximum
(purple) coupling strength correspond to codimension-two points along families of homoclinic orbits or
fold perioidic orbits. Dashed curves correspond to delay independent codimension-one bifurcations; see the
text for details. Other parameters are a= 1.8, B= 5.8, γG = γQ = 0.04.
The major distinction between the two regimes is that the self-excited oscillatory regime allows
for stable periodic periodic pulse trains with arbitrarily high period T , where the period T of a
single pulse train is approximately given by the length of the delay τ plus an offset δ corresponding
to the response of the laser, divided by the number k of pulses per delay interval, i.e. T ≈ (τ+δ )/k.
Thus, for a periodic pulse train with k-pulses in a delay interval to exist and for it to be stable, it is
necessary that the delay is sufficiently large. Section III C shows that
τ  1
1− k
√
κ
|A−B−1|
(4)
is a necessary condition for stability. Conversely, the number of equidistant pulses per delay
interval that give rise to a stable periodic pulse trains is bounded from above by
k τ ln
∣∣∣∣A−B−1κ
∣∣∣∣ , (5)
assuming that the delay is sufficiently large.
In the oscillatory regime, however, the maximum period of the pulse trains is bounded for arbi-
trarily large values of the delay; moreover, the corresponding periodic solutions are not necessarily
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stable for large values of the delay. This is very intuitive: To the left of the transcritical bifurcation
curve T, the laser off state o is unstable (see Appendix A), and the time spent close to o is not
solely determined by the time between pulses anymore, but rather by the rate of expansion in the
vicinity of the now saddle equilibrium o. An earlier detailed bifurcation analysis by some of the
authors shows that, in the oscillatory regime, pulse trains can become increasingly unstable as the
delay increases, for example via torus bifurcations45. This is due to a large delay instability of
modulational type, which is not covered here; see Refs. 54–56 for details.
The regime of periodic pulse trains (blue) is bounded from above by the purple curve
κmax(A;B,a,γG,γQ). For κ > κmax, there are no periodic solutions and the equilibrium q is
stable. This corresponds to a constant amplitude output of the laser, when κ > κT (continuous
wave solution), or a bistable configuration between o and q, when κ < κT.
Figure 2 shows an interesting feature of system (1)–(3). Notice that the pump strength A needed
to create a pulse in system (1)–(3) (and therefore a pulse train) can be significantly reduced for
high values of the coupling strength κ . Between the curves κmin and F, the pump strength A is
such that the laser without feedback shows no activity; in particular, the steady state q that usually
governs excitability is absent. Nevertheless, the delayed feedback is still able to produce a pulsed
response. This can be thought of as a type of feedback-induced excitability.
III. BASIC CONCEPTS AND METHODS
A detailed bifurcation analysis of (1)-(3) was given earlier by some of the authors26,45. We
briefly review the relevant results and focus on periodic pulse trains and their bifurcations. For the
sake of accessibility, we keep technical notations to a minimum, and leave more involved com-
putations to the Appendix. An introduction to the general theory of delay differential equations,
existence and uniqueness of solutions, and specific notions of solution and phase space will not be
presented here, but can be found in classic textbooks6,13,14.
Following up on the introduction, we expect that the period T of the pulse train in Fig. 1(b2)
(and, therefore, in the self-excited oscillatory regime in Fig. 2) is slightly larger than the time,
needed to complete one delay loop. The intuition is clear: consider (1)-(3) in the excitable con-
figuration with a pulse emitted at some point in time t. This pulse affects the system only after
having traveled the feedback loop at time t + τ . Moreover, there is a certain ’response time’ δ
of the system needed to produce a subsequent pulse; δ is henceforth the drift54. Consider now
8
Fig. 3(a). Shown is the period of the pulse train in Fig. 1(b2) with τ = 100 (dark blue in both
figures) with respect to the delay τ as a continuation parameter. Solid curves depict stable peri-
odic solutions, and dashed curves indicate that the corresponding periodic orbit is unstable for the
considered parameter values; see Sec. III C for details on their Floquet spectra. We observe that
for large values of τ , the period T = T (τ) along the branch of the periodic pulse train (dark blue)
scales approximately linearly with τ , and the drift δ (τ) = T (τ)− τ > 0 approaches a constant as
τ increases along the branch; we denote this constant δ0. Note that for large values of τ , the con-
tribution of the drift to the period δ (τ)/T (τ) ≈ δ0/τ is vanishingly small. Following the branch
(dark blue) to smaller values of τ , we encounter a minimum m of the period with respect to the
delay (blue dot) such that at τ = τm1 , we have T (τ
m
1 ) =minτ T (τ) =: Tmin and ∂τT (τ
m
1 ) = 0, where
∂τ is the derivative with respect to τ . We color the branch segment to the left of m in gray. This
choice is for ease of reference; it does not reflect a bifurcation, but helps with later explanations.
Further decreasing τ along the solid gray branch segment, we encounter a homoclinic bifurcation
point Lp (indicated by black square) of the steady state p at τ = δ1. (Section III B contains a
brief introduction to homoclinic orbits in delay differential equations.) One further notices that the
other branches shown in Fig. 3(a) appear to be deformed copies of the branch that we have just
discussed. This property, called reappearance of periodic solutions55, is a generic feature of delay
differential equations.
A. Reappearance of pulse trains and local period extrema
We show how the concept of reappearance facilitates our understanding of Fig. 3, and how
Fig. 3 contains additional information about periodic pulse trains for large values of τ . Assume
that the general delay differential equation
x′(t) = f (x(t),x(t− τ)) (6)
with x(t) ∈ Rd for some d ∈ N and f : Rd×Rd→ Rd , possesses a periodic solution x˜ with period
T = T (τ0), that is x˜(t) = x˜(t−T (τ0)) for all t. Noting that
x˜(t− τ0) = x˜(t− τ0− kT (τ0)),
for all k ∈ Z, we immediatly have that x˜ is also a solution of
x˜′(t) = f (x˜(t), x˜(t− τk)), τk = τ0+ kT (τ0), (7)
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Figure 3. (Color online) Bifur-
cation diagram of periodic so-
lutions. Shown is the period T
with respect to the delay τ for
different values of κ: (a) κ =
0.01; (b) κ = 0.1; (c) κ = 0.38
with an enlargement for nega-
tive τ . Other parameters are
A = 6.5, B = 5.8, a = 1.8, and
γG = γQ = 0.04. Shown are
stable periodic solution (solid
curves), unstable periodic so-
lutions (dashed curves), homo-
clinic bifurcations Lo and Lp
(squares), Hopf bifurcations Hq
(blue circles), fold bifurcations
of periodic orbits FP (red dia-
monds) and local minima m and
maxima M of the period with
respect to the delay (small blue
dots).
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for all t and k. We say that the periodic solution x˜ reappears at τk. In fact, entire branches of
periodic solutions parameterized by τ0 reappear via the mapping τ 7→ τ+T (τ), as can be seen in
Figure 3(a). Depending on the derivative of the period with respect to the delay, branch segments
with |1+ kT ′(τ0)| < 0, k ∈ Z, get locally squeezed, segments with |1+ kT ′(τ0)| > 0, k ∈ Z, get
locally stretched in the process55. The solid gray and dark blue branches of periodic orbits reappear
in the form of the dashed gray and cyan branches, respectively. For decreasing τ along the k-
th reappearing branch for k > 1 (cyan), we respectively encounter a fold of periodic orbits FP
(red diamonds), where a real, and positive Floquet multiplier crosses the unit circle. Further
destabilizing bifurcations along the gray dashed branches are possible, but are not investigated
here; see Sec. III C for details on the stability along the blue branches.
Consider now the stable periodic pulse train for τ1 = 100 of Fig. 1(b2) (on dark blue branch)
and with fixed period T (τ1) in Fig. 3(a). We call this periodic pulse train a 1-pulse solution. The
solid cyan branches in Figure 3(a) correspond to stable k-pulse solutions with the same period as
the ones on the dark blue branch, but accommodating k pulses on the respective (longer) delay
interval τk = τ1+(k−1)T (τ1) for k ∈ {2,3,4}. In particular, for a fixed large value of the delay,
the number of existing periodic pulse trains can be approximated by j= bτ/Tminc (rounded down)
from the 1-pulse, to the 2-pulse, and so on, to the j-pulse solution55. Decreasing the delay along
the branch of k-pulse trains in Fig. 3(a), the solution switches from k pulses to (k−1) pulses per
delay interval close to each of the folds.
On the other hand, the 1-pulse solution reappears as a ’0-pulse’ solution for negative delay
τ0 = τ1−T (τ1)< 0 (cyan dashed). Here, the delay interval is much shorter than the period of the
pulse train, so that it takes multiple delay intervals to complete one period. Increasing τ0 along
this branch, the period T (τ0) increases rapidly, and we encounter a homoclinic bifurcation Lo
(indicated by a magenta square) with the o steady state, when τ0 = τ1−T (τ1)→−δ0 as T → ∞.
δ0 is the asymptotic drift of the 1-pulse solution. Note that Lo is not directly physically relevant.
It will become clear, however, that the continuation of Lo with respect to κ and A is crucial for our
understanding of the behavior of the periodic pulse train for large values of the delay. Fig. 3(a)
shows that the gray branch segments reappear analogously.
In this way, a lot of information about a k-pulse trains is already contained in the curve of the 0-
pulse trains. In particular, a local minimum m gets mapped to a local minimum of the reappearing
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branch. If τm0 = argmin T (τ) satisfies T (τ
m
0 ) = minτ T (τ) =: Tmin, then
T (τm0 + kT (τ
m
0 )) = T (τ
m
k ) = Tmin
for all k. In addition, the period minima m are a good approximation of the fold points FP (see
Fig. 3(a)) and the same holds for fold points close to local maxima of the period with respect to
the delay. A rigorous statement goes as follows. At a fold, the parametrization τk(τ0) is locally
not invertible, leading to the condition 0 = dτk/dτ0 = 1+ kT ′(τ0) for a fold at the k-th branch55.
This is equivalent to T ′(τ0) = 1/k. As a result, the fold point on the k-th branch reappears from
a point (τ0,T (τ0)) on the 0-th branch with T ′(τ0) = 1/k→ 0 for k→ 0, and there are infinitely
many such bifurcations. Moreover, the fold points (τFPk ,T (τ
FP
k )) converge to the period minimum
(τmk ,Tmin) from above on the respective branch, since
|τFPk − τmk | → 0
as k→ ∞. The analogous statement is true for local maxima.
As a result, there is a direct correspondence between the homoclinic bifurcations Lo and Lp
along the branches parametrized by τ0 and τ1 with the families of k-pulse solutions parametrized
by τk, as τk→ ∞. When studying k-pulse trains (and their fold points) we may, therefore, restrict
ourselves to a finite range of delay values.
This observation is rather powerful as it allows us to study bifurcations of periodic orbits for
large values of the delay indirectly via bifurcations of the periodic and homoclinic orbits on the
branch parameterized by τ0 and τ1. In particular, we can study the change of the bifurcation
diagram as we decrease κ to κmin. A two parameter continuation in the (τ,κ)-parameter plane
reveals, that as κ → κmin, the minimum period Tmin of the periodic pulse trains shown in Fig. 3
grows beyond bound. At the same time, the fold periodic orbits along FP exist at larger and larger
values of τ until they disappear simultaneously at (τ,κ) = (∞,κmin); see Sec. IV for details.
On the other hand, we can study the qualitative change of the bifurcation diagram for larger
values of κ . For κ = 0.1, the two homoclinic bifurcations Lo and Lp and, therefore, the branches of
k-pulse solutions, have moved closer together; see Fig. 3(b). Additionally, another fold of periodic
orbits was created via a neutral saddle bifurcation of Lo , and all fold periodic orbits have merged
with generalized Hopf bifurcation points (Sec. IV); thereby giving rise to pairs of Hopf bifurcations
Hq , which ultimately lead to the disappearance of the local period minima and splitting of the
blue (cyan) and black (gray) colored branches. For κ = 0.38, the homoclinic bifurcations have
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disappeared entirely, which is accompanied by an appearance of infinitely many fold periodic
orbits FP (only one is shown here) that now connect different branches of k-pulse trains, bounding
their period from above; see Figs. 3(c). The appearance of folds marks the transition from the
self-excited oscillatory regime to the oscillatory regime in Fig. 2. Further increasing κ to κmax
causes the pulse trains to dissappear entirely; see Sec. IV for details. As a remark, Fig. 3(c) is an
extension of the bifurcation diagram (Fig. 6) in Ref. 45 to negative values of the delay.
B. Homoclinic orbits and temporal dissipative solitons
We now focus on the homoclinic orbits Lo and Lp . In general, a homoclinic orbit of a delay dif-
ferential equation is a special, closed loop solution that converges to the same saddle equilibrium
in forward and backward time. Finding such connecting orbits relies on the generalization of the
corresponding stable and unstable eigenspaces of the steady state via the concept of exponential
dichotomies and the existence of corresponding projection operators. This approach for delay dif-
ferential equations was initiated by a seminal paper by Xiao-Bao Lin27; and the method developed
in this paper, commonly known as Lin’s method28 has become the standard method for numerical
computation of homoclinic orbits in delay and ordinary differential equations25,39; see Ref. 16 for
an extensive review of homoclinic orbits in the context of ordinary differential equations.
In our case τ ∈ R, such that it is convenient to consider homoclinic orbits in the more general
framework of delay differential equations of mixed type. Such equations naturally arise in the
study of lattice dynamical systems, and a homoclinic solution to such an equation corresponds to
a traveling pulse on the lattice18. A precise formulation of the problem relies on the existence of
projection operators onto generalized stable and unstable eigenspaces of the corresponding steady
state solution, together with the corresponding exponential dichotomies, which is guaranteed if
the steady state is hyperbolic15,30 (and the right handside of the linearized system does not vanish
on an open interval of time).
We here briefly review the steady states and their stability properties of Eqs. (1)–(3); see Ref. 45
for details. For certain parameter values there exist up to three equilibrium solutions (G,Q, I)∈R3
denoted o,p,q. The laser off-state o= (A,B,0) exists for all parameter values, and
p=
(
A
1+ I−
,
B
1+aI−
, I−
)
, q=
(
A
1+ I+
,
B
1+aI+
, I+
)
,
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where
I± =
−aA+B+(1+a)(1−κ)±√∆
2a(1−κ) ,
exist a long as
∆=(aA−B− (1+a)(1−κ))2+
4a(1−κ)(A−B− (1−κ))≥ 0.
At ∆ = 0, κ = κF and p and q undergo a fold bifurcation. At κ = κT, p coincides with o in a
transcritical bifurcation. For κ > κT, the I-component of p is negative and p is no longer physically
relevant.
Let κ < κT in what follows. Given a steady state r ∈ {o,p,q}, a homoclinic orbit l(t) of
Eqs. (1)–(3) is a solution (G,Q, I) such that (G(t),Q(t), I(t)) ∈ W u(r) as t → −∞ and
(G(t),Q(t), I(t)) ∈W s(r) as t → +∞. The orbit lp corresponding to Lp is homoclinic to p, which
is a saddle for the considered parameter values; see Ref. 45 for details. This orbit corresponds to
the homoclinic orbit in the case without feedback7,17, which exists for τ 6= 0, and can be extended
by continuation. We remark that, at τ = 0, countably many eigenvalues of the spectrum move
through −∞ to the right half plane; p remains a saddle. The continuation of the homoclinic orbit
is numerically challenging; we rely on a numerical approach and continue Lo via a periodic orbit
with sufficiently large period.
The orbit lo corresponding to Lo is localized at o. Interestingly, for the parameter values con-
sidered in Fig. 3, the steady state o is a saddle, if and only if τ < 0 and, hence, lo can only exists
when τ < 0. This is due to the fact that the spectrum of the steady state o has infinitely many
eigenvalues with positive real part if τ < 0. An overview of the spectral properties of o is con-
tained in Appendix A. It is beyond the scope of this paper to rigorously proof the existence of lo;
by using reappearance it is clear however, that the existence of a family of periodic solutions that
is temporally localized about o with period T (τ) = τ + δ (τ), and δ (τ)→ δ0 with δ0/τ → δ0 as
τ → ∞ implies the existence of homoclinic orbit to o at τ =−δ0 < 0.
Such a homoclinic orbit, giving rise to periodic solutions, which are temporally localized about
an exponentially stable steady state of a delay differential equation for τ ≥ 0, is also called a
temporal dissipative soliton56.
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C. Stability of pulse trains corresponding to temporal dissipative solitons
It has been shown recently that, for large values of the delay, the Floquet spectrum of the peri-
odic pulse train (solid blue branches in Fig. 3(a) and (b)) corresponding to a temporal dissipative
soliton splits into two distinct parts: the interface spectrum and the pseudo-continous spectrum.
Whereas the interface spectrum consists of isolated Floquet multiplier as τ → ∞, the the pseudo-
continuous spectrum can be approximated by a continuous curve, the so-called asymptotic con-
tinuous spectrum; see Ref. 56 for details. As τ increases, this curve becomes densely filled with
Floquet multipliers.
We follow Ref. 56 to show that the pseudo-continuous spectrum of a k-pulse train (dark blue,
cyan) is well approximated by the curve µk : R→ C, where
µkk (ω) =
κeiωδ0
iω−A+B+1 , (8)
with an error of order 1/τ; the details are in Appendix B. Figure 4 shows the Floquet spectrum of
the 1-, 2- and 3-pulse train which coexist for A = 6.5, B = 5.8, a = 1.8, γ = 0.04, τ = 4000, and
κ = 0.1. We observe that the 1-pulse train is stable and, as the number of pulses per delay interval
k increases, the modulus of the largest nontrivial multiplier increases like
max
ω
µk(ω) = k
√
κ
|A−B−1| .
In addition, there are k mulipliers close to the imaginary axis. Theses multipliers correspond to the
translational Floquet eigendirections along which a k-pulse train is weakly attracting. Conditions
κ < κT and (4) (equivalently (5)) imply that the Floquet multipliers approximated by the asymp-
totic continuous spectrum (and therefore, the asymptotic continuous spectrum itself) stay bounded
away from the unit circle by a constant of order 1/τ . As κ→ κT, the pseudo-continuous spectrum
approaches the imaginary axis, because maxω µk(ω)→ 1. For κ > κT, large delay instabilities
can lead to complicated dynamics21,22. We note that periodic solutions for negative delay are al-
ways unstable. They exist as C∞ objects in the corresponding advanced differential equations, but
a generic small perturbation along the periodic solutions diverges at least exponentially.
IV. TWO-PARAMETER BIFURCATION DIAGRAM
Starting from the one-parameter bifurcation diagrams for different values of κ , we now investi-
gate the qualitative changes in Eqs. (1)–(3) that lead to the disappearance of periodic pulse trains.
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Figure 4. Floquet spectrum of periodic pulse trains coexisting for parameter values A = 6.5, B = 5.8,
a = 1.8, γ = 0.04, τ = 4000, and κ = 0.1. Shown are the 2000 Floquet multipliers (blue) largest in mod-
ulus and the asymptotic continuous spectrum (cyan). Floquet multipliers with smaller modulus have not
been computed (gray regions). (a1) spectrum of the 1-pulse train; (a2) enlargement of (a1) close to 0; (b)
spectrum of the 2-pulse train; and (c) spectrum of the 3-pulse train.
We do so continuing the bifurcation points in Fig. 3 as curves in the (τ,κ)-parameter plane for
different values of A. The resulting two-parameter bifurcation diagrams are shown in Figs. 5 and 6.
Case A. The laser without feedback is excitable
First, we consider the parameter values A= 6.5, B= 5.8, a= 1.8, γG = γQ = 0.04 as in Fig. 3.
This set up corresponds to the case when the laser without feedback is excitable. This exact set
of parameters has been studied earlier by some of the authors26,45. We recover their results for
τ ≥ 0 and extend the bifurcation diagram to τ < 0, thereby allowing us to study the location of the
homoclinic orbits Lo and Lp; see Fig. 5. A detailed description of the dynamics in the regions that
are enclosed by these bifurcation curves for τ ≥ 0 can be found in Refs. 26 and 45.
The bifurcation diagram in Fig. 5(a) is organized by Hopf bifurcations curves. For ease of
16
510 10
-3
-200 -100 0 100-40 -20 0 20 40 60
0
0.1
0.2
0.3
0.4
N
N GH
GH
GH
GH
GH
BT* T
GH
FPFP FP FP
GH
Hq
Hq
Hq
Hp
Lp
Lo
Lo
Lp
-2 -1 0
0.3
0.4
Lo
T
Lp
Lo Lp
FP
LT
MFP
M
(a) (b1)
(b2)
(b1)
m
m
m
m m
(b2)
HH
GH
Figure 5. (Color online) Bifurcation diagram of Eqs. (1)–(3) in the (τ,κ)-plane for A= 6.5, B= 5.8, a=
1.8, and γG = γQ = 0.04. (a) relevant part of the (τ,κ)-plane; (b1)–(b2) enlargements of the respective gray
shaded regions in (a) (and a larger range of τ-values in (b2)). Shown are curves of transcritical bifurcations
T (dashed black), of Hopf bifurcations Hp (green) and Hq (blue), of homoclinic bifurcations Lo (magenta)
and Lp (black), and of folds of periodic orbits T (red), as well as curves of periodic orbits with a local period
minimum m or maximum M (dotted blue). Additionally shown are points of generalized Hopf bifurcations
GH (blue filled circle), of Neutral Saddle points N (filled diamond), a Hopf-Hopf bifurcation point HH
(cyan filled circle), a Bogdanov-Takens bifurcation point BT∗ (magenta filled square), a local maximum
along a curve of fold periodic orbits MFP (purple triangle), as well as a homoclinic bifurcation point at
nonhyperbolic equilibrium LT (purple diamond). The light blue shaded regions in (b1)–(b2) indicate the
existence of a periodic orbit; in the darker blue shaded region in (b1) periodic orbits coexist.
reference, we denote Hopf bifurcation curves of the steady state q by Hq (blue), and of the steady
state p by Hp (green), respectively. Along the curves Hp and Hq, we encounter generalized Hopf
bifurcation points GH (filled circle). At a GH point, the Hopf bifurcation changes criticality (the
direction in which a small perturbation of the parameter leads to the creation of a periodic orbit),
which is generically accompanied by the emergence of a fold curve FP (red) of periodic orbits
from the GH point.
We remark that, along the curve Hp, the period of the bifurcating periodic orbit is large. The
expected fold periodic orbit emanating from the point GH (green filled circle), therefore, is likely
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to have a large period as well. We were unable to find a fold curve of periodic orbits with period
less than T = 10000 near the point GH (green filled circle) in Fig. 5(a).
Two of the fold curves FP in Fig. 5 terminate, respectively, in a neutral saddle bifurcation
point N (filled black diamond), where the curve FP ends in the curve Lp (black) of homoclinic
bifurcations. At κ = 0.3, the curve Lp coincides with the transcritical bifurcation curve T (black
dashed) of steady states o and p. The point LT (filled purple diamond) is a homoclinic bifurcation
point with a non-hyperbolic steady state, which is a codimension-two phenomenon. At the point
LT, there emerges a curve of homoclinic orbits Lo (magenta).
At (τ,κ) = (−3,0.3), we encounter a double zero eigenvalue along the curve T, which we
refer to as a Bogdanov-Takens bifurcation point BT∗ (magenta square, filled). This bifurcation
point is different from a standard Bogdanov-Takens bifurcation in that it occurs on the invariant
plane I = 0; see Appendix A for details. The point BT∗ gives rise to the Hopf curve Hq (green)
together with an additional curve Lo (magenta) of homoclinic orbits with small amplitude, which
are not of particular interest here. Similarly, we observe that the Hopf curve Hq self-intersects in a
Hopf-Hopf bifurcation point HH (cyan filled circle), which is not studied further here.
The curves m and M (both light blue, dotted) correspond to periodic orbits having a local
minimum and local maximum of the period with respect to τ , respectively. As a reminder, we
are interested in the location of the periodic orbits along m and M with respect to the homoclinic
orbits Lo and Lp, as well as the position of the fold periodic orbits along FP shown in Fig 3.
Starting from the horizontal slice κ = 0.01 in Fig. 5(a) (see Fig. 2(a) for the one-parameter
bifurcation diagram) and decreasing κ , we observe that the curves Lo and Lp level off at a certain
value of κ; this corresponds to the minimum coupling strength κmin ≈ 0.006 that allows for pe-
riodic pulse trains and, therefore, to the lower boundary of the self-excited oscillatory regime in
Fig. 2; see Figure 5(b2) for an enlargement of (a) and a larger range of values τ . In particular,
the periodic orbits along m approach in the (τ,κ)-plane a homoclinic orbit in Lo or Lp; thus, Tmin
grows beyond bound as κ ↘ κmin. The period along the curve m increases fast, and it is chal-
lenging to follow it for T > 1000. Recall from Sec. III A that, for fixed κ , fold periodic orbits
accumulate at the respective periodic orbits with minimal or maximal period in parameter space
as τ → ∞. Therefore, as κ ↘ κmin, there are countably many fold periodic orbits that undergo a
bifurcation with period infinity at κ = κmin; for κ < κmin, there are no periodic pulse trains.
We note that the periodic orbits along the curves m with the same period reappear exactly
and, therefore, their profiles are identical. Let us assume that Lo (and Lp) exists for all τ < 200
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(and τ > 200) and the family of periodic orbits along m converges to Lo (and, therefore, to Lp
as |τ| → ∞). This implies a heteroclinic connection between o and p, as Lo and Lp coincide at
(τ,κ) = (±∞,κmin). Indeed, the profile of the homoclinic orbits along Lo and Lp indicate such a
connection for |τ|  1.
Conversely, increasing κ from κ = 0.01 in Fig. 5(a), we observe that an additional fold curve
FP of period orbits emerges from the curve Lp at a neutral saddle point N. This curve FP, coincides
with a Hopf bifurcation curve Hq at a generalized Hopf bifurcation point GH. The remaining fold
curves disappear in a similar way at GH points (only one is shown in Fig. 5(a)). At κ = 0.1 all
fold points FP have disappeared and all branches of periodic orbits terminate either in a Hopf
bifurcation Hq, or in a homoclinic orbit Lo, or Lp; see Fig. 2(b) for the one-parameter bifurcation
diagram. When increasing κ further in Fig. 5(a), another curve FP of fold periodic orbits arises
from a neutral saddle point N; see Fig. 2(c) for the one-parameter bifurcation diagram for κ = 0.38.
The curve FP bounds the region of periodic orbits for small values of τ; see Fig. 5(b1) for an
enlargement. From the point LT in Fig. 5(b1) arises a curve M of local period maxima, resulting
in the existence of countably many folds points of periodic orbits in the the branches of periodic
orbits that reappear from M. Moreover, as κ ↘ κT the period of the orbits along M grows beyond
bound, and so does the period of the orbits along a given curve F for κ > κT. As a result, all
curves FP, with |τ|  1 and κ > κT, approach T asymptotically as |τ| → ∞. In this way, the
curve T bounds the region of periodic pulse trains with arbitrarily large period and, therefore, the
self-excited oscillatory regime in Fig. 2.
We continue with the discussion of Fig. 5(b1). The fold curve FP displays a local maximum
MFP, where the curves FP, M and m intersect. For κ > κMFP, there are no periodic orbits. For
κT < κ < κMFP periodic orbits have bounded period, and the orbit with the maximum period for
fixed κ is indicated by M. As a result, the boundary of the oscillatory regime κmax is given by the
κ-value of the point MFP. For a fixed value of κ above the local maximum of the Hopf curve Hq
in Fig. 5(b1), but smaller than the point MFP, there exists an isola of periodic orbits parametrized
by τ , which is bounded by fold points FP of periodic orbits. These isolas reappear for different
values of the delay in Fig. 5(a). The width of each of the τ-intervals parametrizing these isolas
shrinks to zero as κ ↗ κmax.
The discussion above shows how κmin and κmax can be obtained by studying the two-parameter
bifurcation diagram in the (τ,κ)-plane. Recomputing the diagram for a large number of different
values of A, one obtains Fig. 2 by plotting the values of κmin and κmax with respect to the pump
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parameter A. For different values of A, the bifurcation diagram in the (τ,κ)-plane changes of
course. However, it remains effectively the same when A is increased from the value A = 6.5 in
Fig. 5. More specifically, the curve T attains smaller and smaller values of κ , until the point when
the laser without feedback undergoes a transcritical bifurcation. At this bifurcation point, the laser
becomes self-oscillating and the value of κmin is zero; see Fig. 2. As the value of A increases, the
maximum value of κ along the curve Hq decreases and so does the distance between curves Hq and
FP in Fig. 5(b1). At A ≈ 7.5, the constant lasing state q of the laser without feedback undergoes
a stabilizing Hopf-bifurcation. At this bifurcation point, κmax = 0, so that we do not observe any
periodic solutions for larger values of A; see Fig. 2.
Case B. The laser without feedback is off
Decreasing the value of A, on the other hand, the bifurcation diagram in the (τ,κ)-plane
changes a lot. Nevertheless, It is still possible to consistently define κmin and κmax, as the minimal
value of κ along the curve Lo and, the maximal value of κ along a curve FP, respectively.
To illustrate this, we now show the bifurcation diagram in the (τ,κ)-plane for A = 5.9 (with
all other parameter remaining the same); see Fig. 6. This configuration is interesting, because
it corresponds to the case when the laser is off in the absence of feedback, but shows feedback-
induced excitability for intermediate values of κ . The bifurcation diagram in Fig. 6 is an extension
of earlier results26,45 to τ < 0, and we again focus on the location of the curves m and M relative
to Lo, Lp and FP.
In Fig. 6(a), we now encounter a fold curve F (dashed dotted black) of steady states, along
which p and q bifurcate; they exist when κ > κF ≈ 0.1. Along the curve F, we find a fold-Hopf
bifurcation point FH (dark cross), from which two Hopf curves Hp (green) and Hq (blue) emanate.
The point FH may give rise to further curves of codimension-one bifurcations, which are not
of immediate interest here. Following the curve Hq to positive values of τ , we find a (regular)
Bogdanov-Takens bifurcation point BT (black filled square); see Fig. 6(b1) for an enlargement
of (a) close to τ = 0. From the point BT, there emerges a curve Lp of homoclinic orbits with
small amplitude. Conversely, starting from the FH and increasing κ along the curve Hp , we find
a Bogdanov-Takens bifurcation point BT∗ (magenta filled square) on the transcritical bifurcation
curve T (black dashed). A curve of homoclinic orbits Lo with small amplitude emerges from
BT∗. On the curves Hp and Hq, we again encounter generalized Hopf bifurcation points GH (filled
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Figure 6. (Color online) Bifurcation diagram of Eqs. (1)–(3) in the (τ,κ)-plane for A= 5.9, B= 5.8, a=
1.8, and γG = γQ = 0.04. (a) relevant part of the (τ,κ)-plane; (b1)–(b3) enlargements of the respective gray
shaded regions in (a). Shown are curves of transcritical bifurcations T (dashed black), of fold (or saddle-
node) bifurcations F (dashed dotted black), of Hopf bifurcations Hp (green) and Hq (blue), of homoclinic
bifurcations Lo (magenta) and Lp (black), and of folds of periodic orbits T (red), as well as curves of
periodic orbits with a local period minimum m or maximum M (dotted blue). Additionally shown are points
of generalized Hopf bifurcations GH (filled circle), of a fold-Hopf bifurcation point FH (black cross), of
Bogdanov-Takens bifurcations BT∗ (black filled square) and BT∗ (magenta filled square), of a heteroclinic
connection TP (purple diamond), as well as a local minimum mLo (orange triangle) along the curve Lo.
The light blue shaded regions in (b1)–(b3) indicate the existence of a periodic orbit; darker blue shaded
regions in (b1)–(b3) indicate coexistence of periodic orbits. The horizontal axis in (b3) is shown relative
a fold curve of periodic orbits between the two points of generalized Hopf bifurcations GH (blue) and GH
(green) in the lower left of panel (a).
circles) that give rise to fold curves FP (red) of periodic orbits.
We remark that the curves Lo, Lp, Hp, and Hq exist in a bounded interval of the delay; this is in
contrast to the bifurcation diagram for A= 6.5 in Fig. 5, where they are unbounded. In particular,
the curve Lo attains a minimum with respect to κ at the point mLo (orange filled triangle), which
corresponds to the minimum coupling strength κmin of stable periodic pulse trains for A= 5.9; see
Fig. 6(b2) for an enlargement of panel (a). The period along the curve m of periodic solution with
21
minimal period with respect to τ also grows beyond bound as κ↘ κmin; for κ < κmin there are no
periodic pulse trains with τ ≥ 0. Note that the critical value κmin does no longer correspond to a
bifurcation point.
The curves Lo, Lp and a fold curve F coincide at the point TP (purple filled diamond), which
corresponds to a connecting orbit between the steady states o and p; see Fig. 6(b1) for an enlarge-
ment of (a) close to τ = 0. This global bifurcation is similar to a T-point in ordinary differential
equations16,23, which requires the existence of a generic connection between o and p. Indeed, for
the considered parameter values the dimension of the stable eigenspace of o is dimW s(o) = 3, and
the codimension of the unstable eigenspace of p is codimW u(p) = 2, implying the possibility of a
generic connection between o and p. The profile of the homoclinic orbits along the curves Lo and
Lp further supports the existence of a connecting orbit at the point TP. For details on the spectrum
of the steady state o see Appendix A. While we do not study this global bifurcation in detail here,
it follows that for κ > κTP ≈ 0.62 there are no stable periodic pulse trains with τ ≥ 0. Therefore,
the boundary of the self-excited oscillatory regime κmax for A = 5.9 is given by the point TP. As
κ ↗ κmax, the minimum period Tmin along the curve m in Fig. 6(b1) grows beyond bound.
For ease of reference, we only show the relevant Hopf bifurcation curves Hp and Hq near τ = 0
in Fig. 6(a). Note however, that countably many curves Hp and Hq of Hopf bifurcations reappear
under the mapping τ 7→ τ + 2pi/ω, where ω is the imaginary part of critical eigenvalues of the
respective equilibrium at the Hopf bifurcation points along Hp and Hq. Along theses curves, one
encounters Hopf-Hopf bifurcation points and further points of generalized Hopf-bifurcations, each
giving rise to additional curves of fold periodic orbits; see Ref. 26. Recalling Sec. III A, curves
m reappear in a similar way, and the points along the curves of folds of periodic orbits above
accumulate at points along these curves m. Therefore, as κ ↘ κmax, and respectively κ ↗ κmin,
the fold curves approach the line κ = κmax, respectively κ = κmin, as τ → ∞. The full bifurcation
diagram for a finite range of positive delays τ , can be found in Refs. 26 and 45, together with
a detailed analysis of the bifurcations of higher-codimension that are involved in the transition
between the diagrams in Figs. 5(a) and 6(a).
As a side remark, along the Hopf bifurcation curve Hp we encounter a generalized Hopf bi-
furcation point GH (green filled dot), which gives rise to a fold curve FP of periodic orbits that
ultimately disappears in another generalized Hopf bifurcation point GH (blue filled dot) on the
curve Hq. The curve F is very close in parameter space to the curve Lo; Figure 6(b3) shows an en-
largement of the corresponding parameter region; here the bifurcation curves are plotted in relative
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distance form the fold curve FP of periodic orbits. This shows that there are no further bifurcations
in this small parameter region.
V. CONCLUSIONS
We studied the onset and termination of periodic pulse trains in the Yamada model for a semi-
conductor laser with saturable absorber and delayed optical feedback. A general bifurcation anal-
ysis of the model was given earlier by some of the authors26,45, and we formally extended this
analysis to negative values of the feedback delay. With this approach, we were able to characterize
the critical coupling strengths κmin and κmax that determine the onset and termination of periodic
pulse trains, as well as the geometric mechanisms that are responsible for the corresponding dy-
namical changes. The main idea of the approach is to identify homoclinic and fold bifurcations
of periodic orbits and to study the two-parameter bifurcation diagram in the feedback parameters,
the delay τ and feedback strength κ .
More specifically, we numerically studied codimension-two points of homoclinic orbits and
fold periodic orbits for different values of the pump parameter A, coupling strength κ , and feed-
back delay τ . Projecting these points onto the (A,κ)-parameter plane revealed the curves κmin and
κmax bounding the region of sustained self-pulsation. In this regime, the period of the periodic
pulse train is largely determined by the length of the feedback loop, i.e. by the delay τ . The
regime of self-pulsation can be accessed (for sufficiently large coupling strength κmin < κ < κmax)
even if the solitary laser is neither excitable nor oscillatory, well before the lasing threshold. The
experimental validations of these predictions will be the subject of future research.
As a secondary result, we employed the recently developed theory of temporal dissipative
solitons56 to infer upper estimates for the maximum number of equidistant pulses per delay in-
terval that give rise to stable periodic pulse trains for fixed parameter values in the self-excited os-
cillatory region. Our results indicate that, for a given delay, there coexist a large number of stable
periodic pulse trains that are weakly stable. Indeed, it has been observed in numerical simulations
as well as in the experiment, that an arbitrary configuration of consecutive pulses convergences
very slowly towards an equidistantly spaced pulse train31,48,49. The impact of noise on the stabil-
ity of a given pulse train with k pulses has not been considered here, but is worth investigating in
the future. An earlier study showed, that, even in the oscillatory regime where there appear to be
only a few coexisting stable pulse trains, the basins of attraction may be complicated Cantor-like
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sets45. Noise in the laser cavity with sufficiently large intensity may, therefore, be able to switch
between pulse trains with different numbers of pulses. Similarly, one might expect such noise
fluctuations to be able to trigger intermediate pulses, possibly causing the laser to accumulate the
largest number of pulses possible for a given value of the feedback delay.
For larger values of γG and γQ, multiple modes of laser light start to interfere, thereby allowing
for passive-mode locking inside the laser cavity47,51. This alternative mechanism constitutes an-
other way to generate pulsed laser light, which is not captured by the Yamada model. Our method
of identifying the critical coupling strength, however, applies in a similar way, and this will be
a topic of future study. Interestingly, the corresponding delay differential equation model51 al-
lows for bound pulse trains36 (a train of consecutive pulses followed by a longer pause), which
correspond to N-homoclinic orbits. Such orbits and their bifurcations have been shown to orga-
nize the dynamical behavior of Lang-Kobayashi-type models of semiconductor lasers with optical
injection52, and may facilitate our understanding of the complex dynamics in semiconductor lasers
with optical feedback. Such N-homoclinic orbits have, however, not yet been observed in Eqs. (1)–
(3).
We want to emphasize that the presented methodology is not limited to the Yamda model with
delay or to nonlinear optics, but is relevant for the rigorous analysis of delay-coupled excitable sys-
tems more generally. It may, furthermore, facilitate the understanding of delay-induced switched
states; see Ref. 38 and references therein. On the other hand, there is a specific interest in the
dynamics of coupled laser systems, because they are relevant for optical data storage and neuro-
morphic information processing5,35,40.
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Appendix A: Spectrum of the off-state o
This section contains a characterization of the spectrum of the steady state o of Eqs. (1)–(3).
The characteristic equation at the steady state o reads
0 = (λ + γG)(λ + γQ)
(
−λ +A−B−1+κe−τλ
)
. (A1)
A solution λ ∈ C to Eq. (A1) is called an eigenvalue of the steady state o; the entirety of eigen-
values is called the spectrum. General information on the spectrum of a steady state of delay
differential equations can be reviewed in classic textbooks6,13,14. We note that for τ > 0, the real
parts of eigenvalues in the spectrum accumulate at−∞, whereas for τ < 0, the situation is reversed
and the real parts of eigenvalues in the spectrum accumulate at +∞. The following mental picture
is very helpful. As τ passes through 0 from positive to negative values, countably many eigenvalue
with negative real part pass through −∞+ iR and appear from +∞+ iR with positive real part.
We continue with the disucssion of Eq. (A1). The two eigenvalues λ1,2 = −γG,Q correspond
to the attracting eigendirections (1,0,0)T and (0,1,0) that span the invariant plane I = 0. As
a remark, a homoclinic orbit of o cannot arrive or leave (in backward time) via one of these
directions, because I = 0 is invariant. We can investigate the solutions of the remaining factor of
Eq. (A1) independently. These solutions correspond to the eigendirection (0,0,1) perpendicular
to the plane I = 0. In particular, we can derive conditions, under which a pair of conjugated
eigenvalues crosses the imaginary axis (which generically corresponds to a Hopf bifurcation on
the nonlinear level). Under the assumption λ = iω , we can parametrically solve Eq. (A1) for the
curves
κ(ω) =±
√
ω2+(A−B−1)2,
τ(ω) =− 1
ω
arg
(
iω−A+B+1
κ(ω)
)
+
2pik
ω
,
in the (τ,κ)-plane, where k ∈ Z and we require that κ > |A− B− 1|. If κ < |A− B− 1| no
eigenvalues can cross the unit circle. Assume otherwise, then a pair of eigenvalues crosses the
unit circle at (κ,τ) = (κ(ω),τ(ω)); moreover, for fixed κ , the number of pairs of eigenvalues that
cross the imaginary axis grows beyond bound as |τ| → ∞.
On the other hand, it follows from straightforward computation that there are no real solutions
to Eq. (A1), additional to −γG and −γQ, if and only if A > B+1. With this information at hand,
one can completely characterize the spectrum of o in the direction perpendicular to I = 0; this
is illustrated in Fig. 7. Throughout this work, we have considered parameter values satisfying
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A< B+1 A> B+1
κ <−(A−B−1) κ >−(A−B−1) κ > A−B−1 κ < A−B−1
τ
>
0
τ
<
0
Figure 7. Sketch of the spectrum of o= (A,B,0) in the direction (0,0,1) for sufficiently large |τ|.
A < B+ 1. In Figs. 5 and 6, we have shown that the homoclinic orbits along the curve Lo exist
for κ > κT = −(A− B− 1) and τ < 0, corresponding to the case when the steady state o is
a saddle with three-dimensional stable manifold (counting the stable directions on the invariant
plane I = 0). As κ → κT and τ < 0, a real positive eigenvalue crosses the imaginary axis; this
corresponds to the bifurcation point LT in Fig. 5(b1). Conversely, for κ ≤ κT and τ > 0 the steady
state o is exponentially stable, and no homoclinic connection is possible.
As a side remark, we find the location
(τ,κ) =
(
1
A−B−1 ,−(A−B−1)
)
of the Takens-Bogdanov bifurcation point BT∗ shown in Figs. 5 and 6 directly from Eq. (A1).
Appendix B: Asymptotic continuous spectrum of stable periodic pulse trains
This sections contains the derivation of expression (8) for the asymptotic continuous spectra
shown in Fig. 4. Consider a periodic solution x˜(t) = (G˜(t), Q˜(t), I˜(t)) of Eq. (1)–(3) with period
T . The Floquet spectrum of x˜ is given by nontrivial (and normalized) solutions (µ,y) ∈ C×
C([−T,0],Cn) to the equation
y′(t) =M1(x˜(t))y(t)+M2y(t− τ), (B1)
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satisfying
y(t) = µy(t+T ), (B2)
for all t, where M1(x˜(t)) and M2 are given by the T -periodic coefficient matrices
M1(x˜(t)) =

−γQ(1+ I˜(t)) 0 −γQG˜(t)
0 −γQ(1+aI˜(t)) −γQaQ˜(t)
−I˜(t) −I˜(t) G˜(t)− Q˜(t)−1

and
M2 =

0 0 0
0 0 0
0 0 κ
 .
The parameter µ is called the Floquet multiplier, and y is called the eigensolution of µ .
More specifically, let x˜ be a k-pulse train in the self-excited oscillatory regime (see Fig. 2) with
period T = (τ+δ )/k (where δ > 0 is the drift of the pulse train, i.e. the response time of the laser
to produce a subsequent pulse after delay time τ) and δ = δ (τ)→ δ0 as τ → ∞. As a reminder,
we denote (τ,κ) = (−δ0,κ) the point at which there is a homoclinic bifurcation along the branch
Lo for fixed κ; see Figs. 5 and 6. Henceforth, µk is a Floquet multiplier corresponding to x˜. Then,
inserting Eq. (B2) into Eq. (B1) k-times, one obtains an equivalent formulation of the Floquet
problem, where
y′(t) =M1(x˜(t))+µkkM2y(t+δ ), (B3)
and
y(t) = µky(t+T )
for all t. As τ → ∞, the period of the pulse train grows beyond bound; equivalently, δ → δ0.
Now for sufficiently large values of τ , the Floquet spectrum of x˜ splits into two parts: the
interface spectrum and the pseudo-continuous spectrum56. For sufficiently large τ , the Floquet
multipliers in the pseudo-continuous spectrum accumulate along a continuous curve, the so called
asymptotic continuous spectrum. Following Ref. 56, the asymptotic continuous spectrum can be
determined by evaluating Eq. (B3) at x˜ = o for δ = δ0, and choosing the spectral parameter µk
such that the resulting steady state spectrum is non-hyperbolic, i.e.
0 = det(−iωI+M1(o)+µkkM2eiωδ0) (B4)
for some ω ∈ R. Solving (B4) parametrically for µkk = µkk (ω) gives expression (8).
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