Abstract-In this paper, we investigate approaches and algorithms for establishing a multicast session in a mesh network while protecting the session against any single link failure, e.g., a fiber cut in an optical network. First, we study these approaches and algorithms to protect a single multicast tree in a mesh network and then extend it to dynamically provision survivable multicast connections (where connections come and go) in an optical wavelength-division multipexing (WDM) network.
I. INTRODUCTION

R
ECENT advances in networking-particularly high-capacity optical networking employing wavelength-division-multiplexing (WDM) technology [3] -have made bandwidth-intensive multicast applications such as high-definition television, video conferencing, interactive distance learning, live auctions, distributed games, and movie broadcasts from studios widely popular [4] - [8] . Hence, there is an emerging need to efficiently protect critical multicast sessions against link failures such as fiber cuts. In the event of a fiber cut, all connections going in either direction of a fiber are disrupted, and the affected destinations have to be reached on alternate routes. Because single fiber failures are the predominant form of failures in communication networks, we focus on protecting multicast connections from any single fiber cut. 1 2 In order to support multicasting in an optical WDM network, which will form tomorrow's Intenet backbone, we need multicast-capable wavelength-routing switches (MWRSs) [9] at network nodes, which replicate a bit stream from one input port to multiple output ports. Fig. 1 shows a MWRS with optical-electronic-optical (O/E/O) conversion employing opaque cross-connects [10] . A signal arriving on the input fiber link is replicated into three copies in the electronic domain. One copy is dropped locally at the node, and the remaining two are switched to different channels on outgoing fiber links 1 and 2. These switches with splitting capability create a "light-tree" [9] , [11] with the source node as the root and the destination nodes as leaves. Full wavelength conversion is inherent in such cross-connects and, hence, no explicit wavelength convertors are needed.
Fiber cuts in an optical network occur often enough to cause service disruption, and they may lead to significant information loss in the absence of adequate backup mechanisms. The loss could be heavy when the failed link in a light-tree carries traffic for multiple destinations. Although significant work has been done for protecting and restoring unicast connections in a WDM 1 The frequency of faults in networks is represented by a quantity called "failure-in-time" (FIT), which is defined as the number of failures of a network component in 10 h. Some representative FIT values for network components are the following: 10 FITs per 10 km of fiber, 10 -10 FITs for synchronous optical network (SONET) equipment, and 10 -10 FITs for couplers and multiplexers, etc. 2 Although our study can be extended to handle single node failures, e.g., our optimal path-pair-based shared disjoint paths (OPP-SDP) algorithm (see Section II-C) can be appropriately modified to compute node disjoint path pairs to each destination, we do not present it in this paper to conserve space. mesh network in which several schemes, such as link protection, path protection, and sub-path protection with or without sharing, are discussed [12] - [15] , little work has been done on efficient protection of multicast connections where several replicas of information bit streams are transmitted to a set of destination nodes simultaneously. Below we explain multicast protection approaches, starting with the less efficient schemes, such as linkdisjoint and arc-disjoint trees, and then progressing to newer and efficient schemes, such as segment protection and path protection with self-sharing. These multicast protection schemes and their corresponding algorithms are summarized in Fig. 3 .
A straightforward approach to protecting a multicast tree is to compute a link-disjoint backup tree. Two trees are said to be link disjoint if they do not share any link along their edges. Such link-disjoint trees can be used to provide dedicated protection [16] where both primary tree and backup tree carry identical bit streams to the destination nodes. When a link fails, the affected destination nodes reconfigure their switches to receive bit streams from the backup tree, instead of the primary tree. The pitfalls of this approach include excessive use of resources and inability to discover link-disjoint trees in a mesh network, which may lead to the blocking of a large number of multicast sessions while trying to establish them (see Section II-D).
The notion of "arc disjointedness" 3 between primary tree and backup tree can be used to improve (i.e., reduce) the usage of network resources while reserving sufficient resources to handle a link failure. Two arc-disjoint trees may share a link in opposite directions only, and they provide 1:1 dedicated protection [16] where the resource for the backup tree is reserved and it is used to carry bit streams when failure occurs. Previous works in [17] and [18] exploited the notion of arc-disjoint trees and proposed an algorithm to find primary and backup trees in an undirected graph. A disruption on a primary tree, such as transmitter failure, can be handled by switching over to the backup tree. In [19] , it is shown how arc-disjoint trees can be used to protect a multicast session in a WDM network against any single fiber cut through appropriate switch reconfigurations. We propose algorithms to compute arc-disjoint trees in a directed mesh network. However, arc-disjoint trees do not yield the most efficient solution for protecting a multicast session, and the connection may be blocked. For example, in Fig. 2(a) , it is impossible to find two arc-disjoint trees from source node to destination nodes and . (In all our figures, thick solid lines represent network links.) We show below that sufficient resources do exist in this network to establish a primary tree with enough backup resources to handle any single link failure. We illustrate the schemes for protecting a multicast session, subsequently, by choosing simple examples.
Although it may not always be possible to find anarc-disjoint backup tree once a primary tree has been discovered, it may be possible to protect each segment in the primary tree by finding a segment-disjoint path. A segment is defined as the sequence of edges from the source or any splitting point (on a tree) to a leaf node or to a downstream splitting point. A destination node is always considered as a segment end node because it is either a leaf node in a tree or is a splitting point where a portion of a signal is dropped locally and the remainder continues (e.g., drop-and-continue (DaC) node) [20] . For example, in Fig. 2 (b), a primary tree (shown in dotted lines) is found along edges , , , and . Here, node is a splitting point and creates three segments, viz., , , and . Observe that there is no other path besides the paths along the primary tree, from source node to either destination nodes or ; hence, it is not possible to discover an arc-disjoint backup tree. However, each of the three segments , , and of the tree can be protected by segment-disjoint paths , , and , respectively. Note that segment-disjoint paths can share their arcs with existing primary-tree arcs or other backup-segment arcs [see Fig. 2(b) ], which an arc-disjoint backup tree cannot accomplish.
A basic requirement in disseminating information from a source node to all destination nodes is the existence of a path from the source to each destination node. In order to protect each such path (from source node to a destination node) against any cut on a (fiber) link along the primary path, a backup path from the source node to the destination node is essential, which is link disjoint to its corresponding primary path. Thus, a link-disjoint path pair from the source node to every destination node is sufficient to handle any link failure in a directed graph. For example, Fig. 2 (a) has link-disjoint paths from to (primary path and backup path shown with dotted and dashed lines, respectively) and link-disjoint paths from to (primary path and backup path ). Note that the backup path for shares a link with the backup path for . We will call these link-disjoint paths from source node to a destination node a path pair, and a path pair with least cost in the network will be called an optimal path pair (OPP). Readers can verify that a switch at a node can be appropriately configured to send bit streams from source to both destination nodes when any link fails in the network.
Although it is not always possible to find a backup segment disjoint to its primary segment, path pairs can be found. For example, Fig. 2(c) shows a primary tree in dotted lines with three segments ( , , and ). In this network, a backup segment for primary segment does not exist. However, the network has a path pair to each destination ( and ); hence, the network has sufficient resources to prevent inaccessability of any destination node due to any link failure. We believe that the problem of setting up a multicast session with protection against any link failure at optimal cost is non-polynomial (NP)-complete because the underlying problem of setting up a minimum-cost tree from source node to all destination nodes, known as the minimum-cost Steiner tree, has been shown to be an NP-complete problem [21] .
The remainder of the paper is structured as follows. Section II investigates the problem of protecting a multicast connection in a mesh network. Sections II-A and II-B present the problem statement and its mathematical formulation, respectively, to accomplish an optimal solution. In Section II-C, we design several schemes (protecting tree, segment, or path) and corresponding polynomial-time algorithms 4 to efficiently protect a multicast session from any link failure. We discuss the results obtained from simulation of these algorithms and compare them with the optimal solution from a mathematical formulation (integer linear program, or ILP) in Section II-D. Section III builds upon the work in Section II by studying the algorithms for dynamic provisioning of survivable multicast connections in an optical WDM network. Finally, Section IV concludes our paper with a discussion on future work.
II. PROTECTING A MULTICAST SESSION AGAINST SINGLE LINK FAILURES IN A MESH NETWORK
A. Problem Description
We are given the following inputs to the problem. 1) There is a topology consisting of a weighted directed graph, where is a set of network nodes, and is the set of links connecting the nodes. Each link is assigned a weight to represent the cost (number of hops or equipment operating cost) of moving traffic from one node to the other. 2) In a WDM context, the number of wavelength channels carried by each fiber . In this section for setting up only one protected multicast session, we consider , but our Section II-B on dynamic provisioning of multiple protected multicast sessions would incorporate multiple wavelength channels per fiber. 3) A multicast connection request has to be established while protecting it from any single link failure. The connection is unidirectional from source to each destination. The group size of the session is denoted by , which indicates the number of destination nodes the session serves. If a routing algorithm discovers sufficient resources in a network, the multicast session is established; otherwise, it is blocked. First, we formulate this problem mathematically, which computes path pairs to every destination with minimum aggregrate cost, and then investigate several heuristics for protecting multicast connections.
B. Mathematical Formulation
• Given: -a directed graph, , representing a mesh network topology (we denote the cost of the link between nodes and by ); -a multicast session , where is the source node and , , are the destination nodes (for a unicast connection, , and for a broadcast connection, ).
• Variables: -is used as an index for a destination node; -is used as an index for any node in the network; -Boolean variables and , respectively, represent primary and backup paths from source node to destination node (they are equal to one if the path (either primary or backup) from source node to destination node occupies the link between nodes and ; otherwise, they are equal to zero); -Boolean variables, and , which are equal to one if the path from to passes through node for primary and backup, respectively; -Boolean variable , which is equal to one if the link between nodes and is used in either establishing or in protecting the multicast session (a link would be used if either the primary path or the backup path to a destination occupies it).
• Optimize: -total cost of establishing and protecting a multicast session:
• Constraints:
(10)
• Explanation of Equations: The constraints are written to create a primary path from source to every destination and a corresponding link-disjoint backup path. Equations (2) and (3), respectively, ensure that the source node has an outgoing flow of one unit to the primary path and has zero incoming flow. Equations (4) and (5), respectively, ensure that the destination node has no outgoing flow and has an incoming flow of one unit from the primary path. Constraints (6) and (7), respectively, guarantee that an intermediate node (a node that is neither source nor destination) has incoming and outgoing flow of one unit if it belongs to the primary path; otherwise, it has zero incoming and outgoing flow. Equations (8), (9), (10), (11), (12) , and (13) are constraints for backup path and correspond to the ones for the primary path. The fact that the source and destination nodes are part of primary path and backup path is captured by (14) and (15), respectively. Equations (16) ensures that the primary and the backup path do not share a link. Equations (17) and (18) restrict that link cost be counted (only once) if the link is used either by primary or backup or both.
• ILP Pruning: The size of the ILP is reduced by excluding all the edges not belonging to the edge set of the graph from the constraint equations. For example, the summation term in (2) would include only those outgoing edges from the source that belong to the graph.
C. Multicast Protection Approaches and Algorithms
Because the minimum-cost Steiner tree problem is an NP-complete problem, a heuristic is used to compute the minimum-cost Steiner tree. We employ two common heuristics in this study: pruned Prim's heuristic (PPH) [22] and minimum-cost path heuristic (MPH) [23] . In the first heuristic, a minimum spanning tree (MST) is constructed first using Prim's MST algorithm and then pruned by eliminating unwanted arcs. In the second heuristic, the closest destination nodes are picked one by one and added to a partially built tree. We now present the protection schemes in the order of simple first and in increasing order of complexity (which also is roughly the order of improved performance). These protection schemes and their corresponding algorithms are summarized in Fig. 3 and discussed hereafter in detail.
Our first protection scheme, described in Table I , uses PPH or MPH to compute link-disjoint trees. We call them the PPHbased link-disjoint tree (PPH-LDT) and the minimum-cost path heuristic-based link-disjoint tree (MPH-LDT), respectively. Our next scheme (described in Table II ) computes arc-disjoint trees [17] using PPH and MPH and are known as PPH-ADT and MPH-ADT, respectively. The time complexity of PPH-based algorithms is and for MPH-based algorithms, which uses Floyd-Warshall's all-pair shortest path [22] , is . Our next two schemes protect segments in the primary tree. Table III describes the algorithm to protect segments of a primary tree created using . While finding a backup segment for an unprotected segment on the primary tree, the cost of the arcs along the primary tree and already-found backup segments is updated to zero, thus enhancing sharing of the current backup segment with the partially computed subgraph. As a result, the additional cost for computing each new backup segment is minimized. We call the previously mentioned shared-disjoint-segment scheme using H-SDS. Finding a backup segment between the end-points of a primary segment may not always be possible if the primary segment has already been computed. For example, in Fig. 2(d) , the existence of a primary segment along makes it impossible to compute a backup segment that is disjoint to the primary. We can see, however, that two disjoint segments (also referred to as path pairs) exist in Fig. 2(d) . An algorithm proposed in [24] computes an OPP with least cost between two end-points if such a pair exists. In our second segment-protection scheme, described in Table IV , the OPP algorithm-with time complexity [24] because it is based on Dijkstra's shortest path algorithm [22] -is used to compute disjoint segments between segment end-points, and we call it OPP-SDS-H.
Our last scheme protects the path between every source and destination pair and computes optimal path pair between them. Once a path pair is found, the cost of the arcs along it are updated to zero to increase sharing of new path pairs with the already-found ones and to minimize additional cost. We call this new scheme which uses OPP for computing disjoint paths OPP-based shared disjoint paths (OPP-SDP) algorithm, which is described in Table V . Since OPP discovers a path pair between end-points if it exists, OPP-SDP will find an OPP be- tween source and every destination node if it exists. Hence, OPP-SDP computes a subgraph with path pair to every destination, if such a subgraph exists.
D. Illustrative Examples
We simulated the performance of the various schemes proposed in Section II-C on the sample network shown in Fig. 4 . (In this figure, the link costs represent fiber lengths between node pairs in kilometers, as shown.) We generate a random multicast connection of size and compare various protection schemes to establish the connection on the network. The source node and destination nodes of a connection are uniformly distributed across the network. If a scheme finds sufficient resources, the connection is established; otherwise, it is blocked. In our simulation experiment, we establish one new connection on the network. We repeat the experiment for 5000 different connections of the same group size. The size of the multicast group is varied from 1 to 23 (unicast to broadcast). Fig. 5(a) shows that the blocking probabilities for link-disjoint tree algorithms (PPH-LDT and MPH-LDT) are higher than those for arc-disjoint tree algorithms (PPH-ADT and MPH-ADT). As expected, the blocking is higher for larger multicast group size. Interestingly, none of the sessions were blocked for all other segment-disjoint schemes (PPH-SDS, MPH-SDS, OPP-SDS-PPH, and OPP-SDS-PPH) and the path-disjoint scheme (OPP-SPD) because the network topology in Fig. 4 is two-connected; as a result, two paths could always be found between any pair of nodes. We do not show the blocking probability for the five successful schemes in Fig. 5 (a) because they were zero. We now compare these successful schemes based on their average cost of setting up a multicast connection, where cost is averaged across the 5000 randomly generated ulticast connections. Fig. 5(b) shows the average cost of setting up the connections for the five successful schemes. Observe that MPH-SDS consistently has lower cost than PPH-SDS for all group sizes. This is because the cost of the primary tree is more for MPH (because Fig. 5(a) shows MPH-ADT has a higher blocking) and, hence, allows higher sharing of backup segments with the already-found primary tree, which offsets the cost of having a costly primary. Interestingly, although OPP-SDS-H performs slightly better than H-SDS for small session sizes, its performance deteriorates for large session sizes. This is because, for a small session size, there are only a few segment end-points, and OPPs between these points are cheaper than finding a disjoint segment after a primary segment has already been discovered. However, for large session sizes, there are a large number of segment end-points, and OPPs between these end-points do not provide enough sharing resource to a new backup segment, as opposed to the sharing resource in H-SDS, which includes the entire primary tree and already-found backup segments. Fig. 5 (b) also shows that the OPP-SPD scheme outperforms all segment-disjoint schemes because this scheme has fewer segment end-points (only the source and destination nodes) as compared with the segment-disjoint schemes. Note that the performance of OPP-SPD would change with the sequence in 
III. DYNAMIC PROVISIONING OF SURVIVABLE MULTICAST SESSIONS IN OPTICAL WDM MESH NETWORKS
This section builds upon our study in Section II to dynamically provision survivable multicast connections in an optical WDM network where connections arrive, stay for some time, and then depart.
A. Problem Description
We are given the following inputs to the problem. 1) There is a physical topology consisting of a weighted undirected graph, where is a set of network nodes and is the set of links connecting the nodes. Nodes correspond to network nodes, and the links correspond to the fibers between nodes. A network node is assumed to be equipped with a MWRS, employing opaque cross-connects, as shown in Fig. 1, where , called the physical degree of node , equals the number of physical fiber links emanating out of (as well as terminating at) node .
2) The number of wavelength channels carried by each fiber . 3) Multicast connections requiring protection against single link failures arrive in the network dynamically. If sufficient resources are available, a multicast session is established according to a provisioning scheme. Otherwise, it is blocked. Because connections arrive and stay for a finite duration, for a new connection, a graph of available resources will be composed of directed links. Our objective is to minimize blocking probability of a new connection by prudently designing protection provisioning schemes.
B. Approaches and Algorithms
From our study in Section II on protecting a multicast tree against single fiber cuts, we observe that a choice of Steiner tree heuristic does not play a significant role in reducing the average cost [see Fig. 5(a) and (b) ]. Hence, we select one of the common heuristics, MPH, for studying the provisioning of dynamic connections. Our algorithms for establishing an online multicast connection on a WDM mesh network are based on segment and path protection approaches as described in Section II-C. More information can be found in [2] .
C. Illustrative Examples
We compare the various schemes for dynamic provisioning of multicast connections on a 24-node sample network, as shown in Fig. 4 . Multicast connections arrive with Poisson distribution, and their holding time is negative exponentially distributed. The experiment is run for 50 000 connections of a specific destination size (which varies from 1 to 23) with connection-arrival (network) load of 100 Erlangs and wavelengths. Fig. 6(a) compares the performance of the schemes for provisioning of online multicast session requests. MPH-ADT has the highest blocking probability as it consumes more resources than segment-disjoint schemes. MPH-SDS is observed to perform better than OPP-SDS because of increased sharing opportunities for a backup segment with already-found primary tree and other backup segments. OPP-SDP turns out to be the best scheme with least blocking probability. Observe that, for blocking probabilities less than 0.1, multicast session size should be less than 13. Fig. 6(b) shows blocking probability of establishing multicast sessions of size ten using the most successful scheme (OPP-SDP) in a WDM network where fibers support different number of channels ( and ), under varying offered load. As expected, the graph shows that fibers supporting larger number of channels have lower blocking probability. Observe that, in this simulation experiment, for limiting blocking probability to 0.1 in a WDM network with , offered load can be as high as 60 Erlangs.
IV. CONCLUDING REMARKS
We investigated the problem of setting up a multicast session in a network with minimum cost while protecting it against any single link failure. We formulated the problem mathematically to obtain the optimal solution which turned out to be an ILP. We investigated various approaches such as link-disjoint trees and arc-disjoint trees for protecting multicast sessions, and we proposed new and efficient schemes, such as protecting segments of primary tree and protecting each path from the source to the destination nodes. In the proposed new schemes, backup routes share edges with existing primary and backup edges to minimize cost, a phenomenon that was not possible in previous tree-protection approaches. Our algorithm (OPP-SPD), which discovers OPPS between the source and every destination node, outperforms all other schemes. This algorithm finds a solution if any solution exists, and it performs very close to the best solution (if multiple solutions exist) obtained from solving the ILP.
Our investigation in Section III for dynamic provisioning reinforces that OPP-SPD is the best scheme, and it can be used to determine the limits on session size or on network load to provision dynamic connections while constraining blocking probability to a certain value (say 0.1) in a WDM network supporting a different number of channels.
Although we show the results for a network equipped with opaque cross-onnects, future work includes exploring appropriate modifications to the proposed algorithms on a network equipped with transparent cross-connects. In our current study, we focussed on developing efficient algorithms for establishing multicast connections requiring dedicated protection. When multiple multicast connections exist in a WDM network, their backup arcs can share among themselves; such shared protection will further reduce the overall cost when compared with dedicated protection. Our future work would include a study of sharing schemes among multiple multicast connections.
