Vibrations of a wind turbine have a negative impact on its performance. Mitigating this
Introduction
Wind energy is considered one of the most viable sources of sustainable energy. Its rapid growth in recent years has gained research attention aimed at investigating emerging problems. In the past, most of the research has concentrated on domains such as wind energy conversion ͓1,2͔, prediction of wind power ͓3͔, windspeed prediction ͓4,5͔, wind farm layout design ͓6,7͔, and turbine monitoring ͓8,9͔. Despite its impact on the performance and lifetime of wind turbines, the published research on wind turbine vibrations is rather limited. Mitigating the vibrations of a wind turbine can potentially prevent material fatigue, reduce the number of component failures, and extend the life-cycle of some components. This in turn translates into increased turbine availability and reduced maintenance costs.
Due to the large size of wind turbines, conducting laboratory experiments with such systems is a challenge. Thus, the past wind turbine vibration research has primarily focused on the building models based on first principles and simulation. Leithead and Connor ͓10͔ studied the dynamics of variable speed wind turbines and design of models to control wind turbines. Fadaeinedjad et al. ͓11͔ investigated the impact of voltage sag on vibration of the wind turbine tower. They used three simulation programs, TRUB-SIM, FAST, and SIMULINK, to model wind turbines. Murtagh et al. ͓12͔ investigated control wind turbine vibration by incorporating a passive control device. It is widely recognized that the analysis of parametric models has limitations, as such models usually involve many assumptions, and therefore they may not adequately represent reality. With massive deployment of wind farms in recent years, both the performance and maintenance of wind turbines have grown in importance. Thus, models accurately portraying wind turbine vibrations are needed.
Modeling turbine vibrations is complex, as many parameters are involved. A new approach designed to handle vibrations is needed. In this paper, the wind turbine vibration data are analyzed from two different perspectives: the time domain and the frequency domain. The basis of the time domain analysis is statistical and data-driven methodologies. Three approaches, namely, the predictor importance analysis, the global sensitivity analysis, and the correlation coefficient analysis, are applied to determine turbine parameters that could potentially mitigate turbine vibrations. In the frequency domain analysis, Fourier analysis transforms time domain data into frequency domain. Five data-mining algorithms are used to model the relationships between the identified parameters and wind turbine vibrations, and the best one is selected for modeling and in-depth computational study. The data sets used in this research were collected by the Supervisory Control and Data Acquisition ͑SCADA͒ system at a wind farm. large, and it contains errors caused by malfunction of sensors, mechanical systems, and the data collection system. Those errors usually appear as missing values, values that are out of range, and invalid values. For example, the net power produced by a wind turbine should be a positive number, which is usually between 0 and its rated power. Thus, filtering erroneous values is a significant step in data-driven research. However, once the error logic is discovered, the data cleaning process can be automated.
After filtering the errors and invalid values, three derived parameters are created based on the original SCADA data. The first one is the wind deviation ͑yaw error͒, which is defined as the difference between the wind direction and the nacelle position. The next two are the rate of change in torque and the rate of change in the pitch angle. The rate of change in torque ͑referred to as torque rate͒ is the difference between the current torque value and the torque value at the preceding time 10-s interval ͑see Eq. ͑1͒͒. The rate of change in pitch angle ͑referred to as blade pitch angle rate͒ is the difference between the current pitch angle and the pitch angle preceding the 10-s time interval ͑see Eq. ͑2͒͒.
torque rate = torque value͑t͒ − torque value͑t − 1͒ ͑1͒ pitch angle rate = pitch angle͑t͒ − pitch angle͑t − 1͒ ͑2͒
The two derived parameters ͑Eqs. ͑1͒ and ͑2͒͒ provide additional information about wind turbine vibrations from the rate of change perspective.
In the time domain analysis, the entire data set is used for training models, and it is decomposed into three partitions based on the wind-speed values: wind speed in the interval ͓3.5 m/s, 7 m/s͒, ͓7 m/s, 12 m/s͒, and ͓Ͼ =12 m/ s͔. This rather arbitrary partitioning provides a way to isolate the turbine vibrations attributed to both the drive train and the tower from the impact of other factors such as the wind itself, malfunctions of mechanical systems ͑e.g., shaft misalignments͒, and so on ͑see Table 2͒ .
Although the volume of data collected at the wind farm is large, some data samples are biased; i.e., some observations included in the population dominate other data points. A typical biased data sample of torque values included in Data Partition 1 of Turbine 1 ͑see Table 2͒ is illustrated in the histogram of Fig. 1 .
It is obvious from the histogram in Fig. 1 that the torque rates in the interval ͓Ϫ0.84, 0.84͔ have a much higher frequency than the values in the other intervals. Thus, the number of observations in this interval needs to be reduced from about 36,000 to 7000. This has been accomplished with a random sampling without a replacement scheme. The histogram of torque values after sampling is presented in Fig. 2. 
Data Analysis of Wind Turbine Vibration in Time
Domain. In this research, several parameters measured by sensors or derived from data, such as torque, torque rate, wind speed, wind deviation, blade pitch angle ͑average of the three measured pitch angles, one for each blade͒, and the blade pitch rate, are considered as the major factors potentially impacting the turbine vibrations. These parameters are selected mainly based on domain knowledge and study of the wind energy literature ͓13,14͔.
The tower and drive train accelerations are recorded by the SCADA system. As there are two similar measured values offered by the sensor installed on the drive train, the average value of drive train acceleration is considered for simplicity of analysis. Three different data approaches are applied to quantitatively analyze the impact of each of the selected parameters on the turbine vibrations reflected by the drive train acceleration and the tower acceleration. The data analysis approaches include the predictor importance analysis, the global sensitivity analysis, and the correlation coefficient analysis, and they are applied to each of the three data partitions of Table 2 . Predictor importance is determined by the boosting regression tree algorithm ͓15,16͔. The predictor importance statistics, e.g., the sum of the squares' errors, are computed for each split during the process of building trees, and the best predictor parameter is then selected. An average statistic is computed over all trees and all splits. The predictor parameter with the highest value is assigned the value of 100, and other parameters are assigned lower values. The global sensitivity analysis ranks the importance of inputs on the model extracted by a neural network approach ͓17-19͔. It examines the contribution of uncertainty of all inputs to the output of the model simultaneously, rather than individually, to determine the order of parameter importance. The correlation coefficient ͓20͔ is a statistical approach to analyze the relationship between predictors and the target based on their affinity. Table 2 , the wind speed of both turbines is in the interval ͓3.5 m/s, 7 m/s͒. Due to the fact that the wind speed is rather low, its impact on the drive train and the tower is likely to be minimal.
Analysis of Data Partition 1. For Data Partition 1 of
It is also known that for low wind speeds, the blade pitch angle remains mostly constant for most pitch controlled turbines, as shown in Figs. 3 and 4 ; therefore, this parameter could be excluded in the analysis. Table 3 shows the impact of predictors ͑measured with the predictor importance͒ on the drive train acceleration and the average tower acceleration of the two turbines.
The values of the predictor rank in Table 3 are generated by the boosting tree regression algorithm. The predictor importance varies by the predictor ͑e.g., torque value and torque rate͒ and the target ͑i.e., drive train acceleration and tower acceleration͒. The global sensitivity rankings produced by a neural network are provided in Table 4 . Although the scale used to rank the predictors is different than the one used in Table 3 , a higher ranking value indicates that the contribution of the corresponding parameter for making predictions is higher. Table 5 illustrates the correlation coefficient between predictors and two accelerations. A higher value of the correlation coefficient indicates a stronger dependence between a predictor and the vibration.
In the boosting tree regression analysis, a higher predictor rank points to a stronger impact of the predictor on a target variable ͑here vibration͒. The nature of the global sensitivity analysis is similar to the regression boosting tree analysis. However, the correlation coefficient analysis offers a different concept. A positive correlation coefficient implies that the two variables are positively and linearly correlated, while a negative correlation coefficient indicates the inverse relationship. A higher value of the correlation coefficient indicates a more obvious linear relationship between the corresponding variables. In Table 3 , the rank of the torque with respect to the drive train acceleration is 100, the highest of Table 4 , the rank value of torque is also the highest for both two turbines. In Table 5 , the correlation coefficient between the torque value and the drive train acceleration is the highest, which means that the vibrations of the drive train are strongly associated with the torque value. These observations indicate that in the speed interval ͓3.5 m/s, 7 m/s͒ large values of the torque potentially contribute to higher acceleration of the drive train. The torque rate of change is another variable with a strong impact on vibrations of the drive train of a wind turbine. In the boosting tree regression analysis, the torque rate of change ranked after the torque value for both turbines. In the global sensitivity analysis, it is ranked third for Turbine 1 and second for Turbine 2. The wind speed turns out to be more important for Turbine 1 than for Turbine 2. The correlation coefficient in Table 5 provides a different result for the torque rate, as it emphasizes the linear relationship rather than the nonlinear relationship between the corresponding variables. In this case, the results of the first two analyses provide more valuable information and indicate that the torque rate of change is another factor ͑after torque value͒ strongly associated with the vibrations of the turbine drive train. For the tower vibration, no single parameter consistently scores the highest rank in all three analyses. However, the rank values in Tables 3 and 4 indicate that the torque value is more important than most other variables for both turbines. In Table 3 , the ranks of torque value are 90 for Turbine 1 and 95 for Turbine 2. In Table  4 , the ranks of torque value are 3.27 for Turbine 1 and 1.25 for Turbine 2. In conclusion, although the rankings for a turbine tower provided by the three analyses are somehow different, it is apparent that the torque is associated with the vibrations at the turbine tower. Table  1 , the wind speed falls in the interval ͓7 m/s, 12 m/s͒. Figures 5 and 6 illustrate the blade pitch angle rate ͑i.e., the change in pitch angle in the consecutive time points ͑see Eq. ͑2͒͒ for the data sets of two turbines.
Analysis of Data Partition 2. In Data Partition 2 of
The blade pitch angle of two wind turbines ͑see Figs. 5 and 6͒ does not significantly change. Table 6 shows the results of the predictor importance analysis of two turbines in Data Partition 2. Table 7 illustrates the results of the global sensitivity analysis for the two turbines. Table 8 presents the results of the correlation coefficient analysis in this scenario. Torque value is considered as the most important variable in vibration analysis of the drive train. In Table 6 , the rank of torque value is 100 for both turbines. Table 7 confirms the results of Table 6 . In Table 8 , the correlation coefficient between the torque value and the drive train acceleration is the highest. These results confirm that the torque value is the most significant parameter related to vibrations of the drive train. Torque rate could be considered as the second most important parameter associated with the drive train vibration. The blade pitch angle could be another parameter potentially causing the wind turbine vibrations, as confirmed by the predictor importance analysis and correlation coefficient analysis.
In analyzing tower accelerations, the torque value ranks highest for Turbine 1 ͑Table 6͒. It also scores the second highest rank ͑98͒ for Turbine 2. The global sensitivity analysis ͑Table 7͒ shows that the torque value is also important, as it gets ranked close to other parameters. In Table 8 , the correlation coefficient between the torque value and the tower acceleration is the highest. The torque rate and blade pitch angle are also important factors related to the tower acceleration. In the predictor importance analysis, the rank values of the torque rate and the blade pitch angle for both turbines are higher than 70. In Table 7 , the rank values of the variables besides torque value are similar. In Table 8 , the blade pitch angle shows a higher correlation with the tower acceleration than the torque rate. In conclusion, although the results from different analyses point to different importance of parameters, the results imply that the torque rate and blade pitch angle are strongly associated with the tower acceleration.
Analysis of Data Partition 3.
In this scenario, all the wind speeds are higher than 12 m/s. As the torque value does not frequently change ͑see Figs. 7 and 8͒ it is not considered in the analysis discussed in this section. The predictor importance is reported in Table 9; Table 10 shows the results of the global sensi- tivity analysis, and Table 11 presents the results of the correlation coefficient analysis. This scenario ͑speed above 12 m/s͒ is considered to be high wind speed, and it is likely that some vibrations of the wind turbine are contributed by the wind. The analysis of the drive train acceleration data has revealed that the association of the blade pitch angle with turbine vibrations is the strongest of all parameters. In Table 9 , the predictor importance analysis ranks the blade pitch angle as the most important factor. In Table 10 , the rank value of the blade pitch angle is higher than for other parameters. In Table 11 , although the correlation coefficient between wind speed and drive train acceleration is higher than that between the blade pitch angle and drive train acceleration, the difference between the two correlation coefficients is not significant. Besides the blade pitch angle, other variables such as torque value, torque rate, and wind deviation can also impact the drive train acceleration; however, the impact is not as significant as the blade pitch angle. The analysis of data shows that the blade pitch angle is the most significant factor associated with the tower acceleration. The rank value of the blade pitch angle in Tables 9 and 10 is the highest. The correlation coefficient between the blade pitch angle and the tower acceleration is almost identical to the correlation coefficient between the wind speed and the tower acceleration ͑see Table 11͒ .
Data Analysis of Wind Turbine Vibration in Frequency
Domain. Besides the wind and control, malfunctions of turbine components may contribute to the vibrations of a wind turbine ͓21͔. Usually, the aberrations may be caused by mechanical problems and are difficult to observe in the time domain. Projecting the time domain data into the frequency domain ͑power spectrum͒ shown in Fig. 9 offers an alternative view. The x-axis in Fig. 9 represents the frequency, and the y-axis is the power corresponding to the drive train acceleration.
Usually, wind turbine vibrations caused by malfunctions of the power train are expressed as peaks in the spectrum at different frequencies. However, since the sampling time of the data set available for this study is only 10 s, only a small portion of the data frequency ͑up to 0.05 Hz͒ is reflected in the spectrum. Based on this limited analysis and information of turbine status from wind farm, an assumption that the turbine is operated in normal condition is made in this research, and vibration caused by malfunction is excluded in consideration.
Modeling Turbine Vibrations
3.1 Wind-Speed-Based Scenarios. In this study, the data set is split into smaller subsets based on the following speed intervals: ͓3.5 m/s, 5 m/s͒, ͓5 m/s, 6 m/s͒, ͓6 m/s, 7 m/s͒, ͓7 m/s, 8 m/s͒, ͓8 m/s, 9 m/s͒, ͓9 m/s, 10 m/s͒, ͓10 m/s, 11 m/s͒, ͓11 m/s, 12 m/s͒, and ͓12 m/s, 14 m/s͔. Since each speed interval is narrow, the impact of the wind-speed change can be neglected, and wind turbine vibration models can be built.
Wavelet Analysis.
Noisy data usually diminish the accuracy of the models derived from such data. Wavelets are used to smooth the data and noise reduction before establishing vibration models. Wavelet analysis calls for the order and level of wavelet. The difference between the mean of the original value and the denoised value is used to select the best order and level. Three types of wavelets, wavelet of DB 7 level 10, DB 7 level 7, and DB 5 level 5, are compared. Data set from 10/1/2008 12:00:10 a.m. to 10/8/2008 12:00:00 a.m. has been used in the comparative analysis. Table 12 presents the difference between the mean of the original drive train acceleration and the mean of the denoised drive train acceleration for the three wavelets. In this study, no significant shift in the mean of acceleration is expected after denoising. According to Table 12 , it is obvious that DB 5 level 5 is better than the other two transformations and thus it is selected.
To demonstrate the value of wavelet analysis, two experiments have been conducted. Neural network ͑NN͒ models were built for original data sets and denoised data by DB 5 level 5. The DB 5 with level 5 denoised only the drive train acceleration and tower acceleration data. Table 13 Table  14 presents the test results for the same data subset. Four metrics, the mean absolute error ͑MAE͒ ͑Eq. ͑3͒͒, the standard deviation of mean absolute error ͑Std. of MAE͒ ͑Eq. ͑4͒͒, the mean absolute percentage error ͑MAPE͒ ͑Eq. ͑5͒͒, and the standard deviation of MAPE ͑Std. of MAPE͒ ͑Eq. ͑6͒͒, are used to evaluate the results, where ŷ i is the predicted drive train ͑or tower acceleration͒ and y i is the observed value in the data set.
Mean absolute error ͑MAE͒ = 1
The results provided in Tables 12 and 13 and the model extracted from the denoised data are more accurate than the model extracted from the original data set. Thus, the wavelet analysis is beneficial for modeling.
3.3 Data-Driven Models. Data-driven models are used to represent the relationship between inputs, such as torque value, torque rate, wind speed and wind deviation, and outputs ͑the drive train acceleration and tower acceleration͒. Such models differ from the physics-based functions, for example, the function describing the acceleration of a swing ͑see Eq. ͑7͒͒.
Unlike the parametric models, the data-driven models do not require knowing in advance the function mapping inputs into an output ͑see Eq. ͑8͒͒.
where y is the drive train acceleration or the tower acceleration measured by accelerometers, x i are the noncontrollable inputs ͑the wind deviation and wind speed͒, and v j are the controllable inputs ͑the torque value, torque rate, blade pitch angle, and so on͒. The function f͑ • ͒ is learned by data-mining algorithms. Before a data-driven model is built, the most suitable datamining algorithm needs to be selected. In this section, the performance of five classifiers, NN ͓17-19͔, support vector machine ͑SVM͒ ͓22,23͔, boosted tree ͓15,16͔, standard C&RT, and random forest ͓24͔, is evaluated using two metrics, MAE ͑Eq. ͑3͒͒ and MAPE ͑Eq. ͑5͒͒. The data set, which is randomly selected across all wind speeds ͑Table 2͒, is used for training and testing.
The NN is a biology-based computational model that is adaptive and robust. The SVM is used for classification and regression based on the concept of maximizing the margin between the data points of different classes. The last three data-mining algorithms are tree-based approaches. Boosted tree applies the boosting method to regression trees. Standard C&RT, classification and regression tree, is a data-mining approach that builds an optimal tree structure to predict categorical or continuous variables. Random forest is a data-mining algorithm composed of many decision trees, and it outputs the best values of an individual tree. Tables 15 and 16 illustrate the performance of the five classifiers for predicting the drive train acceleration and tower acceleration, respectively. The NN model provides the lowest MAE and MAPE for both cases. Thus, the NN model is selected as the most accurate model to predict wind turbine vibrations.
All parameters used by the neural network model to extract models in Eqs. ͑9͒ and ͑10͒ are listed in Table 17 . 
where y 1 and y 2 represent the drive train acceleration and the tower acceleration, respectively.
Case Study
As the neural network outperforms the other four data-mining algorithms based on the sample data set, it is introduced to extract nonparametric predictive models of wind turbine vibration from the industrial data, i.e., the data set of Turbine 1 after preprocessing. In this study, data sets collected at two different turbines are used. The two data sets are decomposed into subsets, as described in Sec. 3.1. Each Turbine 1 data subset is then split into training and test data sets by random sampling. The training data set includes 2/3 of all data points and the test data set constitutes the remaining 1/3 data. The data subsets of Turbine 2 ͑external data sets͒ are applied to test the accuracy and robustness of the models derived from Turbine 1 data. The parameters in Table 17 are selected to build models according to the functions ͑see Eqs. ͑9͒ and ͑10͒͒ learned by the neural network. Thus, two nonparametric models are extracted from the data: one for the drive average train acceleration and another for the tower acceleration. Table 18 presents test results from predicting the average drive train and the tower acceleration for 18 different scenarios. The model performance for each speed range ͑scenarios 1-9͒ is measured with four metrics: MAE ͑Eq. ͑3͒͒, standard deviation of MAE ͑Eq. ͑4͒͒, MAPE ͑Eq. ͑5͒͒, and standard deviation of MAPE ͑Eq. ͑6͒͒.
The results included in Table 18 indicate that the predictions for the drive train acceleration are accurate as most of the MAPE values are lower than 0.03, which means that the prediction accuracy is higher than 97%. In addition, the low value of the standard deviation of MAPE indicates small variability of error relative to the mean error.
The value of MAPE for tower acceleration oscillates about 0.07, which corresponds to 93% prediction accuracy. Considering the complexity of the underlying relationships this prediction accuracy is acceptable. One possible reason for the reduced prediction accuracy is that the impact of the rotor on the vibration of tower is less direct than that on the drive train.
The performance of selected scenario, scenario 3 of Turbine 1, has been illustrated in scatter plots in Figs. 10 and 11 where the vertical axis represents the observed values and the horizontal axis represents the predicted ones. Figure 10 shows the prediction results of the first 200 points based on the test data from scenario 3 ͑Table 18͒ in testing the drive train acceleration. Figure 11 illustrates the performance of the first 200 points from scenario 3 ͑Table 18͒ in testing the tower acceleration. Table 19 presents test results for predicting the two types of accelerations, the drive train acceleration and tower acceleration, of the models extracted from data set of Turbine 1 by applying the data set of Turbine 2. In the prediction of the drive train acceleration of Turbine 2, the models maintain their performance. The mean of the MAPE for predicting the drive train acceleration is about 0.0221, which indicates that the mean accuracy of the model is about 97.79%. This result is quite similar to the test results of data set of Turbine 1. In predicting the tower acceleration of Turbine 2, the mean MAPE is about 0.0998, which means that the mean accuracy across all models is about 91%. In this case, although its prediction accuracy drops slightly compared with the previous case ͑93%͒, the models are accurate for the type of the complex problem considered in this research. Thus, the results demonstrate that the models are accurate enough to model the relationships between the parameters and the targets ͑the drive train acceleration and the tower acceleration͒.
The data in Figs. 12 and 13 illustrate the performance of the selected scenario, scenario 3 of Turbine 2. For better visualization In this study, the MAPE of the models for predicting both two accelerations indicate that modeling the wind turbine vibration with data-driven models is feasible and accurate.
Conclusion
Three approaches, the predictor importance analysis, global sensitivity analysis, and correlation coefficient analysis, were used to conduct quantitative analysis of the importance of parameters to wind turbine vibrations. Two parameters, the drive train acceleration and the tower acceleration, were used to study the wind turbine vibration. Rank values of the parameters selected for the data set were then derived by three different approaches. For the low wind speeds, e.g., between 3.5 m/s and 7 m/s, the torque value and the torque rate of change were found to be meaningful parameters impacting the wind turbine vibration. For higher wind speeds, e.g., between 7 m/s and 12 m/s, the torque value and the blade pitch angle could potentially reduce the wind turbine vibrations. When wind speed was larger than 12 m/s, the blade pitch angle was suggested as the most dominant parameter that could potentially reduce the wind turbine vibrations.
The focus of the research reported in this paper is on the relationship between turbine parameters that are controllable or are impacted by the control and wind turbine vibrations. To accomplish this, first, the data set was decomposed into nine discrete intervals of the wind speed so that the impact of the wind-speed changes in the wind turbine vibration would be minimized. Second, the frequency domain analysis was performed to offer another perspective to wind turbine vibrations. The assumption was made that the operational status of a wind turbine was normal to exclude the impact of malfunction of wind turbine components.
Five data-mining algorithms were used to extract models from data sets collected at two randomly selected wind turbines. The models have been extensively tested and the best model, derived by the neural network algorithm, was applied to 18 data sets. The performance of all models was evaluated using different metrics.
The ultimate goal of this research was to drive an accurate model to predict vibrations of the drive train acceleration and tower acceleration. Such models will play an important role in devising control strategies minimizing wind turbine vibrations. Since these models are nonparametric, in general, conventional optimization algorithms cannot be applied to solve them, rather evolutionary algorithms are needed. Such computational intelligence approaches will be developed in the future research. 
