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1. INTRODUCTION 
While developing some material related to direct methods in optimal 
control ([I]), we were led to the question of extending the notion of differential 
to the context of locally convex linear spaces. We answer this question here 
by defining suitable analogs of the strong (Frechet) and weak (Gateaux) 
differentials and by proving the standard results relating strong and weak 
differentiability [2]. Crucial to our treatment is the definition of o(m) for 
mappings between locally convex linear spaces. 
The question of generalizing Frechet differentiability was considered by 
Michal [3] and Hyers [4]. However, our technique of proof differs from 
theirs and we prove both a theorem relating Gateaux to Frechet differenti- 
ability (Theorem 2) and an implicit function theorem (Theorem 3), neither 
of which appear in their work. Moreover, the implicit function theorem 
can be used to obtain a generalization of the Lagrange multiplier rule in 
minimization problems (see [I] and appendix 2). 
2. DEFINITIONS 
Let E be a locally convex topological vector space.3 We recall that the 
topology on E is determined by the family of all continuous seminorms on E 
[5]. Any family QE of continuous seminorms on E which determines the 
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United States Army Research Office, Durham, under Contract DA-31-124-ARO- 
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a All the spaces that we shall consider are assumed to be Hausdorff spaces. 
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topology on E shall be called a generating family, We use the notation QE 
to indicate a generating family of seminorms throughout the sequel. 
Now let F be another locally convex linear space and let 4 be a mapping 
of E into F. We then have 
DEFINITION 1. The mapping I/ is said to be o(h) if there is a generating 
family QF such that “q E QF and l > 0” implies that there is a continuous 
seminorm p on E (which may depend on q and C) and a 6 > 0 such that 
p(h) < 6 implies that q(#(h)) < +(h). 
The following proposition is a statement of the independence of Definition 
1 of the generating family QF : 
PROPOSITION I. Let # be o(h) with respect to Q)F and let Qb be another 
generating family. Then 4 is o(h) with respect to Q;7. 
Proof. We may assume, without loss of generality, that QF is saturated 
[5]. Since the identity map is continuous, q’ E QZ implies that there is a q 
in QF and an M > 0 such that q’(x) < Mq(x) for all x in F ([.5], p. 97). 
However, if E > 0, then there is a p and a S > 0 such that p(h) < 6 implies 
q(#(h)) < cp(h)/M as (CI is o(h) with respect to QF. It follows that 
q’Mh)) G l P(h) an so the proposition is established. d 
We next show that Definition 1 agrees with the usual definition for 
normed linear spaces. 
PROPOSITION 2. If  E and F are normed, then 4 is o(h) in the sense of 
Definition 1 if and only if 4 is o(li h II). 
Proof. If 1,4 is o(ji h iI), then we simply take QF = (11 *IIF}. On the other 
hand, suppose that # is o(h). We first note that if p is a continuous seminorm 
on E, then there is an M, > 0 such that p(a) < M, 11 * IIE. Thus, in view 
of Proposition 1, E > 0 implies that there is a continuous seminorm p on E 
and a 6 > 0 such that I/ #(h)llF < +(h)/M, < ~11 h IIE if p(h) < 6. It follows 
that if // h llE < S/MD, then jl +(h)ji= < ~11 h lIE which establishes the 
proposition. 
With the notion of o(h) in hand, we have the following: 
DEFINITION 2. Let f  be a mapping of E into F. If  x is an element of E 
and if there is a continuous linear transformation df (x, *) of E into F such that 
f(x + h) -f(x) = df(x, h) + IcI(x, h) 
where I&X, *) is o(h), then f  is strongly (Frechet) differentiable at x and 
df(x, h) is the strong differential off at x in the direction h. 
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DEFINITION 3. Let f be a mapping of E into F. If x is an element of E 
and if the limit 
,imf(x + th) -f(x) ~-__ 
HO t = $f(x + fh)jtzo 
exists, then this limit is called the weak (Gateaux) differential off at x in 
the direction h and is denoted by dwf(x, h). f is weakly differentiable at x if 
dwf(x, h) exists for all h in E. 
We prove two theorems relating these notions of differentiability in the 
next section. 
3. Two THEOREMS 
THEOREM 1. If f  is strongly differentiable at x, then f  is weakly diffkrentiable 
at x and d,,,f(x, h) = df(x, h) for all h in E. 
Proof. We have 
f(x + th) -f(x) = t df(x, h) + #(x, th) 
where (cI(x, *) is o(h). Thus it will be enough to show that 
To do this, we let QF be a generating family for F. Then E > 0 and q l QF 
imply that there is a continuous seminorm p on E and a 6 > 0 such that 
q(#(x, th)) < ep(th) = E 1 t 1 p(h) whenever p(th) < 6. It follows that 
/ q(#(x, th))/t 1 < ep(h) and hence that lim,, q(#(x, th))/t = 0. As q is an 
arbitrary element of QF , the theorem is established. 
The next theorem, which is the analog of Theorem 2, p. 185, of [2], 
requires the notion of Riemann integrability for functions taking values 
in a complete locally convex linear space. We develop the relevant results 
in Appendix 1. 
THEOREM 2. Let F be a complete locally convex linear space. Let U be a 
closed, convex, balanced and absorbing neighborhood of 0 in E and let D = x0 + U 
where x0 is a given element of E. If f  is weakly d@erentiable on D, ;f  d, f(x, *) 
is a continuous map of E into F for all x in D, and ;f d,,, f  (*, h) is a uniformly- 
continuous mapping (with respect to h in U) at each x in D, then f  is strongly 
differentiable at every interior point y  of D and df(y, h) = d,f(y, h) for all 
h in E. 
Proof. It will be sufficient to consider the point x0 only as the arguments 
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are essentially unchanged for any other interior point of D. Now if h E U, 
then~~~=x,,+th,O<t<l,isinUand 
4&t,, 3 4 = vi [f(xth + sh) - fbJl/~ 
exists. Since xth + sh = x0 + (t + s) h, it follows that 
dwfh 7 h) = $f(x, + 4. 
We now claim that d,f(x, , a) is additive, i.e., that 
(1) 
&f(xo 9 h, + h,) = 4&o 9 4) + ddxo , h,) (2) 
for all h, , h, in E. Assuming that (2) is valid, we immediately deduce that 
4Ilfhl~ *) is a continuous linear transformation since d,f(x, , *) is continuous 
and additive. 
Let us establish (2). Since U is convex, balanced and absorbing, there is a 
to with 0 < to < 1 such that 0 < t < to implies that th, , th, and t(h, + h,) 
are all in U. It follows from (1) and the properties of the Riemann integral 
(see Appendix 1) that 
f&o + W -f(xo> = j; ddxo + 6% ,A,) dt = (~1 + tddxo , h,) 
and similarly that 
f(xo + t(hl + h,)) -f&J = 0~2 + t dwfh, > h + 4 
f(xo + t(h, + 4) - f(xo + W = (~3 + t ddxo > h,) 
for 0 < t < to , where 
011 = I t Vtofh, + 5h , 4) - dwf(x,, , h,)) dt 0 
012 = I 1 Mdxo + t(h, + 4, h, + h,) - &f(x,, , h, + h,)) dt 
a3 = s t V&o + th, + & 9 4 - dwf(xo , h,)) 8. 0 
(34 
(3b) 
(39 
(4) 
Now let N be any neighborhood of 0 in F and let K be a closed, convex, 
symmetric neighborhood of 0 in F such that K + K + KC N. By the 
continuity of d, f  (*, h), there is a t, with 0 < t, < to such that the integrands 
in (4) are all in K for 0 < E < t, . Since K is closed, convex and symmetric, 
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&ai E tK, i = 1,2, 3 whenever 0 < t < t, . Thus, we deduce from (3) 
that 
and consequently, that d,f(x o y 4) + 4J(xo ,hJ - 4J(xo ,A1 + 4 is 
in N. As N was any neighborhood of 0 in F, (2) is established. 
All that remains is to show that the mapping #(~a , *) given by 
f&o + A) - f(xo) = 4Lf(xo > h) + $@o 7 A) 
is o(h). If h E U, then 
f&o + 4 -f&J = j'j'(x,, + th)h dt = 0~ +f'(x,)h 
0 
wheref’(x) h = d,f(x, h) and 
a = 
s 
1 {f ‘(x0 + th)h --f’(x,)h} dt. (5) 
Letting QF be a generating family and noting that f’(e) h is continuous at 
x0 (uniformly on U), we have “4 E QF and E > 0” implies that there is a 
continuous seminorm p on E such that for all u in U, 
dcf’(Xo + w - f’@o)> 4 G E 
whenever p(h) < 1. Letting g, be the gauge of U and noting that 
p* = max(p,gU) is a continuous seminorm on E, we have 
SKf’(Xo + th) -f’(XoN 4 G E 
whenever p*(h) < 1 and P*(U) < 1. Now let e be any element of E 
and let s be any real number such that p*(e) < s. Then p*(e/s) < 1 and 
s({~‘(x~ + th) -f’(xo)} e) < ES if p*(h) < 1. It follows that p*(h) < I 
implies that 
qKf’(~~ + W -f’(~~)> 4 G +*(4 
for all e in E. Combining (5) and (6), we deduce that 
(6) 
dv+o 7 4) = 4 (j; {f'ko + th) -f'(xoM dt) 
-s 
1 
- 
d{f'(xo + th) --f'(xo)lh) dt 
< c;*(h) 
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whenever p*(h) < 1, since q is continuous. Thus the proof of Theorem 2 is 
complete. 
4. THREE SIMPLE PROPOSITIONS 
Let E, F and G be locally convex topological vector spaces. We now give 
three simple propositions which will be used in our treatment of the implicit 
function theorem in Section 5. 
PROPOSITION 3. Let T be a continuous linear transformation of E into F 
and let QF be a generating family of seminorms on F. If q E QF , then there is a 
continuous seminorm p on E such that q( T(x)) < p(x) for all x in E. 
PROPOSITION 4. Let & and #2 be mappings of E into F and of F into G, 
respectively. If & is o(s) and & is o(t), then t,&o~,$ is o(s). 
Proof. Let QG be a generating family for G and let QF be the family of all 
continuous seminorms on F. Now, q E QG implies there is an Y in QF and a 
S, > 0 such that q(&(y)) < r(y) if r(y) < 6, . Similarly, if 0 < E < 1, then 
there is a continuous seminorm p on E and a 6, with 0 < 6, < 6, such that 
r(&(x)) < <p(x) if p(x) < 6, . Thus, p(x) < 6, implies that 7(&(x)) < 6, 
and hence that d&4,&))) < ~(vQ4) < <P(X). 
PROPOSITION 5. Let A and B be open sets in E and F, respectively; let f  be a 
Frechet dij%rentiable map of A into B; and, let g be a Frechet d#erentiable map 
of B into G. If x0 is an element of A, then h = gof is Frechet d#erentiable 
at x,, and 
dh(x, 9 4 = M f&J, df(x, 9 SD (7) 
Proof. Simply apply Definition 2 and Propositions 3 and 4. 
5. AN IMPLICIT FUNCTION THEOREM 
Before proving the theorem, we make the following definitions: 
DEFINITION 4. A subset U of a topological vector space E is a full domain 
if (i) there is a family {U,} of convex open sets in E such that U = n U, , 
and (ii) U contains a simplex of dimension greater than zero. 
DEFINITION 5. Let E and F be locally convex topological vector spaces 
with generating families QE and QF , respectively. Let U be a full domain in 
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E and let f be a mapping of U into F. Then f is differentiable at an element 
x,, of U if there is a linear mapping df(x, , *) of E into F such that (i) df(x, , .) 
restricted to U is continuous, and (ii) “q E QF and E > 0” imply that there 
is a p in QE and a 6 > 0 with the property that 
q(f(%J + k) -f(%) - df(% 9 4) d ~PW (8) 
if x,, + h E U and p(h) < 6. 
We let E, F and G be locally convex topological vector spaces and we now 
enumerate a number of conditions which will be used in Theorem 3: 
(cl) F is sequentially complete. 
(~2) A is an open set in E x F. 
(~3) f is a mapping of A into G and (x0 , ya) is an element of A for 
which f(x,, , y,,) = 0. 
(~4) f is Frechet differentiable at (x0 ,yO). 
(~5) U,, is a full domain in E and x0 is an element of U, . 
(~6) u(s) is a continuous mapping of U,, into F with the following 
properties: (i) u(x,,) = y0 , (ii) (x, u(x)) E A for all x in U,, , and (iii) 
f(x, u(x)) = 0 for all x in U, . 
(~7) The partial derivative i?f(xo , yJ/ay is a linear homeomorphism 
of F onto G. 
(~8) There is a generating family QF on F such that q E QF and B > 0 
imply that there is a 6 > 0 for which 
(xo 9 yo)k - Ef(xo + k, yo + k) -f@o + k, y,,l/) G 44 
if q(k) < 6 and (x,, +h,y, +k)EA. 
(c8*) There are, (i) a generating family QF on F, (ii) an E < &, (iii) a 
full domain U, in E, and (iv) a bounded, closed full domain V, in F, such that 
the following conditions are satisfied: 
(4 @b,~dE u, x vEC~4 
(b) V, = n Vi where Vi = y0 + {y: q*(y) < ei} and the qi are 
seminorms in QF ; 
(4 f(U, , yo) C af/@+, , yo) PC where pe = n pi with 
vi = y. + ~{y: qi(y) -K 4; and, 
(d) ifxEU,,ify,,y,arein V,andifqEQF,then 
Q ([Z (% 9 Yo)]-l I$ ( x0 ,YdYl -Ye> - [f(GYl) -fc%Yd~) G ‘dY1-Yd 
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We now have 
THEOREM 3. (A) Suppose that (c2)-(~8) are sutisjed. Then u(s) is Frechet 
d#erentiable at the element x0 of U, and 
d4xo > h) = - [; (x, , ~a)]-~ ; (x,, , y,,)h 
for h in U, . (B) Suppose that (cl)-(c4), (~7) and (c8*) are sutis$ed. Then there 
is a full domain U, in E with x,, in U, and a continuous mapping u(m) of U, into 
F for which (~6) is satisfied. Moreover, if (~8) is satisfied, then u(s) is Frechet 
d#@vntiable at x0 and 
for h in U, . 
du(xo > h) = - [$ (xo , .Y,,)]-’ ; lx,, , yo)h 
Proof. We suppose, without loss of generality, that (x0 , y,,) = (0,O) 
and we let S, = af/ax(O, 0), T,, = af/Zy(O, 0). 
Let us first prove (A). We note that u(h) + 0 as h -+ 0 and that the mapping 
$(h) given by 
W4 = f(h) 0) -f(O) 0) - S,(h) (9) 
is o(h) as f  is differentiable at (0,O). Moreover, 
-FW) + To@(h))1 = i-f (h, u(h)) - f(h) - T,WNl + W4 (10) 
as f(h, u(h)) = 0 for h in U,, . Now c > 0 and q E QF imply, by virtue of 
(c8), that there is a al > 0 such that 
q(T?(f(h, u(h)) - f(h, 0) - To(u(h))I) d cq(u(h)) (11) 
if h E U,, and q(u(h)) < S, . S ince f  is Frechet differentiable at (0,O) and since 
{qoq’: q EQ~) is a generating family for G, there is a continuous seminorm 
p, on E and there is a 6, with 0 < 6, < 1 such that 
dT,-‘W4)) G @l(h) (12) 
if p,(h) < 6, . As u(a) is continuous on U, , there is a continuous seminorm p, 
on E such that h E U, and p,(h) < 1 together imply that q(u(h)) < 6, . 
Let p, = max(p, , pa) and 6, = min(S, , S,). Then (lo), (11) and (12) yield 
the inequality 
d4h) + G-%(h)) d 4M) + q(W)) (13) 
452 FALB AND JACOBS 
when h E U, and p,(h) < 6, . Since T;lS,, is continuous, there is a continuous 
seminorm p, on E such that 
(14) 
for all h in E. Note that p, does not depend on E. Combining (13) and ( 14), 
we find that 
du@)) G P,(h) + UPS@) + Mh)N (15) 
if h E U, and p,(h) < 6, . We note that pa and 6, depend on E. In particular, 
for E = E  ^= 4, we deduce that there is a 8, (and a j,) such that 
du(4) G 2P,(h) + A(h) (16) 
ifhEU,,andj,(h)<&.N ow letp = max(p, , pa , is) and let 6 = min(& , S,). 
Then, combining (13) and (16) we have 
d4h) + C+W9) G Wh) (17) 
whenever h E Ua and p(h) < 6. Thus u(s) is differentiable at the element 
0 of U,, and 
du(0, h) = -T;?S,(h) 
for h in Us . Thus (A) is established. 
Now let us prove (B). Letting g(x, y) be the mapping of A into F given by 
&,Y) = Y - cf(%Y)? (18) 
we observe that f(x, y) = 0 if and only if g(x, y) = y. I f  q E QF , x E U, and 
yl,yz~vE, then 
d&>Yl) -d%Yd G l dYl -Y‘J (19) 
by (d) of (cS*). For x E U,, , we set U,-,(X) = 0 and z+(x) = g(z, 0). In view of 
(c) of (cg*), ui(x) is in pE C V, . Now let us suppose that Us = g(~, z&x)) 
is defined and is an element of V, for 1 < 71 < m. Then, u,,Jx) = g(q U%(X)) 
is defined and 
P(%z+1(~> - %W d 4%(4 - %--I@)) G c7M4) 
for all q in QZF in view of (19). In particular, (20) implies that 
(20) 
%(%+1 (4) d (1 + E + ... + 4 q&44) -c j&Pi(&)) (21) 
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for all the seminorms qi defining V, . Since z+(x) is in rc , q,(u,(x)) < EE( 
for all i and so, 
(22) 
as E < 3. Thus, u,+i(x) is in V, . It follows, by induction, that u,(x) = 
g(x, u,-,(x)) is in V, for every n. In view of (20), {U,(X)} is a Cauchy sequence 
in F for every q in QF . As F is sequentially complete and V, is closed, {uJx)} 
converges to a unique element U(X) of V, . Thus, we have defined a mapping 
u(.) of U, into V, such that u(0) = 0, (x, U(X)) E A andf(x, u(x)) = 0 for all 
x in U, . Since V, is bounded, (20) ’ pl im ies that the sequence of continuous 
functions u,(x) converges to u(x) uniformly on U, and, therefore, u(x) is 
continuous on U, . Thus, part (B) is established. 
Examples to which this theorem applies are easily constructed using 
product spaces. For example, let E = F = RR be the R-fold topological 
product of R with itself (where R has the usual topology). Elements of RR 
are written in the form {xt} where xt E R, t E R. Consider the mapping f 
of RR x RR into RR given by f&4, {rd) = P’* - (xt + 1)). Then 
f({O,}, (0,)) = (0,) and the hypotheses of Theorem 3 can easily be verified. 
APPENDIX 1 
The Riemann Integral in a Complete Locally Conerex Linear Space 
Let [a, b] denote a compact interval in R. By a partition of [a, b] we shall 
mean a system 77 = (Ii ,..., Ik ; [I ,..., &J consisting of disjoint intervals 
Ij ,j = 1, 2 ,..., k, with (Jlj = [a, b] and points tj , j = 1,2 ,..., k such that 
fjEIj ,j = 1,2 ,..., k. Let B denote the totality of all partitions of the 
interval [a, b]. We say that v2 = (I1 ,..., Ik ; f1 ,..., &J is a refinement of 
n1 = (Jr ,..., J, ; q1 ,..., TV) if each Ji , i = 1, 2 ,..., p is expressible as the 
union of some of the Iv,, , m = 1, 2,..., k. A relation > is defined on B by 
defining nz > r1 if and only if 7rz is a refinement of 7~~ . Then (9, 2) is a 
directed set. 
Let F be a complete locally convex linear space (Hausdorff). Let x be a 
continuous map of [a, b] into F. A mapping S, of B into F is defined as 
follows: 
where m = (1, ,..., Ik ; (I ,..., &J and X(I) denotes the length of an interval, 
Thus, (S, , 9, 2) is a net in F. If the net (S, , 9, 2) converges to a limit 
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h, then x is said to be Riemann integrable on [a, b], and h is called the Riemann 
integral ofx on [a, b] and is denoted by s” x(t) dt. 
The following are basic properties of tge Riemann integral: 
PROPERTY 1. A continuous function x from [a, b] into F is Riemann 
integrable. 
Proof. We show that (S, ,8, 2) is a Cauchy net. Let U denote an 
arbitrary convex neighborhood of 0 in F. Then there is a V, which is 
a balanced, convex neighborhood of 0 such that V + V C U. Since x is 
continuous on the compact interval [a, b], x is uniformly continuous on [a, b] . 
Consequently there is a 6 > 0 such that t, t’ E [a, b] and 1 t - t’ 1 < 6 imply 
x(t) - x(t’) E V. Choose a partition 7r,, = (Ilo,..., INo; .$rO,..., tNo) such that 
maxi h(lj) < 6. Let 9 = (1,r ,..., I&r ; [rl ,..., &,,) and ~a = (1r2 ,..., 1;s ; 
t:,..., &a) be refinements of no . Since V is balanced and convex, and since 
“1 , 7r2 > rro , we have 
It follows that S,(rrr) - S,(rr,) belongs to (b - a)( V + V) C (b - a) U, 
and hence that (S, ,8, 2) is a Cauchy net. As F is complete, the property 
holds. 
The next two properties are evident, so we shall omit their proof. 
PROPERTY 2. Let x, y be continuous mappings of [a, b] into F. Let f be a 
continuous linear functional on F and let q be a continuous seminorm on F. Then 
(i) (” [m(t) + Py(t>)] dt = 0~ ,“, x(t) dt + B s”, y(t) 4 01, B E R 
a 
(ii) f  (11 x(t) dt) = /If@(t)) dt; 
(iii) q (11 x(t) dt) < /: q(x(t)) dt. 
PROPERTY 3. Let x be a continuous map of [a, b] into F and let K be a closed 
conwex subset of E. If x(t) is an element of K for each t in [a, b], then l: x(t) dt 
is an element of (b - a) K. 
PROPERTY 4. If x, , n = 1,2, 3 ,..., is a sequence of continuous functions 
from [a, b] into F such that x, converges to 0 uniformly as n -+ co, then 
lim,+,, li x,(t) dt = 0. 
Proof. Let U be a closed, convex neighborhood of 0 in F. Then there 
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is an n, such that x,(t) E U, a < t < b, for all n 2 n, . By Property 3, 
ji x,(t) dt E (b - a) U whenever n > no . 
0asn-t co. 
Therefore s,” x,(2) dt approaches 
PROPERTY 5. Let x be a continuous mapping of [a, b] into F and let 
G(t) = s: x(t) d[ for t in [a, b]. Then dG(t)/dt exists and is equal to x(t) for t 
in [a, b]. 
Proof. Let U be a closed convex neighborhood of 0 in F. Then 
AG I -- = W + At) - G(t) 
At At 
t+dt x(5) do 
-z, * I 
Since x is continuous at t, there is a 6 > 0 such that x(4) E x(t) + U, whenever 
1 [ - t 1 < 6 and 5 E [a, b]. Therefore, if 1 At 1 < 6 and t + At E [a, b], 
the mapping x restricted to [t, t + At] has its range in x(t) + U and 
consequently we have 
1 
I 
t+At 
T t  t 
46) dt = $ E x(t) + u. 
It follows that limAi,, AG/At = x(t). 
PROPERTY 6. [6] Let x be a d$%rentiable mapping of [u, b] into F. Let q 
be a continuous eminorm on F and let M be a real number such that q(x’(t)) < M 
(where x’(t) = dx(t)/dt) for t in [u, b]. Then q(x(b) - x(a)) < M(b - a). 
Proof. Let E > 0 be given and let A, be the subset of [a, b] defined by 
the condition that 5 is in A, if and only if a < 7 < E implies that 
dx(rl) - x(a)) G WY - 4 + 47 - 4 
Evidently a is in A, . Moreover, if 5 is in A, and a < v < 6, then 71 is in A, . 
Let w denote the supremum of A, . It follows from the definition of A, that 
A, is the compact interval [a, w]. Since x is continuous at W, 
4(x(w) - x(u)) < M(w - u) + E(W - a). 
Since l > 0 is arbitrary, we need only show that w = b. Suppose that w < b. 
Then there is an interval [w, w + 61 contained in [a, b] (S > 0) such that 
w < t < w + 6 implies that 
I 4(x(t) - X(W)) - 4(x’bJ)(t - w)>l d 4W) - x(w) - +J)(t - WI) 
< r(t - W)’ 
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Consequently, if a < t < w + 6, then 
q@(t) - X(W)) < (t - w) q@‘(w)) + E(t - w) < M(t - w) + c(t - w), 
which implies w + 6 is in A, , contrary to the definition of w. 
PROPERTY 7. If x is a d#erentiable mapping of [a, b] into F and $x’(t) = 0 
for each t, then x(t) = x(a) for all t in [a, b]. 
Proof. Let M = 0. Then the conditions of Property 6 are satisfied for 
every continuous seminorm Q on F. Since F is Hausdorff, the conclusion 
follows immediately. 
PROPERTY 8. Let x be a continuously dz$erentiable mapping of [a, b] into F; 
then 
I 
b x’(t) dt = x(b) - x(a). 
a 
Proof. An immediate consequence of Properties 5 and 7. 
APPENDIX 2 
A Lagrange Multiplier Rule 
Let E and H be locally convex linear spaces and let g be a mapping of H 
into E. We then have 
DEFINITION. If x E H, then x is called regular for g if the following 
conditions are satisfied: 
(i) dg(x, a) = g’(x) exists; 
(ii) the kernel of g’(x), K,(g) = {h: g’(x) h = Ox}, has a topological 
supplement &.(g) in H; and, 
(iii) g’(x) is a surjective strict morphism [.5]; i.e., g’(x) when restricted 
to &(g) is a linear homeomorphism between &(g) and E. 
We let S(g) denote the set of zeroes of g; i.e., S(g) = {h:g(h) = 0,). 
We say that S(g) is smooth at h if h E S(g) and h is regular for g. If S(g) is 
smooth at all of its points, then we call S(g) a “smooth” variety. 
Now let us suppose that x is an element of H which is regular for g. We 
then have 
DEFINITION. If H and E are normed, then x is called admissible for g if 
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dg(*, *) = g’(s) is continuous on a neighborhood N + x of x (when viewed 
as a map of H into A?(H, E)). 
If H and E are normed and x is an element of S(g), then we shall also 
require that N n S(g) consist of regular points for g as part of the notion 
that x is admissible for g. 
DEFINITION. If either H or E is not normed, then x is called admissible 
for g if there is a neighborhood N of OH and a generating family Qr on &(g) 
such that the following conditions are satisfied: 
(a) If h is an element of K,(g), then there are an Q, < $, a bounded 
closed full domain VGO C g’,(g), and an interval UC, C R with 0 E int( UJ, 
(Q , VE, and UC, may depend on h) such that 
(i) 0, E U,,h 0 v6, C N, 
(ii) 
are in Q. , 
VEO = n Vi with Vi = (y E &.(g): &(y) < ci} where the & 
p, = $ii) g(x + U,@) Cg(x) + g’(x) Vc:, where FE0 = n ri with 
t co %I 
(iv) if z E UCOh, yi , ya E V6, and 4 E &. , then 
add(xKYl - Yd - Mx + z + YJ - dx + z + Yz)lH d EO!xYI - YJ 
where v is the inverse of the restriction of g’(x) to &(g);l 
(b) If h is an element of K,(g), then E > 0 and < E & together imply 
that there is a 6 > 0 such that 
if d(k) < 6, z E U,h, K E &.(g) and z + k E N.5 
The notion of admissibility is essentially an expression of some of the 
basic requirements of the implicit function theorem. 
We suppose that Hand E are complete from now on. We are thus ready to 
prove a theorem which is a form of the Lagrange multiplier rule for mini- 
mization problems in locally convex spaces. 
THEOREM. Let J be a mapping of H into R and assume that x* is a local 
minimum of J on the variety S(g). If dJ(x*, -) exists and if x* is admissible for 
g, then d/(x*> -1 is an element of the annihilator of K,,(g) ([5]). 
Proof. Let h be an element of K,,(g) and let [h] denote the subspace of 
4 This should be compared with (cS*) of Section 5. 
6 This should be compared with (~8) of Section 5. 
458 FALB AND JACOBS 
H spanned by h. We let 2 = [h] o&,(g) and we consider the mapping 
r of C into E defined by 
Iyak, k) = g(x’ + ah + k) 
where a E R and k E k&g). 
Since x* is admissible for g, it follows from the implicit function theorem 
that there are, (i) an interval U, C R with 0 E int( U,), (ii) a neighborhood N 
of OH, and, (iii) a mapping 01 of UJr into k?=,(g) such that a(O) = OH, 
ah + a(a) EN and F(ah, a(a)) = 0, for all a in U, . Moreover, (Y is 
differentiable at 0 and 
da(0, a) = +g’(x*) h} a 
where v is the inverse of the restriction of g’(x*) to &,(g). But h is an element 
of K@(g) so that g’(x*) h = 0 and hence, dol(O, a) = OH. It follows that 
a(u) = or(O) + dor(0, a) + o(u) = o(u) (*I 
for all a in U, . 
Now dJ(x*, -) exists so that 
1(x* + ah + +)) - 1(x*) = dJ(x*, 4 + dJ(x*, 44) + 44 
for a in U, . We claim that dJ(x*, a(u)) is U(u). Assuming for the moment 
that this claim is valid, we deduce that 
J(x* + ah + a(u)) - 1(x*) = a dJ(x*, A) + o(a) 
for all a in U, . Since x* + ah + a(u) is an element of S(g), since x* is a local 
minimum of J on S(g), and since a may be positive or negative as 0 is an 
interior point of U, , we conclude that dJ(x*, h) = 0. Thus we need only 
show that dJ(x*, a(u)) = o(u). Now dJ(x*, -) is a continuous linear functional 
on H and hence, on g&g). Thus, there is a Q in Q,* such that 
I dJ(x*, k)I d 34 
for all k in &,(g). But a(u) = o(u) by (*) so that E > 0 and (i E o,* imply 
that there is a 8 > 0 such that &a(a)) < 6 1 a 1 if 1 a I < S. It follows that 
E > 0 implies that there is a 8 > 0 such that 
I dJ(x*, +))I G E I a I 
if j a I < 6; i.e., dJ(x*, a(u)) is o(u). The proof of the theorem is now 
complete. 
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COROLLARY. If H is a Hilbert space, then dJ(x*, *) = (VJ(x*), *) with 
vJ(x*) orthogonaz to K,&*(g) and hence, there are real numbers A, such that 
VJ(x*) = .2&e, where {es} is an orthonormal basis of &,(g). 
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