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If a nonlinear autonomous n-dimensional system of ordinary differential 
equations has a bounded solution with a certain uniform stability property, 
this solution approaches an almost periodic solution with the same stability 
property. (More precisely, the almost periodic solution is in the set of w-limit 
points of the given solution.) If the bounded solution has, in addition to the 
uniform stability property, an asymptotic stability property, then the solution 
approaches a periodic solution with the same stability properties. Practical 
(i.e., computable) sufficient conditions for boundedness of solutions are 
obtained. The results are applied to generalized Volterra equations. 
1. INTRODUCTION 
A fundamental and long-standing problem in the study of physical systems 
described by nonlinear autonomous differential equations is to determine if 
the systems display oscillatory or periodic behavior. The classical answer to 
this question is given by the Poincare-Bendixson Theorem which provides 
general sufficient conditions for the existence of a periodic solution (usually 
termed a “limit cycle”) of a nonlinear autonomous system of ordinary 
differential equations. The drawback to the Poincart-Bendixson Theorem is 
that it holds only for two-dimensional systems. (The proof depends heavily 
on using a deep two-dimensional result, the Jordan Curve Theorem, and it 
is easy to construct examples in dimension greater than two which satisfy 
the same kind of hypotheses as in the Poincare-Bendixson Theorem but 
which, nevertheless, have no periodic solutions.) Many systems of autonomous 
nonlinear differential equations which arise in applications, especially in 
biology, have dimension greater than two. If the dimension of the system is 
not much larger than two, then it is sometimes possible to apply the Poincarb 
Bendixson Theorem by assuming that one or more of the dependent variables 
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is in a steady state relative to the other variables so that the system can be 
reduced to a 2-dimensional system or by assuming that the system of equa- 
tions consists of a set of lower dimensional systems which are uncoupled. 
(For an example of an analysis based on the first assumption, see Goodwin 
[ll, pp. 31-351. Goodwin points out [ll, p. 311 that this type of assumption 
has been used for many years in kinetic studies and also that the validity 
of the assumption in some such studies has been questioned. An example 
of an analysis based on the second assumption can also be found in Goodwin 
[l 1, Chap. 47.) However, these techniques are not applicable if the dimension 
of the system is large or the equations are strongly coupled. 
The primary purpose of this paper is to obtain results which form a kind 
of extension of the Poincare-Bendixson Theorem and provide sufficient 
conditions for the existence of almost periodic and periodic solutions of 
nonlinear systems of arbitrary dimension. Roughly speaking, the results say 
that if there exists a uniformly stable solution (the notion of uniform stability 
will be defined later) which is bounded for all t greater than some fixed value 
t then the solution approaches (contains in its set of w-limit points) a 
u%formly stable almost periodic solution, and if the uniformly stable bounded 
solution has in addition an asymptotic stability property (to be described later) 
then the solution approaches a uniformly stable periodic solution which has 
the same asymptotic stability property. As will be pointed out, these theorems 
give new results even in the two-dimensional case, i.e., we will describe cases 
to which the two-dimensional version of our theorems are applicable but the 
PoincarC-Bendixson Theorem is not applicable. We also obtain some fairly 
practical (i.e., computable) conditions which imply that solutions are bounded. 
We obtain especially concrete results for generalized Volterra equations. 
From the viewpoint of terrestrial applications, which include all known 
biological applications, these results may be useful because for many such 
applications only stable or asymptotically stable solutions are of interest. 
(See, for example, Cesari [S, p. 291. Also, Smale [22] has emphasized the 
importance of asymptotic stability.) That is, the only solutions of the system 
of differential equations which can be expected to describe or predict actual 
behavior of the physical system are the stable or asymptotically stable 
solutions. 
In Section 2, we obtain (Theorems 1 and 2) the theorems described above 
and a practical sufficient condition (Theorem 3) that the boundedness 
hypothesis be satisfied. Theorems 1 and 2 are obtained by applying the general 
dynamical system theory in Nemytskii and Stepanov [ 17, Chap. V]. Theorem 3 
is obtained by using the theory of Lyapunov functions. In Section 3, we study 
generalized Volterra equations, i.e., systems of nonlinear differential equations 
which have been used to describe populations of interacting biological 
species, systems of chemical or biochemical reactions and other physical 
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or biological systems. We discuss some of the properties of such systems, 
show (Theorem 4) that Theorems 1 and 2 are applicable to them and obtain 
(Theorem 5) a simple sufficient condition that a given system is a generalized 
Volterra system to which Theorems 1 and 2 or 4 can be applied. 
A slightly weaker version of Theorem 2 has been stated and applied in [7]. 
I am indebted to Professor Jack D. Cowan for a very illuminating remark 
concerning this material. I am also indebted to the referee for pointing out 
that Theorem 1 of this paper is contained in work of Deysach and Sell 
[9(b), p. 91, Theorem 6, and p. 94, Remark 1l.l 
2. THE EXISTENCE THEOREMS 
We consider the n-dimensional autonomous system 
* =f(x), (2.1) 
where f is a continuous n-vector function with domain %, an open set in R”, 
and n > 2. 
DEFINITION 1. Solution x(t) of (2.1) is bounded if there exist numbers to 
and M > 0 such that if t 2 to and x(t) is defined, then x(t) E B, , the closed 
ball in R” with center 0 and radius M. 
DEFINITION 2. Solution x(t) of (2.1) is uniformly stable (US) if there 
exists K > 0 such that E > 0 implies there is a positive 6(e) so that if u(t) 
is a solution of (2.1) and if there exist numbers t1 , t, such that t, > K and 
such that 
I u(h) - +2)l < %4 
then for all t >, 0 
I up + t1) - x(t + &)I < c. 
(This condition is stronger than the usual condition of orbital stability for 
solutions of an autonomous system. See Hahn [12, p. 170-1711.) 
Notation. If x(t) is a solution of (2.1), let s[x(t)] denote the underlying 
point set of x(t), i.e., let S[x(t)] = {x(t)/t in the domain of solution x(t)}. 
If x(t) is a solution of (2.1) such that x(t) is defined for all t greater than some 
fixed t, , let Q[x(t)] d enote the set of w-limit points of x(t). (For the definition 
of w-limit point, see Nemytskii and Stepanov [17, p. 3381.) 
1 Added in proof. It has been pointed out to me that Theorem 2 of this page is a 
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THEOREM 1. If x(t) is a bounded US solution of (2. I), then there is an almost 
periodic US solution n(t) of (2.1) such that S[*(t)] C Q[x(t)]. 
Proof. The proof is a consequence of the following three lemmas. 
LEMMA 1. If x(t) is a bounded US solution of (2.1) and if s(t) is a soZution 
of (2.1) such that S[f(t)] C Q[x(t)], then 5(t) is US. 
Proof. Since x(t) is bounded and S[%(t)] C Q[x(t)], then f(t) is defined 
for all real t (by the same kind of argument as used by Nemytskii and 
Stepanov [17, pp. 338-3391). Let t, 3 K. Since S[?(t)] C Q[x(t)], there exists 
7 3 K such that 
I 4~) - %)I < Wbin(~(~)/Z 491). (2.2) 
Suppose that u(t) is a solution of (2.1) and there are numbers tl , t, such that 
t, > Kand 
I u(b) - a4 < ~(44/2. (2.3) 
From (2.2) and the fact that x(t) is US, if t 3 0, 
1 x(t + T) - %(t + t,)[ < min(S(e/2)/2, e/2). (2.4) 
Assume t, = t, . Then it follows from (2.2) and (2.3) that 
! u(h) - 44 < S(4). (2.5) 
Hence if t > 0, 
I u(t + h) - x(t + T)I < 4. (2.6) 
Adding (2.4) and (2.6), we obtain: if t 3 0 
I u(t + td - a(t + to)1 < E. (2.7) 
But t, = t, , so (2.7) is the desired result. 
LEMMA 2. If x(t) is a bounded solution of (2.1), there is a recurrent solution 
z(t) of (2.1) such that S[z(t)] C Q[x(t)]. 
Proof. This result is essentially proved in a previous paper. The argument 
in [8, p. 5981 is applied to the dynamical system on Q[x(t)]. 
LEMMA 3. If x(t) is a recurrent US solution of (2.1) such that x(t) EBB 
for all t, then x(t) is almost periodic. 
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Proof. The proof is essentially the same as the proof in [17, p. 389, 
Theorem 8.111. Reparameterize x(t), if necessary, so that K = 0. Given 
E > 0, then since x(t) is US, there is a 6 = 6(42). Since x(t) is recurrent, 
then by [17, p. 378, Theorem 7.091, there is a relatively dense set of numbers 
{T} such that 
j x(0) - X(T)] < a/2. (2.8) 
By the continuity of the solution of (2.1) in its initial condition, if 7 is given, 
there exists d > 0 such that if w(t) is a solution of (2.1) and 
then 
I x(O) - w(O)] < d 
I X(T) - W(T)[ < s/2. 
If t is a given real number, then by the recurrence of x(t), if A 
a real number tr such that tr < --A and t, < t and such that 
I x(O) - x(t,)l < min[d, 61. 
Hence by the definition of d, 
I X(T) - X(T + t1)l < a/2. 
From (2.8) and (2.10) we have: 
I x(O) - 4’ + h)l < 8. 




Since x(t) is US with K = 0 then it follows from (2.9) that if t > 0 
I x(t) - x(t + qi -=c 4. (2.12) 
From (2.11) and (2.12), we obtain: if t 3 0, 
1 x(t + tl) - x(t + TV + T>I < E. 
Since tr may be chosen so that t, < -A, where A is a given positive number, 
this completes the proof of Lemma 3. 
COROLLARY 1. If x(t) is a bounded US solution of (2.1) and if there are no 
stable critical points of (2.1) in the set B, , then there exists a nontrivial almost 
periodic solution a(t) of (2.1) such that S[%(t)] C Q[x(t)]. 
Proof. From the hypothesis, it follows that Q[x(t)] C B, . 
DEFINITION 3. Solution x(t) of (2.1) is asymptotically stable (AS) if there 
exists K > 0 such that E > 0 implies there is a positive a(~) so that if u(t) is 
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a solution of (2.1) and if there exist numbers t, , t, such that t, 2 K and such 
that 
then for all t >, 0 
Moreover there exists a number t, such that 
kil / u(t) - x(t, + t)/ = 0. (2.13) 
(Roughly speaking, x(t) is AS if x(t) is US and condition (2.13) holds.) 
THEOREM 2. If x(t) is a bounded AS solutit~~ of (2.1), then there is an AS 
periodic soktion y(t) of (2.1) such that S[ y(t)] = Q[x(t)]. 
Proof. By Theorem I, there is an almost periodic US solution g(t) of 
(2.1) such that S@(t)] C Q[x(t)]. 
LEMMA 4. If x(t) is a bounded AS solution of (2.1) and qsolutiony(t) of (2.1) 
is such that S[ y(t)] C Q[x(t)], then y(t) is AS. 
Proof. By Lemma 1, it is sufficient to show that condition (2.13) holds 
with x = y. Given E > 0, let r)(e) be the 6( ) E associated with solution x(t). 
Suppose there exist numbers t, , t, such that 
I u(h) - r(ts)l < 6(4/2* (2.14) 
Since S[ y(t)] C Q[x(t)] there exists ts > K such that 
I &> - Y(ts)l < w/2* (2.15) 
From (2.14) and (2.15), we conclude that 
I w - 3c(S)I < WY 
and since x(t) is AS, it follows that there exists ta such that 
:I 1 u(t) - x(t, + t)] = 0. (2.16) 
Since x(t) is AS, it follows from (2.15) that there exists t, such that 
g I y(t) - & + t)i = 0, (2.17) 
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or letting 7 = t - (t, - t5), 
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F-2 I Y[T + (t4 - &)I - 45 + T + (t, - &)]I = 0 
or 
(2.18) 
From (2.16) and (2.18), we have: 
This completes the proof of Lemma 4. 
By Lemma 4, the almost periodic solution 3(t) is AS. Since x(t) is almost 
periodic, s[%(t)] C Q[%(t)]. Suppose u(t) is a recurrent solution of (2.1) such 
that s[u(t)] n s[~(t)] = 4 and S[zl(t)] C Q[%(t)]. By Lemma 4, solution u(t) 
is AS, and by Lemma 3, solution u(t) is almost periodic. Since S[u(t)] C Q[g(t)], 
there exists a number t, such that 
‘,1&J 1 u(t + t1) - x(t)1 = 0. (2.18’) 
Since u(t) and x(t) are almost periodic, then u(t + tr) and x(t) are almost 
periodic. Since the difference of two almost periodic functions is almost 
periodic (see Besicovitch [4, Chap. l]), then it follows from (2.18’) that for 
all real t 
u(t + tl) = s(t). 
Contradiction. Hence the only recurrent solution u(t) such that 
S[u(t)] C Q[$t)] is z(t) or %(t + K) w h ere R is a constant. The set Q[%(t)] is 
invariant, closed, and compact and hence contains a minimal set JV (Nemytskii 
and Stepanov [17, p. 374, Theorem 7.021) w ic is closed (by the definition h h 
of a minimal set [17, pp. 373-3741) and h ence compact. Every trajectory of a 
compact minimal set is recurrent [17, p. 375, Theorem 7.061. But, as shown 
above, T(t) is the only recurrent solution in i@(t)]. Hence the minimal set J%’ 
is 2@(t)]. But a minimal set is closed by definition. Hence Q[Z(t)] C S[%(t)]. 
Hence by [17, p. 361, Corollary 5.131, solution Z(t) is a critical point or a 
periodic solution. Since %(t) is AS, then SZ[x(t)] = t@(t)]. This completes 
the proof of Theorem 2. 
COROLLARY 2. If x(t) is a bounded AS solution of (2.1) and if there are 
no asymptotically stable critical points of (2.1) in the set B, , then there is a 
nontrivial periodic so&ion x(t) of (2.1) such that S[%(t)] = Q[x(t)]. 
Remark. If n = 2, Theorems 1 and 2 are extensions of the Poincare- 
Bendixson Theorem. For example, if for a two-dimensional system there is a 
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simple closed arc without contact which contains only unstable critical points 
or conditionally stable critical points in its interior, then Theorem 2 shows if 
there is an AS solution in the interior of the simple closed arc without 
contact, then there is an AS periodic solution in the interior of the simple 
closed arc without contact. However, if there exist conditionally stable 
critical points in the interior of the simple closed arc, the Poincare-Bendixson 
Theorem cannot be applied. 
Now we seek conditions that there exist bounded US or AS solutions of 
(2.1). For convenience, we introduce the following assumption. 
ASSUMPTION A. There is a bounded open set U in Rn such that U C OI!? 
and such that if p E aU (the point set boundary of U) and x(t, p) is a solution 
of (2.1), which passes through p (say at t = t,,), then for all t > t,, for which 
x(t, p) is defined, x(t, p) E u. 
COROLLARY 2a. If Eq. (2.1) t ji A su is es ssumption A and if x(t) is a US (AS) 
solution of (2.1) such that there exists a number tl such that x(tJ E 0, then (2.1) 
has a US almost periodic solution (AS periodic solution). 
COROLLARY 2b. If Eq. (2.1) satisjes Assumption A then either Eq. (2.1) 
has an AS periodic solution or (2.1) has no asymptotically stable solution which 
has a point in g. 
(The condition that there is no asymptotically stable solution which has a point 
in u can have physical significance. See [7].) 
THEOREM 3. Let the autonomous n-dimensional system 
*i = &(x1 ,..., x,) + f&l ,..., x,) + 4(x1 ,..., 4 (i = l,..., n) (2.19) 
satisfr the following conditions: 
(1) the functions B,(xl ,..., x,) are real-valued continuous functions on Rn 
and each Bi has order less than s in x1 ,..,, x, , where S is a nonnegative integer, 
i.e., 
lim B,(xl,;“, X,) = 0. 
r-m 
(2) There exist n polynomials #1)(x, ,..., x,) ,..., P(~)(x, ,..., xJ, each 
homogeneous in x, ,..., x, of degree s and such that for i = l,..., n, 
where Y = (zy=, x.2)1/2 I 
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(3) The functions A,(xl ,..., x,) are real-valued continuous functions 
on Rn, 
(4) E is a real parameter. 
Then if 0 is an asymptotically stable critical point of the n-dimensional system: 
kl = p’i’(x, )...) xn), 
and if j E j is su$kiently small, Eq. (2.19) satisfies Assumption A. 
Proof. The proof is given in [S, pp. 596-5971. 
(2.20) 
COROLLARY 3. If Eq. (2.19) sati@es the hypotheses of Theorem 3 then (2.19) 
has an AS periodic solution or given R > 0, there is a bounded set B in R” which 
contains the ball in Rn with radius R and center 0 and is such that no solution 
of (2.19) which has a point in B is AS. 
Theorem 3 reduces the problem of determining if Assumption A is satisfied 
to the problem of studying the asymptotic stability of the critical point 0 of 
Eq. (2.20). A simple but sometimes useful sufficient condition for the 
asymptotic stability if 0 is the following: for i = 1, 2,..., n, 
pyx, )...) x,) = -aixiS, 
where ai > 0 and s is odd. A detailed study of this problem for the case n = 3 
has been made by Coleman [6]. 
COROLLARY 3a. If Eq. (2.19) satisfies conditions (l), (2), (3), (4), and ;f 
V(Xl 1..., x,) is a positive dejnite quadratic function such that the form 
is negative definite, then Eq. (2.19) satisfies Assumption A. 
Proof. The proof is contained in the proof of Theorem 3. 
3. APPLICATION TO GENERALIZED VOLTERRA EQUATIONS 
By generalized Volterra equations, we mean systems of nonlinear differential 
equations which have been used to describe populations of interacting 
biological species, systems of chemical or biochemical reactions, and other 
physical or biological systems. A detailed discussion of work done on these 
various applications, including a lengthy bibliography, is given in Goel, 
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Maitra, and Montroll [IO]. Our purpose here is merely to show how Theorems 
1 and 2 can be applied to such systems. Hence we refer only briefly to various 
applications. 
One technique for the study of generalized Volterra equations which has 
been used in several important biological problems is to apply the theory 
of statistical mechanics. The basic work in this direction was done by Kerner 
[13, 141. Another important application has been made by Goodwin [II]. 
For complete bibliographies of work in this direction see Goel, Maitra and 
Montroll [lo] and Rosen [20]. For a lucid description of the use of statistical 
mechanics and an analysis of the assumptions required for this use, see Rosen 
[20, Chap. 91. Th e result to be obtained here proceeds in a very different 
direction from that of applying statistical mechanics, and we first indicate 
some of the differences between these two directions. 
In using the methods of statistical mechanics, it is necessary first to assume 
that the system is Hamiltonian. This assumption has three disadvantages: 
(i) it places very special conditions on the functions which appear in the 
differential equations. For example, highly restrictive conditions must be 
placed on the Goodwin equations. See Rosen [20, p. 2911 and Goodwin 
[I 1, p. 31, p. 481. (ii) A Hamiltonian system is not structurally stable. (For 
discussions of structural stability, see Andronov and Chaikin [2, Chap. V 
and Appendix A], de Baggis [9], Peixoto [18, 191, Smale [21], Andronov et al. 
[3], Rosen [20], and Thorn [24,25]. F or a proof that a Hamiltonian system 
is not structurally stable see Abraham [I, p. 1861.) On the other hand, it 
seems reasonable to expect that systems of differential equations which 
describe biological systems would have some structural stability. See, for 
example, Thorn ([23, p. 331, [24], and [25]). ( Of course, the absence of 
structural stability is probably essential in some aspects of descriptions of 
certain natural phenomena. See Thorn [24, 251.) (iii) It is easy to prove that 
a Hamiltonian system has no asymptotically stable solutions. On the other 
hand, it seems reasonable to expect that at least some of the solutions of a 
differential equation which describes a biological system should be asymp- 
totically stable in some sense. Indeed, it seems likely that the only solutions 
which have physical significance are asymptotically stable. (Stability is not 
enough. As Cesari [5, p. 291 has pointed out, the property of being stable is 
not itself stable.) 
The approach we use has none of these drawbacks, but it does have three 
serious deficiencies. First, it is an isolated result and does not seem to open 
up a direction in which to work as does the technique of statistical mechanics. 
Secondly, in the applications, we must assume in order to establish the exis- 
tence of a periodic solution that a stable or asymptotically stable solution 
exists. This raises the problem of trying to devise constructive or pratical 
sufficient conditions for the existence of asymptotically stable periodic solu- 
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tions. Finally, our result is only an existence theorem. Except for a crude 
bound on the periodic solution, no estimate on the location of the periodic 
solution is obtained nor do we obtain any estimate on the magnitude of the 
period. And our methods give no hint as to how such estimates might be 
obtained. 
Our result shares with the statistical mechanics approach the serious 
limitation that it is only for systems of ordinary differential equations. Many 
of the chemical and biological problems studied by means of Volterra equa- 
tions would probably be better described by functional differential equations. 
See Goel, Maitra, and Montroll [lo, Chap. Ifl and Goodwin [ll, p. 531. 
There is, of course, also the question of whether any deterministic system of 
equations is a satisfactory description of biological phenomena. 
In order to apply Theorems 1 and 2 to generalized Volterra equations, 
we first look at some of the properties that these equations seem always to have. 
Let 
3 = f&l ,..-, ?I), (i = l,..., n) (3.1) 
be a generalized Volterra equation. The most obvious and striking property 
of system (3.1) is that since x1 ,..., x, describe populations, chemical or 
biochemical concentrations, etc., then if (xi(t),..., xn(t)) is a solution of (3.1) 
which has physical meaning then xi(t) >, 0 for all t and for i = l,..., n. 
(That is, it makes no sense to speak of negative populations or chemical 
concentrations.) More precisely, we impose the following condition on 
Eq. (3.1): 
Hypothesis V. If (sl(t),..., Fn(t)) is a solution of (3.1) which passes through 
a point in Rn the coordinates of which are all nonnegative, i.e., if there exists 
t, such that 
q(t) 3 0 
for i = l,..., n, then the solution must have this property for all later t, i.e., 
for all t 3 t, 
q(t) 2 0 
for i = l,..., 12. 
If Hypothesis V does not hold, then there exists a solution (Zl(t),..., Z,(t)) 
and numbers tI , t, such that t, > t, and 
WI) >, 0 
for i = l,..., n and for some j such that 1 < j < n, 
+J < 0. 
505/19/I-3 
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Since this solution (Zr(t),..., a,(t)) does not make sense physically, we are 
forced to the conclusion that (3.1) is not a correct description of the physical 
situation. 
LEMMA 5. A necessary condition that Hypothesis V hold is that for 
for i = l,..., n, the following condition holds: If xi = 0 and xj > 0 for 
1 <j<nandj#i,then 
f&l ,.-., 4 >, 0. 
Proof. Suppose there is a point (or ,..., %,J such that 3i = 0 and .%$ 3 0 
for1 <j<nandj#iandsuchthat 
Then the solution of (3.1) which passes through (LQ ,..., z,J goes from the 
interior of the set 
B = {(x1 ,..., x,) 1 xi 3 0, i = l,..., n} 
to the complement of 9 as t increases. This contradicts hypothesis V. 
LEMMA 6. A &Ecient condition that Hypothesis V holdis thatfor i = l,..., n, 
the following condition holds: For each point 4 = (x1 ,..., x,) such that xi = 0 
and xi > 0 for 1 < j < n and j # i, there is a neighborhood N oft such that if 
then 
@I ,a.., 2,) E N - 8, 
f& )..., a,) > 0. 
Proof. Suppose (xl(t),..., x,(t)) is a solution of (3.1) which goes from B 
to the complement of B as t increases. If 
(x#),..., %(f)> E 9, 
and there exists f > i such that (x1(r),..., ~~(8)) is in the complement of 9, let 
t, = max(t > f/(x1(~),..., xn(7)) E B for 7 E [& t]}. 
Then there exists i such that 1 ,( i < n, and such that 
x&J = 0 
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and such that there is a sequence of numbers 6, > 0 which decreases 
monotonically to zero and is such that for all n 
Hence by the Mean Value Theorem, there exists a sequence {0,} such that 
en E (0, 1) for all n and 
f&(&l + u4J,..., h& + &A>> -=c 0. 
This contradicts the sufficient condition. 
A second condition that the generalized Volterra equation (3.1) must satisfy 
is that each solution (x1(t),..., xn(t)) of (3.1) which describes an actual physical 
sequence of events, i.e., a solution which is asymptotically stable and is such 
that 
for i = l,..., n and for t greater than some fixed t, , must be bounded. If there 
exists an asymptotically stable solution which is not bounded, we must 
conclude that (3.1) is not a correct description of the physical situation since 
no population or chemical concentration increases without bound. Moreover, 
we require that the generalized Volterra equation have at least one solution 
which describes an actual physical sequence of events, i.e., an asymptotically 
stable solution which passes through 9. 
These conditions suggest that we make the following definition of a general- 
ized Volterra equation. 
DEFINITION 4. The n-dimensional system 
*i =fi(%l T.*‘, x%)> i=l ,..., n (3.1) 
is a generalized Volterra equation if: 
(1) hypothesis V holds; 
(2) Eq. (3.1) has at least one asymptotically stable solution which passes 
through B and is bounded. 
From Theorem 2, we have at once: 
THEOREM 4. If (3.1) is a generalized Volterra equation, then each bounded 
asymptotically stable solution has in its (nonempty) set of w-limit points either an 
asymptotically stable critical point or an asymptotically stable periodic solution. 
Now we can consider the question of determining whether a given n- 
dimensional system is a generalized Volterra equation. Lemma 4 and 5 
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give explicit (i.e., computable) methods for studying whether the system 
satisfies Hypothesis V. So we consider the question: Given a system (3.1) 
which satisfies Hypothesis V, what is an explicit sufficient condition that 
statement (2) in the definition of generalized Volterra equation should hold ? 
In answering this question, we use the same approach as in Theorem 3. 
However, since only solutions in 9’ need be considered, the sufficient condition 
is simpler than the conditions in Theorem 3. 
THEOREM 5. Let 
% = fi(XI ,a”, %a), i = I,..., 71 (3.2) 
be an n-dimensional system which satisfies Hypothesis V. Then a su$%ient 
condition that (3.2) be a generalized Volterra equation is that there is a positive 
definite quadratic form ?Ir(xl ,. . . , x,) and a number M > 0 such that if 
xl2 + ... + xn2 > M 
and xi > 0 for i = I,..., n, then 
(3.3) 
and there exists an asymptotically stable solution which passes through B. 
Proof. Suppose (x1(t),..., xn(t)) is a solution of (3.2) such that (x1(&),..., 
xn(to)) e 9. Since Y(x, ,..., x,) is a positive definite quadratic form, there is 
a positive constant Y such that the point (x,(t,),..., xJt,,>) and the ball B,,, are 
in the interior of the ellipsoid 
~(XI ,***, x,) = x. 
Then for each t 3 to , the point (xl(t),..., xn(t)) is in the set 
{(XI 7..*, x,) 1 xi 3 0, i = l,..., n; Y-(x1 ,..., x,) < X}. 
This completes the proof of Theorem 5. 
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