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$(a)A$ variant of difference scheme $(b)\xi-\uparrow$ ’ axes
Fig. 1. A variant of 5-point difference schenie alid $\xi- 7l$ axes
$D$ \mbox{\boldmath $\xi$} $D_{1}^{*}= \frac{1}{2}(D_{0}+D_{1})$ ,
$D_{2}^{*}= \frac{1}{2}(D_{0}+D_{2}),$ $D_{3}^{*}= \frac{1}{2}(D_{0}+D_{3}),$ $D_{4}^{*}= \frac{1}{2}(D_{0}+D_{4})$ ( $\Gamma\i_{b)}.1(1_{J})$ )




\triangle $=\nabla(\nabla u)$ $[4]$ x-.l/
$\nabla(D(x, y)\nabla u(x, y))$ \mbox{\boldmath $\xi$}-7’ $\nabla(D(\xi, ?l)\nabla u(\xi, \prime\prime))$






Fig 2(a) 5 5 Fig 2(b)
(a)Standard 5-point difference scheme
Fig. 2. Standard 5-point difference scheme and its vectorization
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A $d_{i}$ , $N_{i\Gamma}-1,$ $N_{x}+1$ $c_{i},$ $b_{i}$
$N_{x}-1,$ $N_{x}+1$ $e_{i},$ $f_{1}$




Gustafsson $[3],[5]$ LDU $dd_{i}$







$\nabla(D(x, y)\nabla u(x, y))=-f$
(M)ICCG
5.1
, $D(x, y)$ $(i)D_{a}(x, y)=0.01+x^{2}+y^{2}$ $(ii)D_{b}(x, y)=20e^{3.5(x^{2}-y^{2})}$
1.0
Fig 4 $D_{a}(x, y)$ $D_{b}(x, y)$
$(b)D_{b}(x, y)$
Fig.4. Perspective view of diffusion parameters $D_{a}(x, y)$ and $D_{b}(x, y)$
Table 1 ICCG , CPU , ,
$L_{2}$ MICCG (M)ICCG
$L_{2}$ $10^{-12}$ $250\cross 250$ 5 (M)IC
x 25O (
: 249 [2]) 5 5 CPU
[$(a)$ 52%, 55%, (b) 48%, 49%]
Table 1. Numerical results for diffusion parameters $D_{a}(x, y)$ and $D_{b}(x, y)$
90
Fig.5 $D_{b}(x, y)$ MICCG MIC $c\nu$
\alpha 1
$\alpha=0.95$ 144 110 (76%) CPU 1.32
0.65 (49%)






Fig.6(a) 1 $D_{i}(i=1,2,3)$ D2,
$D_{3}$ $D_{1}$ (M)ICCG Table 2 ICCG
CPU 5
5 85%\sim 95% CPU 55%\sim 61%
Table 2. Iterations and CPU time of the ICCG method
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Fig 6(b) 5 5
$D_{1}$ $D_{1}$ ,
$(:\iota,)1.)_{i}(i=1., 2,3)$ $(|))()_{()lI(1}\cdot b^{(.11t1’}\backslash$. $|$ ) $|t$ )$[$.






\alpha 0.0 $(i,,\iota’ j)$
$(i,j_{n})$ $i_{m}-1,$ $i_{7’ l},$ $i_{f’ l}+1$ $j_{\iota}-1,j_{1},j,,$ $+1$










(a)Constant $\alpha=0.95$ on whole region $(b)\alpha=0.0$ on boundaries only
$(c)\alpha=0.3$ on boundaries only
Fig. 7. Convergence property of MICCG lllethod using a variant of difference scheme
5.22 2:




$(A)D_{4}(x, y)$ $(I3)Dr_{J}(x, y)$
Fig. 8. Distribution of diffusion coefficient $D_{4}(x, y)$ and $D_{5}(x, y)$
$(B)D_{5}(x, y)$ (Fig.8(B) ) Fig.9(A)
5 Fig.9 CPU
$(A)D_{4}(x, y)$ 1 MIC
\alpha =0.3 \alpha$=0.95$ Fig. $9(B)$
CPU (A) 1.54 0.71 (46%) (B)
1.51 0.69 (46%) MICCG
-\check
$\alpha$ $\alpha$
(A) $\alpha$ : (B) : \alpha $=0.3$





$D_{6}(x, y)$ $D_{7}(x, y)$
(M)ICCG Fig.10(a),(b)
$\ovalbox{\tt\small REJECT}(a)D_{6}(x, y)$ $(b)D_{7}(x, y)$
Fig. 10. Distribution of diffusion coefficient $D_{6}(x, y)$ and $D_{7}(x, y)$
Table 3 $D_{6}(x, y)$ $D_{7}(x, y)$ (M)ICCG
MICCG MICCG MIC




MICCG (i) 5 (ii)CPU
ICCG 58%(63%)‘MICCG 67%(70%) (iii)
(1.76 $\sim 3.24$ )
5
5 MICCG
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