This paper applies model predictive control (MPC) to multi-input spacecraft attitude maneuver problems using reaction control systems (RCS) and reaction wheels (RW). For this purpose, we consider linear quadratic cost functions under the input constraints of nonlinear on-off control inputs for RCS and linear continuous inputs with saturation for RW. These are optimized as mixed integer quadratic programming (MIQP) problems. We further analyze the closed-loop stability in the input-to-state stability framework and derive a stability condition described by a linear matrix inequality (LMI). Some numerical studies are performed and the effectiveness of the proposed model predictive control is shown.
Introduction
Spacecraft attitude maneuvers are frequently performed during operational phases such as initial attitude acquisition or antenna calibration (1) . We also find spacecraft missions that require high-rate large-angle changing maneuvers to be executed with high accuracy in the fields of Earth and astronomical observation (2) , (3) . In order to achieve large angular maneuvers of heavy spacecraft, reaction control systems (RCS), with their ability to produce large moments of force, are the standard actuators. While RCS can only generate nonlinear on-off inputs, they are the principal means of achieving open-loop attitude rotations (4) . The use of linear feedback control is made possible with the aid of pulse modulation technology (1) , but in this case the closed-loop stability and the control performance expected when designing linear control laws can no longer be assured. On the other hand, reaction wheels (RW) are widely used for precise attitude feedback control. Although a linear feedback control law can be successfully achieved by RW, they are not appropriate for large-angle maneuvers since the maximum torque is limited, and it is not easy to ensure closed-loop stability and control performance when control inputs are saturated.
In view of these issues, this paper considers applying model predictive control (MPC) to attitude maneuvers using RCS and RW singly and in combination. The advantage of applying MPC lies in the fact that optimal control is possible by explicitly treating the nonlinear input constraints caused by RW saturation and the on-off property of RCS. By utilizing this feature, the most effective attitude maneuver is expected to be achieved. Although there are other research works on the application to spacecraft attitude control of explicit MPC (5) and nonlinear MPC (6) , (7) considering input non-linearity, the former requires large memory capacity and therefore the study is limited to a single-input case, and the latter has difficulty in on-line optimization.
In this paper, we first formulate the problem using tractable linear quadratic cost functions under the input constraints of nonlinear on-off control inputs and linear continuous inputs with saturation. The cost functions are optimized as mixed integer quadratic programming (MIQP) problems which are numerically solvable using the branch and bound method. We then investigate the closed-loop stability of MPC for attitude maneuvers which is tightly related to the terminal cost. Regarding stability, there already exists a stability condition using a solution of the discrete algebraic Riccati equation (DARE) for linear continuous inputs (8) , (9) , which is the case for RW control, but stability for the case of on-off inputs such as RCS control
has not yet been investigated. For this problem, we newly propose to construct a terminal cost matrix based on a solution of a linear matrix inequality (LMI). This gives an input-to-state stability (ISS) condition (10) - (12) for on-off RCS inputs. It is then shown to be a unified condition that includes asymptotic stability (AS) for linear continuous inputs by RW, and gives greater flexibility in designing terminal cost than the DARE. Finally, some numerical study results are shown to confirm the effectiveness of the proposed MPC by applying it to a spacecraft multi-input attitude maneuver using RW and RCS singly and in combination.
Problem Description
The MPC for a simple rigid spacecraft attitude maneuvering problem is considered. The dynamical equation linearized at the equilibrium point (θ,θ) = 0 is Jθ = u {rcs,max} u rcs + u rw (1) where J ∈ R 3 is the inertia matrix, θ ∈ R 3 is the attitude angle, u {rcs,max} denotes the moment of force produced by the RCS, and u rcs , u rw are RCS and RW control inputs described as
where u {rw,min} and u {rw,max} are the RW saturation torque levels. An RCS can produce large torque inputs compared with RW, so it is useful for large angle rotations or high-speed switching maneuvers of heavy spacecraft, although it takes only integer values. On the other hand, RW inputs can take linear values but their maximum torque is limited. In view of this, the first objective of this paper is to investigate the feasibility of MPC attitude maneuver using RCS and RW singly and in combination and to derive a design algorithm which ensures closed-loop stability.
The stability of model predictive control with input constraints has been well discussed for continuous input systems (9) , and this is directly applicable to the case of RW control.
However the stability of MPC by on-off inputs has not yet been discussed. Therefore, the second objective of this paper is to investigate the closed-loop stability of on-off MPC using RCS alone and RCS and RW in combination.
Controller Design
This section is organized as follows. We first formulate the optimization problem for onoff MPC. Then, we introduce the input-to-state stability definition, its Lyapunov-like condition
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Model Predictive Control
We consider the following linear discrete time-invariant systems transformed from eq. (1) by specifying the sampling time.
where x(k) ∈ R n and u(k) ∈ R m are respectively the state variable and the control input at the kth-step, and (F, E) is assumed to be controllable. The outline of model predictive control is as follows. We first construct the predictive state trajectory from x(k +1) to x(k + N) from the kth-step state x(k), and these are expressed as
T where N is the prediction step number. In a similar way, the control sequence from step k to step k + N − 1 is described as
Then, a cost function is defined with X(k) and U(k) and is optimized at each step. From the obtained optimal control sequence
T , is applied to the system. The procedure is repeated at every sampling time interval.
The predicted state trajectory X(k) in this case is constructed from eq. (4) using the state x(k) as
where each coefficient matrix is
We then construct the following quadratic cost function with X(k) and U(k).
where Q = diag(Q, . . . , P) ∈ R nN×nN is symmetric positive definite and R = diag(R, . . . , 0) ∈ R mN×mN is symmetric positive semi-definite. The stage cost matrices Q, R in eq. (7) are given as design parameters, which have similar roles as in the standard infinite horizon linear quadratic regulator, i.e. the larger Q results in better control performance and the larger R results in smaller control input. As for the terminal cost matrix P, it is obtained so as to guarantee the closed-loop stability (8) , (9) . For this purpose, in Ref. (9), discrete algebraic Riccati equations (DARE) are introduced to make the finite horizon prediction equivalent into an infinite one. Later on, we discuss the stabilizing condition of P for on-off MPC. Once we define the cost, the unconstrained MPC is achieved by solving the following problem at each step.
By taking account of the step reference input x r in problem (8) optimization problem becomes an integer quadratic programming (IQP) problem as shown below.
For spacecraft control by a combination of RW and RCS, new input variables and input saturation constraints for the RW are further added to eq. (9) . In this case, the optimization problem becomes a mixed integer quadratic programming (MIQP) problem that includes integer and continuous optimization variables. MIQP has appeared mainly in MPCs for hybrid systems, which have logical binary variables and some controlled real variables. MIQP and IQP are numerically solvable by the branch and bound method (14) .
Input-to-State Stability
In this subsection, we provide input-to-state stability definitions and theorems in order to evaluate the on-off MPC closed-loop stability problem. The concept of input-to-state stability was introduced by Sontag (15) . Since the concept permits nonlinearlity of input variables in a Lyapunov-like stability framework, it is currently well-known as a useful tool for nonlinear control problems. Additionally, after Jiang and Wang (11) applied it to discrete time systems, it has been widely used in nonlinear model predictive control and robust model predictive control for stability analysis (12) , (16) .
Definition 1 (class-K, class-K ∞ function)
A function γ(s) : R ≥0 → R ≥0 is a class−K function if it is continuous, strictly increasing and γ(0) = 0. Additionally, if a class−K function satisfies γ(s) → ∞ for the argument s → ∞, then it is a class−K ∞ function.
Definition 2 (class-KL function)
A function β(s, t) : R ≥0 × R ≥0 → R ≥0 is a class−KL function if β(·, t), ∀t ≥ 0 is a class−K function and β(s, ·) monotonically decreases ∀s ≥ 0 and β(s, t) → 0 for t → ∞.
Definition 3 (Input-to-State Stable(ISS))
The system eq. (4) is input-to-state stable if a class−KL function β and a class−K function γ exist and the following property is satisfied for each
where Jiang and Wang (11) ). Additionally, ISS becomes global asymptotic stability when u = 0 and D n = R n from the definition of AS (17) .
Definition 4 (ISS-Lyapunov function)
The continuous value function V : R n → R is an ISS-Lyapunov function if there exist K ∞ functions α 1 , α 2 , α 3 and a K function σ such that
where μ is the exogenous input variable applied to the system. Based on the above definitions, the input-to-state stability condition is stated as follows.
Theorem 1
A system is ISS if and only if it admits an ISS-Lyapunov function.
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Thus, ISS is the stability of the state when the system is under the influence of exogenous input variables. Therefore it gives the following internal stability condition when the system is free from the inputs, that is μ = 0 in eq. (11).
Corollary 1
A system is AS if and only if it admits the Lyapunov function which is obtained by excluding the σ term from the ISS-Lyapunov function (17) .
Stability of model predictive control
The stability of MPC is investigated based on the Lyapunov second method or the monotonicity of cost functions, and it is known that the stability of the finite horizon optimization problem is ensured by inequality conditions with the stage cost and the terminal cost (13) . This paper uses these conditions to guarantee ISS by utilizing the fact that the cost function in eq. (7) is also available as a candidate for the ISS-Lyapunov function. Then, we show that the on-off MPC becomes at least input-to-state stable by proving that there exists a control law that satisfies Theorem 1.
Assumptions
We now suppose the following assumptions.
where Ξ is the state constraint set, Υ is the input constraint set, and X f is the terminal constraint set. The assumptions [A1-A3] mean respectively that the state constraint Ξ is satisfied in X f , the control constraint Υ is satisfied in X f , and X f is positively invariant under terminal control input u N .
In our problem (9), Ξ and X f are apparently unconstrained, i.e. they are equivalent to R n .
The set Υ is integers {−1, 0, 1} when RCS is used, and it is the region u {rw,min} ≤ u rw ≤ u {rw,max} when RW is used for control.
Theorem 2
Suppose the MPC cost function eq. (7) is a candidate ISS-Lyapunov function. Then, under assumptions [A1-A3], the origin of the closed-loop system is input-to-state stable if the following inequality is satisfied.
where the terminal cost difference F * (x N ) and the stage cost L(x N , u N ) are defined by ) and
are the terminal state and the terminal control input, respectively.
Proof
By the optimization problem eq. (8), we obtain the optimal trajectory X o (k) and the optimal input sequence U o (k) under assumptions [A1-A2].
Therefore, one-step later, these are
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Now we evaluate the one-step difference ΔV defined by
From eq. (17) and using notations eq. (13), we obtain (18) with x N and u N , we obtain the condition (18) is non-negative. Therefore, if eq. (12) is satisfied, V N (x(k), U(k)) is an ISS-Lyapunov function. The condition eq. (12) implies [A3]; that is, they are in the common situation.
2
Corollary 2
Under assumptions[A1-A3], the origin of the closed-loop system with MPC is asymptotically stable if
Proof This is apparent from eq. (12) and Corollary 1. In the case where control inputs are produced by RCS, we describe the control input u N (x N ) as the sum of a linear part Kx N and a quantization error ν in the proper region shown schematically in Fig. 1 . The value of ν is treated as the exogenous input hereafter. Then, the terminal cost matrix P guaranteeing the stability is obtained by the following theorem.
Theorem 3
Assume that stage cost matrices are Q, R > 0 and the terminal control law is u N (x N ) = Kx N +ν. Then, under assumptions [A1-A3], the origin of the closed-loop system is ISS if the terminal cost matrix P satisfies
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Proof
We first suppose that the MPC cost function V N (x(k), U(k)) in eq. (7) is a candidate ISSLyapunov function. Then, Theorem 2 gives the cost function one-step difference as
The terminal control law u N (x N ) is supposed to consist of a stabilizing control input Kx N and ν, i.e.
and the i-th element of ν satisfies
for i = 1, . . . , m. Then, when the terminal control input u N (x N ) satisfies the input constraint |K i x N | ≤ 1, ∀i, eq. (22) becomes as follows with ν from eq. (4) and eq. (23),
where S = (F + EK). When the terminal cost matrix P satisfies
the following inequality is derived
Since an inequality (|x N |/z − z E P S |ν|) 2 ≥ 0 holds
Therefore,
for an arbitrary scalar variable γ > 1/z 2 > 0, where α 3 (r) = (γ − 1/z 2 )r 2 is a class−K ∞ function and σ(r) = (z 2 E 2 P 2 S 2 + E 2 P + R )r 2 is a class−K function. The cost function V N is apparently an ISS-Lyapunov function, and therefore the closed-loop system is ISS from Theorem 1.
By comparing the cost function V N (x(k), U(k)) using u N (x N ) = Kx N + ν with the optimal on-off MPC, the cost function
from the optimality. Therefore, the optimal on-off MPC also guarantees ISS. 2
Corollary 3
In the case of utilizing RW, the input ν is zero and so the σ term in eq. (12) disappears. As a result, the closed-loop system is AS.
Therefore, we can conclude that if the terminal cost x T N Px N is constructed using the solution P of the LMI eq. (26), the closed-loop system will be ISS for RCS control and AS for RW control. Even when MPC is performed with both RCS and RW in combination, it can be conjectured that RW will make the closed-loop system AS after the use of RCS causes states Vol.6, No.1, 2013 enter the ISS region. In the case where control is achieved by RW alone, it is well known that the solution P of DARE can be used as a candidate of the terminal cost matrix to guarantee AS (8) . This can be proved using eq. (12).
Corollary 4
Assume that stage cost matrices are Q, R > 0. Then, under the assumptions [A1-A3], the origin of the closed-loop system is asymptotically stable if the terminal cost matrix P satisfies the discrete algebraic Riccati equation (DARE).
whereX sat = {x ∈ R n |u min ≤ u N (x) ≤ u max } is the unsaturated state set for control constraints. As described in the proof, the solution P of DARE (31) is included in the solution set of the LMI (26). This fact implies that the LMI condition (26) is superior and gives greater flexibility in designing the terminal cost for MPC.
Algorithm of the proposed MPC
In summary, the MPC which stabilizes the closed-loop system is designed by the following procedure.
Off-line Design:
Given arbitrary stage cost matrices Q, R > 0, the controller gain K is designed so as to satisfy F + EK being stable. It is preferable to make the gain K as small as possible in order to enlarge the unsaturated setX sat and the stability region. Then the LMI eq. (26) is solved to obtain terminal cost P. At this stage, it must be confirmed whether the unsaturated setX sat satisfies the practical region of control by checking following inequalities for satisfying the input constraint set Υ at the terminal state. That is,
when RW is used, and
when RCS or RCS plus RW are used. If yes, then construct the stage cost matrices Q, R and proceed to the following on-line optimization Step 1 below according to eq. (7). Otherwise, redesign the abstract controller gain K by decreasing it as long as F + EK is stable.
On-line Optimization:
Step 1: Obtain the present state variable x(k) and solve the optimization problem (9).
Step 2: Apply the first input of the optimized control sequence U o as u(k) to the system.
Step 3: Return to Step1.
Numerical Example
Using the parameters shown in Table 1 , we carried out numerical simulations for the following three cases to confirm the effectiveness of the proposed MPC design algorithm. Calculations were performed using YALMIP (18) and the MPT toolbox (19) .
Case 1: We first compare the performance of an MPC attitude maneuvers with RW obtained using the terminal cost matrix P determined by LMI in eq. (26) and DARE in eq. (31). Fig. 2 shows the roll attitude responses to a 1-degree step command and the control inputs.
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Vol. 6, No.1, 2013 Other attitude commands are set to zero. We first find that both MPCs converge to the commanded angle and are therefore asymptotically stable. It is also found that dynamic coupling with other axes is negligible. However the response of MPC based on DARE is oscillatory and input saturation occurs repeatedly, although the resultant settling time is similar to that obtained using LMI, and a larger control input is required as a result. This is caused by the fact that the unique solution P of DARE is not sufficiently large and so the terminal cost is based on MIQP, and (b) using only RW, which has already been shown in Fig. 2 . From the time histories of attitude response and total control inputs shown in Fig. 4 , we observe that the maneuver using RCS alone is only ISS and an attitude bias of about 0.05 [deg] remains, and that the responses of the maneuver using RW alone is not desirable compared with the RCS results although it is AS. Only the combined use of RCS and RW gives rapid response and asymptotic stability. The control performance is also confirmed from the norms of the attitude error shown in Fig. 5. Fig. 6 shows the inputs of RCS and RW separately in the case of an attitude maneuver using RCS and RW in combination. The RCS operates only during the initial 10 [sec] period; the state variables enter the ISS stable region and after that the RW works to asymptotically stabilize the system. Finally, all the states are driven until they coincide with the command inputs. In Fig. 7 , we also show the on-line optimization time at each step when CPLEX (20) It is apparent that the RW MPC cannot follow the repeating commands because of its slow response, and that the RCS MPC follows the commands well but with a bias (Fig. 8) . The norms of error angles are shown in Fig. 9 . The only entirely successful case is the combined use of RCS and RW. The RCS and RW inputs are shown separately in Fig. 10 . From above results, we conclude that the stability conditions on ISS of RCS MPC and AS of RW and RCS plus RW are numerically confirmed, and that the feasibility of all types of MPC is successfully demonstrated. From a practical viewpoint, the combined use of RCS and RW is the most effective in terms of control performance and stability. 

Conclusion
This paper has investigated the MPC problem for spacecraft attitude maneuvers using RCS and/or RW. For this purpose, we have derived a stability condition described by LMI to prove that the closed-loop system becomes input-to-state stable for the RCS control case and becomes asymptotically stable for RW control. We further provided numerical study results to show the ability of the proposed MPC control algorithm using MIQP. Our remaining work is to demonstrate the feasibility through hardware experiments. For large attitude maneuvering, the control moment gyro (CMG) is also a promising actuator although it has nonlinear dynamics and so-called singular problems. Investigation of MPC using CMG is also one of our future research topics.
