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Abstract
To further enhance the capacity of next generation wireless communication systems, massive
multiple-input multiple-output (MIMO) has recently appeared as a necessary enabling technol-
ogy to achieve high performance signal processing for large-scale multiple antennas. However,
massive MIMO systems inevitably generate signal processing overheads, which translate into
ever-increasing rate of complexity, and therefore, such systems may not maintain the inherent
real-time requirement of wireless systems. We redesign the nonlinear sphere decoder method to
increase the performance of the system, cast most memory-bound computations into compute-
bound operations to reduce the overall complexity, and maintain the real-time processing thanks
to the graphics processing unit (GPU) computational power. We show a comprehensive com-
plexity and performance analysis on an unprecedented MIMO system scale, which can ease the
design phase toward simulating future massive MIMO wireless systems.
Keywords: Massive MIMO, Sphere Decoder Algorithm, GPU Acceleration, Real-Time Systems.
1 Introduction
Massive multiple-input multiple-output (MIMO) is a new emerging technology that scales up
the standard MIMO compared to the current state-of-the-art. With massive MIMO, systems
use antenna arrays possibly with a few hundred antennas, simultaneously serving in the same
time-frequency resource tens of terminals. The basic premise behind massive MIMO is to
amplify all the beneﬁts of conventional MIMO, but on a larger scale. Overall, massive MIMO
is the key to enable the development of future generation networks (ﬁxed and mobile), which
will be robust, secure and energy-eﬃcient, and will use the spectrum eﬃciently.
Despite the great potential of massive MIMO, it is commonly agreed that achieving (al-
most) real-time signal processing for power-eﬃcient and reliable communications with a large
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number of antennas is quite cumbersome. This is in part due to the complexity of optimal
decoding algorithms that grows exponentially with the number of antennas. Clearly, there is a
trade-oﬀ between complexity and error probability performance for massive MIMO constitutes
a daunting challenge and a unique opportunity. The opportunity arises from the necessary re-
design of existing detection algorithms to follow the evolution of the high performance hardware
architecture landscape.
In this paper, we study this trade-oﬀ by redesigning the nonlinear sphere decoder algorithm
(SD) and proposing an eﬃcient SD implementation on graphics processing units (GPU) in
the context of massive MIMO systems. Based on the original Maximum Likelihood decoder
(ML), the SD method provides high performance in terms of bit error rates (BER) but high
complexity in terms of elapsed time, due to the large-scale antenna system. This high complexity
can be reduced (a) by tuning the sphere radius, which contains the pool of possible candidates,
i.e., the transmitted signal vectors, (b) by exposing more parallelism thanks to a breadth-ﬁrst
tree traversal, and, (c) by casting the memory-bound matrix-vector multiplication kernels into
compute-bound matrix-matrix multiplication operations. These standard basic linear algebra
subroutines (BLAS) operations [1] are often well-supported on today’s processing units through
high performance numerical libraries, provided by the vendors’ hardware architectures, e.g.,
cuBLAS [12] for NVIDIA GPUs.
To the best of our knowledge, most theoretical and experimental results presented in the
literature rely on linear detection algorithms to trade performance against complexity on a
rather limited MIMO system, typically less than ten antennas. Here, we present performance
and complexity analysis of antenna systems of an order of magnitude higher, thanks to our new
GPU-based SD framework implementation. We consider only uncoded signals and we adopt
the case of a perfect channel state information, i.e., the channel matrix is known by the decoder.
For a conﬁguration of 50×25 transmitter/receiver antennas, the obtained complexity (10ms) is
close to real-time while the BER performance (1e−2) is decent for ensuring high quality uncoded
wireless systems. The corresponding signal-to-noise ratio (SNR) is 17db, which translates at
least to a 22% saving compared to the state-of-the-art decoder methods, for the same BER
performance.
The paper is organized as follows. Section 2 describes related work. Section 3 provides
background information on the system model and existing detection algorithms. The nonlin-
ear SD algorithm is illustrated in Section 4. Our proposed parallel SD algorithm based on
the breadth-ﬁrst-search tree algorithm is highlighted in Section 5 and its GPU implementa-
tion in Section 6. Section 7 shows a comprehensive performance and complexity analysis of
our SD implementations against existing state-of-the-art implementations on various antennas
conﬁgurations. Finally, Section 8 summarizes the results of the paper and presents some future
works.
2 Related Work
Achieving high throughput with reduced complexity and high performance on both optimal
detection and optimal precoding for massive MIMO systems has been studied extensively in
the literature, with many attempts to adopt hardware accelerators and software design. A Fixed
Complexity Sphere Decoder (FCSD) for large scale MIMO uplink systems is presented in [2],
where the authors propose to use GPUs to reduce the complexity. In [18], the authors propose an
application speciﬁc integrated circuit (ASIC) to reduce the computational complexity of linear
soft-output detection. A ﬂexible N-Way MIMO detector is presented in [17] with excellent error-
rate performance and high throughput on GPUs. A new parallel algorithm is introduced in [8],
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inspired by the Sphere Detector (SD) algorithm, which can eﬃciently solve the ML detection of
the MIMO systems with high throughput on parallel architectures. In [9], the authors present
a high performance GPU-based software-deﬁned base station to achieve both real-time high
performance and high reconﬁgurability. A reconﬁgurable GPU-based uplink detector (linear
MMSE) is presented in [11] for massive MIMO software-deﬁned radio (SDR) systems.
All aforementioned related works performed experimental results on small MIMO conﬁg-
uration, typically less than 10 antennas. Our work presents a new algorithm for the sphere
decoder based on the breadth-ﬁrst-search tree algorithm on an unprecedented number of an-
tennas (50× 25). The GPU-based implementation uses the highly optimized numerical library
NVIDIA cuBLAS [12]. Our proposed eﬃcient algorithm not only achieves the same results in
terms of bit error rate (BER) for diﬀerent large MIMO conﬁgurations but also reaches real-
time signal processing starting from a ﬁxed signal-to-noise ratio (SNR), while sustaining close
to real-time complexity.
3 System Model and Detection Algorithms for MIMO
This section gives some background information on the typical model for MIMO system and
recalls the linear and nonlinear detection algorithms.
3.1 System Model
For an M × N MIMO conﬁguration, the transmitter sends diﬀerent signal streams on M
antennas and the receiver receives N diﬀerent signal streams, one per receiver antenna. An
M × N MIMO system can be described by the input-output relation y = Hs + w, where
y= [y1, ..., yN ]
T is the received vector. H is the N ×M channel matrix, where each element
Hi,j is an independent zero mean circularly symmetric complex Gaussian random variable with
variance σ2c . The noise at the receiver is w= [w1, w2, ..., wN ]
T , where wi is an independent
zero mean circularly symmetric complex Gaussian random variable with variance σ2. The
transmitted vector is s= [s1, s2, ..., sM ], where si is drawn from a ﬁnite complex constellation
alphabet set Ω of cardinal Mc, (s ∈ S = ΩM ). Once the model system is deﬁned, there are
usually two types of detection algorithms to recover the transmitted signals, which are described
in the subsequent sections. We also assume that there is an average power constraint on the
input E[‖s‖2] <= P , where P is the average transmit power.
3.2 Linear Decoders
Let Hinv be an M ×N linear detector matrix which depends on the channel H. By using the
linear detector, the received signal is separated into streams by multiplying the received signal
y by HHinv to get the decoded signal sˆ = Q(H
H
inv ·y), where Q(.) designates a mapping function
to the original constellation. The three conventional linear detectors are the maximum ratio
combining (MRC) Hinv = H, the zero forcing (ZF) Hinv = H · (HH .H)−1, and the minimum
mean square error (MMSE) Hinv = H · (HH .H + 1SNR · In)−1, where SNR is deﬁned as a
measure of the signal-to-noise-ratio of the link, i.e., SNR = P/σ2.
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3.3 Nonlinear Decoders
3.3.1 The Maximum Likelihood Decoder
The Maximum Likelihood (ML) [3,4,7] decoder calculates the a posteriori probability in terms
of log likelihood ratio for each possible transmitted vector s by browsing all the set S.
The ML estimate of the transmitted vector s, sˆML is given by:
nonlinearsˆML = argmin
s∈S
||y −Hs||2. (1)
Thus, the ML detector chooses the messages, which yields the smallest distance between the
received vector y and the hypothesized message Hs. Since the optimization problem is per-
formed over the set S = ΩM , the algorithmic complexity of the ML decoder is O(Mc
M ), which
becomes very high for a large number of transmitted antennas and for hard constellations.
3.3.2 The Sphere Decoder
The sphere decoder [5, 6, 10, 14] is a variant decoding scheme of the ML decoder with a lower
complexity than the ML decoder. The idea behind the sphere decoder is to solve equation 1 by
enumerating all points, which belong to a hypersphere of radius r around the received point y,
i.e., all points which satisfy a criterion on the form given by:
||y −Hs||2 ≤ r2. (2)
The search process of the ML solution through the sphere decoding algorithm is a combina-
torial optimization problem which can be solved using the ascendant-tree-search algorithms.
For a ﬁxed radius r, the algorithmic complexity of the sphere decoder is equal to O(McγM ),
where γ = γH,w,s(r) is a real random variable between 0 and 1 and whom statistic is induced
by those of the channel matrix H, the signal noise at the receiver w and the transmitted signal s.
The next section provides further information on the sphere decoder algorithm and intro-
duces a more eﬃcient search process, associated with an adequate sphere radius deﬁnition.
4 Redesigning The Sphere Decoder Algorithm
4.1 Problem Statement
As we have deﬁned the sphere decoder in the previous section, we are going to transform the
problem in Equation 2 to another equivalent problem. Let H = QR the QR decomposition of
the matrix H, where Q ∈ CN×N an orthogonal matrix and R ∈ CN×M an upper triangular
matrix. We note by y¯ = [y¯1, y¯2, ..., y¯N ]
T the vector QHy and since Q is orthogonal, we can
simplify Equation 2 with ||y−Hs||2 = ||y¯−R.s||2. The sphere decoding algorithm can then be
written as:
sˆSD  argmin
s∈LM
||y¯ −Rs||2
LM  {s ∈ S, ||y¯ −Rs||2 ≤ r2}.
(3)
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4.2 The Search Process
To solve Equation 3, we consider the set Lk for 1 ≤ k ≤ M deﬁned by Lk = {sk ∈ Ωk, ||y¯k −
Rksk||2 ≤ r2}, where Rk, is the lower right bloc of R and y¯k the lower bloc of y¯. The enu-
meration procedure can be described by a tree pruning algorithm, which enumerates all points
satisfying Equation 3 recursively, starting with k = 1. Note that y¯k is the vector given by
y¯k = [sM−k+1, ...., sM ]
T . Figure 1 illustrates the search process for the sphere decoder for each
level of the tree for M = 3 and BPSK modulation
(
Ω = {−1, 1}3). The sphere decoder algo-
rithm traverses all nodes of the tree from top to bottom and searches for possible candidates.
At each depth, k, it veriﬁes if some candidates sM−k+1 ∈ Ω will satisfy [sM−k+1, sk−1] ∈ Lk,
with sk−1 being the previous choice. The two known tree-search algorithms are the depth-ﬁrst-
search tree (DFS) and the breadth-ﬁrst-search tree (BFS). The algorithmic complexity of the
BFS and DFS algorithms are the same, which is equal to O(M) in our case. However, the
BFS algorithm exposes more parallelism compared to the DFS algorithm. Indeed, because of
the nature of the DFS algorithm, only a single possible candidate is processed at a time and
this limits the degree of parallelism. Therefore, the BFS algorithm opens new opportunities
for eﬃcient implementations on highly parallel architecture systems in order to reduce time to
solution.
Figure 1: The sphere decoder based on the breadth-ﬁrst-search (BFS) tree algorithm for M = 3
and BPSK modulation
(
Ω = {−1, 1}3).
4.3 The Sphere Radius
A critical parameter of the sphere decoder algorithm is the radius since the performance (in
terms of BER) and the complexity (in terms of elapsed time) of this detector directly depend on
its magnitude. Indeed, if the sphere radius is large, the sphere detector reaches the ML detector
with high performance (low BER) and high complexity (slow computation time). Otherwise, if
the sphere radius is small, the sphere decoder algorithm moves away from the ML decoder with
low performance (high BER) and low complexity (fast computation time). An ideal choice of
the criterion for selecting r is a radius such that the sphere contains the ML solution as well as
the minimum possible number of other candidates from S, so that both, high performance and
low complexity are achieved. The idea is to evaluate the expectation of ||y¯ − Rs||2, which is a
random variable such that its probability distribution is induced by those of R, s and w, for the
case where s = sML. Consequently, ||y¯ − Rs||2 follows a gamma distribution with parameters
N and σ2, saying γ(n, σ2). So, E(||y¯−Rs||2) = Nσ2 and var(||y¯−Rs||2) = Nσ4. The goal here
is to chose the radius r such that r2 = Nσ2 to ensure most of the ML predominant solution
candidates will be encapsulated within the sphere. For the case where the sphere is empty, we
update the radius with r2 = r2 + var(||y¯ −Rs||2) = r2 +Nσ4.
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The next section describes the parallel sphere decoder algorithm, which combines the eﬃ-
cient BFS technique with the aforementioned choice of radius r.
5 Parallel Bread-First-Search Sphere Decoder Algorithm
The concurrency delivered by the BFS enables the processing of all nodes located in the same
tree level in an embarrassingly parallel fashion. We reconsider the sphere decoder problem in
Equation 2. The algorithm sweeps all the levels lk of the tree one by one ∀1 ≤ k ≤ M . At each
stage lk, we determine the set Lk deﬁned in Equation 3. At the bottom of the tree i.e., level
lM , we search the minimum of the set LM , which corresponds to the ML solution of the sphere
decoder problem. For each level lk, k = 2, ..,M , we note by Mk−1 the matrix which contains
all the vectors of the set Lk−1, Gk−1 the cardinal of Lk−1. We design a matrix Vk with size
(k, McGk−1). This matrix contains all the vectors sk−1 ∈ Lk−1 duplicated Mc times and then
for each one we add a possible constellation symbol from Ω. Now, by browsing all the selected
signals in the matrix Vk, we evaluate for each signal sk the quantity ||y¯k−Rksk||2 and we verify
if it is smaller than r2 or not. This criterion can be expressed for all the signals simultaneously
using a matrix formulation based on the matrix-matrix multiplication computational kernel,
a highly compute-intensive operation, which runs close to the theoretical peak performance
of the system. Let Pk be the matrix deﬁned by Pk = y¯k − RkVk, where y¯k is the matrix
which contains the vector y¯k duplicated McGk−1 time. If the DFS algorithm was used, this
criterion will be based on the matrix-vector multiplication kernel, which is memory-bound, i.e.,
its parallel performance is solely limited by the bus bandwidth of the system. We note also by
Pk the 1×McGk−1 matrix which contains the square Euclidean norm of each vector PK,i in Pk.
The previous criterion is reduced now to just verifying if the weights in the matrix Pk are lower
then r2 or not (under the sphere). For each evaluation, we generate the matrixMk and we derive
the set Lk. If the Lk is empty, we increase the radius r and we restart the algorithm. For the case
of k=1, the process will be the same by considering L0, which corresponds to the root node, an
empty set. By reaching the last level, we search the minimum weight in PM and we derive then
from the matrix MM the sML solution. Algorithm 1 summarizes the sphere decoder algorithm
based on the BFS tree algorithm for M ≤ N MIMO systems, starting from the parameters
estimations of the decoded received signal. This algorithm can be also generalized for M > N .
This standard search process can be further generalized by accumulating and processing nodes
not only from a single level of the tree, but also from multiple subsequent levels of the tree
simultaneously. The number of levels of the tree to consider is a runtime tunable parameter,
which should be carefully chosen, as it represents a trade-oﬀ between parallel performance and
concurrency.
6 Implementation Details
Due to the real-time processing requirements of wireless systems, GPUs appear to be a suitable
architecture to consider because these devices are capable of sustaining high memory throughput
in terms of bandwidth (byte/s) and high computation rate in terms of ﬂoating point operations
per second (ﬂops/s), as opposed to standard x86 CPU architectures. Furthermore, given the
low power envelope available at the base station, GPUs are also one of the most energy eﬃcient
architectures and may deliver up to 10 times more computational power for the same energy
consumption [15]. However, there are two main challenges to assess before working with theses
devices. The GPU memory is located oﬀ-chip and can be accessed through a slow PCIe link,
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Algorithm 1 Parallel Standard BFS Tree Algorithm
Inputs:
Received signal: y
Constellation order: Ω;
Channel estimation: H
Noise variance estimation: σ2
QRDecomposition:
H = QR
Preliminary:
y¯ = QHy
Initialization:
r2 = Mσ2
M0 = [ ]
G0 = 1
Empty = 1
1: while Empty = 1 do
2: for k = 1 : 1 : M do
3: Calculate Vk(MK−1)
4: y¯k = y¯k ◦ I(1,McGk−1)
5: Pk = y¯k −RkVk
6: Calculate Pk
7: size = 0
8: for i = 1 : 1 : McGk−1 do
9: if Pk(i) ≤ r2 then
10: Mk(:, i) = Vk(:, i)
11: size++
12: end if
13: end for
14: if size = 0 then
15: Empty = 0
16: else
17: Empty = 1
18: r2 = r2 +Mσ4
19: break
20: end if
21: end for
22: end while
23: sˆML = MM (:,min(PM ))
requiring two orders of magnitude less bandwith than the internal GPU bandwidth. In other
words, for parallel performance, it is important to reduce the data oﬀ-loading between the
CPU/device memory, by reusing the freshly moved data on the GPU board as much as possi-
ble. This persistent data technique is made possible by the BFS tree algorithm, which allows
to cast operations involving multiple subsequent levels of the tree into a single matrix-matrix
multiplication kernel. The other challenge resides in the programmability and/or productivity.
Scientiﬁc codes can be accelerated on GPUs through compiler directives [16], CUDA program-
ming model [13], or accelerated libraries (e.g., NVIDIA cuBLAS [12]). In the BFS tree imple-
mentation, we rely on the eﬃcient NVIDIA implementation of the matrix-matrix multiplication
kernel (CGEMM) from cuBLAS to deliver high performance computing. This kernel is part of
the legacy BLAS [1] implementation and are supported by many other vendors on diﬀerent x86
and accelerators, which make our code portable from one give architecture to another.
7 Performance and Complexity Analysis
7.1 Environments Settings
The host system is equipped with two-sockets of ten-core Intel Ivy Bridge (20 cores total)
running at 2.8GHz with 256GB of memory. There are three Tesla Kepler K40 GPU accelerators
attached to the CPU board through PCIe Gen3 x16, each with 12GB of GDDR5 memory. All
experiments reported in this section consider only uncoded signals and we adopt the case of
a perfect channel state information, i.e., the channel matrix is known by the decoder. All
computations are performed in single complex precision arithmetic.
7.2 Experimental Results
Figure 2 presents the performances of the sphere decoder, with optimal and ﬁxed radius against
the linear decoders for a 50×25 MIMO system and BPSK modulation. In particular, Figure 2(a)
shows that the sphere decoder performs better in terms of error probability performance than
the linear decoders. For the bit error rate (BER) equal to 10−2, which is a common error
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(a) Bit error rate of the sphere decoder and the linear receivers for 50× 25 MIMO system and BPSK modulation.
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(b) Execution time of the sphere decoder and the linear receivers for 50×25 MIMO system and BPSK modulation.
Figure 2: Performances of the sphere decoder and the linear receivers for 50×25 MIMO system
and BPSK modulation.
probability performance for wireless systems, the sphere decoder reaches this rate for SNR =
7dB with an optimal radius and for SNR = 17dB with a ﬁxed radius, while the best linear
decoder (which is MMSE) reaches it for SNR = 21dB, giving a diﬀerence in power of the order
of 14dB for the optimal radius and 4dB for a ﬁxed radius which is very humongous for both
cases. We can also notice that the BER of the sphere decoder degrades in case we adopt a low
ﬁxed radius. Concerning the execution time, Figure 2(b) shows that the linear receivers and the
sphere decoder with ﬁxed radius are almost real-time for such system’s conﬁguration. However,
for the sphere decoder with optimal radius, we note that the decoding process can be performed
in real-time, starting from SNR = 21dB. Figure 3 presents the performances of the sphere
decoder with optimal radius for a 50×25 MIMO system and diﬀerent modulations. This ﬁgure
shows that, for ﬁxed number of transmitter and receiver antennas, the performances decrease
GPU-based Sphere Detector for Massive MIMO MAA, HL, ZR, MSA and DK
2176
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 3  6  9  12  15  18  21
BE
R
SNR (dB)
64-QAM
16-QAM
4-QAM
BPSK
(a) Bit error rate of the proposed sphere decoder for 50× 25 MIMO system and diﬀerent constellation.
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(b) Execution time of the proposed sphere decoder for 50× 25 MIMO system and diﬀerent constellation.
Figure 3: Performances of the proposed sphere decoder for 50× 25 MIMO system and diﬀerent
constellation.
when we increase the order of the modulation (BPSK = 21, 4-QAM = 22, 16-QAM = 24 and 64-
QAM = 28). Figure 4 illustrates the performances of the proposed sphere decoder algorithm for
4-QAM across various MIMO conﬁguration systems on CPU and GPU platforms, i.e., 50× 25,
30 × 10 and 40 × 10. From Figure 4(a), the bit error rate for a given MIMO conﬁguration
(MIMO system + modulation) does not change between GPU and CPU, however, it is as good
as the diversity order is large. We mean by the diversity order of a M ×N MIMO system the
number d = N . Concerning the execution time, Figure 4(b) shows the gain of time resulted
when accelerating the computation with GPUs. Finally, we can notice that the execution time
and the complexity increase as the number of the transmitter antennas increases. For even
larger MIMO systems, one may consider revisiting the algorithm by further tuning the number
of subsequent levels to process simultaneously and/or adding more hardware resources to keep
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the complexity close to real-time.
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(a) Bit error rate of the sphere decoder for 4-QAM modulation and for 50×25, 30×10 and 40×10 MIMO system.
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(b) Execution time of the sphere decoder for 4-QAM modulation and for 50 × 25, 30 × 10 and 40 × 10 MIMO
system on GPU and CPU platforms.
Figure 4: Performances of the sphere decoder for 4-QAM modulation and for 50× 25, 30× 10
and 40× 10 MIMO system on GPU and CPU platforms.
8 Conclusions
A new implementation of the breadth-ﬁrst-search tree in the context of the non linear sphere
decoder algorithm has been presented on a GPU plateform. The experimental results show that
we can sustain real-time signal decoding starting from a given SNR for each conﬁguration of
the massive MIMO system while keeping a low bit error rate (BER). In particular, for a conﬁg-
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uration of 50× 25 transmitter/receiver antennas, the largest MIMO system studied up to now,
the obtained complexity (10ms) is close to real-time while the BER performance (1e2) is decent
for ensuring high quality of service (QoS) wireless systems. The corresponding signal-to-noise
ratio (SNR) is 16db, which translates at least to a 22% saving compared to the existing state-
of-the-art decoder methods, for the same BER performance. The overall framework permits
also to understand the current limitations of existing signal detection algorithms in presence of
large MIMO systems by identifying some possible cross-over points. Furthermore, we would like
to investigate the performance and complexity behavior for even larger MIMO conﬁgurations.
This may require running on multiGPU systems to cope with the real-time challenge.
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