We study long time asymptotic properties of constrained diffusions that arise in the heavy traffic analysis of multiclass queueing networks. We first consider the classical diffusion model with constant coefficients, namely a semimartingale reflecting Brownian motion (SRBM) in a d-dimensional positive orthant. Under a natural stability condition on a related deterministic dynamical system [P. Dupuis, R.J. Williams, Lyapunov functions for semimartingale reflecting brownian motions, Annals of Probability 22 (2) (1994) showed that an SRBM is ergodic. We strengthen this result by establishing geometric ergodicity for the process. As consequences of geometric ergodicity we obtain finiteness of the moment generating function of the invariant measure in a neighborhood of zero, uniform time estimates for polynomial moments of all orders, and functional central limit results. Similar long time properties are obtained for a broad family of constrained diffusion models with state dependent coefficients under a natural condition on the drift vector field. Such models arise from heavy traffic analysis of queueing networks with state dependent arrival and service rates.
Introduction
Stochastic networks is an active area of research in applied probability with diverse applications arising from computing, telecommunications, and complex manufacturing systems.
The study of stability of such network models is of great importance. Excepting special cases, the networks of interest are too complex to be analyzed directly and thus one seeks tractable approximate models. In this respect, constrained diffusion processes which arise as scaling limits of critically loaded queueing networks are key. In this work, we study long time asymptotic properties of constrained diffusions that arise in the heavy traffic analysis of multiclass queueing networks.
We begin our study with semimartingale reflecting Brownian motions (SRBMs) in a positive orthant R d + , d ∈ N. Such Markov processes commonly arise in the heavy traffic analysis of multiclass open queueing networks and have been extensively studied [13, 12, [19] [20] [21] 9, 5, 22] . The main paper on stability properties of an SRBM is [9] , where it is established that if the "fluid trajectories" associated with the SRBM are attracted to the origin then the SRBM is positive recurrent and admits a unique invariant probability measure. The goal of the current work is to study the rate of convergence of the transition probability kernel to the invariant distribution and other refined long term asymptotics for an SRBM. Under exactly the same conditions as in [9] , we identify a suitable exponentially growing Lyapunov function V and establish that the process is V -uniformly ergodic. This result is then used to prove that the unique invariant measure of the SRBM admits a finite moment generating function in a neighborhood of zero. As other consequences we establish uniform (in time and initial condition in a compact set) estimates on exponential moments of an SRBM. Growth estimates of polynomial moments of the process as a function of the initial condition are obtained. Finally we establish a functional central limit theorem for functionals of an SRBM and characterize the asymptotic variance in this limit result via the solution of the related Poisson equation.
We next consider a family of diffusion models with state dependent coefficients, constrained to take values in some convex polyhedral cone in R d with the vertex at the origin. Positive recurrence for such constrained diffusions under suitable conditions on the drift coefficient was established in [1] . In this work we strengthen this result by establishing V -uniform ergodicity, with a function V that grows exponentially. As consequences of this result we establish, as in the constant coefficients case, exponential moment bounds, moment stability results and functional central limit theorems.
Our proofs make critical use of Lyapunov function methods developed in [16, 6] . At the heart of the proofs for the SRBM is Theorem 4.7 which obtains suitable bounds on exponential moments of hitting times of compact sets. Once these estimates are available, the results of [6] (cf. Theorem 4.4) yield a Lyapunov function V for which the inequality (4.14) holds and as a consequence the process is V -uniformly ergodic. Lemma 4.8 establishes that V has exponential upper and lower bounds. From these estimates one immediately obtains finiteness of exponential moments of invariant measure (Theorem 4.11) and convergence of expected value of unbounded (exponentially growing) functionals of the state process to the expectation under the invariant measure, at an exponential rate. Furthermore, these estimates are key in proving stability results (Corollary 4.14 and Theorem 4.15) for polynomial moments of the process. Finally we obtain, as a consequence of results in [11] , functional central limit theorems for processes ξ n (t) . = 1 √ n nt 0 [F(Z s ) − π(F)]ds , where Z is the underlying Markov process, π the unique invariant measure and F is allowed to have exponential growth. In the state dependent case (see Section 5) although one can prove similar bounds on exponential moments of hitting times as in the constant coefficients case, we are unable to establish an exponential lower bound (4.10) as in Lemma 4.8. The main obstacle to such a result is that, in Section 5, the drift vector field of the underlying diffusion is allowed to have linear growth, and as a result estimate (4.13) which critically uses the boundedness of the drift coefficients fails. In view of this difficulty we proceed by making a different choice of a Lyapunov function V (cf. Lemma 5.9) that, from results in [1] , is known to have exponential upper and lower bounds. We show that this Lyapunov function satisfies the multiplicative drift condition (5.6) for a sampled Markov chain. The results of [16] can then be brought to bear to establish V -uniform ergodicity and as a consequence one obtains similar exponential moment estimates, moment stability results and functional central limit theorems as in the constant coefficients case.
The paper is organized as follows. We begin, in Section 2, by collecting some standard Markov processes terminology that is used in this paper. Sections 3 and 4 are devoted to the study of an SRBM. We give basic definitions and present the key result of [9] which gives sufficient conditions for ergodicity of an SRBM. In Theorem 4.11, by identifying a suitable Lyapunov function, we show that the invariant measure has a finite moment generating function in a neighborhood of zero. This result is then used to establish uniform (in time and initial condition in a compact set) estimates on exponential moments of an SRBM. Growth of the polynomial moment of the process as a function of the initial condition is investigated in Corollary 4.14 and Theorem 4.15. Finally in Theorem 4.17 we establish a functional central limit theorem for functionals of an SRBM and characterize the asymptotic variance in this limit result via the solution of the corresponding Poisson equation. In Section 5 we consider constrained diffusions with state dependent coefficients. In Lemma 5.9 we establish the key drift inequality for the 1-skeleton chain of the process. The stability results that follow as a consequence of this lemma are summarized in Corollaries 5.10 and 5.11. Finally in the Appendix of this paper we provide a proof of the fact that the law of the constrained diffusion (under the conditions of Section 5) at any time instant t > 0 is mutually absolutely continuous with respect to the Lebesgue measure on the state space. Although such a result is a folklore in the literature, we give a self-contained proof based on arguments in [2] and [14] .
The following notation is used in this paper. For a metric space X , let B M(X ) denote the space of real bounded measurable functions on X and B(X ) be the Borel σ -field on X . By convention all measures on (X, B(X )) will be nontrivial. For a real valued measurable function f on X and a measure µ on B(X ), let µ( f ) . = X f dµ. The Dirac measure at the point x is denoted by δ x . The set of natural numbers is denoted by N and let N 0 . = N {0}. Denote the set of real numbers by R and nonnegative real numbers by R + . Let R d be the d-dimensional Euclidean space with the usual Euclidean norm, and R d×m the space of real d × m-matrices with the norm |A| .
For a given matrix M denote by M its transpose and tr(M) its trace. For a set A ⊆ R d , denote its interior, closure, boundary by A • , A, and ∂ A, respectively. For sets A, B ⊆ R d , dist(A, B) will denote the distance between two sets, i.e., inf{|x − y| : x ∈ A, y ∈ B}. The class of continuous functions f : X → Y is denoted by C(X, Y ) and real continuous bounded functions on X by C b (X ). Denote the class of real continuous and twice differentiable functions defined on X by C 2 (X ). Finally, D(X, Y ) denotes the class of right continuous functions having left limit defined from X to Y , equipped with the usual Skorohod topology.
Setting and preliminary results
In this section we will collect standard Markov processes terminology and definitions that will be used in this paper. Our main sources are [16] (for discrete time) and [17] (for continuous time). Let S be a complete, locally compact, separable metric space. By an S-valued strong Markov process (Z , {P x } x∈S ) given on some filtered measurable space (Ω , F, {F t } t≥0 ) we will mean a collection of probability measures {P x } x∈S defined on (Ω , F) and an {F t }-adapted stochastic process {Z t } t≥0 which has right continuous with left limit (RCLL) paths P x -a.s. for all x ∈ S and satisfies: A) , P x -a.s., for all t ≥ 0 and A ∈ B(S), where P t (x, A) .
is referred to as the transition probability kernel of Z .
Frequently, when the family {P x } is clear, we will suppress it from the notation and refer to Z as the (strong) Markov process. We will occasionally need to refer to discrete time Markov processes. An S-valued discrete time stochastic processZ = {Z n : n ∈ N 0 } along with a family of probability measure {P x } x∈S defined on some filtered probability space (Ω , F, {F n } n∈N 0 ) is called a Markov family if the map y →P(y, A)
.
is a measurable function from S to [0,1] for all A ∈ B(S) and under each measureP x , (Z n ) is a Markov chain (with respect to {F n }) with initial distribution δ x and transition probability kernelP(y, A). Once more the reference to {P x } will be omitted when clear from the context. Throughout the paper the symbols Z t and Z (t) will be used interchangeably.
For the rest of this section we will fix a strong Markov process Z and a discrete time Markov chainZ as described above. The following notion of irreducibility plays an important role in our analysis.
The measure ϕ is called an irreducibility measure for the process Z . For the Markov chainZ , ϕ-irreducibility is defined in a similar way on setting η A . = ∞ n=0 1 {Z n ∈A} . For a σ -finite measure µ and transition kernel Q given on (S, B(S)), define for A ∈ B(S), µQ(A) . = S µ(dx)Q(x, A). A probability measure µ on (S, B(S)) is called invariant for the Markov process Z if µP t = µ for all t ≥ 0. It is invariant for the chainZ if µP = µ. For a signed measure µ on (S, B(S)), define the total variation of µ, µ , as µ .
The process Z will be called ergodic if it has a unique invariant probability measure π and
Ergodicity for the chainZ is defined similarly. Ergodicity ensures the convergence of the expectation E[ f (Z t )] to the steady state value π( f ) for bounded measurable functions f , as t → ∞. To investigate convergence for an unbounded function f , one typically considers the following norm. Fix a measurable function f : S → [1, ∞). For any signed measure µ on (S, B(S)), define its f -norm as
Note that f -norm is the same as the total variation norm if f ≡ 1. For a measurable function f : S → [1, ∞), the Markov process Z will be called f -ergodic if P t (x, f ) < ∞ for all t, x; the process is ergodic with the invariant probability measure π satisfying π( f ) < ∞; and
The f -ergodicity ofZ is defined similarly. In order to study the rate of convergence to the steady state we introduce the notion of funiform ergodicity from [6] . Definition 2.2. Let the Markov process Z be f -ergodic with invariant probability measure π. We say Z is f -uniformly ergodic if there exist constants D ∈ (0, ∞), ρ ∈ (0, 1) such that for all t ∈ R + and x ∈ S,
In our analysis of continuous time Markov process Z , we will consider some Markov chains derived from Z . For a probability measure a on R + , define the Markov transition function
The discrete time Markov chain with one step transition kernel K a (·, A) will be referred to as the K a -chain for the Markov process Z . If a is an exponential distribution with parameter β we will denote K a by R β , i.e.,
and call the corresponding sampled chain the R β -chain; if β = 1, we write R β merely as R. Finally, if a is degenerate at ∆ ∈ (0, ∞), we will call the associated Markov chain {Z ( j∆) : j ∈ N 0 } the ∆-skeleton chain.
Semimartingale reflecting Brownian motion
This section recalls some basic definitions [21] and the main stability result [9] for an SRBM. We begin with the following definitions.
Definitions and background
Let d ∈ N and let S denote the d-dimensional positive orthant, i.e., S = {x = (x 1 , . . . ,
. For x ∈ ∂ S, the set of directions of constraints is defined as
Let Σ be a d × d strictly positive definite matrix. We call the quadruple (S, r 0 , Σ , R) the data for an SRBM. The following definition is taken from [21] .
Definition 3.1. For x ∈ S, an SRBM associated with the data (S, r 0 , Σ , R) that starts from x is a continuous, {F t }-adapted d-dimensional process Z , defined on some filtered probability space
s. We will assume throughout that R is completely-S (cf. [20] ), namely, for every k ×k principal submatrix G of R, there is a k-dimensional vector v G such that v G ≥ 0 and Rv G > 0. In [20] Theorem 2, it was shown that a necessary condition for the existence of an SRBM is that the reflection matrix R is a completely-S matrix. The paper [21] shows that the condition is sufficient as well for (weak) existence and uniqueness of SRBM to hold. As a consequence of this result it follows that there exists a filtered measurable space (Ω , F, {F t } t≥0 ) on which are given a family of probability measures {P x } x∈S and continuous stochastic processes Z , B and Y such that for every x ∈ S under P x , (i), (ii), and (iii) of Definition 3.1 hold and (Z , {P x }) is an S-valued strong Markov process. For the rest of this section and Section 4 we will fix such a filtered space along with process (Z , B, Y ) and the family {P x } x∈S . We will denote the Markov family (Z , {P x }) merely as Z and refer to it as the SRBM. We will denote the transition kernel of Z by P t , namely for x ∈ S, A ∈ B(S),
We now formulate the key condition, introduced in [9] , for positive recurrence of an SRBM in terms of the associated "fluid limit" trajectories.
solves the Skorohod problem (SP) for ψ (with respect to S and R) if the following hold:
is "attracted to the origin" if for any > 0 there exists T < ∞ such that t ≥ T implies |φ(t)| ≤ . Condition 3.3. The φ component of every solution of the SP for paths ψ(·) of the form ψ(t) = x + r 0 t, t ≥ 0, x ∈ S, is attracted to the origin.
In [9] the authors showed that Condition 3.3 implies that the SRBM has a unique invariant distribution. The main objective of this work is to strengthen this result by establishing uniform f -ergodicity of the SRBM for an exponentially growing Lyapunov function f . In preparation for this result we first observe in the following lemma that an SRBM is ϕ-irreducible. Let λ denote the Lebesgue measure on S.
Lemma 3.4. For every A ∈ B(S) with λ(A) > 0, P t (x, A) > 0 for all t > 0 and x ∈ S. In particular, Z is λ-irreducible.
Remarks on proof. Note that the second statement in the lemma is immediate from the first. The proof of the first statement is outlined in Lemma 9 of [14] for a family of SRBMs arising from open queueing networks. The current paper considers a much broader family of SRBMs; nevertheless the basic arguments in [14] are quite general and the only feature of an SRBM, in addition to the strong Markov property, continuity of sample paths and nondegeneracy of Σ , is the following boundary property:
The above property in the complete generality of an SRBM has been established in Lemma 2.1 of [21] . For details on the proof we refer the reader to the Appendix where we provide a proof of a similar result for the state dependent model of Section 5.
Geometric ergodicity
The main result of this section is the V -uniform ergodicity (cf. Definition 2.2) of an SRBM under Condition 3.3 where V is an exponentially growing function. We begin by introducing the following Lyapunov function W (·), which was constructed in [9] . For function f ∈ C 2 (R d ), let D f (x) and D 2 f (x) denote the gradient and Hessian, respectively, of f at x. Let ·, · denote the standard inner product on R d .
Theorem 4.1 ([9]
). Suppose that Condition 3.3 holds. Then there exists a continuous map W : S → R such that the following hold.
Some consequences of properties (P1)-(P5) are the following.
Proof of (P8) is immediate from (P5) and (P2) and similarly (P7) follows from (P5) and (P1) on noting that for x = 0, DW (x) = DW (x/|x|). For a proof of the following elementary lemma we refer the reader to Lemma 4.3 in [1] . The main ingredient in the proof is the property (P7) of the Lyapunov function W . Although W may not be differentiable at 0, with an abuse of notation, we set DW (0) = 0 and D 2 W (0) = 0. Lemma 4.2. Let x ∈ S and ∆ ∈ (0, ∞) be fixed. For m ∈ N let ν m be defined as follows:
Then for any κ ∈ (0, ∞) and m, n ∈ N; m ≤ n,
where γ ∈ (0, ∞) depends only on the norm of the covariance matrix Σ −1 and Γ is as in (P7) .
By (P3), there exists an
Proof. Fix ∆ ∈ (0, ∞) and m ∈ N. By applying Itô's formula to W (·), we have
For ω ∈ A n and m ≤ n we have from (4.1) that
On A n , T 2 ≤ c 2 ∆ and by (P4) we have T 3 ≤ −c∆ and T 5 ≤ 0. As a result, on the set A n and for
where in the above display, DW (Z (s)), dB(s) are abbreviated as DW and dB, respectively. Thus for 1 ≤ m ≤ n and on the set A n , 
2 ) and choose sufficiently large ∆ > 0 and sufficiently small α > 0 so that η > 0. Let t ∈ (0, ∞) be arbitrary and pick n 0 ∈ N such that t ∈ [n 0 ∆,
The result now follows from the above estimates on recalling (P8).
The starting point of our study of geometric ergodicity properties of Z is the following result of [6] . (See Theorems 6.2 and 5.1 therein.) For δ ∈ (0, ∞) and a compact set C ⊆ S, let
Denote by D(A) the set of all measurable functions v : S → R for which for all x ∈ S, E x |v(Z t )| < ∞ and there exists a measurable function w : S → R satisfying
and a corresponding w, we write (v, w) ∈ A (or sometimes with an abuse of notation w = Av). We refer to the (multivalued) map A as the extended generator of Z and D(A) the domain of the extended generator. The following result of [6] is key in our analysis.
Theorem 4.4. Suppose that for some compact set C ⊆ S and η, δ ∈ (0, ∞) we have E x e ητ C (δ) < ∞ for all x ∈ S. Let
and suppose that sup x∈C V 0 (x) < ∞. Then for all β > 0, (V β , W β ) ∈ A, where V β .
Proof. The result follows on taking f ≡ 1 in Theorem 6.2 of [6] and using the (b) part of the cited theorem along with (a) part of Theorem 5.1 in the same paper. We note that the cited results in [6] are formulated in terms of petite sets. However, since the Markov process Z is Feller and from Lemma 3.4 the support of the maximal irreducibility measure for Z is all of S, we have from Theorem 6.2.9 and Theorem 6.2.5(ii) of [16] that all compact subsets of S are petite for Z .
Lemma 4.5. For each fixed δ ∈ (0, ∞) there exists an 0 ≡ 0 (δ) ∈ (0, 1) such that
Proof. We will only prove (4.4); the proof of (4.5) is similar and is omitted. We will argue via the method of contradiction. Fix δ ∈ (0, ∞) and suppose that (4.4) does not hold for any 0 ∈ (0, 1). Then there exist sequences {x n }, { n } such that P x n [σ 0 > δ] ≥ n , where {x n } ⊆ B 3 , n ∈ (0, 1) and n ↑ 1 as n → ∞. From the Feller property of SRBM it follows that if {x n k } k≥1 is a subsequence of {x n } such that x n k → x as k → ∞ then
Hence P x [W (Z (δ)) ≤L] = 1. However this contradicts Lemma 3.4 in view of (P8) and hence the result follows.
The following lemma is the key step in the proof of Theorem 4.7.
Lemma 4.6. Under Condition 3.3, there exist β 1 ∈ (0, ∞) and A ∈ (0, ∞) such that
Proof. In view of Theorem 4.3 and the strong Markov property of SRBM it suffices to show that there exists an r ∈ (0, ∞) such that sup x∈B 2 E x [e r σ 0 ] < ∞. This will follow if we show that there exists a θ 0 ∈ (0, ∞) such that for all k ∈ N and x ∈ B 2 ,
where˜ 0 = 0 (1) ∈ (0, 1) is as in Lemma 4.5. Inequality (4.6) now follows on iterating the above conditioning argument k times. This completes the proof of the lemma.
The following result is a key ingredient in our construction of a suitable Lyapunov function.
Theorem 4.7. Suppose Condition 3.3 holds. Fix δ ∈ (0, ∞) and let β 1 ∈ (0, ∞) be as in Lemma 4.6. Then sup x∈B 2 E x [e
Proof. Define sequences of stopping times {τ i }, {σ i }, i ∈ N as follows. Letτ 0 . = 0 and 
Observing that 1 δ∈(τ n−1 ,τ n ] e
we have for n ≥ 1, ] ≤ Ae
The following inequality which follows from the oscillation result, Theorem 5.1 of [23] , will be used several times in what follows: There is a C ∈ (0, ∞) such that for all x ∈ S and 0 ≤ t 1 < t 2 < ∞ sup 
where V β is as in Theorem 4.4.
Proof. We begin by showing the first inequality of (4.10). Note that V 0 (x) ≥ 1, so in order to prove the inequality it suffices to show that there exist M ∈ (1, ∞), a 1 , a 2 ∈ (0, ∞) such that for all |x| ≥ M, V 0 (x) ≥ a 1 e a 2 |x| . By Jensen's inequality E x [e
] ≥ e β 1 E x τ B 2 (δ) . For the lower bound on E x τ B 2 (δ), let M be large enough so that for all |x| ≥ M, d(x, B 2 ) ≥ 1 2 |x|. Then for ϑ ∈ (0, 1) and |x| ≥ M,
By the Markov inequality and (4.9), we have that
where C is as in (4.9). Thus there is aC ∈ (0, ∞) such that for all x ∈ S and ϑ ∈ (0, 1),
Choosing ϑ < (
2C
) 2 , we now have from (4.12) that for all |x| ≥ M, E x τ B 2 (δ) ≥ ϑ 2 |x|. The desired lower bound in (4.10) now follows. Next recalling that V β (x) .
Applying (4.9) once more and an argument similar to that leading to (4.13), we can find b ∈ (0, ∞) such that for all x ∈ S and β ∈ (0, ∞)
This proves the lower bound in (4.11).
For the second inequality of (4.10) recall the stopping time σ 1 introduced above Theorem 4.3. By a conditioning argument and the strong Markov property,
].
The desired upper bound in (4.10) now follows on using Theorems 4.3 and 4.7 in the above display. Finally,
Once more from (4.9), we can find A 3 ∈ (0, ∞) such that for all β ∈ (0, ∞) and
The upper bound in (4.11) now follows on choosing β ∈ (A 3 , ∞).
Henceforth we will fix a β > A 3 and denote the corresponding V β by V .
Corollary 4.9. Under Condition 3.3, the SRBM satisfies the following "drift criteria": There exist b, c ∈ (0, ∞), and some compact set C ⊆ S such that
(4.14)
Proof. From Lemma 4.8 sup x∈B 2 V 0 (x) < ∞, E x e β 1 τ B 2 (δ) < ∞ for all x ∈ S. The result follows on combining these two facts and applying Theorem 4.4.
Corollary 4.10. Suppose that Condition 3.3 holds. Let π be the unique invariant probability distribution of Z . Then π(V ) < ∞.
Proof. Theorem 5.1(c) of [6] along with Eq. (4.14) implies the existence of λ ∈ (0, 1) and 
Theorem 4.11. Suppose that Condition 3.3 holds and let π be the unique invariant distribution for Z . Letã 2 ∈ (0, ∞) be as in Lemma 4.8. Then for all c ∈ R d with |c| ≤ã 2 we have S e c·x π(dx) < ∞. Proof. Letã 1 ∈ (0, ∞) be as in Lemma 4.8. Theñ
where the last inequality follows from Corollary 4.10. In particular, from the proof of Corollary 4.10 we see that S e c·x π(dx) ≤ bπ(C) a 1 (1−λ) . Now we present the main result of this section.
Theorem 4.12. Under Condition 3.3, Z is V -uniformly ergodic; i.e., there exist constants D ∈ (0, ∞), ρ ∈ (0, 1) such that for all t ∈ R + and x ∈ S, P t (x, ·) − π V ≤ V (x)Dρ t .
Proof. We recall that Z is λ-irreducible and aperiodic (in the sense of [6] ). Theorem 5.2(c) of [6] shows that for such a Markov process, if a function V satisfies (4.14) then the process is Vuniformly ergodic. Thus the result follows from Corollary 4.9.
For a function
Theorem 4.13. Suppose that Condition 3.3 holds. Then for every g ∈ L V ∞ , there existsD ∈ (0, ∞) such that for all x ∈ S and t ≥ 0,
where ρ ∈ (0, ∞) is as in Theorem 4.12. In particular, for a suitableD
, whereã 2 ∈ (0, ∞) is as in Lemma 4.8, and for every compact set K ⊆ S we have sup t≥0 sup x∈K E x eã 2 |Z t | < ∞.
Proof. For g ∈ L V
∞ , letg
Theng ≤ V and by Theorem 4.12, we have that for all t ∈ R + and x ∈ S,
where D ∈ (0, ∞) is as in Theorem 4.12. So
. Choosing g(x) to beã 1 eã 2 |x| as in Lemma 4.8 so that |g| ≤ V yields that E x eã 2 
], and hence from Lemma 4.8, for every compact set K ⊆ S, we have sup t≥0 sup x∈K E x eã 2 |Z t | < ∞. Proof. Fix p > 0 and choose θ p+1 ∈ (0, ∞) small enough so that θ p+1 x p+1 ≤ eã 2 x for x ∈ R + , whereã 2 is as in Theorem 4.13. Then from Theorem 4.13, for 0 < t 0 ≤ t < ∞,
where the last inequality follows from Lemma 4.8. The result now follows on taking t 0 large enough so that ρ t 0 ≤ e −Ã 2 .
Theorem 4.15. Suppose that Condition 3.3 holds. Then for each p > 0 there exists a constant κ p ∈ (0, ∞) such that
Proof. By Corollary 4.14, there exists an L ∈ (0, ∞) such that with D . = {x ∈ S : |x| < L}
where t 0 is as in Corollary 4.14. Let δ . = t 0 L and set τ (δ) .
We will show next that there exists a d ∈ (0, ∞) such that
(4.16)
The result will then follow as an immediate consequence of Proposition 5.4 of [4] . Define a sequence of stopping times σ n as σ 0
An application of the strong Markov property and (4.9) shows that there exists a d 1 ∈ (0, ∞) such that
Using this estimate in (4.17) we get by suitable conditioninĝ
Next note that {Z (σ k )} k≥1 is a Markov chain with the transition kernel
Using (4.9) once more, and (4.15), one sees that there exists ab ∈ (0, ∞) such that
Using Theorem 14.2.2 of [16] we have now that
The inequality (4.16) now follows on using the above estimate in (4.19).
Next, we use the results of [11] and the above geometric ergodicity results to study central limit results for S t . = [0,t) F(Z (s))ds, as t → ∞, for a broad family of measurable functions F : S → R, allowed to have exponential growth. We begin by considering the Poisson equation, the solution of which characterizes the asymptotic variance in the central limit theorem (CLT) for S t . (iii) The convergence in (i) is exponentially fast, i.e., denoting E x [S t − tπ(F)] by F c t (x), we have that for some b 0 , B 0 ∈ (0, ∞), F c t −F V ≤ B 0 e −b 0 t for all t ∈ (0, ∞).
Remark 4.1. Note that from Corollary 4.10 π(|F|) < ∞ and from Theorem 4.13 E x |S t | < ∞ for all F ∈ L V ∞ ; thus the statements in the above theorem are meaningful. Also for any F ∈ L V ∞ , Poisson equation Ag = π(F) − F admits at most one solution g, up to a constant additive term, with the property π(|g|) < ∞. That is, if g,ǧ are two solutions and π(|g| + |ǧ|) < ∞, then g −ǧ = c a.s.
[π] for some c ∈ R. Proof of this statement follows along the lines of Proposition 17.4.1 of [16] .
where ρ ∈ (0, 1) is as in Theorem 4.12 and D 0 ∈ (0, ∞). Thus the limit
exists and denoting the limit byF(x), we haveF(
(ii) Using the exponential bounds on V obtained in Lemma 4.8 one can check that
This establishes thatF ∈ D(A) and
where the next to last inequality is a consequence of Theorem 4.12 and D 1 ∈ (0, ∞). The result now follows on sending T → ∞.
We now present a central limit result, the proof of which is an immediate consequence of Theorem 4.4 of [11] and Corollary 4. 
Constrained diffusion processes
In Sections 3 and 4 we studied geometric ergodicity properties for a constrained diffusion in R d + with constant drift and diffusion coefficients. In the current section we will address stability properties for a class of diffusion processes, with general state dependent coefficients, constrained to take values in a convex polyhedral cone S in R d with the vertex at the origin. Our assumption on the reflection vector field r (x) here will be somewhat more restrictive than the completely-S assumption made in Section 3. In particular we assume that the Skorohod map associated with the reflection data is well defined for all RCLL trajectories and it satisfies a Lipschitz property. (Details are given below.) Study of such diffusions is motivated by queueing networks with state dependent arrival and service rates. Under suitable conditions on the drift vector field, existence of a unique invariant probability distribution for this class of diffusions was established in [1] . In this work, we investigate the rate of convergence to the steady state by studying geometric ergodicity for such diffusions. Since many arguments are quite similar to the constant coefficients case studied in Sections 3 and 4, only sketches of proofs will be provided.
We now describe the precise model that will be studied in this section. We assume that S is given as the intersection of half-spaces S i , i = 1, . . . , N , N ≥ d. Let n i be the unit vector associated with S i via the relation S i . = {x ∈ R d : x, n i ≥ 0}. Define F i to be the face of S corresponding to n i , i.e., F i .
= {x ∈ ∂ S : x, n i = 0}. With each face F i we associate the direction of constraint unit vector r i satisfying r i , n i > 0. At points on the boundary ∂ S where a number (more than one) of faces meet, there is more than one allowed direction of constraint. In general, for x ∈ ∂ S define r (x) .
where In(x) . = {i ∈ {1, 2, . . . , N } : x, n i = 0}. The set r (x) represents the directions of constraint allowed at the point 
We will assume without loss of generality that K ≥ 1. We refer the reader to [7] (or alternatively cf. [8] ) for sufficient conditions under which this regularity property holds.
We now introduce the constrained diffusion process that will be studied in this section. Let (Ω , F, P) be a complete probability space on which is given a filtration {F t } t≥0 satisfying the usual hypotheses. Let (B(t), {F t }) be a d-dimensional standard Wiener process on the above probability space. We will study the constrained diffusion process given as a solution to the equation
where σ : S → R d×d and b : S → R d are maps satisfying the following condition:
Condition 5.3. There exists a γ ∈ (0, ∞) such that
Under Condition 5.3 Eq. (5.2) admits a unique strong solution and as a consequence there exists a filtered measurable space (Ω , F, {F t } t≥0 ) on which are given a family of probability measures {P x } x∈S and continuous stochastic processes Z and B such that for all x ∈ S, under P x , {B(t), {F t } t≥0 } is a d-dimensional standard Wiener process and (Z , B) satisfy (5.2) P x -a.s. Furthermore, (Z , {P x } x∈S ) is a strong Markov family. Henceforth, we will refer to this family merely as Z . We will make the following uniform nondegeneracy assumption on the diffusion coefficient.
Condition 5.4. There exists a c ∈ (0, ∞) such that for all x ∈ S and α ∈ R d ,
We now introduce the main condition on the drift field b for the process Z to be positive recurrent. Define
The cone C was used to characterize stability of certain semimartingale reflecting Brownian motions in [3] . For δ ∈ (0, ∞), define
Our key assumption on the diffusion model stipulates the permissible drift vector field.
Condition 5.5. There exists a δ ∈ (0, ∞) and a bounded set A ⊆ S such that for all x ∈ S \ A, b(x) ∈ C(δ).
The following is the main result of [1] (Theorem 2.2 therein).
Theorem 5.6. Assume that Conditions 5.2-5.5 hold. Then Z has a unique invariant probability measure π .
For the rest of this section Conditions 5.2-5.5 will be assumed to hold. We will now study geometric ergodic properties of Z . We begin with the following result on ϕ-irreducibility of Z .
Lemma 5.7. For every A ∈ B(S) with λ(A) > 0, P t (x, A) > 0 for all t > 0, x ∈ S. In particular, Z is λ-irreducible.
The proof is provided in the Appendix. The following result from [1] (cf. Lemmas 3.1 and 4.1 therein) will be key in our analysis. 
for all t ≥ 0, P z -a.s., for all z ∈ S, where A is as in Condition 5.5, σ A . = inf{t ≥ 0 : Z t ∈ A}, and η t . = sup 0≤s≤t | s 0 σ (Z (r ))dB r |. We now have the following result.
Lemma 5.9. The 1-skeleton chain {Z n . = Z (n)} n∈N 0 satisfies the following drift inequality: There are δ, β, b 2 ∈ (0, ∞) and a compact set C 2 ⊆ S such that
Proof. From Lemma 5.8(3), for δ ∈ (0, ∞)
Thus for x ∈ S 1 . = {x : T (x) > 1},
where c 5 ∈ (0, ∞) is an appropriate constant independent of δ and x. Now fix δ small enough so that e −δ e δ 2 c 5 .
From the strong Markov property of Z we see that for all x ∈ S,
Thus
where the last inequality follows from Lemma 5.8(2). Using the above inequality; the Lipschitz property (5.1); and Condition 5.3 we now see that, for someK ∈ (0, ∞)
Combining (5.9) and (5.11) we have
Also for x ∈ C 2 . = S c M , we have from (5.7) and (5.10) that
Combining (5.12) and (5.13) we have the result.
Corollary 5.10. The invariant measure π satisfies π(V ) < ∞. Furthermore, the 1-skeleton chain ({Z n }, P x ) is V -uniformly ergodic, i.e., there exist ρ ∈ (0, 1) and D ∈ (0, ∞) such that for all x ∈ S,
Proof. The first part of the corollary is an immediate consequence of Theorem 14.0.1 of [16] , while the second follows from Theorem 16.0.1 of the same reference.
We now summarize the stability results that follow as a corollary to the above result.
Corollary 5.11. Let π be the unique invariant distribution for Z . Then the following hold.
1. Let δ ∈ (0, ∞) be as in Lemma 5.9 and c 2 as in Lemma 5.8. Then for all c ∈ R d with |c| ≤ c 2 δ, S e c·x π(dx) < ∞. 2. Let V be as in Lemma 5.9. Then, Z is V -uniformly ergodic; i.e., there exist constants D ∈ (0, ∞), ρ ∈ (0, 1) such that for all t ∈ R + and x ∈ S, P t (
∞ , where L V ∞ is as defined below Theorem 4.12. Then there exists aD ∈ (0, ∞) such that for all g ∈ L V
∞ , x ∈ S, and t ≥ 0,
, where c 2 is as in Lemma 5.8, and for every compact set K ⊆ S we have sup t≥0 sup x∈K E x e c 2 |Z t | < ∞. . From Corollary 5.10 we have that P n − π V ≤ Dρ n for all n ∈ N. It is easy to check (for example, cf. Proposition 16.1.3 of [16] ) that for t ∈ (0, ∞) Finally consider x ∈ ∂ S. Then since (A.4) holds for x ∈ S • we have from the Markov property that for all s < t, P x [Z (t) ∈ ∂ S] = P x [Z (t) ∈ ∂ S, Z (s) ∈ ∂ S]. Since s ∈ (0, t) is arbitrary, we get P x [Z (t) ∈ ∂ S] = P x [Z (t) ∈ ∂ S, Z (q) ∈ ∂ S, ∀q ∈ Q ∩ [0, t)], where Q is the set of rational numbers. Sample path continuity of Z now gives
However the last expression is 0 from (A.1). This proves (A.4).
We next show that for every x ∈ S and t > 0, m t,x . = P x • Z (t) −1 is mutually absolutely continuous with respect to the Lebesgue measure λ on (S, B(S)). We begin by noting that from the nondegeneracy of σ it follows that for all y ∈ S, under Q y , (Z t , η) has a nowhere vanishing joint density on R d × (0, ∞), for every t > 0. In particular for all y ∈ S and t > 0,
We first show that m t,x λ. Let A ∈ B(S) be such that λ(A) = 0. In proving m t,x (A) = 0 we can assume in view of (A.4) that A is contained in a compact subset of S • . Introduce sequences of stopping times as follows. Let σ 0 . = inf{t : Z t ∈ A}, and for n ≥ 1, τ n . = inf{t ≥ σ n−1 : Z t ∈ ∂ S} and σ n . = inf{t ≥ τ n : Z t ∈ A}. Then where m n is the joint law of (σ n , Z σ n ) and the last equality is a consequence of the strong Markov property of (Z , {P x }) and the observation that P x •(Z ·∧η , η) −1 = Q x •(Z ·∧η , η) −1 for all x ∈ S • . Now since λ(A) = 0, we have from (A.5) that the right side of (A.6) is zero and thus we have shown that m t,x λ. Conversely, let A ∈ B(S) and (t, x) ∈ (0, ∞) × S be such that λ(A) > 0. Once more, since λ(∂ S) = 0, for purposes of establishing m t,x (A) > 0, we can assume without loss of generality that A is contained in a compact subset of S • . The desired inequality is now an immediate consequence of (A.5) and (A.6).
