With the multicollinearity phenomenon, the parameter estimation technique based on the minimum residual sum of squares is inadequate. One solution of dealing with this phenomenon is called the ridge regression (RR). In RR technique, ridge parameter plays an important role in parameter estimation. Several approaches for selecting the ridge parameter are proposed by many researchers. In this article, a modification for the ridge parameter that proposed by Dorugade and Kashid (DK) [3] is suggested. The investigation of the performance of the proposed modification has been carried out using Monte Carlo simulations. Four different cases of our modification were compared with the DK's ridge and MLE estimators using the mean square error (MSE) criterion. In this simulation study, the effect of varying the number of predictors included in the model, the correlations among the explanatory variables, and the sample size is considered. According to the simulation results, the new modification seems to be very realistic due to the MSE results. The best overall performance is achieved by using the k TS2 ridge parameter.
Introduction
The multicollinearity crisis happens when the predictors in a multiple regression model are collinear. This crisis is very popular in applied studies, when the method of maximum likelihood estimation (MLE) is applied to multicollinearity data, poor estimates of the regression coefficients could be obtained. One popular way to deal with this crisis is called the ridge regression (RR) that first proposed by (Hoerl and Kennard [5] and [6] ). The authors proved that there is a non-zero value of such ridge parameter for which the MSE for the coefficients β using the RR is smaller than the MSE of the ML estimator of the respective parameter. There are many RR estimators are proposed in statistical literature (see; Hoerl and Kennard [5] and [6] , Hoerl et al. [7] , McDonald and Galarneau [12] , Lawless and Wang [10] , Schaeffer et al. [14] , Khalaf and Shukur [8] , Alkhamisi et al. [2] , and Muniz and Kibria [13] ).
Dorugade and Kashid's [3] RR estimator has previously been shown to give improved performance for prediction when compared with other RR estimators, our motivation in this paper is to enhance the performance of this estimator by reducing the value of the suggested RR parameter and increasing the value of its bias that will result in giving smaller MSE. Four cases of our modification together with the and the ML estimators are compared based on the MSE criteria. The effect of varying the sample size (n), the number of predictors (p), the correlations among the predictor variables ( ) are also considered. Experimental results show that the enhancement improves the goodness of the parameter. More specifically, we show that, when using the parameter that proposed in the work of Dorugade and Kashid [3] , it is recommended to increase the power of the term [1 n(VIF j ) max ⁄ ] , the best predictive capability is obtained when r=3. The paper is organized as follows: In Section 2 we present the models we analyze, and give the formal definition of the ridge regression parameters used in this paper. In Section 3, the design of our Monte Carlo simulation study together with the factors that can affect the properties of the RR parameters are presented. In Section 4 we describe the results concerning the various selected RR and the ordinary least squares estimators in term of MSE. The conclusions of the paper are introduced in Section 5.
Dorugade and Kashid's Ridge Parameter and Modification
Logistic regression (LR) is a very common statistical approach in various fields of interest in the social and biological sciences to model the conditional probability of a binary response variable as a function of an observed vector of predictors. 
where
is the i th row of X, a vector of p independent variables and constant, X is n×(p+1) data matrix.
′ : is (p+1) ×1vector of coefficients, and n is the sample size
The ordinary least squares or the maximum likelihood (ML) estimator is the most common estimator for β. The maximum likelihood estimation (MLE) method for estimating β is expressed as:
where Z: is an n×1 column vector with i th elements:
and the weight matrix W is diag{π i (
The asymptotic covariance matrix of the ML estimator equals:
and the MSE of asymptotically unbiased β is:
where is the j th eigenvalue of the X'WX matrix (See; Agresti [1] , Månsson and Shukur [11] ). One of the drawbacks of using the ML estimator is that the MSE becomes inflated when the independent variables are highly correlated because some of the eigen values will be small. As a remedy to this problem, caused by the multicollinearity, Schaefer et al. [14] proposed logistic ridge regression (LRR) estimator. LRR method is the modification of the MLE method that allows biased estimators of the regression coefficients, by adding a small constant value of the ridge parameter say k, to the diagonal elements of the matrix X'WX before inversion. Such that the reduction in the variance term of β is greater than the increase in the squared bias of it. The authors proved that, there is a non-zero value of ridge parameter which the MSE for the β using the RR is smaller than MSE of the ML estimator of the respective parameter (See; Månsson and Shukur [11] ). The LRR estimate of parameter vector is obtained as:
The MSE of the LRR estimator equals:
Estimating the value of the ridge parameter k is an important problem in RR method. Many different techniques for estimating k have been proposed by various researchers. The RR estimator does not provide a unique solution to the problem of multicollinearity but provides a family of solution, because there is no specific rule for how to choose the ridge parameter. These solutions depend on the value of K which is a diagonal matrix of non-negative constants kj. A useful procedure uses K = kI, k > 0. However, several methods have been proposed for the linear RR model and then these generalized to be applicable for LRR. In 2010, Dorugade and Kashid [3] proposed the following ridge parameter
is the variance inflation factor of j th regressor. Their suggested estimator is a modification of the ridge parameter k HKB (Hoerl and Kennard, [5] ).
In their suggestion the term (1 n(VIF j ) max ⁄ ) is subtracted from k HKB , this term varies with the correlations among the explanatory variables and the sample size. In this paper, to enhance the predictive ability of the k D RR parameter and hence its corresponding ridge estimator the term (1 n(VIF j ) max ⁄ ) is raised to a positive power r so the mathematical formula of our proposed ridge parameter will be as follows:
Theoretically by rising the term [1 n(VIF j ) max ⁄ ] to a positive integer power r, the corresponding value of the ridge parameter will be increased, and as a consequence the bias of the proposed estimator will be also increased, and this will reduce the MSE of the suggested estimator. Therefore, the important question in this paper becomes "which power of r will give the best performance of the suggested ridge regression parameter ( )?"
Simulation Study
Following Gibbons [4] , and to achieve different degrees of collinearity, the predictor variables are generated using the following equation:
where i = 1,2, … , n , j = 1,2, … , p, ρ represents the correlation coefficient between any two predictor variables and z ij are independent standard normal pseudo-random numbers. The n observations for the dependent variable are obtained from the Bernoulli distribution in Equation (1) . The values of the parameters 1 , 2 , 3 , … , are chosen so that 1 = 2 = ⋯ = and ∑ =1 = 1, which is common restrictions in many simulation studies; (See; Kibria [9] ).The value of the intercept is another important factor since it equals the average value of the log odds ratio. Hence, when the intercept equals zero then there is an equal average probability of obtaining one and zero. While, when the intercept is positive then the average value of the log odds ratio is positive which means that there is a greater probability of obtaining one than zero. Finally, when the value of the intercept is negative the opposite situation occurs which means that there is a greater probability of obtaining zero than one. Accordingly, the value of the intercept in this simulation study is chosen to be zero (See; Månssonand Shukur, [11] ).To facilitate the computation work of the simulation study a software tool using R program (version 3.1.1) is developed. Different sizes of samples n= (70, 100, 150, 250, 300) are generated of the independent variables × with different predictors variable (2, 3, 4, 6) , and correlation coefficient between the variables included in the model equal to (0.80, 0.85, 0.95, 0.99). First the unknown parameters of the LR model are estimated using the MLE method, and the MSE is computed for the ML estimator of LR model using Equation (4) . The estimates are computed using the ridge parameter D given in Equation (7), and the following four different cases of the new suggested ridge parameter given in Equation (8) The MSE of such ridge regression parameters are obtained using Equation (6) . This experiment is repeated 1000 times and obtains the average MSE (AMSE).The AMSE results of this Monte Carlo simulation study are presented in four Tables. Tables [(1) , (2), (3), and (4)] show the simulated AMSEs, from those tables the effects of changing the sample size (n), the correlation coefficient values (ρ) between the independent variables, and the number of predictors (p) on the performance of the ML and the studied ridge estimators can be shown. According to these tables, many conclusions can be drawn on the performance of the ML and the studied ridge estimators, these conclusions can be summarized as follows:
1) The performance of the studied ridge parameters , 1 , 2 , 3 , 4 , and hence their corresponding estimators are better than the ML estimator as their AMSE are smaller for all combinations of n, p, and ρ. 2) When the sample size increases, the AMSE decreases for the ML and the studied ridge estimators for all combinations of p, and ρ which indicate that increasing the sample size enhance the performance of the ML and the ridge estimators. 3) With the increase in the value of the correlation coefficient, the performance of the ML and the studied ridge estimators become worse as the AMSE increases for all combinations of n, and p. 4) For all cases our enhancement method give better prediction results as our suggested ridge parameters, 1 , 2 , 3 , 4 , have smaller AMSE than the ridge parameter .
Focusing more on our modification for each case, our conclusion regarding to the performance of our suggested RR parameters will be as follows: Case I (p=2, n=70, 100, 150, 250 , 300, and = ( . , . , . , . )
For this case, increasing the power of the term [ 1 n(VIF j ) max ] gives lower AMSE for the suggested ridge parameters, but the AMSE become stable when r=3, so the best perform RR estimator in this case is achieved by using the ridge parameter 3 . Case II (p=3, n=70, 100, 150, 250, 300, and = ( . , . , ] gives lower AMSE for the suggested ridge estimators , but the stabilization of the AMSE starts from r= 1, r= 2, 3, and 4 gives similar prediction results, so the best predictive capability is obtained by using the ridge parameter 2 .
Case IV (p=4, n=70, 100, 150, 250, 300, and = ( . , . , . , . )
In the last case, it is clear that for the large values of n and the AMSE become stable starting from r=1, r=2, 3, and 4 gives the same prediction results, so the best performance come from using the ridge parameter 2 and no need to proceed in increasing the power of the term [
Thus, according to the four cases, the ridge parameter 2 would seem preferable. 
Concluding Remarks
In this paper we have suggested new RR parameter and hence ridge estimator as a modification for the RR parameter [3] . This suggested parameter can be considered as a generalization of the parameter. The predictive capability of the RR estimators together with the ML estimator depends on, the number of predictors (p), the correlations among the explanatory variables ( ), the sample size (n) is evaluated. 1000 replications have been conducted for each RR estimator, based on Monte Carlo simulation study, some points can be concluded. We used the AMSE criteria to measure the goodness of the studied estimators. The increase of number of predictors has a negative effect in the AMSE for all cases. Also, as the multicollinearity increases, the negative effect in the AMSE is increased too. And, by increasing the sample size the AMSE gets smaller and smaller. Even in the case when the correlation between the independent variables is large, when the sample size increases the AMSE decreases. In all situations, the suggested estimators have smaller AMSE than the Dorugade and Kashid's estimator. Thus, through increasing the value of our suggested ridge parameters and hence increasing the estimators' bias, we have succeeded to reduce the AMSE of the resulted RR estimators. Our modification performed better than the rest in the sense of smaller AMSE, according to our study the 2 RR parameter is particularly recommended.
