ABSTRACT Given Y ∈ R m× and A ∈ R m×n , the multiple measurement vector (MMV) problem aims to recover the support of the K -row sparse matrix X from Y = AX + E. In this paper, we present a sufficient condition for exact support recovery of K -row sparse matrices via the orthogonal matching pursuit for MMV (OMPMMV) algorithm in the noisy case. Furthermore, in the noiseless case, our proposed condition is optimal.
I. INTRODUCTION
Using compressed sensing (CS) [1] - [5] , it is shown that one can recover a sparse signal exactly from a very limited number of (noisy) linear measurements. In fact, given y ∈ R m and a sensing matrix A ∈ R m×n with m n, CS aims at recovering the sparse signal x ∈ R n from the following model y = Ax + e.
(
Using the sparsity of signal, x can be recovered from (1) by finding the solution of the following 0 minimization problem:
where x 0 is the number of nonzero entries of x.
In this article, we mainly focus on the Multiple Measurement Vector (MMV) problem, which arises naturally in many fields including Magnetoencephalography (MEG) [6] , direction of arrival (DOA) estimation [7] and block sparse signals [8] - [11] . For a vector x, its support is supp(x) = {i : x i = 0}. For a matrix X = (x 1 , x 2 , . . . , x ) ∈ R n× ,
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is the row support set of X.
Given Y ∈ R m× and A ∈ R m×n , the MMV problem is to minimize |supp(X)| by finding the solution of the following problem
where
Algorithm 1 OMP Algorithm for MMV [12] , [13] Input: Y, A, K , stopping criterion. Initialize: R 0 = Y, X 0 = 0, 0 = ∅, and k = 0. Step 1. k = k + 1,
Step 2. Find the index λ k such that h
Step 4. If the stopping criterion is satisfied, output X k and k . Otherwise, return to step 1.
order K if there exists a constant δ ∈ (0, 1) such that
for all K -sparse vectors x ∈ R n , the minimum of all constant δ satisfying (5) is called the restricted isometry constant (RIC) δ K .
In the last few years, substantial conditions based on the RIC of sparse recovery via the OMPMMV algorithm have been widely studied. While in [15] , theoretical analysis of OMPMMV operating in the presence of Gaussian additive noise has been presented. Assume that supp (X) = , [16] provided a novel RIP-based lower bound of A R k−1 1,∞ = max i∈ (R k−1 ) a i 1 . In the noiseless case, Ding et al. [17] have shown that the OMPMMV algorithm can recover X with δ K +1 < 1 2
. Yang et al. [18] improved the above
. In this paper, we further improve the
(and additional restriction on X) in the noisy case. Through a counter example, we show that our condition is optimal in the noiseless case.
II. PRELIMINARIES
j=1 m ij n ij denotes the inner product M and N. The Frobenius norm X F = √ X, X . We use x (i) to the i-th row of X. Let ⊆ := {1, 2, · · · , n}, c = \ = {i|i ∈ but i / ∈ }. | | is the number of indices in the set . For a matrix A ∈ R m×n , A ∈ R m×| | denotes the submatrix of A which contains columns indexed by . Similarly, X ( ) ∈ R | |× denotes the submatrix of X ∈ R | |× containing the rows indexed by , where is a subset of . span(A ) = {y : y = A x , for x ∈ R | | } denotes the range space of A . Let A † be the pseudoinverse of A . If A has full column rank, then A † = (A A ) −1 A . We use P = A A † denotes the projection onto span(A ) and P ⊥ = I − P . We remind that P is symmetric and idempotent, i.e., P = P and P 2 = P . We present some lemmas that are useful in proving our main results.
for any vector x ∈ R n .
From now on, assume that in (4), Y and E ∈ R m× , A ∈ R m×n , X ∈ R n× with = supp(X) and | | ≤ K . According to the definition of P , we denote
and
We have the following Lemmas 3 and 4. Lemma 3: Let j ∈ \ , for any η > 0, we have
Proof: Please see Appendix.
Lemma 4: Notations as before, we have
Proof: By (8) and the RIP of A, we have
By (7) and (8), we have
which completes the proof. VOLUME 7, 2019
III. MAIN RESULTS
In the noisy case, we firstly present a sufficient condition for exact support recovering of K -row sparse matrices. Then, in the noiseless case, we also show that our condition is optimal.
Then OMPMMV can accurately obtain supp (X) with the stopping rule R k ≤ ε. Proof: We use the mathematical induction method in our proof. At the first k iterations, assume that k ⊆ . Due to 0 = ∅, so, it holds true when k = 0. Note that the residual
, which means that OMPMMV cannot choose one index twice. Thus, for the (K + 1)th iteration, we only need to prove that OMPMMV chooses an index from \ k . To this end, we need to show
From step 1 of Algorithm 1, (15) is equivalent to
By (16) , it suffices to show
for any j ∈ \ . Using P and Q that are defined in Lemma 3, then we have
where (a) is from A, B = tr(A B) and the Cauchy-Schwarz inequality; (b) follows from
(e) follows from the fact P ⊥ is symmetric and idempotent, and Lemma 1; (f) follows from P ⊥ Y = P ⊥ E.
By (18), we have
where (a) is from Lemma 3; (b) is because Lemma 2; (c) follows from Lemma 2 and z 2 = 1; and (d) follows from the definitions of P and Q. Note that (19) holds for any η > 0, so we have
where (a) follows from the fact that the minimal value point of
(c) follows from E F ≤ ε, Lemma 4 and (14). Consequently, OMPMMV select index from supp(X) at the (k + 1)-iteration. Next, under the stopping rule R k F ≤ ε, we show that OMPMMV performs K iterations. Thus, we need to prove
where (a) is from Lemma 2; (b) is from (14) . And
where (a) follows from K = . Thus, we complete the proof.
Remark 1: In the noise free case, the result of Theorem 1 shows that the OMPMMV algorithm can perfectly recover X if A satisfies (13) . It is absolutely that the condition (13)
presented in [18, Theorem 3.5] . In fact, the condition (13) is optimal (see Theorem 2) .
Theorem 2: For any positive integer K , given a matrix A ∈ R (K +1)×(K +1) satisfying the RIP with
then OMPMMV fails to recover a K -row sparse marix X ∈ R (K +1)× from Y = AX. Proof: For K ≥ 1. A is given by (21), as shown at the top of the next page.
Let
Thus, by [20, Remark 1] the k+1-order RIC of A is δ K +1 = δ. Then we consider the first iteration in Algorithm 1.
Note that
It is easy to check that
where H is presented by (23), as shown at the top of the next page.
We can obtain that
Thus, OMPMMV fails to choose a correct index at the first iteration. The proof is completed.
Remark 2: In the noise free case, [18, Theorem 3.7] claimed that OMPMMV may fail in K iterations when
Indeed, the conclusion only holds for K = 2. While our conclusion holds for arbitrary K ≥ 1.
The above Theorem 2 and [18, Theorem 3.7] all consider a special case of X, i.e., X has rank equal to 1. Now, we will consider a general case, i.e., consider recovering the support of X that has any rank.
Theorem 3 (General Case): Given a matrix
. If the matrix A satisfies RIP of order K + 1 with
then OMPMMV fails to recover a K -
Proof: See Appendix.
IV. CONCLUSION
We present a sufficient condition for exact support recovery of any sparse matrices from (4) with the OMPMMV algorithm. We also show that our condition is optimal in the noiseless case.
APPENDIX: PROOF OF LEMMA 3
Proof: It is easy to check that
where (a) follows from (7) and
is from the definitions of D, P and Q in Lemma 3 and Lemma 1. Similarly, we have
By the property of Frobenius norm, we can obtain
where (a) is from the fact
, and (b) is from z z = 1.
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Further, by (26)-(28), we have
where (a) follows from
By (29), it is easy to get (10). The proof is completed.
APPENDIX: PROOF OF THEOREM 3
Proof: In this Theorem, we also use the A defined in (21) as the measurement matrices. Then, we have δ K +1 (A) = δ.
Let P be defined in (22). So, supp(P)= = {1, · · · , K }, c = {K + 1} and rank(P) = 1. According to the proof of Theorem 2, recall that
then for some τ > 0, OMPMMV may select a wrong index j ∈ c at the first step with e j A AP 2 > max i∈ e i A AP 2 + τ
when (20) holds, where e i ∈ R K +1 and e j ∈ R K +1 denote the ith and jth unit standard vector, respectively. Let Q be any sparse matrix with supp(Q)= and max i∈{1,2,··· ,K +1}
Now, we construct X as X = P + Q. Then we can obtain supp(X)= and 1 ≤ rank(X) ≤ K .
In the following, we will prove that OMPMMV may fail to recover the support of X from Y = AX. By Theorem 2, for j ∈ c , it suffices to show 
where (a) is because (32) and (33), (b) follows from (33). Then (34) holds. This completes the proof.
