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Abstract—Estimating the number of signals embedded in noise 
is a fundamental problem in signal processing. As a classic 
estimator based on random matrix theory (RMT), the RMT 
estimator estimates the number of signals via sequentially testing 
the likelihood of an eigenvalue as arising from a signal or noise for 
a given over-detection probability. However, it tends to 
down-estimate the number of signals as weak or even strong 
signal eigenvalues may be immersed in the bias term among 
eigenvalues for finite sample size. In order to detect signal 
eigenvalues immersed in this bias term, we propose an RMT 
estimator with adaptive decision criterion (abbreviated as 
“RMT-ADC estimator”) by incorporating the bias term into the 
decision criterion of the RMT estimator. Firstly, we analyze the 
effect of this bias term on the estimation performance of the RMT 
estimator. Specifically, we derive the analytical formulas for the 
increased down-estimation probability and the decreased 
over-estimation probability of the RMT estimator incurred by the 
bias term among eigenvalues. Then, the RMT-ADC estimator can 
adaptively determine whether the eigenvalue being tested is 
arising from a signal or from noise, and can also determine 
whether the bias term among eigenvalues should be incorporated 
into the decision criterion of the RMT estimator or not. Therefore, 
the RMT-ADC estimator can successfully detect signal 
eigenvalues immersed in this bias term, and thus avoids both the 
higher down-estimation probability and the higher 
over-estimation of the RMT estimator. Finally, simulation results 
are presented to show that the proposedRMT-ADC estimator can 
successfully detect the signal eigenvalues immersed in the bias 
term among eigenvalues and significantly outperforms the 
existing estimators in all cases. 
 
Index Terms—Detection and estimation, random matrix theory, 
sample covariance matrix, Lawley’s law, signal number 
estimation, sample eigenvalue, Tracy-Widom distribution. 
 
I. INTRODUCTION 
STIMATING the number of signals in a linear mixture 
model is a fundamental problem in statistical signal 
processing and array signal processing [1]-[6]. In the signal 
processing literature, two most common estimators for this 
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problem are the Akaike information criterion (AIC) and 
minimum description length (MDL) [7]-[8] which are based on 
the eigenvalues of the sample covariance matrix [7]. As noted 
in [24]-[25], though the MDL estimator is consistent as sample 
size n , it fails to detect signals at low signal-to-noise 
ratio (SNR). In contrast, while the AIC estimator is able to 
detect low SNR signals, it is inconsistent as n , having a 
non-negligible probability to overestimate the number of 
signals for 1n  . Moreover, neither of MDL and AIC 
estimators performs well when the system size is comparable to 
the sample size. In addition, neither of MDL and AIC is 
applicable to large aperture arrays with a large number of 
sensors larger than the number of samples.   
The large random matrix theory [10]-[11] has become a 
powerful tool to deal with the case when the sample size is of 
the same order of the system size. The random matrix theory 
concerns both the distribution of noise eigenvalues and of the 
signal eigenvalues in the large-system-size large-sample-size 
asymptotic region [12]-[22]. As is justified by these works, the 
random matrix theory provides a more precise approximation 
for the distribution of the sample eigenvalues in finite sample 
size settings than the classical multivariate statistical theory. In 
recent years, the use of random matrix theory in estimating the 
number of signals or weak signal detection has attracted much 
attention [5], [23]-[28]. In these methods, results on the spectral 
behavior of random matrices are applied to the problem of 
detecting the number of signals in a noisy linear mixture. As 
shown in [12]-[15], the fluctuation of the largest noise 
eigenvalue of the sample covariance matrix can be modeled by 
the celebrated Tracy-Widom distribution under the assumption 
of Gaussian data. Based on this result, the authors in [24] 
proposed a RMT estimator to estimate the number of signals 
via detecting the largest noise eigenvalues as arising from a 
signal or noise for a given over-detection probability. In this 
RMT estimator, a method is provided to estimate the noise level, 
and the Tracy-Widom distribution is utilized to construct the 
thresholds for the sequential tests. In the sequential tests, the 
thresholds are designed to control the overestimation 
probability. In [5], a two-step test procedure based on random 
matrix theory is proposed for source enumeration. In this 
method, the second step is based on a likelihood ratio test to 
reduce the underestimation occurred in its first-step test. As 
illustrated in [5], this second-step test is suboptimal because 
only the marginal PDFs are utilized to compute the likelihood 
RMT Estimator with Adaptive Decision Criteria 
for Estimating the Number of Signals Based on 
Random Matrix Theory 
Huiyue Yi, Member, IEEE 
E
>  < 
 
2 
ratio, and it is not easy to derive an explicit expression for the 
test threshold. In [25], the authors analyze the detection 
performance of the AIC estimator from the random matrix 
theory point, and propose a modified AIC estimator with a 
small increase in the penalty term. This modified AIC estimator 
has a better detection performance than the MDL with a 
negligible overestimation probability. Moreover, finding the 
optimal penalty term for the AIC and MDL is still an open 
question. As were analyzed in [24]-[28], a shortcoming of the 
sample-eigenvalue-based detection schemes is that it just might 
not be possible to detect low-level or closely spaced signals 
when there are too few samples available. In other words, if the 
signals are not strong enough and not spaced far enough part, 
then not only will the RMT estimator consistently 
down-estimate the number of signals but so will any other 
sample-eigenvalue-based detectors.  
As proved in [29]-[31], there exists a non-negligible bias 
term among eigenvalues when the number of samples is limited.  
However, as illustrated in [24], the RMT estimator does not 
consider the bias term among eigenvalues when the sample size 
is limited. Since weak or even very strong signal eigenvalues 
will be immersed in this bias term, the RMT estimator tends to 
down-estimate the number of signals when the sample size is 
limited. To our best knowledge, the impact of this bias term 
among eigenvalues on the detection performance of the 
existing signal number estimators has not been solved up to 
now.   
In order to solve the above problem, in this paper we propose 
an RMT estimator with adaptive decision criterion (abbreviated 
as “RMT-ADC estimator”) by incorporating the bias term into 
the decision criterion of the RMT estimator. In the development 
of the RMT-ADC estimator, we utilize the results regarding the 
asymptotically norm distribution of the sample signal 
eigenvalues [18]-[21] and its expectations [29]-[31], which 
reflects the interaction among eigenvalues for limited sample 
size and system size. The proposed RMT-ADC estimator can 
adaptively determine whether the eigenvalue being tested is 
arising from a signal or noise, and can determine whether the 
bias term should be incorporated into the decision criterion of 
the RMT estimator or not. Therefore, the RMT-ADC estimator 
can successfully detect the signal eigenvalues immersed in the 
bias term. The main contributions of this work are summarized 
as follows:   
(1) In Section Ⅲ. A, we analyze the effect of the bias term 
among eigenvalues on the estimation performance of the RMT 
estimator. Specifically, we firstly derive the analytical formulas 
for the increased down-estimation probability of the RMT 
estimator incurred by the bias term among eigenvalues. 
Secondly, we derive the analytical formulas for the decreased 
over-estimation probability of the RMT estimator incurred by 
the bias term among eigenvalues.   
(2) In Section Ⅲ. B, we propose an RMT-ADC estimator 
which can adaptively determine whether the eigenvalue being 
tested is arising from a signal or from noise and can adaptively 
determine whether the bias term among eigenvalues should be 
incorporated in the decision criterion of the RMT estimator or 
not. Specifically, we firstly derive the increased 
over-estimation probability of the RMT estimator incurred by 
the bias term among eigenvalues under the assumption that the 
eigenvalue being tested is arising from a signal. Then, we 
derive the increased over-estimation probability of the RMT 
estimator incurred by the bias term among eigenvalues under 
the assumption that the eigenvalue being tested is arising from 
noise. Based on these results, the proposed RMT-ADC 
estimator can determine whether the eigenvalue being tested is 
arising from a signal or noise and adaptively selects its decision 
in the following way: 
① If the decreased over-detection probability of the RMT 
estimator under the assumption that the eigenvalue being tested 
is arising from noise is greater than that under the assumption 
that the eigenvalue being tested is arising from a signal, we can 
infer that the eigenvalue being tested may be arising from noise. 
Therefore, the noise level should be estimated under the 
assumption that the eigenvalue being tested is arising from 
noise. Then, the RMT-ADC estimator can adaptively select the 
decision criterion, and can determine whether the bias term 
among eigenvalue should be incorporated into the selected 
decision criterion or not. 
② Otherwise, i.e., if the decreased over-detection probability 
of the RMT estimator under the assumption that the eigenvalue 
being tested is arising from noise is less than that under the 
assumption that the eigenvalue being tested is arising from a 
signal, we can infer that the eigenvalue being tested is arising 
from a signal. Therefore, the noise level should be estimated 
under the assumption that the eigenvalues being tested is 
arising from a signal. Then, the RMT-ADC estimator can 
adaptively select the decision criterion, and can determine 
whether the bias term among eigenvalue should be 
incorporated into the selected decision criterion or not.  
(3) Finally, extensive simulations are presented to compare 
the detection performance of the proposed -RMT-ADC 
estimator to the existing methods including the RMT estimator 
[24], the classic AIC and MDL estimator [7]-[8], and the 
modified AIC estimator [25]. Simulation results show that the 
proposed RMT-ADC estimator significantly outperforms the 
existing estimators in all cases.  
This paper is organized as follows. In Section Ⅱ, we present 
the problem formulation, the mathematical preliminaries from 
the random matrix theory and the prior works. In Section Ⅲ, we 
firstly analyze the effect of the bias term among eigenvalues on 
the estimation performance of the RMT estimator, and describe 
the proposed RMT-ADC estimator. Simulation results that 
illustrate the superior estimation performance of the proposed 
RMT-ADC estimator over the existing methods are presented 
in Section Ⅳ. Finally, conclusions are drawn in Section Ⅴ.  
II. PROBLEM FORMULATION, RANDOM MATRIX THEORY AND 
PRIOR WORKS 
In this section, we firstly introduce the data model and 
problem formulation. Then, we provide the mathematical 
preliminaries from the random matrix theory and the Lawley’s 
law. Finally, we describe the RMT estimator in [24], which will 
be utilized in the development of our RMT-ADC estimator in 
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Section Ⅲ. 
A. Data Model and Problem Formulation 
In many signal processing applications, the observation 
vector can be modeled as a superposition of finite number of 
signals embedded in additive noise. As in [24], we consider the 
following standard p -dimensional linear mixture model for 
signals impinging on an array with p  sensors. Let 
1{ ( ) ( )}ni ii t x x  denote n  i.i.d. observations of the form 
     
1
( ) ( ) ( ) ( ) ( )
q
i i
i
t s t t t t

   x v w As w ,           (1) 
sampled at distinct times it , where 1( ) [ ( ), , ( )]Tqt s t s ts   
is a 1q  vector containing q  different zero-mean signal 
components with corresponding independent array response 
vectors R pi v , 1 2[ , , , ]qA v v v  is the array response 
matrix, and the noise ( ) R pt w  are assumed to be additive 
white Gaussian noise (AWGN) with zero mean and unknown 
variance 2 , i.e., 2( ) ( , )pt N w 0 I , and ( )tw  is 
independent of ( )ts . In addition, we assume the q q  
covariance matrix [ ]Hs EΣ ss  is of full rank. Under these 
assumptions, the population covariance matrix of the 
observations x  is given by [ ]HEΣ xx  with its q  
noise-free population signal eigenvalues given by 
1 2{ , , , }q   , and thus the population eigenvalues of Σ  is 
given by 
            2 2 2 21{ , , , , , }q        .                  (2) 
Then, if the true covariance matrix Σ  was known, the 
dimension of the signal dimensions can be determined from the 
smallest eigenvalues of Σ . In practice, the problem is that we 
can only get finite samples of observations and thus the true 
covariance matrix Σ  is unknown. As a result, the problem is 
to determine the number q  of signal components from n  finite 
i.i.d. noisy samples 1{ ( )}nii x  of p -dimensional real or 
complex Gaussian snapshot vectors in (1). 
We denote by nS  the sample covariance matrix of the n  
samples 1{ ( )}nii x  from the model (1),  
             
1
1 ( ) ( )
n
H
n
i
i i
n 
 S x x .                                  (3) 
Let the sample eigenvalues of nS  be 1 2 pl l l   . 
Estimating the number of signals q  from finite samples is a 
model order selection problem for which there are many 
approaches. In the nonparametric setting, most methods are 
based on the eigenvalues of the sample covariance matrix. In 
particular, two well-known classical AIC and MDL estimators 
[7]-[8] are based on the fact that the sample covariance 
approximates the population covariance matrix well when 
sample size is large. However, this does not hold for the case 
when (0, )p n     as n .   
The random matrix theory is a powerful tool to characterize 
the distribution of the sample eigenvalues for the case when 
(0, )p n     as n  [10]-[22]. Nevertheless, the 
random matrix theory has been used for signal detection and 
estimation [5]-[6], [23]-[28], and these methods have superior 
detection performance over the classical methods. In this paper, 
we will further consider inferring the unknown number q  of 
signals from the n  samples 1{ ( )}nii x  under the nonparametric 
setting from the viewpoint of random matrix theory. 
 
B. Mathematical Preliminaries: Random Matrix Theory and 
Lawley’s Law 
In most cases, the number of sources is much smaller than 
the system size, i.e., q p , which means that the population 
covariance matrix [ ]HEΣ xx  is a low rank perturbation of 
an identity matrix. Such a population covariance matrix is 
called as the spiked covariance model [16]-[22], where all 
eigenvalues of the population covariance matrix are equal 
except for a small fixed number of distinct “spike eigenvalues”. 
As the key goal in nonparametric estimation of the number of 
sources is to distinguish between noise and signal eigenvalues, 
in this subsection we will review some related results under this 
spiked covariance model regarding the asymptotic distribution 
of the eigenvalues of the sample covariance matrix nS .  
The first result describes the asymptotic distribution of the 
largest eigenvalue of a pure noise matrix [12]-[15]. Let nS  
denote the sample covariance matrix of pure noise observations 
distributed as 2( , )pN 0 I . In the joint limit ,p n  
with (0, )p n    , the distribution of the largest 
eigenvalue of nS  converges to the Tracy-Widom distribution. 
That is, for every Rx ,  
          21 , ,Pr[ ( )] ( )n p n pl x F x     .            (4)  
where 1   for real valued noise and 2   for 
complex-valued noise. The centering and scaling parameters 
,n p  and ,n p , respectively, are functions of n  and p  only 
[12]-[15]. For real valued noise, the following formulas provide 
2 3( )O p  convergence rate in (4), see [14] 
         2,
1 1 2 1 2n p n pn   （ + ）,                         (5) 
         
1 3
,
,
1 1
1 2 1 2
n p
n p n n p
       
.          (6) 
     The second result describes the phase transition 
phenomenon for the signal eigenvalues in the spiked 
covariance model [16]-[20]. If the signal strength is not larger 
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than a certain threshold, the corresponding signal eigenvalue 
converges to the upper limit of the support of the 
Marcenko-Pastur density, otherwise it is pulled up to a higher 
limit. Suppose that the fourth moment of the entries of nS  
exists. Then, in the joint limit ,p n , with 
(0, )p n    , the thi  signal sample eigenvalue il  
converges with probability one to 
 
2 2 2
a.s.
2 2 2
( )(1 ), if
(1 ) , if
i i i
i
i
l
      
    
     
, 
                                                      1, 2, ,i q  ,          (7) 
where the threshold 2   is called as the non-parametric 
asymptotic limit of detection, which can  be denoted as 
                          2DET   .                                       (8) 
      This detection threshold captures the fundamental limit of 
the sample eigenvalue-based source number estimation 
methods in [5], [23]-[28], which means that the asymptotically 
detectable signal must have signal strength larger than DET . 
The third result characterizes the limiting distributions of the 
signal eigenvalues with strength 2i    [18]-[21]. Such 
signal eigenvalues are distributed normally around the limiting 
value 2 2( )(1 )i i      given in (7). For the 
thq signal with 2q   , in the joint limit ,p n , 
with (0, )p n    , at a convergence rate of 1 2( )O n , 
the fluctuations of ql  converges with probability one to the 
normal distribution:   
    2( ( ), ( ))Dq q ql N     ,                                 (9) 
where 
           
2
2( ) ( ) 1 p q
n
    
       ,                   (10) 
            
4
2
2
2( ) ( ) 1 p q
n n
     
      
.       (11) 
While asymptotically there are no signal-signal interactions 
among signal eigenvalues, we need to take into account the 
non-negligible interaction among eigenvalues for finite p  and 
n . In [29]-[31], a more accurate expression for the expectation 
value of the sample eigenvalue jl  for j q  in the 
non-asymptotic region is given by:  
2
2
2
1,
( )[ ] ( )( )
q
j j i
j j
i i jj j i
p q
E l O n
n n
       

 
      
                                                                                           (12) 
where 2j j    . As can be seen from (12), the sample 
eigenvalues are highly affected by a bias term for finite n , 
which is caused by the interaction among the eigenvalues. 
Moreover, this bias term are non-negligible for finite values of 
n . For the sake of simplification, we define the following 
notations:  
             
2 2
1,
( )( )1 q j i
i
j j i i jn
      
   ,                 (13) 
              
2( )1i
i
p q
n
 
  .                                       (14)         
C. Prior Works 
   As stated in (4), the fluctuation of the largest noise 
eigenvalue of the sample covariance matrix can be modeled by 
the Tracy-Widom distribution under the assumption of 
Gaussian data. Consequently, if the noise variance 2  is 
known, a statistical procedure to distinguish a signal eigenvalue 
l  from noise at a significant level   is to check whether 
2
, ,( ( ) )n p n pl s     , where the value of ( )s   depends 
on the required significant level  . Based on this observation, 
a RMT estimator was proposed in [24] to estimate the number 
of signals via detecting the largest noise eigenvalues. The RMT 
estimator is based on a sequence of hypothesis tests, for 
1, 2, , min( , ) 1k p n  , 
           kH : at least k  components,  
           1kH  : at most 1k   components.                      (15) 
   For each value of k , the noise level 2  and the signal 
eigenvalue 1{ }ki i   are estimated assuming that 1kl  ,  , pl  
correspond to noise via solutions of the following non-linear 
system of equations [24]:  
 2RMT
1 1
1 ˆ( ) ( ) 0
p k
j j j
j k j
k l l
p k
 
  
         ,        (16) 
 2 2 2RMT RMTˆ ˆ (1 ) ( ) ( ) 0j j j jp kl k l kn   
        . 
                                                                                           (17) 
This system is solved iteratively starting from an initial value 
2
0ˆ  given by its maximum likelihood estimate 
2
0 1ˆ 1 ( )
p
jj k
p k l     . After the convergence of the 
above system, we obtain the estimates for 1ˆ{ }ki i   and noise 
level 2RMT ( )k . Then, the signal eigenvalue i  is estimated 
as 2RMTˆ ˆ ( )i i k    .  
Then, the likelihood of the thk  eigenvalue kl  is tested as 
arising from a signal or from noise as follows:  
       2RMT , ,( ) ( )k n p k n p kl k s      .                 (18)     
For this test to have a false alarm with asymptotic 
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probability   as ,p n , the threshold ( )s   should 
satisfy 
               ( ( )) 1F s    .                                     (19) 
The value of ( )s   can be calculated by inverting the 
Tracy-Widom distribution, and this inversion can be computed 
numerically by using the software package1. If (18) is satisfied, 
kH  is accepted and k  is increased by one. Otherwise, 
ˆ 1q k  . That is to say  
   2RMT , ,ˆ arg min ( ) ( ) 1k n p k n p kkq l k s        . 
(20) 
    As can be seen from (12), there exists a bias term among 
eigenvalues when the number of samples n  is limited. 
However, the RMT estimator given by (18) does not consider 
this bias term among eigenvalues, and thus this bias term will 
affect the detection performance of the RMT estimator for 
finite p  and n . As will be analyzed in Section Ⅲ. A, the 
RMT estimator tends to down-estimate the number of signals as 
some signal eigenvalues will be immersed in this bias term. In 
order to overcome this problem, in next Section we will 
develop an RMT-ADC estimator by utilizing the results 
regarding the asymptotically norm distribution of the sample 
signal eigenvalues given by (9) and the expectation value of the 
sample eigenvalues given by (12) for finite p  and n .  
 
III. RMT ESTIMATOR WITH ADAPTIVE DECISION CRITERION 
(RMT-ADC) FOR SIGNAL NUMBER ESTIMATION 
In this Section, we firstly analyze the effect of the bias term 
among eigenvalues on the detection performance of the RMT 
estimator. Then, we propose an RMT estimator with adaptive 
decision criterion (abbreviated as “RMT-ADC estimator”). 
Finally, we provide performance comparison of the proposed 
RMT-ADC estimator with the RMT estimator.  
 
A. Performance Analysis of the RMT estimator 
As was discussed in previous Sections, the bias term i  in 
(13) has a non-negligible effect on the detection performance of 
the RMT estimator for finite values of p  and n . 
Denote by qH  the hypothesis that the true number of 
sources is q . Then, the probability of estimating the number of 
signals incorrectly (i.e., misdetection probability) is defined as 
        e m fˆ( | )qP P q q H P P    .                         (21) 
where the probability of underestimation mP  and the 
probability of overestimation fP  are, respectively, given by 
             m ˆ( | )qP P q q H  ,                                         (22) 
             f ˆ( | )qP P q q H  .                                          (23) 
 
1 Available [online]: http://math.arizona.edu/~momar/research.htm 
      Then, we analyze the effect of the bias term qv  on the 
estimation performance of the RMT estimator for the following 
two cases:  
(1) In the first case, we assume that q  has multiplicity one 
and 2 1q q      , so that the main source of error is 
miss-detection of the thq  sample eigenvalue. From (13), we 
have 
      
2 21
1
( )( )1 q q i
q
i q in
     


   .                         (24) 
Obviously, 0qv  . The qv  decreases the eigenvalue ql , 
and thus increases the miss-detection probability of the RMT 
estimator in (18). In the following, we will derive the decreased 
detection probability of the RMT estimator incurred by qv . 
For notational convenience, we denote the RHS of (18) as 
        2, , ,( )n p q n p q n p qs        .                  (25) 
The condition for the RMT estimator to determine at least the 
correct number of signals q  is [24] 
                      ,q n p ql   .                                             (26) 
  Firstly, we derive the misdetection probability of the RMT 
estimator when considering qv . Utilizing (12), we introduce 
the following statistics:  
                    2( )i i i iz l v     .                           (27) 
According to (9), it is easy to derive that iz  follows the 
following normal distribution: 
                  2( , )Di i iz N   .                              (28) 
From (10) and (11), the mean i  and standard deviation i  
are, respectively, derived as: 
       2[ ][ ] i ii i i
i i
E lE z         ,                  (29) 
        
2 4
2
2 (1 )ii
i i
p q
n n
     
    .             (30) 
According to (28), the miss-detection probability of the 
RMT estimator when considering qv  is derived as 
2
,RMT,s
m
( )( , ) Pr n p q q q qq
q
P q
      
        
, 
                                                                                             (31) 
where ~ (0,1)N . Then, the misdetection probability of the 
RMT estimator when considering qv  is given by 
      RMT,s RMT,se m( , ) ( , )q qP q P q    .                        (32) 
Secondly, we derive the misdetection probability of the RMT 
estimator when not considering qv . When not considering qv , 
>  < 
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the miss-detection probability and over-detection probability of 
the RMT estimator are, respectively, given by 
2
,RMT,s
m ( , ) Pr n p q q qq
q
P q
     
       
 ,  (33) 
RMT,s
f 2
,
( , ) 1 ( ) qq
n p q
P q F s
    
      
 .        (34) 
From (33) and (34), the misdetection probability of the RMT 
estimator when not considering qv  is derived as 
RMT,s RMT,s RMT,s
e m f( , ) ( , ) ( , )q q qP q P q P q      .     (35) 
From (32) and (35), the decreased detection probability of 
the RMT estimator incurred by qv  is derived as 
RMT,s RMT,s RMT,s
D,dec e e( , ) ( , ) ( , )q q qP q P q P q     .  (36) 
     (2) In the second case, we assume that q  has multiplicity 
one and 2 q   . In this case, the main source of error 
for the RMT estimator is the over-detection probability of the 
eigenvalue 1ql   which is over-detected as arising from a signal. 
In order to analyze the decreased over-detection probability of 
the RMT estimator, we can assume 21 DET= =q   . 
From (13), we have 
            
2 2
+1
+1
1 +1
( )( )1 q q i
q
i q in
     
   .                   (37) 
The +1q  decreases 1ql  , and thus decreases the 
over-detection probability of the RMT estimator given in (18). 
In the following, we will derive the decreased over-estimation 
probability of the RMT estimator incurred by +1q . 
When considering +1q , the miss-detection probability and 
over-detection probability of the RMT estimator are, 
respectively, given by 
RMT
m 1
2
, 1 1 1
1
( 1, )
( )Pr
q
n p q q q q
q
P q 
     

   

 
       

,           (38) 
1RMT
f 1 2
,
( 1, ) 1 ( ) qq
n p q
P q F s
   



       
 . (39) 
From (38) and (39), the misdetection probability of the 
RMT estimator when considering +1q  is given by  
RMT
e 1
RMT RMT
m 1 f 1
( 1, )
( 1, ) ( 1, )
q
q q
P q
P q P q

 

 
 
  

  .      (40) 
   Then, the decreased over-estimation probability of the RMT 
estimator incurred by +1q  can be derived as 
1
RMT
OE,dec 1
RMT RMT
e 1 e 1 0
( 1, )
( 1, ) ( 1, ) |
q
q
q q
P q
P q P q 

  

  
  
    .  (41) 
    In summary, the RMT estimator has higher down-estimation 
probability when some signal eigenvalues are immersed in the 
bias term among eigenvalues, and has lower over-estimation 
probability as the noise eigenvalue is decreased by this bias 
term for finite sample size n . This observation motivates us to 
develop an RMT estimator with adaptive decision criterion in 
next subsection. 
 
B. RMT Estimator with Adaptive Decision Criterion 
(RMT-ADC estimator) 
Step 1:  
In order to overcome the higher down-estimation 
probability of the RMT estimator in (18), we derive both the 
decreased detection probability and the decreased 
over-detection probability of the RMT estimator incurred by 
ˆk  under the assumption that kl  is arising from a signal.   
1) Decreased detection probability of the RMT estimator 
incurred by ˆk  under the assumption that kl  is arising from a 
signal 
Firstly, we derive the misdetection probability of the RMT 
estimator when considering ˆk  under the assumption that kl  
is arising from a signal. The estimate for ,n p k   in (25) is 
given by 
     2, RMT , ,ˆ ( ) ( )n p k n p k n p kk s        .         (42) 
Similarly to (31), the miss-estimation probability of the 
RMT estimator when considering ˆk  is given by 
RMT,s
m
2
, RMT
ˆ ˆ( , )
ˆˆ ˆ ˆ( ) ( )Pr ˆ
k
n p k k k k
k
P k
k

     


       
.  (43) 
Then, the misdetection probability of the RMT estimator 
when considering ˆk  under the assumption that kl  is arising 
from a signal is given by 
     RMT,s RMT,se mˆ ˆˆ ˆ( , ) ( , )k kP k P k    .                  (44) 
Secondly, we derive the misdetection probability of the 
RMT estimator when not considering ˆk . Similarly to (33) and 
(34), the miss-detection probability and over-detection 
probability of the RMT estimator when not considering ˆk  are, 
respectively, given by 
  
RMT,s
m
2
, RMT
ˆ ˆ( , )
ˆˆ ˆ ( )Pr ˆ
k
n p k k k
k
P k
k

    


      

,              (45) 
>  < 
 
7 
  RMT,sf 2
RMT ,
ˆˆ ˆ( , ) 1 ( ) ( )
k
k
n p k
P k F s
k
    
      
 . (46) 
 From (45) and (46), the misdetection probability of the RMT 
estimator when not considering ˆk  is given by 
RMT,s RMT,s RMT,s
e m f
ˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )k k kP k P k P k      .     (47) 
 From (44) and (47), the decreased detection probability of 
the RMT estimator incurred by ˆk  is given by 
RMT,s RMT,s RMT,s
D,dec e e
ˆˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )k k kP k P k P k     .  (48) 
2) Decreased over-detection probability of the RMT 
estimator incurred by ˆk  under the assumption that kl  is 
arising from a signal 
Similarly to (38) and (39), the miss-detection probability and 
over-detection probability of the RMT estimator when 
considering ˆk  are, respectively, given by 
RMT,
m
2
, RMT
ˆ ˆ( , )
ˆˆ ˆ ˆ( ) ( )Pr ˆ
s
k
n p k k k k
k
P k
k

     


       

,          (49) 
RMT,
f 2
RMT ,
ˆˆ ˆ( , ) 1 ( ) ( )
s k
k
n p k
P k F s
k
    
      
 .  (50) 
   From (49) and (50), the misdetection probability of the RMT 
estimator when considering ˆk  is given by 
   RMT, RMT, RMT,e m fˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )s s sk k kP k P k P k      .      (51) 
  Then, the decreased over-detection probability of the RMT 
estimator incurred by ˆk  is derived as 
  RMT,s RMT, RMT, ˆOD, dec e e 0ˆ ˆˆ ˆ ˆ ˆ( , ) ( , ) ( , ) | ks sk k kP k P k P k        . 
                                                                                          (52) 
According to (48) and (52), the overall decreased 
over-detection probability of the RMT estimator incurred by 
ˆk  under the assumption that kl  is arising from a signal is 
derived as 
RMT,s RMT,s RMT,s
O,OD,dec OD, dec D,decˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )k k kP k P k P k      . 
(53) 
Step 2: 
     In order to overcome the higher over-detection probability 
of the RMT estimator when the noise eigenvalue is wrongly 
detected as arising from a signal, we should derive the 
decreased over-estimation probability and the decreased 
detection probability of the RMT estimator incurred by ˆk   
under the assumption that kl  is arising from noise. 
    In this case, the noise level in (18) should be estimated as 
2
RMT ( 1)k   assuming that kl ,  , pl  correspond to noise. 
Moreover, ,n p k   and ,n p k   in (18) should, respectively, be 
modified as , ( 1)n p k    and , ( 1)n p k   . Therefore, the decision 
criterion in (18) should be modified as  2RMT , ( 1) , ( 1)( 1) ( )k n p k n p kl k s         .      (54) 
1) Decreased over-estimation probability of the RMT 
estimator incurred by ˆk  under the assumption that kl  is 
arising from noise 
Similarly to (49) and (50), the miss-detection probability 
and over-detection probability of the RMT estimator when 
considering ˆk  are, respectively, given by 
RMT,
m
2
, ( 1) RMT
ˆ ˆ( , )
ˆˆ ˆ ˆ( ) ( 1)Pr ˆ
n
k
n p k k k k
k
P k
k

     
 

        

,  (55) 
RMT,
f 2
RMT , ( 1)
ˆˆ ˆ( , ) 1 ( ) ( 1)
n k
k
n p k
P k F s
k
     
       

                                                                                             (56) 
From (55) and (56), the misdetection probability of the RMT 
estimator when considering ˆk  is given by 
RMT, RMT, RMT,
e m f
ˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )n n nk k kP k P k P k      .    (57) 
  Then, the decreased over-detection probability of the RMT 
estimator incurred by ˆk  under the assumption that kl  is 
arising from noise is derived as 
  RMT,n RMT, RMT, ˆOD,dec e e 0ˆ ˆˆ ˆ ˆ ˆ( , ) ( , ) ( , ) | kn nk k kP k P k P k        . 
                                                                                        (58) 
    2) Decreased detection probability of the RMT estimator 
incurred by ˆk  under the assumption that kl  is arising from 
noise 
     Firstly, we derive the misdetection probability of the RMT 
estimator when considering ˆk . Similarly to (43), the 
miss-estimation probability of the RMT estimator when 
considering ˆk  is given by  
 
RMT,
m
2
, ( 1) RMT
ˆ ˆ( , )
ˆˆ ˆ ˆ( ) ( 1)Pr ˆ
n
k
n p k k k k
k
P k
k

     
 

        
. 
                                                                                             (59) 
   Then, the misdetection probability of the RMT estimator 
when considering ˆk  is given by 
       RMT, RMT,e mˆ ˆˆ ˆ( , ) ( , )n nk kP k P k    .                        (60) 
     Secondly, we derive the misdetection probability of the 
RMT estimator when not considering ˆk . Similarly to (45) and 
(46), the miss-detection probability and over-detection 
>  < 
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probability of the RMT estimator when not considering ˆk  are, 
respectively, given by 
     
RMT,
m
2
, ( 1) RMT
ˆ ˆ( , )
ˆˆ ˆ ( 1)Pr ˆ
n
k
n p k k k
k
P k
k

    
 

       

,   (61) 
     
RMT,
f
2
RMT , ( 1)
ˆ ˆ( , )
ˆ1 ( ) ( 1)
n
k
k
n p k
P k
F s
k

    

      

.       (62) 
From (61) and (62), the misdetection probability of the RMT 
estimator when not considering ˆk  is given by 
RMT, RMT, RMT,
e m f
ˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )n n nk k kP k P k P k      .     (63) 
From (60) and (63), the decreased detection probability of 
the RMT estimator incurred by ˆk  is given by 
RMT,n RMT, RMT,
D,dec e e
ˆˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )n nk k kP k P k P k     .   (64) 
According to (58) and (64), the overall decreased 
over-detection probability of the RMT estimator incurred by 
ˆk  under the assumption that kl  is arising from noise is 
derived as 
RMT,n RMT,n RMT,n
O, OD,dec OD,dec D,decˆ ˆ ˆˆ ˆ ˆ( , ) ( , ) ( , )k k kP k P k P k      . 
                                                                                         (65) 
Step 3:  
Through comparing RMT,sO,OD,decˆ ˆ( , )kP k   in (53) with 
RMT,n
O, OD,decˆ ˆ( , )kP k   in (65),, the proposed RMT-ADC 
estimator adaptively selects its decision criterion between (18) 
and (54) and determines whether ˆk  should be incorporated 
into the selected decision criterion in the following way:  
(1) If RMT,n RMT,sO, OD,dec O,OD,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , the overall 
decreased over-detection probability of the RMT estimator 
under the assumption that  kl  is arising from noise is greater 
than that under the assumption that  kl  is arising from a signal. 
Consequently, we can infer that kl  is arising from noise, and 
thus the decision criterion in (54) should be selected. Moreover, 
the proposed RMT-ADC estimator should utilize 
RMT,n
O, OD,decˆ ˆ( , )kP k   to test whether kl  is arising from a signal 
or noise in the following way: 
(a) If RMT,nO, OD,decˆ ˆ( , ) 0kP k   , i.e., 
RMT,n RMT,n
OD,dec D,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , the decreased 
over-estimation probability of the RMT estimator is greater 
than its decreased detection probability. Therefore, the 
RMT-ADC estimator should utilize RMT,nOD,decˆ ˆ( , )kP k   to 
determine whether ˆk  should be incorporated into the decision 
criterion in (54) as follows: 
① If RMT,nOD,decˆ ˆ( , ) 0kP k   , ˆk  should be incorporated 
into the decision criterion in (54), and thus (54) should be 
modified as  2RMT , ( 1) , ( 1)ˆ ( 1) ( )k k n p k n p kl v k s          .  (66) 
Then, kH  is accepted if (66) is satisfied, and k  is increased 
by one. Otherwise, the number of signals is estimated as 
ˆ 1q k  .  
   ② Otherwise, i.e., RMT,nOD,decˆ ˆ( , ) 0kP k   , ˆk  should not 
be incorporated the decision criterion in (54). Then, kH  is 
accepted if (54) is satisfied, and k  is increased by one. 
Otherwise, the number of signals is estimated as ˆ 1q k  . 
(b) Otherwise, RMT,n RMT,nOD,dec D,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , the 
RMT-ADC estimator should utilize RMT,nD,decˆ ˆ( , )kP k   to 
determine whether ˆk  should be incorporated into the decision 
criterion in (54) as follows:  
① If RMT,nD,decˆ ˆ( , ) 0kP k   , ˆk  should be incorporated 
into the decision criterion in (54).  
Then, kH  is accepted if (54) is satisfied, and k  is increased 
by one. Otherwise, the number of signals is estimated as 
ˆ 1q k  . 
   ② Otherwise, i.e., RMT,nD,decˆ ˆ( , ) 0kP k   , ˆk  should not 
be incorporated the decision criterion in (54).  
Then, kH  is accepted if (54) is satisfied, and k  is increased 
by one. Otherwise, the number of signals is estimated as 
ˆ 1q k  . 
     (2) Otherwise, i.e., RMT,n RMT,sO, OD,dec O,OD,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , 
we can infer that kl  is arising from a signal, and thus the 
decision criterion in (18) should be selected. Moreover, the 
RMT-ADC estimator should utilize RMT,sO,OD,decˆ ˆ( , )kP k   to test 
whether kl  is arising from a signal or noise in the following 
way: 
(a) If RMT,sO,OD,decˆ ˆ( , ) 0kP k   , i.e., 
RMT,s RMT,s
OD, dec D,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , the decreased 
over-estimation probability of the RMT estimator is greater 
than its decreased detection probability. Therefore, the 
RMT-ADC estimator should utilize RMT,sOD,decˆ ˆ( , )kP k   to 
determine whether ˆk  should be incorporated into the decision 
criterion in (18) as follows: 
>  < 
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① If RMT,sOD,decˆ ˆ( , ) 0kP k   , ˆk  should be incorporated in 
the decision criterion in (18), and thus (18) should be modified 
as  2RMT , ,ˆ ( ) ( )k k n p k n p kl k s        .          (67) 
Then, kH  is accepted if (67) is satisfied, and k  is 
increased by one. Otherwise, the number of signals is estimated 
as ˆ 1q k  .   
   ② Otherwise, i.e., RMT,sOD,decˆ ˆ( , ) 0kP k   , ˆk  should not 
be incorporated the decision criterion in (18).  
Then, kH  is accepted if (18) is satisfied, and k  is increased 
by one. Otherwise, the number of signals is estimated as 
ˆ 1q k  .   
      (b) Otherwise, i.e., RMT,s RMT,sOD, dec D,decˆ ˆˆ ˆ( , ) ( , )k kP k P k    , 
the RMT-ADC estimator should utilize RMT,sD,decˆ ˆ( , )kP k   to 
determine whether ˆk  should be incorporated in the decision 
criterion in (18) as follows: 
① If RMT,sD,decˆ ˆ( , ) 0kP k   , ˆk  should be incorporated in 
the decision criterion in (18), and thus (67) should be selected. 
Then, kH  is accepted if (67) is satisfied, and k  is 
increased by one. Otherwise, the number of signals is estimated 
as ˆ 1q k  . 
② Otherwise, i.e., RMT,sD,decˆ ˆ( , ) 0kP k   , ˆk  should not be 
incorporated the decision criterion in (18).  
Then, kH  is accepted if (18) is satisfied, and k  is 
increased by one. Otherwise, the number of signals is estimated 
as ˆ 1q k  . 
To summarize, the RMT-ADC estimator can determine 
whether the eigenvalue being tested is arising from a signal or 
noise, and can adaptively select (18) or (54) as its decision 
criterion. Moreover, it can adaptively determine whether the 
bias term ˆk  should be incorporated in the decision criterion in 
(18) or (54). Therefore, the RMT-ADC estimator can 
successfully detect the signal eigenvalues immersed in the bias 
term ˆk , and thus can overcome the higher down-estimation 
probability of the RMT estimator.  
We present simulation results to illustrate the above 
theoretical analysis of the proposed RMT-ADC estimator. 
Fig.1 shows simulation results for the misdetection (error) 
probability as a function of system size p  with pre-fixed 
confidence level 0.005   and fixed ratio / 1 / 2p n   for 
the true noise level 2 : (a) no signal with []  ; (b) one 
strong signal with [100]  ; (c) three signals with 
[200 150 100]  ， ， , and Fig. 2 shows the corresponding 
results for the estimated noise level 2ˆ . As can be seen form 
Fig. 1, the misdetection probability (over-estimation 
probability in this case) of both the proposed RMT-ADC 
estimator and the RMT estimator is around the pre-fixed value 
0.005   for both (a) no signal with []  , (b) one strong 
signal with [100]   and (c) three signals with 
[200 150 100]  ， ，  when the noise level 2  is known. 
However, as can be seen from Fig. 2, for the estimated noise 
level 2ˆ , the misdetection probability of the RMT estimator 
becomes far greater than the pre-fixed value 0.005  , 
while the misdetection probability of the RMT-ADC estimator 
still remains around the pre-fixed value 0.005  . 
 Fig.1. Misdetection (error) probability as a function of system 
size p  with pre-fixed significance level 0.005   and 
fixed ratio / 1 / 2p n   for the true noise level 2 : (a) no 
signal with []  ; (b) one strong signal with [100]  ; (c) 
three strong signals with [200 150 100]  ， ， .  
 Fig.2. Misdetection (error) probability as a function of system 
size p  with pre-fixed significance level 0.005   and 
fixed ratio / 1 / 2p n   for the estimated noise level 2ˆ : (a) 
no signal with []  ; (b) one strong signal with [100]  ; 
(c) three strong signals with [200 150 100]  ， ， .  
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IV. SIMULATION AND DISCUSSIONS 
In this section, we examine the performance of the proposed 
RMT-ADC estimator in Section Ⅲ.B, and compare it with the 
standard MDL and AIC estimators [7]-[8], modified AIC 
estimator [25] with 2C  , and the RMT estimator in (18) 
using Monte Carlo simulations. For all simulations, we assume 
real valued signals and real valued Gaussian noise, the 
significant level   in both the RMT estimator in (18) and the 
proposed RMT-ADC estimator is set as 0.005  , and we 
use a population covariance matrix [ ]HEΣ xx  that has q  
unknown signal components with true signal strength 
1 2[ , , , ]q      and p q  “noise” eigenvalues 
2
1 1q p       . All results are averaged over 8,000 
independent Monte Carlo runs. The performance measure is the 
misdetection probability eP , mP  and fP  defined in (21)-(23).  
A. Performance of the Proposed RMT-ADC Estimator for the 
case / 1p n   
Firstly, we examine the over-estimation probability of the 
proposed RMT-ADC estimator for the case 1p n  . In this 
simulation, we consider two cases: (a) the case without signals; 
and (b) the case with one strong signal.  
Fig. 3 shows the misdetection probability of the proposed 
RMT-ADC estimator as a function of the system size p  with 
1 2p n   without signals with []  , and Fig. 4 shows the 
corresponding results when there is one strong signal with 
[100]  . For comparison, the results for the standard MDL 
and AIC estimators, modified AIC estimator, and the RMT 
estimator [24] are also shown in these Figures. In these cases, 
the misdetection probability is mainly the over-estimation 
probability.  
As can be seen from Fig. 3 and Fig. 4, the over-detection 
probability of the proposed RMT-ADC estimator can be 
controlled about the pre-fixed value 0.005  , while the 
over-estimation probability of RMT estimator is much higher 
than the pre-fixed value 0.005   especially when the 
system size p  is relatively small. Therefore, the RMT-ADC 
estimator overcomes the higher over-estimation probability of 
the RMT estimator. Moreover, though the MDL estimator and 
the modified AIC estimator has zero over-estimation 
probability, but Fig. 5 will show that they have much larger 
down-estimation probability when the system size p  is 
relatively small as signal eigenvalues (even very strong) will be 
immersed in the bias term among eigenvalues. In addition, the 
conventional AIC estimator has non-negligible over-estimation 
probability, especially when the system size p  is relatively 
small.  
 Fig. 3. Comparison of misdetection probability of various 
algorithms as a function of system size p  with fixed ratio 
1 2p n   for the case when there is no signal with []  .  
 Fig. 4. Comparison of misdetection probability of various 
algorithms as a function of system size p  with fixed ratio 
1 2p n   when there is no signal with [100]  . 
     
Secondly, we illustrate the detection performance of the 
proposed RMT-ADC estimator for the case when there are 
multiple strong and weak signals. Fig. 5 (a) and (b), 
respectively, show the misdetection probability and 
over-estimation probability of various algorithms as function of 
the system size p  with fixed ratio 1 2p n   for the case 
when there are ten signals with 
[12,10,9,8, 7, 7, 6, 6, 5, 4]  . As can be seen from Fig. 
5, the proposed RMT-ADC estimator has much better detection 
performance (with an improvement up to 20%) than the RMT 
estimator for small to moderate system size. This is because the 
RMT-ADC estimator can successfully detect the signal 
eigenvalue immersed in the bias term among eigenvalues. 
Moreover, the over-detection probability of the RMT-ADC 
estimator is around the pre-fixed value 0.005   for all 
system size p . In addition, though the MDL estimator and the 
modified AIC estimator have nearly zero over-detection 
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probability, they have much larger down-detection probability 
than the proposed RMT-ADC estimator. Furthermore, though 
the AIC estimator has better detection performance than the 
proposed RMT-ADC estimator and the RMT estimator, it has 
non-negligible over-estimation probability, especially when the 
system size p  is relatively small, as shown in Fig. 5(b).  
 Fig. 5. Comparison of (a) misdetection probability and (b) 
over-detection probability of various algorithms as a function 
of the system size p  with fixed ratio 1 2p n   for the case 
when there are ten signals with 
[12,10,9,8, 7, 7, 6, 6, 5, 4]  .    
B. Performance of the proposed RMT-ADC estimator for the 
case 1p n   
Firstly, we examine the over-estimation probability of the 
proposed RMT-ADC estimator for the case 1p n  . In this 
simulation, we consider two cases: (a) the case without signals; 
and (b) the case with one strong signal. In these cases, the 
misdetection probability mainly comes from the 
over-estimation probability.  
Fig. 6 shows the comparison of misdetection probability of 
various algorithms as a function of system size p  with fixed 
ratio 2p n   for the case when there is no signal with 
[]  , and Fig. 7 shows the comparison of (a) misdetection 
probability and (b) over-detection probability of various 
algorithms as a function of the system size p  with fixed ratio 
2p n   when there is one strong signal with [100]  .  
  As can be seen from Fig. 6 and Fig. 7, the over-detection 
probability of the proposed RMT-ADC estimator can be 
controlled about the pre-fixed value 0.005  , while the 
over-estimation probability of RMT estimator is much higher 
than the pre-fixed value 0.005   especially when the 
system size p  is relatively small. Therefore, the RMT-ADC 
estimator overcomes the higher over-estimation probability of 
the RMT estimator. In addition, as can be seen from Fig. 7, 
though the MDL estimator, AIC estimator and the modified 
AIC estimator has zero over-estimation probability, their 
down-estimation probability is 100% when there are strong 
signals, as shown in Fig. 7.  
 Fig. 6. Comparison of misdetection probability of various 
algorithms as a function of system size p  with fixed ratio 
2p n   when there is no signal with []  . 
 Fig. 7. Comparison of (a) misdetection probability and (b) 
over-detection probability of various algorithms as a function 
of the system size p  with fixed ratio 2p n   when there is 
one strong signal with [100]  . 
 
Secondly, we illustrate the detection performance of the 
proposed RMT-ADC estimator for the case when there are 
multiple signals. Fig. 8 (a) and (b), respectively, show the 
misdetection probability and over-estimation probability of 
various algorithms as function of the system size p  with fixed 
ratio 2p n   for the case when there are ten strong signals 
with [16 16 15 15 12 12 12 10 8]  ， ， ， ， ， ， ， ， .  
As can be seen from Fig. 8, the proposed RMT-ADC 
estimator has much better detection performance (with an 
improvement up to 24%) than the RMT estimator for relatively 
small system size, and its over-estimation probability is around 
the pre-fixed value 0.005   as the system size p  becomes 
large. In addition, the miss-detection probability of the MDL 
estimator, the AIC estimator and the modified AIC estimator is 
100% in this case.  
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 Fig. 8. Comparison of (a) misdetection probability and (b) 
over-detection probability of various algorithms as a function 
of the system size p  with fixed ratio 2p n   for the case 
when there are ten strong signals with 
[16 16 15 15 12 12 12 10 8]  ， ， ， ， ， ， ， ， .  
C. Performance of the proposed RMT-ADC estimator for 
various sample size when the system size is fixed 
Firstly, we examine the over-estimation probability of the 
proposed RMT-ADC estimator when the system size p  is 
fixed. Fig. 9 shows the simulation results for the misdetection 
probability as a function of sample size n  when 50p  : (a) 
no signal with []  ; (b) one strong signal with [100]  . 
As can be seen from Fig. 9, the over-estimation probability of 
the proposed RMT-ADC estimator is around the pre-fixed 
value 0.005  , while the over-estimation probability of the 
RMT estimator is much higher than the pre-fixed value 
0.005  . This is to say, the RMT-ADC estimator 
overcomes the higher over-estimation probability of the RMT 
estimator. In addition, the conventional AIC estimator has 
non-negligible over-estimation probability in these cases. 
Moreover, though the MDL estimator and the modified AIC 
estimator has zero over-estimation probability in these cases, 
but they will have much larger down-estimation probability 
than the RMT-ADC estimator when there are multiple signals, 
which will be shown in following simulations as in Fig. 10.  
 
Fig. 9. Misdetection probability as a function of sample size n  
when 50p  : (a) no signal with []  ; (b) one strong signal 
with [100]  .  
 
Secondly, we examine the effect of various sample size n  
on the detection performance of various signal number 
estimators for the case when there are multiple signals. Fig. 10 
(a) and (b), respectively, show the misdetection probability and 
the over-estimation probability of various algorithms as a 
function of sample size n  for the case when there are eleven 
signals with [12,10, 9, 8, 7, 7, 6, 6, 5, 4, 2.5]   when 
the system size 50p  .  
As can be seen from Fig. 10, the proposed RMT-ADC 
estimator has much better detection performance (with an 
improvement up to 20%) than the RMT estimator for small to 
moderate sample size n . This is because the RMT-ADC 
estimator can successfully detect the signal eigenvalue 
immersed in the bias term among eigenvalues. Moreover, as 
predicted  by the theoretical analysis, the over-detection 
probability of the RMT-ADC estimator is around the pre-fixed 
value 0.005   for all sample size. In addition, though the 
MDL estimator and the modified AIC estimator have nearly 
zero over-detection probability, they have much larger 
down-detection probability than the proposed RMT-ADC 
estimator. Furthermore, though the AIC estimator has better 
detection performance than the RMT-ADC estimator for 
relatively small sample size n , it has non-negligible 
over-estimation probability which is about 10%.  
 
 Fig. 10. Comparison of (a) misdetection probability and (b) 
over-estimation probability of various algorithms as a function 
of sample size n  for the case when there are eleven signals 
with [12,10, 9, 8, 7, 7, 6, 6, 5, 4, 2.5]  .  
 
V. CONCLUSION 
As a well-known estimator based on the random matrix 
theory, the RMT estimator estimates the number of signals via 
sequentially testing the likelihood of a sample eigenvalue as 
arising from a signal or from noise. However, the RMT 
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estimator tends to down-estimate the number of signals as 
signals will be immersed in the bias term among eigenvalues 
when the system size and sample size are finite. In order to 
overcome the drawbacks of the RMT estimator, we have 
proposed RMT estimator with adaptive decision criteria 
(RMT-ADC estimator) by incorporating the bias term into the 
decision criteria of the RMT estimator.  
Firstly, we have analyzed the effect of the bias term in (13) 
among eigenvalues on the detection performance of the RMT 
estimator. Secondly, we have derived the decreased 
over-detection probability of the RMT estimator incurred by 
the bias term among eigenvalues under the assumption that the 
eigenvalue being tested is arising from noise and under the 
assumption that the eigenvalue being tested is arising a signal. 
Based on these results, the RMT-ADC estimator can determine 
whether the eigenvalue being tested is arising from a signal or 
from noise. As a result, the RMT-ADC estimator can 
adaptively select the decision criterion from (18) or (54). 
Moreover, the RMT-ADC estimator can also determine 
whether the bias term should be incorporated into the decision 
criterion in (18) or (54). Finally, we have shown by simulation 
results that the RMT-ADC estimator has much better detection 
performance than the existing estimators including the RMT 
estimator, the classic AIC and MDL estimators, and the 
modified AIC estimator in all cases.  
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