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Abstrakt
Tato diplomová práce se zabývá simulací DE systému˚, tedy takových systému˚, k jejichž
zmeˇnám dochází v diskrétních cˇasových okamžicích. Simulace je založena na metodeˇ
Monte Carlo a její efektivita je zajišteˇna použitím metod redukce rozptylu a pokrocˇi-
lými zpu˚soby implementace. Použitými metodami redukce rozptylu jsou metoda anti-
tetických náhodných velicˇin, metoda rˇídících velicˇin, podmíneˇná metoda Monte Carlo a
metoda importance sampling, je kladen du˚raz na kvantifikaci rˇídkých jevu˚. Práce se dále
zabývá analýzou citlivosti DE systému˚ pomocí metody centrálních diferencí a metody
score function. Všechny zmíneˇné metody byly implementovány v jazyce Matlab a poté
paralelizovány na GPU pomocí technologie CUDA. Simulacˇní metody byly dále apliko-
vány na problémy z oblasti spolehlivosti systému˚.
Klícˇová slova: analýza citlivosti, DE systém, GPU paralelizace, Monte Carlo, redukce
rozptylu, spolehlivost systému, stochastická simulace, rˇídký jev
Abstract
This master thesis focuses on DE systems simulation, the changes of these systems occur
at discrere points of time. The simulation is based on the Monte Carlo method and its
effectivity is ensured by using variance reduction techniques and advanced methods of
implementation. The variance reduction methods include antithetic random variables,
control variables, conditional Monte Carlo and importance sampling, the emphasis is on
rare event probabilities estimation. The thesis also deals with sensitivity analysis of DE
systems using central differences and the score function method. All of the methods were
implemented in Matlab and GPU parallelized using CUDA technology. The simulation
methods were also applied to problems of system reliability.
Keywords: sensitivity analysis, DE system, GPU parallelization, Monte Carlo, variance
reduction, system reliability, stochastic simulation, rare event
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Cov – Kovariance
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Exp – Exponenciální rozdeˇlení
IA – NV rovna 1, nastane-li jev A, a 0 v opacˇném prˇípadeˇ
N – Normální rozdeˇlení
P – Pravdeˇpodobnost
U – Rovnomeˇrné rozdeˇlení
Var – Rozptyl
Weib – Weibullovo rozdeˇlení
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51 Úvod
S DE systémy (z anglického discrete-event systems) se setkáváme v mnoha oblastech beˇž-
ného života i inženýrské praxe. Mezi typické DE systémy patrˇí systémy hromadné ob-
sluhy, komunikacˇní síteˇ, výrobní linky, zásobovací systémy a mnohé další. Jmenované
systémy jsou složeny ze samostatných prvku˚ a k jejich zmeˇnám dochází v diskrétních cˇa-
sových okamžicích. Stochastická pocˇítacˇová simulace teˇchto systému˚ má v praxi široké
uplatneˇní, nebot’ na rozdíl od reálného testování systému˚ ji lze provést s minimálními
cˇasovými a financˇními nároky.
Mezi hlavní cíle této práce patrˇí využít prˇi simulaci DE systému˚ metody redukce roz-
ptylu založené na metodeˇ Monte Carlo. Jedná se o skupinu simulacˇních metod, které mo-
hou být aplikovány na široké spektrum stochastických i deterministických úloh za úcˇe-
lem zvýšení efektivity simulace. Dalším úkolem práce je vybrat vhodné metody analýzy
citlivosti a použít je pro vyhodnocení vlivu jednotlivých parametru˚ systému na chování
systému jako celku.
Druhá kapitola popisuje, jak simulovat chování DE systému˚, a vysveˇtluje související
pojmy. Po provedení simulace je trˇeba vyhodnotit simulacˇní data a získat tak o systému
co nejvíce informací. Statistickým vyhodnocením simulacˇních dat pomocí metody Monte
Carlo se zabývá kapitola 3. Kapitoly 4 a 5 se veˇnují metodám redukce rozptylu a analýzy
citlivosti. V prˇípadeˇ všech metod je uvedena veškerá teorie potrˇebná k jejich pochopení
a použití metod je pru˚beˇžneˇ ilustrováno na jednoduchých prˇíkladech.
Kapitola 6 hovorˇí obecneˇ o zpu˚sobech implementace simulacˇních metod a klade si
za cíl využít potenciál rychle se rozvíjejících výpocˇetních možnosti. Studované zpu˚soby
simulace a implementace jsou dále aplikovány na komplexní problémy. Kapitola 7 se za-
bývá simulací dynamického systému se dveˇma procesními promeˇnnými, který byl v rˇadeˇ
odborných cˇlánku˚ použit pro testování efektivity ru˚zných zpu˚sobu˚ simulace. V kapitole
8 je rˇešena spolehlivost systému˚ s nezávislými prvky, tato problematika má široké uplat-
neˇní ve všech oblastech, v nichž je trˇeba zajistit témeˇrˇ bezchybný chod systému˚.
Prˇehled vybraných rozdeˇlení pravdeˇpodobnosti vcˇetneˇ používaného znacˇení je uve-
den v prˇíloze.
62 DE systémy a jejich simulace
Cílem této kapitoly je vysveˇtlit, co je to DE systém (z anglického discrete-event system) a jak
lze simulovat jeho chování. Nejprve je však trˇeba objasnit, co znamená samotný pojem
systém. Obecneˇ se jedná o soubor komponent, které dohromady tvorˇí jeden funkcˇní ce-
lek. V praxi se mu˚že jednat naprˇíklad o zásobovací systém, výrobní linku cˇi pocˇítacˇovou
sít’.
Podkladem pro tuto kapitolu jsou zejména publikace [1] a [2].
2.1 Modely systému˚ a jejich klasifikace
Prˇed studiem reálného systému je trˇeba nejprve vytvorˇit model, který tento systém re-
prezentuje. Pomocí modelu je dále rˇešen problém týkající se pu˚vodního systému.
Prˇi vytvárˇení modelu je kladen du˚raz na jeho jednoduchost a srozumitelnost, záro-
venˇ je však nutné, aby model co nejlépe vypovídal o realiteˇ. Tyto dva požadavky jsou
protichu˚dné, proto je trˇeba zvolit vhodný kompromis. Obvykle jsou zachovány hlavní
vlastnosti systému, zejména ty, které jsou du˚ležité pro rˇešený problém, a zanedbány ty,
jež nemají velký vliv na chování systému a zaprˇícˇinˇují neprˇehlednost modelu.
Je-li zvolen vhodný model, lze prˇejít k rˇešení problému. V neˇkterých prˇípadech je
možné získat rˇešení analyticky, mnohdy je však vhodneˇjší prˇejít k numerickému rˇešení.
Tato práce se zabývá rˇešením úloh pomocí stochastické pocˇítacˇové simulace, která spo-
cˇívá v opakované realizaci možného chování modelu a následném statistickém vyhod-
nocení teˇchto realizací.
Systémy lze primárneˇ deˇlit na statické a dynamické, dynamické systémy se na rozdíl
od statických vyvíjejí v cˇase. Dynamické systémy lze dále deˇlit na spojité a diskrétní. Za-
tímco spojitý dynamický systém se mu˚že vyvíjet spojiteˇ v cˇase, ke zmeˇnám stavu diskrét-
ního dynamického systému dochází pouze v diskrétních cˇasových okamžicích. Typic-
kými prˇíklady diskrétních dynamických systému˚ jsou systémy hromadné obsluhy, stav
systému mu˚že urcˇovat naprˇíklad pocˇet osob v jednotlivých frontách a diskrétní zmeˇnou
stavu systému mu˚že být prˇíchod zákazníka cˇi jeho obsloužení, viz prˇíklad 2.2.
V této práci budou simulovány výhradneˇ diskrétní statické systémy (zkráceneˇ DESS
z anglického discrete-event static system) a diskrétní dynamické systémy (zkráceneˇ DEDS
z anglického discrete-event dynamic system). Dále tedy bude systémem myšlen DE systém
a budou rozlišovány pouze statické a dynamické systémy. Rovneˇž nebude kladen du˚raz
na zjednodušení zpu˚sobená volbou modelu oproti pu˚vodními reálnému systému, pojmy
„systém” a „model” proto budou ztotožnˇovány.
2.2 Stav systému
Statickému systému o n komponentách je možné prˇirˇadit stavový vektor (x1, . . . , xn), je-
hož prvky reprezentují stavy jednotlivých komponent. Množina možných stavu˚ kompo-
nenty mu˚že být obecneˇ spojitá, cˇasto se však jedná pouze o množinu diskrétních hodnot.
V mnoha aplikacích je množinou možných stavu˚ komponenty dvouprvková množina
7{0, 1}, prˇicˇemž hodnota 1 symbolizuje, že je tato komponenta v provozu, a 0 znacˇí její
poruchu.
Dynamický systém se vyvíjí v cˇase, stavový vektor dynamického systému se tedy
rovneˇž v cˇase meˇní. Konkrétnímu cˇasu t je tak prˇirˇazen stavový vektor (x1 (t) , . . . , xn (t)),
jehož prvky reprezentují stavy jednotlivých komponent v cˇase t.
V prˇípadeˇ stochastických simulací je stav DESS chápán jako náhodný vektor X =
(X1, . . . , Xn). Vektor (x1, . . . , xn) je v tomto kontextu konkrétní realizací náhodného vek-
toru X . Množina všech možných stavu˚ systému se nazývá stavový prostor a bude dále
znacˇena symbolem Ω.
Chování dynamických systému˚ mu˚že být chápáno jako náhodný proces {Xt, t ∈ T },
kdeXt = ((X1)t , . . . , (Xn)t) a T je indexová množina, která je v prˇípadeˇ DEDS diskrétní.
Konkrétním pozorováním náhodného procesu Xt je posloupnost {xt, t ∈ T }.
Základy teorie pravdeˇpodobnosti a prˇehledneˇ zpracovanou teorii týkající se náhod-
ných velicˇin a procesu˚ lze nalézt v [3].
2.3 Simulace DE systému˚
Model statického systému urcˇuje rozdeˇlení pravdeˇpodobnosti stavového vektoruX . Sto-
chastická simulace DESS tedy spocˇívá ve vygenerování konkrétní realizace (x1, . . . , xn) ∈
Ω z rozdeˇlení náhodného vektoru X .
Ke zmeˇnám stavu DEDS dochází pouze ve spocˇetném množství cˇasových okamžiku˚.
Výsledkem simulace je tak posloupnost {xt, t ∈ T }, neboli konkrétní realizace náhod-
ného procesu Xt. V prˇípadeˇ systému˚, které pro t → ∞ vykazují urcˇitý druh ustáleného
chování, je možné vykonat jeden dlouhý beˇh simulace a následneˇ prˇejít k vyhodnocení
výsledku˚ naprˇíklad pomocí tzv. regenerativní metody, viz [1]. V této práci budou dále
studovány obecné systémy a bude provádeˇna tzv. simulace v konecˇném cˇasovém hori-
zontu, která spocˇívá v mnohonásobném opakování simulace chodu systému v intervalu
t ∈ ⟨0, T ⟩, kde T ∈ R+, a následném vyhodnocení získaných dat.
2.3.1 Event clock
Vhodným mechanismem pro simulaci DEDS je tzv. event clock. Tento zpu˚sob simulace
prˇedpokládá, že je chování modelu rˇízeno neˇkolika typy opakujících se událostí, prˇicˇemž
každá událost mu˚že vyvolat naplánování dalších událostí. Všechny noveˇ naplánované
události jsou prˇidány do seznamu událostí. Jednotlivé rˇádky tohoto seznamu obsahují
informaci o tom, o jaký typ události se jedná, v jakém cˇase k ní dojde, a prˇípadneˇ i další
parametry události. Simulace pomocí event clock se rˇídí algoritmem 2.1, který je trˇeba
chápat pouze jako obecný princip simulace, prˇi aplikaci na konkrétní systém mu˚že být
vhodné algoritmus pozmeˇnit.
Algoritmus 2.1 (Event clock).
1. Inicializovat promeˇnnou t = 0. Vytvorˇit pocˇátecˇní seznam událostí.
2. Zaznamenat stav systému v cˇase t, tedy hodnotu x (t).
83. Serˇadit seznam událostí podle cˇasu naplánovaných událostí.
4. Provést první událost na seznamu, nastavit promeˇnnou t na cˇas této události.
5. Aktuální událost vyvolá m dalších událostí, m ≥ 0. Pro každou z plánovaných
událostí
(a) urcˇit její cˇas ti > t a její typ,
(b) prˇidat tuto událost do seznamu událostí.
6. Smazat aktuální událost ze seznamu a pokracˇovat krokem 2.
Simulaci lze ukoncˇit naprˇíklad tehdy, když cˇas první události na seznamu prˇekrocˇí
prˇedem stanovenou délku simulace. Simulace je rovneˇž ukoncˇena, pokud již na seznamu
nejsou žádné události.
Zbývá poznamenat, že 4. bod algoritmu 2.1 mu˚že zahrnovat naprˇíklad zmeˇnu cˇasu
neˇkterých událostí ze seznamu, nebo jejich úplné smazání, nemusí tedy dojít ke každé
události, která byla naplánována.
Následující prˇíklad se veˇnuje simulaci systému hromadné obsluhy pomocí mecha-
nismu event clock. Jedná se o soustavu front, která mu˚že znázornˇovat naprˇíklad pohyb
zákazníku˚ na cˇerpací stanici.
Prˇíklad 2.2 (Systém hromadné obsluhy, cˇást 1). Schéma systému znázornˇuje obrázek 2.1.
Prˇíjezd zákazníku˚ se rˇídí Poissonovým procesem, nový zákazník se zarˇadí vždy do nej-
kratší z front A1, . . . , Ak. Když se zákazník dostane na rˇadu, nacˇerpá pohonné hmoty a
poté se prˇesune k pokladneˇ, tedy zarˇadí se do fronty B. Doba cˇerpání pohonných hmot
a doba obsluhy u pokladny jsou modelovány jako náhodné velicˇiny pocházející z Wei-
bullova rozdeˇlení.
fronta A1
fronta A2
fronta Ak
fronta B
Obrázek 2.1: Schéma systému hromadné obsluhy
Nastávají trˇi typy událostí, prˇíjezd zákazníka, opušteˇní neˇkteré z front A1, . . . , Ak a
opušteˇní fronty B. Vzájemné vztahy mezi jednotlivými událostmi znázornˇuje schéma na
obrázku 2.2. Šipka vedoucí z události X do události Y znacˇí, že událost X vyvolá za
uvedené podmínky naplánování události Y .
9příjezd 
zákazníka
opuštění 
fronty Ai
opuštění 
fronty B
Ai není prázdná B není prázdná
Ai je prázdná B je prázdná
Obrázek 2.2: Vztahy mezi jednotlivými událostmi
Simulace byla provedena pro k = 3, doba do prˇíjezdu zákazníka pochází z Exp(0.5),
doba cˇerpání pohonných hmot z Weib (0.2, 2) a doba obsluhy u pokladny z Weib (1, 2).
Cˇasovou jednotkou je minuta, pru˚meˇrná doba mezi prˇíchodem zákazníku˚ tedy cˇiní 2 mi-
nuty. Délka simulace byla stanovena na 250 minut. Výsledkem simulace je posloupnost
{xt, t ∈ T }, kde xt = ((xA1)t , (xA2)t , (xA3)t , (xB)t). Jednotlivé složky této posloupnosti
znacˇí pocˇty zákazníku˚ ve frontách A1, A2, A3 a B v cˇasech t ∈ T , kde T je množina cˇa-
sových okamžiku˚, v nichž došlo k neˇkteré z událostí. Výsledky ve formeˇ grafu˚ vývoje
délek jednotlivých front ukazuje obrázek 2.3.
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Obrázek 2.3: Vývoj pocˇtu osob ve frontách
V tomto prˇípadeˇ byla simulace ukoncˇena prˇi prˇekrocˇení prˇedem stanovené doby si-
mulace, nebyl tak prˇedem znám pocˇet náhodných cˇísel vygenerovaných beˇhem jednoho
beˇhu simulace.
Jinou možností je prˇedem stanovit pocˇet prˇíchozích zákazníku˚, simulace by tak byla
ukoncˇena v okamžiku obsloužení posledního zákazníka. Tento typ simulace je z hle-
diska implementace výhodneˇjší díky prˇedem známému pocˇtu náhodných cˇísel potrˇeb-
ných k provedení simulace, pro každého zákazníka je potrˇeba vygenerovat cˇas prˇíchodu,
dobu cˇerpání pohonných hmot a dobu obsluhy u pokladny. △
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2.4 Výkonnostní funkce
Necht’ X ∈ Ω je stav statického systému reprezentovaný náhodným vektorem. Funkce
H : Ω → R se nazývá výkonnostní nebo také systémová. Výkonnostní funkce tedy kaž-
dému stavovému vektoru x ∈ Ω prˇirˇadí reálné cˇíslo y = H (x). Mu˚že udávat libovolnou
kvalitu systému závislou na náhodném vektoru X , viz prˇíklady 2.3 a 2.4.
Podobneˇ v prˇípadeˇ simulace dynamického systému v konecˇném cˇasovém horizontu
se jedná o funkci, která každé posloupnosti {xt, t ∈ T } prˇirˇadí reálné cˇíslo y = H (xt).
Prˇíklad 2.3. Uvažujme DESS složený ze trˇí komponent, jeho strukturu znázornˇuje obrá-
zek 2.4. Stav tohoto systému je reprezentován pomocí náhodného vektoru
X = (X1, X2, X3)
pocházejícího z vícerozmeˇrného Bernoulliho rozdeˇlení s parametry p = (p1, p2, p3). Jed-
notlivé složky X jsou na sobeˇ nezávislé a X1 ∼ Ber (p1), X2 ∼ Ber (p2), X3 ∼ Ber (p3).
Náhodná velicˇina reprezentující stav komponenty mu˚že tedy nabýt pouze dvou hodnot,
hodnoty 1 (rˇíkáme, že je daná komponenta v provozu) a hodnoty 0 (rˇíkáme, že je daná
komponenta mimo provoz).
1 2
3
Obrázek 2.4: Schéma systému z prˇíkladu 2.3
Výkonnostní funkci H (X) mu˚žeme definovat naprˇíklad jako funkci, která vrací hod-
notu 1, je-li systém v provozu (tj. existuje-li cesta ze vstupu na výstup pouze prˇes funkcˇní
komponenty) a hodnotu 0 v opacˇném prˇípadeˇ. Lze snadno oveˇrˇit, že tyto podmínky spl-
nˇuje naprˇíklad funkce
H (X) = 1− (1−X1X2) (1−X3) .
Strˇední hodnota náhodné velicˇiny H (X) udává pravdeˇpodobnost, že je systém v pro-
vozu, tedy tzv. pohotovost systému. △
Následuje prˇíklad jiného systému, v neˇmž náhodné velicˇiny reprezentující stavy jed-
notlivých komponent pochází ze spojitého rozdeˇlení pravdeˇpodobnosti.
Prˇíklad 2.4 (Nejkratší cesta, cˇást 1). Uvažujme DESS složený ze šesti komponent repre-
zentujících cesty, strukturu systému znázornˇuje obrázek 2.5. Jednotlivé složky náhod-
ného vektoru
X = (X1, X2, X3, X4, X5, X6) ,
který reprezentuje stav tohoto systému, znacˇí délky jednotlivých cest.
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Obrázek 2.5: Schéma systému z prˇíkladu 2.4
Výkonnostní funkci S (X) lze definovat naprˇíklad jako délku nejkratší cesty z bodu
A do bodu B, tj.
S (X) = min {X1 +X2 +X4, X1 +X2 +X5 +X6, X3 +X4, X3 +X5 +X6} .
Strˇední hodnota náhodné velicˇiny S (X) tedy udává pravdeˇpodobnou délku nejkratší
cesty z bodu A do bodu B.
Jinou možností je výkonnostní funkce H (X), která vrací hodnotu 0, je-li délka mini-
mální cesty kratší než daná hodnota γ ∈ R, a hodnotu 1 v opacˇném prˇípadeˇ, tj.
H (X) = I{S(X)≥γ} .
Strˇední hodnota náhodné velicˇiny H (X) v tomto prˇípadeˇ udává pravdeˇpodobnost, že
délka nejkratší cesty prˇekrocˇí hodnotu γ. △
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3 Statistická analýza DE systému˚
Tato kapitola se zabývá statistickou analýzou dat získaných simulací statických a dyna-
mických DE systému˚. V obou prˇípadech je systém reprezentován pomocí stavu systému,
kterým je obvykle myšlen náhodný vektor konecˇné dimenze. V prˇípadeˇ dynamických
modelu˚ tento vektor navíc závisí na cˇase a chování systému je tak reprezentováno jako
stochastický proces.
3.1 Výsledek simulace
Výsledkem N opakování simulace DESS je náhodný výbeˇr X1, . . .XN z náhodné veli-
cˇiny X . Aplikací výkonnostní funkce H na jednotlivé náhodné vektory je získán výbeˇ-
rový soubor Y1 = H (X1) , . . . , YN = H (XN ) z náhodné velicˇiny Y = H (X). Podobneˇ
v prˇípadeˇ simulace DEDS v konecˇném cˇasovém horizontu je výsledkem simulace vý-
beˇrový soubor Y1 = H ((Xt)1) , . . . , YN = H ((Xt)N ) z náhodné velicˇiny Y = H (Xt).
Prostrˇednictvím náhodné velicˇiny Y reprezentující výsledek simulace lze oba prˇípady
ztotožnit.
Prvotní informaci o simulacˇních datech lze získat jejich vizualizací naprˇíklad pomocí
histogramu nebo empirické distribucˇní funkce. V prostrˇedí Matlab lze snadno vykreslit
histogram pomocí prˇíkazu histogram, prˇípadneˇ ve starších verzích programu Matlab
pomocí prˇíkazu hist. Pro vykreslení empirické distribucˇní funkce slouží prˇíkazy ecdf
a cdfplot. Pro odhad hustoty spojitého rozdeˇlení pravdeˇpodobnosti, z neˇhož pochází
výbeˇrový soubor Y1, . . . , YN , lze dále použít funkci ksdensity, viz [4].
Základními charakteristikami výbeˇrového souboru jsou obecné a centrální výbeˇrové
momenty, které lze použít k odhadu prˇíslušných charakteristik náhodné velicˇiny Y =
H (X). Nejcˇasteˇjším úkolem statistické analýzy simulacˇních dat je odhadnout strˇední
hodnotu náhodné velicˇiny Y pomocí výbeˇrového pru˚meˇru náhodného výbeˇru Y1, . . . , YN ,
tento proces podrobneˇ popisuje následující sekce.
3.2 Metoda Monte Carlo
Tato sekce se veˇnuje základní metodeˇ Monte Carlo, využívá teoretických poznatku˚ uve-
dených naprˇíklad v [5] a [1]. Název MC metody cˇi MC techniky v literaturˇe obvykle
zahrnuje celou skupinu simulacˇních metod vycházejících ze základní metody popsané
v této sekci. Další metody patrˇící do této skupiny budou prˇedstaveny v kapitole 4.
Rˇešme nyní následující obecnou úlohu:
Úloha 3.1. Necht’ X = (X1, . . . , Xn) ∈ Rn je náhodný vektor pocházející z pravdeˇpo-
dobnostního rozdeˇlení o hustoteˇ f a H : Rn → R je výkonnostní funkce. Urcˇete strˇední
hodnotu ℓ náhodné velicˇiny H (X) .
Není-li možné vycˇíslit hodnotu ℓ = E (H (X)) analyticky, lze prˇejít k metodeˇ Monte
Carlo a rˇešit tak úlohu simulacˇneˇ.
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Veˇta 3.2 (MC estimátor). Necht’ Y1, Y2, . . ., YN jsou navzájem nezávislé realizace náhodné
velicˇiny Y . Pak MC estimátor
ℓ = 1
N
N
k=1
Yk (3.1)
je nestranným odhadem ℓ = EY a pro jeho rozptyl platí
Var
ℓ = 1
N
Var (Y ) .
Du˚kaz. Estimátor ℓ je nestranným odhadem ℓ, nebot’
E
ℓ = E 1
N
N
i=k
Yk

=
1
N
N
i=k
E (Yk) = EY = ℓ.
Pro jeho rozptyl platí
Var
ℓ = Var 1
N
N
i=k
Yk

=
1
N2
N
i=k
VarY =
1
N
VarY.
Postup rˇešení úlohy 3.1 metodou MC shrnuje následující algoritmus.
Algoritmus 3.3 (Metoda MC).
1. Vygenerování náhodného výbeˇruX1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hus-
toteˇ f .
2. Výpocˇet hodnot Y1 = H (X1) , . . . , YN = H (XN ).
3. Odhad hodnoty ℓ výbeˇrovým pru˚meˇrem
ℓ = 1
N
N
k=1
Yk. (3.2)
4. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ℓ.
Soucˇástí postupu rˇešení je odhad prˇesnosti získaného odhadu, urcˇeme proto interval
spolehlivosti, v neˇmž se s pravdeˇpodobností 1−α nachází skutecˇná hodnota ℓ. Hledáme
takovou hodnotu ε > 0, pro níž platí
P

ℓ ∈
ℓ− ε, ℓ+ ε = 1− α. (3.3)
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Podle centrální limitní veˇty, viz naprˇíklad [6], platí
ℓ ∼ N ℓ, σ2
N

,
kde σ znacˇí smeˇrodatnou odchylku náhodné velicˇiny Y .
P

ℓ ∈
ℓ− ε, ℓ+ ε = P−ε < ℓ− ℓ < ε = P− ε
σ
√
N <
ℓ− ℓ
σ
√
N <
ε
σ
√
N

=
= φ
 ε
σ
√
N

− φ

− ε
σ
√
n

= 2φ
 ε
σ
√
n

− 1,
což dosadíme do (3.3) a vyjádrˇíme ε:
2φ
 ε
σ
√
N

− 1 = 1− α
ε
σ
√
N = z1−α
2
ε =
σ√
N
z1−α
2
(3.4)
Strˇední hodnota tedy s pravdeˇpodobností 1− α leží v intervaluℓ− z1−α
2
σ√
N
, ℓ+ z1−α
2
σ√
N

. (3.5)
Ze vztahu (3.4) lze rovneˇž urcˇit pocˇet náhodných pokusu˚ nutných k dosažení prˇedem
dané prˇesnosti ε s pravdeˇpodobností 1− α,
Nε =
σ
ε
z1−α
2
2
.
Hodnota α je prˇedem zvoleným koeficientem spolehlivosti, obvykle naprˇíklad α = 0.05.
Ve výše odvozených vzorcích vystupuje smeˇrodatná odchylka σ, jejíž hodnota ob-
vykle není známa. Smeˇrodatnou odchylku σ je však možné nahradit výbeˇrovou smeˇro-
datnou odchylkou
s =
 1
N − 1
N
i=1

Yi − ℓ2,
lze snadno ukázat, že s je nestranným odhadem σ. Prˇibližným (1− α) 100% intervalem
spolehlivosti pro parametr ℓ je tedy intervalℓ− z1−α
2
s√
N
, ℓ+ z1−α
2
s√
N

. (3.6)
Mírou prˇesnosti odhadu ℓ, která nezávisí na koeficientu spolehlivosti, je relativní smeˇ-
rodatná odchylka RSD (z anglického relative standard deviation) definovaná vztahem
RSD =
sℓ · √N .
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Pro N →∞ konverguje RSD k relativní chybeˇ odhadu RE (z anglického relative error), tj.
RSD
N→∞−−−−→ RE =

Var
ℓ
E
ℓ . (3.7)
Velicˇiny RSD i RE bývají cˇasto udávány v procentech.
Použití metody MC bude nyní demonstrováno na jednoduchém prˇíkladu. Tento prˇí-
klad bude dále rˇešen v kapitole 4 s využitím metod pro redukci rozptylu.
Prˇíklad 3.4 (PERT, cˇást 1). Technika PERT (z anglického Program evaluation and review
technique) je nástrojem využívaným prˇi organizaci projektu˚. Složiteˇjší projekt lze obvykle
rozdeˇlit na rˇadu cˇinnosti, z nichž neˇkteré mohou být vykonány zárovenˇ a s neˇkterými je
možné zacˇít až po dokoncˇení jiných.
Uvažujme konkrétní projekt složený ze sedmi cˇinností. Tabulka 3.1 pro každou cˇin-
nost uvádí, které z ostatních cˇinností musí být vykonány prˇed jejím zahájením. Prˇehled-
neˇji lze projekt znázornit pomocí tzv. PERT síteˇ, viz obrázek 3.1. Jedná se o orientovaný
graf, v neˇmž každá hrana znacˇí jednu cˇinnost. Orientovaná hrana vedoucí z vrcholu
V symbolizuje cˇinnost, která smí být zahájena až po dokoncˇení všech cˇinností symbo-
lizovaných orientovanými hranami vedoucími do vrcholu V. Vrchol A znacˇí zacˇátek pro-
jektu, vrchol B konec projektu.
Cˇinnost 1 2 3 4 5 6 7
Prˇedchozí cˇinnosti - 1 - 3 3 2,4 -
Tabulka 3.1: Tabulka projektu
3
4
1 2
5
6
A B
7
Obrázek 3.1: PERT sít’ odpovídající tabulce 3.1
Doby trvání jednotlivých cˇinností jsou náhodnými velicˇinami z exponenciálního roz-
deˇlení. Pro jednoduchost prˇedpokládejme, že cˇinnosti i prˇísluší náhodná velicˇina Xi ∼
Exp

i−1

, tedy strˇední doba do dokoncˇení cˇinnosti i je rovna i.
Projekt je charakterizován zejména odhadovanou dobou jeho trvání. Doba trvání pro-
jektu je rovna délce nejdelší cesty z bodu A do bodu B, která je obvykle nazývána kritic-
kou cestou. Výkonnostní funkce H (X) tedy pro vygenerovaný vektorX = (X1, . . . , X7)
vrací délku kritické cesty, neboli
H (X) = max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5, X7} .
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Úkolem je odhadnout pravdeˇpodobnou dobu trvání projektu ℓ = E (H (X)) pomocí me-
tody MC se spolehlivostí 1− α = 0.95.
Simulace byla provedena pro N = 106 náhodných pokusu˚. Na základeˇ získaného
výbeˇrového souboru H (X1) , . . . ,H (XN ) byla vykreslena empirická distribucˇní funkce
a odhadnuta hustota pravdeˇpodobnosti náhodné velicˇinyH (X), viz následující obrázek.
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x
f(x)
(a) Histogram a odhad hustoty pravdeˇpodobnosti
0 10 20 30 40 50 60 700
0.2
0.4
0.6
0.8
1
x
F(x)
(b) Empirická distribucˇní funkce
Obrázek 3.2: Vizualizace výsledku˚ simulace
Odhadem hledané hodnoty ℓ je výbeˇrový pru˚meˇr
ℓ = 1
N
N
k=1
H (Xk)
.
= 15.926
a odhadem smeˇrodatné odchylky σ výbeˇrová smeˇrodatná odchylka s .= 7.827, která byla
použita pro odhad intervalu spolehlivosti pro parametr ℓ. S pravdeˇpodobností 1− α
ℓ ∈
ℓ− z1−α
2
σ√
N
, ℓ+ z1−α
2
σ√
N

≈ (15.911, 15.942) .
Pro dosažení prˇesnosti ε = 0.01 s pravdeˇpodobností 1− α by bylo trˇeba provést
Nε =
σ
ε
z1−α
2
2 ≈ 2353340
náhodných pokusu˚.
Tabulka 3.2 zobrazuje zmíneˇné výsledky a slouží k porovnání s výsledky téže úlohy,
které budou získány v kapitole 4 pomocí metod redukce rozptylu. Tato úloha bude vždy
rˇešena pomocí simulace o rozsahu N = 106 a pro vyhodnocení budou použity parametry
α = 0.05 a ε = 0.01.
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ℓ s s2 RSD interval spolehlivosti Nε
15.926 7.827 61.262 4.91 · 10−2% (15.911, 15.942) 2353340
Tabulka 3.2: Výsledky prˇíkladu 3.4 získané metodou MC
△
Následující prˇíklad ilustruje použití metody MC jako nástroje k vyhodnocení dat zís-
kaných prˇi simulaci DEDS v konecˇném cˇasovém horizontu.
Prˇíklad 3.5 (Systém hromadné obsluhy, cˇást 2). Jedná se o systém hromadné obsluhy
prˇedstavený v prˇíkladu 2.2 v prˇedchozí kapitole. Simulace byla provedena pro k = 6
front reprezentujících stojany cˇerpací stanice. Pocˇet prˇíchozích zákazníku˚ byl prˇedem sta-
noven na 200, doba do prˇíjezdu zákazníka pochází z Exp (1). Doba cˇerpání pohonných
hmot pochází z Weib

3 · (Γ (1.5))−1 , 2

, cˇerpání benzínu tedy trvá v pru˚meˇru 3 minuty,
podobneˇ doba obsluhy u pokladny pochází z Weib

0.5 · (Γ (1.5))−1 , 2

.
Na základeˇ simulace o rozsahu N = 104 byla stanovena pru˚meˇrná doba, kterou zá-
kazník stráví na cˇerpací stanici, a urcˇen pru˚meˇrný pocˇet osob ve frontách A1, . . . , A6 a ve
fronteˇ B.
Odhadem pru˚meˇrné doby ℓ mezi prˇíjezdem zákazníka a jeho odjezdem z cˇerpací sta-
nice je ℓ = 3.911 a pro výbeˇrový rozptyl odhadu platí
s2 = 3.38 · 10−2,
odhadem 95% intervalu spolehlivosti pro parametr ℓ je tedy interval (3.907, 3.914).
Pru˚meˇrný pocˇet osob ve frontách znázornˇují grafy na obrázku 3.3, graf 3.3a ukazuje
pravdeˇpodobný vývoj soucˇtu osob ve frontách A1, . . . , A6 v cˇase a graf 3.3b pravdeˇpo-
dobný vývoj pocˇtu osob ve fronteˇ B.
△
Jestliže náhodná velicˇina H (X) nabývá pouze hodnot 0 a 1, lze algoritmus 3.3 zjed-
nodušit. Stacˇí provést N pokusu˚ a zaznamenat pocˇet pokusu˚ N1, ve kterých nabyla NV
H (X) hodnotu 1. Nestranným odhadem hodnoty ℓ je pak hodnota
ℓ = N1
N
a pro výbeˇrovou smeˇrodatnou odchylku s lze s využitím poznatku (H (X))2 = H (X)
snadno odvodit vzorec
s =

N1
N − 1

1− ℓ.
Pomocí metody MC bude dále rˇešen prˇíklad 2.4, formulovaný v prˇedchozí kapitole.
18
0 50 100 150 200 2500
1
2
3
(a) Souhrnný pocˇet osob ve frontách A1, . . . , Ak
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(b) Pocˇet osob ve fronteˇ B
Obrázek 3.3: Vývoj pocˇtu osob ve frontách
Prˇíklad 3.6 (Nejkratší cesta, cˇást 2). Uvažujme systém znázorneˇný na obrázku 2.5. Prˇed-
pokládejme, že náhodný vektorX , reprezentující délky jednotlivých cest, pochází z Wei-
bullova rozdeˇlení s parametrem tvaru α = 2 a parametrem meˇrˇítka λ = (λ1, . . . , λ6) =
2−1, 4−1, 6−1, 2−1, 4−1, 6−1

.
A B
1/2
1/2
1/4 1/4 1/6
1/6
Obrázek 3.4: Schéma systému z prˇíkladu 3.6 se znázorneˇním parametru˚ λi
Úkolem je pomocí metody MC urcˇit hodnotu ℓ = E (H (X)), tedy pravdeˇpodobnost,
že délka nejkratší cesty prˇekrocˇí hodnotu γ = 16.
Simulace byla provedena pro N = 109, výsledkem je hodnota N1 = 5307. Odhadem
hodnoty ℓ je tedy ℓ = 5.307 · 10−6. Odhadem 95% intervalu pro parametr ℓ je interval
5.164 · 10−6, 5.45 · 10−6 .
Pro dosažení prˇesnosti ε = 10−7 s pravdeˇpodobností 95% by muselo být provedeno prˇi-
bližneˇ Nε = 2.039 · 109 náhodných pokusu˚. △
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3.3 Rˇídké jevy
Rˇídký jev (anglicky rare event) je událost, ke které dochází s velmi nízkou pravdeˇpodob-
ností, podle [2, str. 382] se jedná o pravdeˇpodobnost nižší než 10−4. Pro rˇídký jev A tedy
platí
ℓ = P (A) = E (IA) < 10−4.
Hodnota ℓ v tomto prˇípadeˇ udává pravdeˇpodobnost, že nastane rˇídký jev A.
Necht’ dále Z je náhodná velicˇina, pro níž platí E (Z) = ℓ, a Z1, . . . , ZN jsou navzájem
nezávislé realizace Z, pak
ℓ = 1
N
N
i=1
Zi (3.8)
je nestranným odhadem pravdeˇpodobnosti ℓ. Je-liZ = IA, jedná se prˇímo o MC estimátor
(3.1).
Jev A lze obvykle zapsat ve tvaru A = {S (X) ≥ γ}, kde S : Rn → R je výkonnostní
funkce daného systému a úrovenˇ γ je hodnota, kterou tato výkonnostní funkce prˇekrocˇí
s velmi nízkou pravdeˇpodobností. Obecná úloha 3.1 pak prˇechází do následujícího po-
doby:
Úloha 3.7 (Kvantifikace rˇídkých jevu˚). Necht’ X = (X1, . . . , Xn) ∈ Rn je náhodný vektor
pocházející z rozdeˇlení pravdeˇpodobnosti o hustoteˇ f , S : Rn → R je výkonnostní funkce
a γ ∈ R. Urcˇete strˇední hodnotu ℓ náhodné velicˇiny H (X) = I{S(X)≥γ}.
Pravdeˇpodobnost ℓ lze v tomto prˇípadeˇ chápat jako funkci parametru γ, tedy
ℓ = ℓ (γ) = P (S (X) ≥ γ) = E I{S(X)≥γ} ,
prˇicˇemž ℓ (γ) → 0 pro γ → ∞. Obdobneˇ lze chápat nestranný odhad ℓ a náhodnou
velicˇinu Z jako funkce parametru γ, tj. ℓ = ℓ (γ) a Z = Z (γ).
Prˇíklad 3.8. Prˇedpokládejme, že pravdeˇpodobnost nastání jisté události je rovna hodnoteˇ
ℓ. Tato hodnota je odhadována pomocí MC estimátoru. Urcˇeme nyní pocˇet pokusu˚ Nε
nutných k dosažení prˇesnosti ε = 0.1 · ℓ s pravdeˇpodobností 95%.
Jelikož σ2 = ℓ− ℓ2, platí
Nε =

ℓ− ℓ21
ε
z1−α
2
2
.
= 384 ·

1
ℓ
− 1

.
Již pro ℓ = 10−4 je tedy potrˇeba provést více než 3.8 · 106 náhodných pokusu˚. △
K jevu „délka nejkratší cesty prˇekrocˇí hodnotu γ”, zaznamenanému v prˇíkladu 3.6,
dochází s pravdeˇpodobností prˇibližneˇ 5.3 · 10−6, jde tedy o rˇídký jev. Jelikož se jednalo
o jednoduchý statický systém, bylo možné provést vysoký pocˇet náhodných pokusu˚ a
dosáhnout tak pomeˇrneˇ prˇesného výsledku. Nicméneˇ v prˇípadeˇ komplikovaných sys-
tému˚ obvykle není z cˇasových du˚vodu˚ možné provést simulaci o dostatecˇném rozsahu.
Nutností se tak stává použití tzv. metod redukce rozptylu, které dosáhnou téže prˇesnosti
prˇi výrazneˇ nižším pocˇtu náhodných pokusu˚.
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4 Prˇehled metod pro redukci rozptylu
V prˇedchozí kapitole byla popsána metoda MC jako nástroj k analýze DE systému˚. Rov-
neˇž bylo zmíneˇno neˇkolik zpu˚sobu˚ vyhodnocení prˇesnosti odhadu získaného metodou
MC. Cílem této kapitoly je prˇedstavit neˇkolik metod redukce rozptylu, které vycházejí
z MC, ale jsou efektivneˇjší z pohledu prˇesnosti získaného odhadu. Tyto metody bu-
dou opeˇt aplikovány na obecný problém 3.1, hodnota ℓ bude vždy odhadována výbeˇ-
rovým pru˚meˇrem z náhodné velicˇiny, jejíž strˇední hodnota je rovna hledané hodnoteˇ ℓ.
Ve všech prˇípadech se tedy bude jednat o nestranný odhad. Tato kapitola cˇerpá prˇede-
vším z [1, 2, 8].
Nejpoužívaneˇjší z dále uvedených metod je zejména díky znacˇné efektiviteˇ dosaho-
vané prˇi odhadu pravdeˇpodobností rˇídkých jevu˚ technika importance sampling. Této me-
todeˇ a jejím variantám je tedy veˇnována nejveˇtší pozornost.
Definice 4.1 umožnˇuje sjednocení pojmu˚ pravdeˇpodobnostní funkce diskrétní NV a
hustota pravdeˇpodobnosti spojité NV, pochází z [8, str. 3] a z ní vycházející znacˇení je
používáno i v dalších publikacích, naprˇíklad [1, 2]. Mnohdy je místo µ (dx) psáno pro
zjednodušení pouze dx.
Definice 4.1. Rozdeˇlení pravdeˇpodobnosti náhodného vektoru X je chápáno jako
míra ν (B) = P (X ∈ B), kdeB ∈ B. (SymbolB znacˇí σ-algebru borelovských množin
nad Rn, viz [9].)
Je-li f pravdeˇpodobnostní funkcí diskrétního náhodného vektoruX , nebo husto-
tou pravdeˇpodobnosti spojitého náhodného vektoru X , platí
ν (B) =
ˆ
B
f (x)µ (dx) .
V diskrétním prˇípadeˇ je µ aritmetickou mírou a ve spojitém prˇípadeˇ se jedná o Lebes-
gueovu míru. Funkce f bude dále ve spojitém i diskrétním prˇípadeˇ nazývána husto-
tou pravdeˇpodobnosti a strˇední hodnota náhodné velicˇiny g (X), kde g je meˇrˇitelná
funkce, bude zapisována jako
E (g (X)) =
ˆ
g (x) f (x)µ (dx) .
4.1 Metoda antitetických náhodných velicˇin
Definice 4.2. Náhodné velicˇiny Y a Y ∗ tvorˇí antitetickou dvojici, jestliže pochází ze
stejného rozdeˇlení a jsou negativneˇ korelované.
Metoda antitetických náhodných velicˇin je založena na následující veˇteˇ.
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Veˇta 4.3 (Antitetický estimátor). Necht’
• Y je náhodná velicˇina,
• (Y1, Y ∗1 ) , . . . ,

YN
2
, Y ∗N
2

, kde N je sudé, jsou nezávislé antitetické dvojice,
• ∀k ∈ 1, . . . , N2  mají náhodné velicˇiny Yi a Y ∗i stejné rozdeˇlení jako Y .
Pak antitetický estimátor
ℓ(a) = 1
N
N/2
k=1
(Yk + Y
∗
k ) (4.1)
je nestranným odhadem ℓ = EY a pro jeho rozptyl platí
Var
ℓ(a) = Var (Y )
N
(1 + ρY,Y ∗) .
Du˚kaz. Pro strˇední hodnotu estimátoru platí
E
ℓ(a) = E
 1
N
N/2
k=1
(Yk + Y
∗
k )
 = 1
N
N/2
k=1
(EYk + EY ∗k ) =
1
N
N/2
k=1
(2 · EY ) = EY = ℓ,
ℓ(a) je tedy nestranným odhadem ℓ. Pro dokoncˇení du˚kazu zbývá urcˇit rozptyl estimá-
toru,
Var
ℓ(a) = Var
 1
N
N/2
k=1
(Yk + Y
∗
k )
 = 1
N2
N/2
k=1
(VarYk +VarY
∗
k + 2Cov (Yk, Y
∗
k )) =
=
1
N
(VarY +Cov (Y, Y ∗)) =
Var (Y )
N
(1 + ρY,Y ∗) .
Podle veˇty 4.3 je rozptyl odhadu ℓ(a) prˇímo úmeˇrný hodnoteˇ 1+ρY,Y ∗ , prˇicˇemž ρY,Y ∗ ∈
⟨−1, 0). Nejveˇtší efektivity tedy metoda antitetických náhodných velicˇin dosáhne, pokud
budou náhodné velicˇiny Y a Y ∗ silneˇ záporneˇ korelované. Zbývá poznamenat, že jistého
snížení výpocˇetní nárocˇnosti oproti metodeˇ MC je dosaženo rovneˇž díky polovicˇnímu
pocˇtu generovaných náhodných cˇísel.
Rˇešme nyní obecnou úlohu 3.1 a prˇedpokládejme navíc, že funkce H : Rn → R je
monotónní v každé složce a že jednotlivé složky náhodného vektoru X pochází z rovno-
meˇrného rozdeˇlení U (0, 1). Následuje algoritmus rˇešení úlohy 3.1 s teˇmito dodatecˇnými
prˇedpoklady pomocí metody antitetických náhodných velicˇin.
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Algoritmus 4.4 (Metoda antitetických náhodných velicˇin).
1. Vygenerování náhodného výbeˇru X1, . . . ,X N
2
z U (0, 1).
2. Výpocˇet hodnot Y1 = H (X1) , . . . , YN
2
= H

X N
2

a Y ∗1 = H (1−X1) , . . . , Y ∗N
2
=
H

1−X N
2

.
3. Odhad hodnoty ℓ výbeˇrovým pru˚meˇrem z náhodné velicˇiny
Y + Y ∗
2
,
tedy nestranným odhadem (4.1).
4. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ℓ.
Podle (3.5) je (1− α) 100% intervalem spolehlivosti pro parametr ℓ intervalℓ(a) − z1−α
2
σ
N
2
, ℓ(a) + z1−α
2
σ
N
2
 .
Zbývá tedy urcˇit smeˇrodatnou odchylku σ jako odmocninu z rozptylu,
Var

1
2
(Y + Y ∗)

=
1
4
Var (Y + Y ∗) =
1
4
(VarY +VarY ∗ + 2Cov (Y, Y ∗)) =
=
1
4
(VarY +VarY ∗ + 2Cov (Y, Y ∗)) ,
σ =

Var

1
2
(Y + Y ∗)

=
1
2

VarY +VarY ∗ + 2Cov (Y, Y ∗).
Podobneˇ jako v prˇípadeˇ (3.6) lze neznámé hodnoty rozptylu a kovariance nahradit hod-
notami prˇíslušných výbeˇrových charakteristik a urcˇit tak odhad intervalu spolehlivosti.
Metod, jak zajistit, aby náhodné velicˇiny Y a Y ∗ tvorˇily antitetickou dvojici, existuje
více, naprˇíklad lze využít symetrii normálního rozdeˇlení. Jestliže X ∼ N µ,σ2 a H je
monotónní v každé složce, lze dokázat, že Y = H (X) a Y ∗ = H (2µ−X) tvorˇí antite-
tickou dvojici, viz [7].
Následuje prˇíklad, jehož zadání je shodné s prˇíkladem 3.4, tentokrát je však rˇešen
pomocí metody antitetických náhodných velicˇin.
Prˇíklad 4.5 (PERT, cˇást 2). Úkolem je nalézt s použitím algoritmu 4.4 odhad hodnoty
ℓ = E (H (X)) = E (max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5, X7})
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se spolehlivostí 1 − α = 0.95. Je snadné oveˇrˇit, že funkce H je v každé složce neklesající.
Algoritmus 4.4 dále pracuje s náhodnou velicˇinou z vícerozmeˇrného rovnomeˇrného roz-
deˇlení, jednotlivé složky náhodného vektoruX ale pochází z exponenciálního rozdeˇlení.
Tento problém lze snadno vyrˇešit pomocí inverzní transformace.
Opeˇt bylo zvoleno N = 106, bylo tedy provedeno N2 náhodných pokusu˚. Pro všechna
k ∈ 1, . . . , N2  byl nejprve vygenerován náhodný vektor Uk, jehož složky pochází
z U (0, 1), a následneˇ vypocˇteny hodnoty Yk = H

F−1 (Uk)

a Y ∗k = H

F−1 (1−Uk)

.
Odhadem hodnoty ℓ je výbeˇrový pru˚meˇr
ℓ(a) = 1
N
N/2
k=1
(Yk + Y
∗
k )
.
= 15.937.
Další výsledky jsou zaznamenány v tabulce 4.1. Výbeˇrový rozptyl náhodného výbeˇru
z náhodné velicˇiny 12 (Y + Y
∗) je prˇibližneˇ 1.5krát nižší než odpovídající výbeˇrový roz-
ptyl v prˇípadeˇ metody MC, pro dosažení stejné prˇesnosti odhadu tedy stacˇí provést
1.5krát méneˇ náhodných pokusu˚.
ℓ(a) s s2 RSD interval spolehlivosti Nε
15.937 6.491 42.1365 4.08 · 10−2% (15.924, 15.950) 1618654
Tabulka 4.1: Výsledky prˇíkladu 4.5 pro N = 106, α = 0.05, ε = 0.01
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Obrázek 4.1: Závislost náhodných velicˇin Y a Y ∗, náhodný výbeˇr o rozsahu 104
Efektivita metody antitetických náhodných velicˇin závisí na korelacˇním koeficientu
ρY,Y ∗ , jeho bodovým odhadem je výbeˇrový korelacˇní koeficient rY,Y ∗ , zde
rY,Y ∗ = −0.314.
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Závislost náhodných velicˇin Y , Y ∗ ilustruje rovneˇž obrázek 4.1. Jednotlivé body grafu
mají sourˇadnice

H

F−1 (Uk)

, H

F−1 (1−Uk)

, k = 1, . . . , 104. △
4.2 Metoda rˇídících velicˇin
Definice 4.6. Náhodná velicˇina C je rˇídící velicˇinou náhodné velicˇiny Y , jestliže C a
Y jsou korelované a strˇední hodnota náhodné velicˇiny C je známa.
Metoda rˇídících velicˇin (anglicky control variables method) vychází z veˇty 4.7. Jedná se
opeˇt o metodu odhadu ℓ = E (Y ), její princip spocˇívá ve využití rˇídící velicˇiny se známou
strˇední hodnotou ke konstrukci náhodné velicˇiny, která je rovneˇž nestranným odhadem
hodnoty ℓ, ale jejíž rozptyl je nižší než rozptyl Y .
Veˇta 4.7. Necht’
• Y je náhodná velicˇina a C je rˇídící velicˇinou Y ,
• Y1, Y2, . . ., YN jsou navzájem nezávislé realizace náhodné velicˇiny Y ,
• C1, C2, . . ., CN jsou odpovídající realizace rˇídící velicˇiny C,
• E (C) = ℓ(c).
Pak estimátor ℓ(c) = 1
N
N
k=1

Yk − γ

Ck − ℓ(c)

, (4.2)
kde γ ∈ R, je nestranným odhadem ℓ = E (Y ) a pro jeho rozptyl platí
min
γ∈R
Var
ℓ(c) = Var (Y )
N

1− ρ2Y,C

,
prˇicˇemž
argmin
γ∈R
Var
ℓ(c) = Cov (Y,C)
Var (C)
.
Du˚kaz. Pro strˇední hodnotu estimátoru platí
E
ℓ(c) = E 1
N
N
k=1

Yk − γ

Ck − ℓ(c)

=
1
N
N
k=1
E (Y ) = E (Y ) ,
ℓ(c) je tedy nestranným odhadem ℓ.
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Pro rozptyl estimátoru platí
Var
ℓ(c) = Var 1
N
N
k=1

Yk − γ

Ck − ℓ(c)

=
=
1
N2
N
k=1

VarYk + γ
2Var (Ck)− 2γ Cov (Yk, Ck)

=
=
1
N

VarY + γ2Var (C)− 2γ Cov (Y,C) .
Hodnotu γ, která minimalizuje Varℓ(c), lze nyní urcˇit snadno,
d
dγ

1
N

VarY + γ2Var (C)− 2γ Cov (Y,C) = 0⇒ γ = Cov (Y,C)
Var (C)
.
Minimální hodnotou rozptylu estimátoru je tedy
min
γ∈R
Var
ℓ(c) = 1
N

VarY + γ2Var (C)− 2γ Cov (Y,C) =
=
1
N

VarY +

Cov (Y,C)
Var (C)
2
Var (C)− 2Cov (Y,C)
Var (C)
Cov (Y,C)

=
=
1
N

1− (Cov (Y,C))
2
Var (C)VarY

VarY =
VarY
N

1− ρ2Y,C

Rozptyl estimátoru ℓ(c) je prˇímo úmeˇrný hodnoteˇ 1− ρ2Y,C , cˇím je tedy korelace mezi
náhodnými velicˇinami Y a C silneˇjší, tím veˇtší efektivity metoda rˇídících velicˇin dosáhne.
Algoritmus rˇešení obecné úlohy 3.1 pomocí metody rˇídících velicˇin je následující:
Algoritmus 4.8 (Metoda rˇídících velicˇin).
1. Vygenerování náhodného výbeˇruX1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hus-
toteˇ f .
2. Výpocˇet hodnot Y1 = H (X1) , . . . , YN = H (XN ) a C1 = H(c) (X1) , . . . , CN =
H(c) (XN ).
3. Stanovení odhadu γ optimálního koeficientu γ pomocí výbeˇrové kovariance a vý-
beˇrového rozptylu.
4. Odhad hodnoty ℓ výbeˇrovým pru˚meˇrem z náhodné velicˇiny
Y − γ

C − ℓ(c)

,
tedy nestranným odhadem (4.2).
26
5. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ℓ.
Podle (3.5) je (1− α) 100% intervalem spolehlivosti pro parametr ℓ intervalℓ(c) − z1−α
2
σ√
N
, ℓ(c) + z1−α
2
σ√
N

.
Smeˇrodatná odchylka σ je odmocninou rozptylu náhodné velicˇiny Y − γ C − ℓ(c),
σ2 = Var (Y ) + γ2Var (C)− 2γ Cov (Y,C) =
= Var (Y ) +

Cov (Y,C)
Var (C)
2
Var (C)− 2(Cov (Y,C))
2
Var (C)
=
= Var (Y )− Cov
2 (Y,C)
Var (C)
.
Pro získání odhadu smeˇrodatné odchylky stacˇí opeˇt nahradit rozptyl a kovarianci prˇí-
slušnými výbeˇrovými charakteristikami.
Poznámka 4.9. Necht’ náhodná velicˇina Y je nestranným odhadem hodnoty ℓ. K sestavení
náhodné velicˇiny Yγ , která je nestranným odhadem ℓ a má zárovenˇ menší rozptyl než
náhodná velicˇina Y , lze rovneˇž použít více rˇídících velicˇin. Za prˇedpokladu použití m >
1 rˇídících velicˇin prˇejde lineární vztah pro konstrukci náhodné velicˇiny Yγ do tvaru
Yγ = Y − γT

C − ℓ(c)

, (4.3)
kde γ ∈ Rm, C = (C1, . . . Cm)T je vektor rˇídících velicˇin a ℓ(c) je vektor strˇedních hod-
not jednotlivých rˇídících velicˇin v odpovídajícím porˇadí. Náhodná velicˇina Yγ je zrˇejmeˇ
nestranným odhadem ℓ a podobneˇ jako v prˇípadeˇ jedné rˇídící velicˇiny lze dokázat, že
min
γ∈Rm
Var (Yγ) =

1−R2Y,C

Var (Y )
a
argmin
γ∈Rm
Var (Yγ) = Σ
−1
C σY,C ,
kde σY,C = (σY,C1 , . . . , σY,Cm)
T , ΣC ∈ Rm×m znacˇí kovariancˇní matici náhodného vek-
toru C a
R2Y,C =
1
Var (Y )
(σY,C)
T Σ−1C σY,C .
Následuje prˇíklad se stejným zadáním jako 3.4, rˇešený pomocí metody rˇídících veli-
cˇin.
Prˇíklad 4.10 (PERT, cˇást 3). Hledáme odhad hodnoty
ℓ = E (H (X)) = E (max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5, X7})
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se spolehlivostí 1 − α = 0.95. Náhodná velicˇina Y = H (X) je délkou kritické cesty.
Porovnáme-li ocˇekávané délky jednotlivých cest z bodu A do bodu B, lze prˇedpokládat,
že s vysokou pravdeˇpodobností bude kritickou cestou cesta tvorˇená cˇinnostmi 3, 4 a 6.
Dá se tedy ocˇekávat silná korelace mezi délkou kritické cesty a délkou cesty tvorˇené cˇin-
nostmi 3, 4 a 6. Jako rˇídící velicˇinu náhodné velicˇiny Y tedy zvolíme náhodnou velicˇinu
C = H(c) (X) = X3 +X4 +X6.
Jelikož E (X3) = 3, E (X4) = 4 a E (X6) = 6, pro strˇední hodnotu náhodné velicˇiny C
platí
ℓ(c) = E (C) = E (X3 +X4 +X6) = E (X3) + E (X4) + E (X6) = 3 + 4 + 6 = 13.
Nyní již lze prˇejít k simulaci. Nejprve vygenerujeme náhodný výbeˇrX1, . . . ,XN , kde
N = 106. Z tohoto náhodného výbeˇru dále vypocˇteme hodnoty Y1 = H (X1) , . . . , YN =
H (XN ) a C1 = H(c) (X1) , . . . , CN = H(c) (XN ) a dále urcˇíme odhad γ ideálního para-
metru γ pomocí výbeˇrových charakteristik, zde
γ =
qY,C
s2C
.
= 0.779,
kde qY,C znacˇí výbeˇrovou kovarianci Y a C a s2C znacˇí výbeˇrový rozptyl C. Odhad hod-
noty ℓ stanovíme jako
ℓ(c) = 1
N
N
k=1

Yk − γ

Ck − ℓ(c)

.
= 15.933.
Ostatní výsledky jsou uvedeny v tabulce 4.2. Výbeˇrový rozptyl náhodné náhodného
výbeˇru z Y − γ C − ℓ(c) je prˇibližneˇ 2.5krát nižší než odpovídající výbeˇrový rozptyl
v prˇípadeˇ metody MC, pro dosažení stejné prˇesnosti odhadu tedy stacˇí provést 2.5krát
méneˇ náhodných pokusu˚.
dimenze C ℓ(c) s s2 RSD interval spolehlivosti Nε
1 15.936 4.918 24.187 0.031 (15.926, 15.945) 929138
4 15.932 3.215 10.336 0.020 (15.926, 15.939) 397037
Tabulka 4.2: Výsledky prˇíkladu 4.5 pro N = 106, α = 0.05, ε = 0.01
Efektivita metody rˇídících velicˇin závisí na korelacˇním koeficientu ρY,C , výbeˇrový ko-
relacˇní koeficient rY,C má v tomto prˇípadeˇ hodnotu
rY,C = 0.778.
Závislost náhodných velicˇin Y , C znázornˇuje graf na obrázku 4.2. Jednotlivé body tohoto
grafu mají sourˇadnice [Yk, Ck], kde k = 1, . . . , 104.
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Obrázek 4.2: Závislost náhodných velicˇin Y a C, náhodný výbeˇr o rozsahu 104
Další možností je použít více rˇídících velicˇin, viz poznámka 4.9. Zde se nabízí jako
další rˇídící velicˇiny využít délky ostatních cest z bodu A do bodu B, tedy
C = (X1 +X2 +X6, X3 +X4 +X6, X3 +X5, X7)
a ℓ(c) = (9, 13, 8, 7). I v tomto prˇípadeˇ bylo provedeno N = 106 náhodných pokusu˚, vý-
sledky simulace jsou uvedeny v posledním rˇádku tabulky 4.2. Rozptyl tohoto estimátoru
je prˇibližneˇ 6krát nižší než rozptyl MC estimátoru.
K porovnání metody MC a obou variant metody rˇídících velicˇin byla celá simulace
o rozsahu N = 106 zopakována 1000krát, výsledné odhady hodnoty ℓ ukazují histo-
gramy na obrázku 4.3.
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Obrázek 4.3: Histogramy odhadu˚ hodnoty ℓ získaných z 103 simulací
△
Metoda rˇídících velicˇin bude nyní aplikována na data získaná simulací simulaci DEDS
Stejná simulace byla v prˇedchozí kapitole vyhodnocována pomocí metody MC.
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Prˇíklad 4.11 (Systém hromadné obsluhy, cˇást 3). Jedná se o systém hromadné obsluhy
z prˇíkladu 3.5, parametry úlohy zu˚stávají stejné. Byly použity trˇi rˇídící velicˇiny, a to pru˚-
meˇry všech náhodných cˇísel, která byla beˇhem jednoho beˇhu simulace vygenerována
postupneˇ z rozdeˇlení Exp (1), Weib

3 · (Γ (1.5))−1 , 2

a Weib

0.5 · (Γ (1.5))−1 , 2

. Díky
zvolenému zpu˚sobu ukoncˇení simulace byl v každém pokusu vygenerován stejný pocˇet
náhodných cˇísel. Pro strˇední hodnoty teˇchto rˇídících velicˇin platí ℓ(c) = (1, 3, 0.5).
S použitím teˇchto rˇídících velicˇin byla pru˚meˇrná doba, kterou zákazník stráví na cˇer-
pací stanici, odhadnuta hodnotou ℓ = 3.910. Pro výbeˇrový rozptyl odhadu platí
s2 = 9.458 · 10−3,
oproti MC estimátoru byl tedy rozptyl snížen prˇibližneˇ 3.6krát. Odhadem 95% intervalu
spolehlivosti pro parametr ℓ je interval (3.908, 3.912). △
4.3 Podmíneˇná metoda Monte Carlo
Tato metoda redukce rozptylu bývá v literaturˇe, naprˇ [2], oznacˇována také jako Rao-
Blackwellizace, je založena na poznatku
E [E (Y |Z)] = E (Y ) , (4.4)
kde Y je náhodná velicˇina a Z náhodný vektor, a na následující veˇteˇ.
Veˇta 4.12. Necht’ Y je náhodná velicˇina a Z náhodný vektor. Pak
Var (Y ) = E (Var (Y |Z)) + Var (E (Y |Z)) . (4.5)
Du˚kaz. Pro du˚kaz (4.5) stacˇí dosadit vztahy Var (X) = E

X2
− (EX)2 a (4.4), platí
E (Var (Y |Z)) + Var (E (Y |Z)) = E E Y 2|Z− (E (E (Y |Z)))2 =
= E

Y 2
− (EY )2 = Var (Y ) .
Du˚sledek 4.13. Necht’ Y je náhodná velicˇina a Z náhodný vektor, pak
Var (E (Y |Z)) ≤ Var (Y ) .
Podmíneˇná metoda Monte Carlo bude rovneˇž použita k odhadu hodnoty ℓ = EY .
Spocˇívá v nalezení takové náhodné velicˇiny nebo náhodného vektoru Z, že E (Y |Z) lze
spocˇíst analyticky. Strˇední hodnotu E (Y |Z = z) by tedy meˇlo být možné snadno urcˇit
pro libovolnou hodnotu z. Z poznatku (4.4) vyplývá, že E (Y |Z) je nestranným odhadem
ℓ. Podle du˚sledku 4.13 se navíc nemu˚že stát, že by odhad získaný pomocí podmíneˇné
metody MC meˇl vyšší rozptyl než odhad získaný pomocí základní metody MC.
Následuje algoritmus pro rˇešení obecné úlohy 3.1 pomocí podmíneˇné metody Monte
Carlo.
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Algoritmus 4.14 (Podmíneˇná metoda MC).
1. Vygenerování náhodného výbeˇru Z1, . . ., ZN z pravdeˇpodobnostního rozdeˇlení
o hustoteˇ g.
2. Analytický výpocˇet E (H (X) |Zk) pro všechna k = 1, . . . , N .
3. Odhad hodnoty ℓ výbeˇrovým pru˚meˇrem z náhodné velicˇiny E (H (X) |Z), tedy
nestranným odhadem
ℓc = 1
N
N
k=1
E (H (X) |Zk) .
4. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ℓ.
Odhadem (1− α) 100% intervalu spolehlivosti pro parametr ℓ je intervalℓc − z1−α
2
s√
N
, ℓc + z1−α
2
s√
N

,
výbeˇrovou smeˇrodatnou odchylku s lze urcˇit podobneˇ jako v prˇípadeˇ metody MC po-
mocí vztahu
s =
 1
N − 1
N
k=1

E (H (X) |Zk)− ℓc2.
Použití podmíneˇné metody MC bude nyní ilustrováno na prˇíkladu 3.4.
Prˇíklad 4.15 (PERT, cˇást 4). Hledáme opeˇt odhad hodnoty
ℓ = E (H (X)) ,
kde
H (X) = max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5, X7} .
Systémovou funkci lze zapsat rovneˇž v alternativním tvaru
H (X) = max {max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5} , X7} ,
práveˇ tento tvar využijeme ke konstrukci náhodné velicˇiny Z, volme tedy
Z = max {X1 +X2 +X6, X3 +X4 +X6, X3 +X5} . (4.6)
Dále je trˇeba analyticky vypocˇíst E (H (X) |Z), platí
E (H (X) |Z = z) = E (max {Z,X7} |Z = z) = E (max {z,X7}) .
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Uvažujme nyní libovolné pevneˇ zvolené z ∈ R a sestavme distribucˇní funkci F náhodné
velicˇiny max {z,X7}. Platí
F (y) = P (X7 < y) · P (z < y) =

1− e−λ7y

· P (z < y) .
Hledaným analytickým vyjádrˇením hodnoty E (H (X) |Z = z) je tedy funkce
E (H (X) |Z = z) = z + 1
λ7
e−λ7z. (4.7)
Simulace spocˇívá ve vygenerování náhodného výbeˇru X1, . . . ,XN , výpocˇtu hodnot
Z1, . . . , ZN pomocí vztahu (4.6) a následneˇ hodnot E (H (X) |Z1) , . . . ,E (H (X) |ZN ) po-
mocí vztahu (4.7). V tomto prˇípadeˇ bylo provedeno N = 106 náhodných pokusu˚. Odha-
dem hodnoty ℓ je
ℓc = 1
N
N
k=1
E (H (X) |Zk) .= 15.934.
Výbeˇrový rozptyl náhodného výbeˇru z E (H (X) |Z) je nyní prˇibližneˇ 1.34krát nižší než
v prˇípadeˇ metody MC. Ostatní výsledky jsou uvedeny v tabulce 4.3.
ℓc s s2 RSD interval spolehlivosti Nε cˇas simulace
15.934 6.758 45.667 0.042% (15.920, 15.947) 1754292 0.359 s
Tabulka 4.3: Výsledky prˇíkladu 4.15 pro N = 106, α = 0.05, ε = 0.01
△
4.4 Importance sampling
Cˇasto používanou technikou redukce rozptylu je tzv. importance sampling (dále IS). V prˇí-
kladech na konci této sekce bude ukázáno, že pomocí IS lze dosáhnout znacˇné redukce
rozptylu zejména prˇi odhadu pravdeˇpodobnosti rˇídkých jevu˚.
Metoda IS spocˇívá ve zvolení nového rozdeˇlení pravdeˇpodobnosti, z neˇhož jsou gene-
rovány vzorky. Toto nové rozdeˇlení by meˇlo uprˇednostnˇovat tzv. du˚ležité vzorky. Naprˇí-
klad v prˇípadeˇ rˇešení pohotovosti vysoce spolehlivých systému˚ je prˇi generování vzorku˚
z pu˚vodního pravdeˇpodobnostního rozdeˇlení dosaženo chybového stavu pouze ve ve-
lice nízkém procentu prˇípadu˚, pro odhad spolehlivosti s dostatecˇnou prˇesností je tedy
trˇeba provést mnoho pokusu˚. V tomto prˇípadeˇ jsou „du˚ležitými vzorky“, které se me-
toda snaží uprˇednostnit, práveˇ ty stavové vektory, pro neˇž je dosaženo chybového stavu
systému.
Pomocí této metody bude opeˇt rˇešena obecná úloha 3.1. Úkolem je tedy nalézt
ℓ = Ef (H (X)) =
ˆ
H (x) f (x)µ (dx) ,
kde H je výkonnostní funkce. Index f zde znacˇí strˇední hodnotu vzhledem k hustoteˇ
pravdeˇpodobnosti f náhodné velicˇiny X .
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Metoda pracuje rovneˇž s hustotou pravdeˇpodobnosti g, jež musí splnˇovat podmínku
g (x) = 0⇒ H (x) f (x) = 0. (4.8)
S využitím g lze ℓ zapsat jako
ℓ =
ˆ
H (x)
f (x)
g (x)
g (x)µ (dx) = Eg

H (X)
f (X)
g (X)

.
Veˇta 4.16 (IS estimátor). Necht’
• f je hustota pravdeˇpodobnosti,
• g je hustota pravdeˇpodobnosti splnˇující (4.8),
• H je výkonnostní funkce,
• X1, X2, . . ., XN jsou navzájem nezávislé realizace náhodného vektoru X ∼ g.
Pak IS estimátor ℓ = 1
N
N
i=1
H (Xi)
f (Xi)
g (Xi)
(4.9)
je nestranným odhadem ℓ = Ef (H (X)).
Du˚kaz. Estimátor ℓ je nestranným odhadem ℓ, nebot’
Eg
ℓ = Eg  1
N
N
i=1
H (Xi)
f (Xi)
g (Xi)

=
1
N
N
i=1
Eg

H (X)
f (X)
g (X)

= ℓ.
Hustoteˇ pravdeˇpodobnosti g se rˇíká IS hustota, rozdeˇlení pravdeˇpodobnosti, které IS
hustota definuje, se rˇíká IS rozdeˇlení a pomeˇr obou hustot pravdeˇpodobnosti
W (x) =
f (x)
g (x)
se nazývá likelihood ratio (dále LR). Pokud f = g, platí W ≡ 1 a odhad (4.9) prˇejde do
tvaru (3.2), jedná se tedy o MC estimátor.
Algoritmus metody IS lze shrnout do následujících kroku˚.
Algoritmus 4.17 (Metoda IS).
1. Vygenerování náhodného výbeˇruX1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hus-
toteˇ g, která splnˇuje podmínku (4.8).
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2. Výpocˇet hodnot Y1 = H (X1)
f(X1)
g(X2)
, . . . , YN = H (XN )
f(XN )
g(XN )
.
3. Odhad hodnoty ℓ výbeˇrovým pru˚meˇrem z náhodné velicˇiny
Y = H (X)
f (X)
g (X)
,
tedy nestranným odhadem (4.9).
4. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ℓ jakoℓ− z1−α
2
s√
N
, ℓ+ z1−α
2
s√
N

,
kde s je výbeˇrová smeˇrodatná odchylka náhodného výbeˇru Y1, . . . , YN .
Poznámka 4.18 (Náhodný vektor s nezávislými složkami). Jestliže jsou jednotlivé složky
náhodného vektoru X nezávislé, platí pro jeho sdruženou hustotu pravdeˇpodobnosti
f (x) =
n
j=1
fj (xj) , g (x) =
n
j=1
gj (xj)
a vzorec (4.9) pro odhad strˇední hodnoty ℓ prˇejde do tvaru
ℓ = 1
N
N
i=1
H (Xi)

j∈I
fj (Xij)
gj (Xij)
,
kde I = {j ∈ {1, . . . , n} : fj ̸= gj} a Xij je j-tá složka vektoru Xi.
Prˇi praktickém použití metody IS bývá množina I (tzv. množina du˚ležitých kompo-
nent) cˇasto ostrou podmnožinou množiny {1, 2, . . . , n}, do LR jsou tak zahrnuty pouze
neˇkteré složky náhodného vektoru X .
Dále budou v této práci používány pouze náhodné vektory, jejichž jednotlivé složky
jsou nezávislé. Vícerozmeˇrným rozdeˇlením pravdeˇpodobnosti tedy bude vždy myšleno
rozdeˇlení s nezávislými složkami.
Nyní nastává du˚ležitá otázka, jak zvolit hustotu pravdeˇpodobnosti g. Na rozdíl od
podmíneˇné metody MC, jejíž použití vede oproti základní metodeˇ MC vždy k estimátoru
s nižším nebo stejným rozptylem, mu˚že v prˇípadeˇ metody IS nevhodná volba g zvýšit
rozptyl estimátoru a snížit tak efektivitu simulace.
4.4.1 Optimální hustota pravdeˇpodobnosti
Hustota pravdeˇpodobnosti g by meˇla být zvolena tak, aby rozptyl náhodné velicˇiny Y =
H (X)W (X) byl minimální.
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Veˇta 4.19. Necht’ f je hustota pravdeˇpodobnosti náhodného vektoru X , H je výkonnostní
funkce a g je IS hustota splnˇující podmínku (4.8).
Pak
Varg

H (X)
f (X)
g (X)

(4.10)
nabývá svého minima pro funkci
argmin
g
Varg

H (X)
f (X)
g (X)

=
|H (x)| f (x)´ |H (x)| f (x)µ (dx)
ozn.
= g∗ (x) . (4.11)
Du˚kaz. Pro du˚kaz veˇty bude použit vztah VarX = E

X2
 − (EX)2 a z neˇj plynoucí
nerovnost E

X2
 ≥ (EX)2. Pro všechny prˇípustné funkce g platí
Varg

H (X)
f (X)
g (X)

= Eg

H (X)
f (X)
g (X)
2
−

Eg

H (X)
f (X)
g (X)
2
=
= Eg

|H (X)| f (X)
g (X)
2
−
ˆ
H (x) f (x)µ (dx)
2
.
Výraz
´
H (x) f (x)µ (dx)
2 nezávisí na funkci g, minimalizace výrazu (4.10) tedy od-
povídá minimalizaci výrazu
Eg

|H (X)| f (X)
g (X)
2
. (4.12)
Pro (4.12) platí
Eg

|H (X)| f (X)
g (X)
2
≥

Eg

|H (X)| f (X)
g (X)
2
=
=
ˆ
|H (x)| f (x)µ (dx)
2
=
ˆ
|H (x)| f (x)
ˆ
|H (y)| f (y)µ (dy)µ (dx) =
=
ˆ
H2 (x) f2 (x)
´ |H (y)| f (y)µ (dy)
|H (x)| f (x) µ (dx) =
ˆ
H2 (x)
f2 (x)
|H(x)|f(x)´ |H(y)|f(y)µ(dy)
µ (dx) .
Jelikož pro všechny prˇípustné funkce g platí
ˆ
H2 (x)
f2 (x)
g (x)
µ (dx) = Eg

|H (X)| f (X)
g (X)
2
≥
ˆ
H2 (x)
f2 (x)
|H(x)|f(x)´ |H(y)|f(y)µ(dy)
µ (dx) ,
výraz (4.10) zrˇejmeˇ nabývá minima pro funkci g∗ (x).
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Du˚sledek 4.20. Pokud H (x) ≥ 0, zrˇejmeˇ platí
g∗ (x) =
H (x) f (x)
ℓ
(4.13)
a navíc
Varg∗
ℓ = Varg∗ (H (X)W (X)) = Varg∗ (ℓ) = 0.
Hustota pravdeˇpodobnosti (4.11) se nazývá optimální IS hustotou. Jedná se ovšem
pouze o teoretickou optimální funkci, jelikož závisí na hledané hodnoteˇ ℓ, není možné ji
vyjádrˇit prˇedem.
Poznámka 4.21 (Degenerace LR, viz [1]). Cˇastým problémem, který se objevuje prˇi redukci
rozptylu pomocí metody IS, je tzv. degenerace LR. Nastává zejména prˇi rˇešení úloh vyšší
dimenze. Je-li pro neˇkteré realizace Xi náhodného vektoru X hodnota f (Xi) nezane-
dbatelná a hodnota g (Xi) blízká nule, je pro tyto vektory Xi pomeˇr W (Xi) vysoký.
Naopak pro jiné realizace Xi mu˚že být hodnota f (Xi) blízká nule a hodnota g (Xi) vy-
soká, jejich pomeˇr W (Xi) je pak blízký nule. Prˇi takové volbeˇ IS rozdeˇlení má náhodná
velicˇina W (X) vysoký rozptyl vzhledem k g.
4.4.2 Metoda minimalizace rozptylu
Metoda minimalizace rozptylu, dále VM (z anglického variance minimization), je metodou
výbeˇru IS hustoty g. Je obvyklé volit hustotu pravdeˇpodobnosti g ze stejné pravdeˇpodob-
nostní rodiny, z níž pochází hustota pravdeˇpodobnosti f .
Necht’ hustota pravdeˇpodobnosti f závisí na parametru (cˇi vektoru˚ parametru˚) θ,
lze ji tedy znacˇit f (·;θ). Nová hustota pravdeˇpodobnosti bude hledána mezi funkcemi
z množiny
{f (·;η) ,η ∈ Θ} ,
které splnˇují podmínku
f (x;η) = 0⇔ f (x;θ) = 0. (4.14)
Problém hledání funkce g tak prˇechází v rˇešení minimalizacˇní úlohy
min
η∈Θ
Varη (H (X)W (X;θ,η)) ,
kde
W (X;θ,η) =
f (X;θ)
f (X;η)
,
Varη znacˇí rozptyl vzhledem k hustoteˇ f (x;η) a Eη znacˇí strˇední hodnotu vzhledem
k hustoteˇ f (x;η). Podobneˇ jako v du˚kazu veˇty 4.19 lze odvodit, že
min
η∈Θ
Varη (H (X)W (X;θ,η)) = min
η∈Θ
Eθ

H2 (X)W (X;θ,η)

.
Hledanou hodnotu
η∗ = argmin
η∈Θ
Eθ

H2 (X)W (X;θ,η)

(4.15)
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je možné odhadnout simulacˇneˇ pomocí nahrazení strˇední hodnoty prˇíslušným výbeˇro-
vým pru˚meˇrem.
Jelikož pro vektor parametru˚ ζ ∈ Θ platí
Eθ

H2 (X)
f (X;θ)
f (X;η)

= Eζ

H2 (X)
f (X;θ)
f (X;η)
f (X;θ)
f (X; ζ)

,
lze hodnotu η∗ lze zapsat rovneˇž vztahem
η∗ = argmin
η∈Θ
Eζ

H2 (X)W (X;θ,η)W (X;θ, ζ)

.
Díky tomuto zápisu lze proces minimalizace rozptylu formulovat jako iteracˇní metodu.
Algoritmus 4.22 (Iteracˇní metoda minimalizace rozptylu).
1. Zvolit pocˇátecˇní vektor parametru˚ η(0), naprˇíklad η(0) = θ, nastavit k = 1.
2. Vygenerovat náhodný výbeˇr X1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hustoteˇ
f
·;η(0).
3. Urcˇit
η(k) = argmin
η∈Θ
1
N
N
k=1

H2 (Xk)W (Xk;θ,η)W

X;θ,η(k−1)

(4.16)
naprˇíklad pomocí vhodných numerických metod.
4. Není-li splneˇna ukoncˇující podmínka, navýšit iteracˇní promeˇnnou k o 1 a pokracˇo-
vat krokem 2.
5. Aproximovat optimální vektor η∗ vektorem η(k) a použít hustotu pravdeˇpodob-
nosti f

X;η(k)

jako IS hustotu prˇi rˇešení úlohy 3.1 pomocí algoritmu 4.17.
Ukoncˇující podmínkou metod pro odhad parametru˚ IS hustoty mu˚že být naprˇíklad
dosažení prˇedem stanoveného pocˇtu kroku˚ nebo stagnace metody na urcˇitém vektoru
parametru˚.
4.4.3 Metoda Cross-Entropy
Metoda Cross-Entropy, dále CE, je další možností, jak nalézt IS hustotu, pro níž bude
rozptyl estimátoru (4.9) co nejmenší. Opeˇt prˇedpokládáme, že pu˚vodní hustota pravdeˇ-
podobnosti má tvar f (·;θ) a IS hustota patrˇí do množiny
{f (·;η) ,η ∈ Θ} .
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Tato metoda je založena na minimalizaci Kullback-Leiblerovy divergence hledané IS hus-
toty f (·;η) a optimální IS hustoty g∗ vzhledem k vektoru parametru˚ η ∈ Θ. Je tedy rˇešena
minimalizacˇní úloha
min
η∈Θ
D (g∗, f (·;η)) . (4.17)
Pro Kullback-Leiblerovu divergenci hustot pravdeˇpodobnosti g, f platí
D (g, f) = Eg

ln
g (X)
f (X)

=
ˆ
g (x) ln
g (x)
f (x)
µ (dx) =
=
ˆ
g (x) ln g (x)µ (dx)−
ˆ
g (x) ln f (x)µ (dx) ,
kde výraz
´
g (x) ln g (x)µ (dx) nezávisí na f . Za dodatecˇného prˇedpokladu H (x) ≥
0, díky neˇmuž lze dosadit rovnost 4.13, je tedy minimalizacˇní úloha (4.17) ekvivalentní
úloze maximalizace
max
η∈Θ
ˆ
H (x) f (x;η) ln f (x;η)µ (dx) = max
η∈Θ
Eη (H (X) ln f (X;η)) . (4.18)
Podobneˇ jako v prˇípadeˇ metody VM lze hledanou hodnotu
η∗ = argmax
η∈Θ
Eη (H (X) ln f (X;η))
odhadnout pomocí metody MC a rovneˇž existuje iteracˇní varianta metody CE.
Úloha (4.18) je zrˇejmeˇ ekvivalentní s úlohou
max
η∈Θ
Eζ (H (X)W (X;θ, ζ) ln f (X;η)) ,
s využitím tohoto zápisu lze proces odhadu vektoru η∗ chápat jako iteracˇní metodu, viz
následující algoritmus. [8, str. 69]
Algoritmus 4.23 (Metoda CE). Vstupem algoritmu je pu˚vodní vektor parametru˚ θ.
1. Zvolit pocˇátecˇní vektor parametru˚ η(0), naprˇíklad η(0) = θ. Nastavit k = 1.
2. Vygenerovat náhodný výbeˇr X1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hustoteˇ
f
·,η(k−1).
3. Urcˇit
η(k) = argmax
η
1
N
N
i=1
H (Xi)W

Xi;θ,η
(k−1)

lnf (Xi;η) . (4.19)
4. Není-li splneˇna ukoncˇující podmínka, navýšit iteracˇní promeˇnnou k o 1 a pokracˇo-
vat krokem 2.
5. Použít hustotu pravdeˇpodobnosti f

X;η(k)

jako IS hustotu prˇi rˇešení úlohy 3.1
pomocí algoritmu 4.17.
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Vzorec (4.19) pro aktualizaci vektoru η(k−1) na vektor η(k) lze pro veˇtšinu beˇžneˇ po-
užívaných rozdeˇlení pravdeˇpodobnosti znacˇneˇ zjednodušit, což je výhodou oproti me-
todeˇ VM. Jestliže jsou jednotlivé složky náhodného vektoru X nezávislé, jejich rozdeˇlení
pravdeˇpodobnosti patrˇí do exponenciální rodiny (zkráceneˇ NEF z anglického natural ex-
ponential family) a vektor η(k−1) je strˇední hodnotou prˇíslušného sdruženého rozdeˇlení
pravdeˇpodobnosti, platí pro jednotlivé složky η(k)j vektoru η
(k)
η
(k)
j =
N
i=1H (Xi)W

Xi;θ,η
(k−1)XijN
i=1H (Xi)W

Xi;θ,η(k−1)
 , (4.20)
kde Xij je j-tá složka vektoru Xi, viz [8]. Jedná se naprˇíklad o (vícerozmeˇrné) expo-
nenciální rozdeˇlení parametrizované strˇední hodnotou nebo (vícerozmeˇrné) Bernoulliho
rozdeˇlení.
Podobneˇ v prˇípadeˇ, že náhodný vektor X pochází z (vícerozmeˇrného) Weibullova
rozdeˇlení s pevným parametrem tvaru α = (α1, . . . , αn) a parametrem meˇrˇítka
λ =

η
(k−1)
1
−1
, . . . ,

η(k−1)n
−1
,
lze opeˇt vektor η(k−1) aktualizovat po složkách, platí
η
(k)
j =
N
i=1H (Xi)W

Xi;θ,η
(k−1)XαjijN
i=1H (Xi)W

Xi;θ,η(k−1)
  1αj . (4.21)
Poznámka 4.24 (Vyhlazovací parametr, viz [8, str. 134]). Krok 3 algoritmu 4.23 je možné
nahradit krokem
• Vypocˇíst
η(k) = argmax
η
1
N
N
i=1
H (Xi)W

Xi;θ,η
(k−1)

lnf (Xi;η)
a urcˇit η(k) jako
η(k) = αη(k) + (1− α)η(k−1),
kde α ∈ (0, 1) je prˇedem zvolený vyhlazovací parametr.
K rˇešení prˇíkladu 3.4 bude nyní použita metoda IS s odhadem parametru˚ IS hustoty
pomocí metod CE a VM.
Prˇíklad 4.25 (PERT, cˇást 5). Náhodný vektor X pochází z vícerozmeˇrného exponenciál-
ního rozdeˇlení. Jelikož bude aplikována metoda CE, je vhodné použít parametrizaci po-
mocí strˇední hodnoty, hustotou pravdeˇpodobnosti náhodného vektoru X je tedy funkce
f (x;θ) = exp

−
7
i=1
x
θi

7
i=1
1
θi
,
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kde θ = (1, 2, . . . , 7). Prvním úkolem je tedy nalézt pomocí metody CE vhodnou IS hus-
totu ve tvaru f (x;η). S použitím algoritmu 4.23 a vzorce (4.20) byl získán vektor
η = (1.019, 2.062, 3.459, 4.701, 5.624, 7.848, 8.368) .
Bylo provedeno celkem 10 iterací metody CE, v každé iteraci byl vygenerován náhodný
vektor o rozsahu 104, odhad parametru˚ trval celkem 0.063 s. Pomocí metody minimali-
zace rozptylu byl získán prˇibližneˇ stejný vektor parametru˚
η = (1.007, 2.085, 3.404, 4.781, 5.589, 7.713, 8.350) ,
obecneˇ však metody CE a VM nemusí dojít ke stejnému rˇešení. Odhad parametru˚ pomocí
metody VM trval 11.5 s, bylo provedeno 10 iterací a v každé z nich 103 náhodných po-
kusu˚, pro rˇešení minimalizacˇní úlohy 4.16 byla použita vestaveˇná funkce fminsearch
programu Matlab.
Druhým krokem rˇešení úlohy je aplikace algoritmu 4.17 se získanou IS hustotou
f (x;η). Bylo vykonáno N = 106 náhodných pokusu˚, pro všechna k ∈ {1, . . . , N} byl
nejprve vygenerován vektor Xk z vícerozmeˇrného exponenciálního rozdeˇlení o hustoteˇ
f (x;η) a následneˇ vypocˇteny hodnoty Yk = H (Xk)W (Xk;θ,η), kde W (Xk;θ,η) =
(f (Xk;η))
−1 f (Xk;θ). Nestranným odhadem hodnoty ℓ je výbeˇrový pru˚meˇr
ℓ = 1
N
N
i=k
H (Xk)W (Xk;θ,η)
.
= 15.938.
Další výsledky jsou uvedeny v tabulce 4.4. Výbeˇrový rozptyl s2 je prˇibližneˇ peˇtkrát nižší
než v prˇípadeˇ metody MC, pro dosažení stejné prˇesnosti odhadu tedy stacˇí vykonat peˇt-
krát méneˇ náhodných pokusu˚.
ℓ s s2 RSD interval spolehlivosti Nε
15.938 3.479 12.105 2.18 · 10−2% (15.931, 15.944) 464989
Tabulka 4.4: Výsledky prˇíkladu 4.25 pro N = 106, α = 0.05, ε = 0.01
△
4.4.4 Metoda CE pro kvantifikaci rˇídkých jevu˚
Rˇešme nyní metodou IS s odhadem parametru˚ rozdeˇlení pomocí CE obecnou úlohu 3.7,
která pro vhodnou volbu parametru γ vede na kvantifikaci rˇídkých jevu˚.
Pro odhad parametru˚ by bylo možné použít základní metodu CE, nicméneˇ v prˇípadeˇ
nízké hodnoty ℓ by ve druhém kroku metody mohlo dojít k vygenerování pouze tako-
vých realizací Xi náhodné velicˇiny X , pro které H (Xi) = 0, a nebylo by tak možné
vypocˇíst nový vektor parametru˚ rozdeˇlení. Tento problém lze cˇástecˇneˇ vyrˇešit prˇidáním
kroku
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• Pokud H (X1) = · · · = H (XN ) = 0, opakovat krok 2.
mezi 2. a 3. krok algoritmu. Generování náhodného výbeˇru by tak bylo opakováno, do-
kud by pro neˇkterý ze vzorku˚ neplatilo H (Xi) = 1. Tento postup ale cˇasto zpu˚sobuje
degeneraci LR. Existuje však modifikace metody CE, která tento problém rˇeší efektivneˇ,
spocˇívá v zápisu funkce H (X) jako funkce promeˇnné γ, tedy
H (X) = H (X, γ) = IS(X≥γ),
a použití následujícího algoritmu, viz [1, str. 238].
Algoritmus 4.26 (Metoda CE pro kvantifikaci rˇídkých jevu˚).
1. Zvolit pocˇátecˇní vektor parametru˚ η(0) = θ, nastavit k = 1.
2. Vygenerovat náhodný výbeˇr X1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hustoteˇ
f
·,η(k−1).
3. Vypocˇíst hodnoty S (X1) , . . . , S (XN ) a serˇadit je do posloupnosti S(1) ≤ · · · ≤
S(N). Urcˇit výbeˇrový (1− ρ)-kvantil jako
γk = S(⌈(1−ρ)N⌉).
Pokud γk > γ, nastavit γk = γ.
4. Urcˇit
η(k) = argmax
η
1
N
N
i=1
I{S(Xi)≥γk}W

Xi;θ,η
(k−1)

lnf (Xi;η) .
5. Jestliže γk < γ, navýšit iteracˇní promeˇnnou k o 1 a pokracˇovat krokem 2.
6. Použít hustotu pravdeˇpodobnosti f

X;η(k)

jako IS hustotu prˇi rˇešení úlohy 3.1
pomocí algoritmu 4.17.
Analogicky lze modifikovat také metodu VM a uzpu˚sobit ji tak pro kvantifikaci rˇíd-
kých jevu˚.
S použitím této varianty metod CE a VM bude nyní odhadnuta pravdeˇpodobnost rˇíd-
kého jevu definovaného v prˇíkladu 3.6, kde byla tato pravdeˇpodobnost hledána pomocí
metody MC.
Prˇíklad 4.27 (Nejkratší cesta, cˇást 3). Uvažujme opeˇt systém znázorneˇný na obrázku 2.5
a prˇedpokládejme, že náhodný vektor X pochází z Weibullova rozdeˇlení s parametrem
tvaru α = 2 a parametrem meˇrˇítka
λ = (λ1, . . . , λ6) =

2−1, 4−1, 6−1, 2−1, 4−1, 6−1

.
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Úkolem je urcˇit pomocí metody IS strˇední hodnotu náhodné velicˇiny
H (X) = I{S(X)≥γ},
kde S (X) je výkonnostní funkce, která udává délku nejkratší cesty z A do B, a γ = 16.
Pro odhad parametru˚ IS hustoty byl použit nejprve algoritmus 4.26 s volbou ρ = 10−1
a η(0) = (2, 4, 6, 2, 4, 6). Jelikož byly optimalizovány parametry Weibullova rozdeˇlení,
byl pro jejich aktualizaci použit vzorec (4.21). Do dosažení úrovneˇ γ byly provedeny 4
iterace, prˇicˇemž výbeˇrovému (1− ρ)-kvantilu odpovídaly postupneˇ hodnoty γ1 = 8.34,γ2 = 11.32, γ3 = 13.77 a γ4 = 15.97. Po dosažení úrovneˇ γ = 16 bylo pro zprˇesneˇní dále
provedeno 10 iterací metody CE pomocí algoritmu 4.23. Výsledkem je vektor prˇevráce-
ných hodnot parametru˚ IS hustoty
η = (3.203, 9.904, 13.451, 4.223, 4.150, 6.328) .
Jako IS hustota byla použita hustota Weibullova rozdeˇlení s parametrem tvaru α = 2 a
parametrem meˇrˇítka

η−11 , . . . , η
−1
6

. Bylo provedeno N = 106 náhodných pokusu˚, odha-
dem hodnoty ℓ je ℓ = 5.350 · 10−6. Odhadem 95% intervalu pro parametr ℓ je interval
5.254 · 10−6, 5.446 · 10−6 .
Pro dosažení prˇesnosti ε = 10−7 s pravdeˇpodobností 0.95 by stacˇilo provéstNε = 9.18·105
náhodných pokusu˚, což je prˇibližneˇ 2100krát méneˇ než v prˇípadeˇ metody MC, viz prˇíklad
3.6.
Parametry byly odhadovány také pomocí metody VM prˇizpu˚sobené pro kvantifikaci
rˇídkých jevu˚, byl získán vektor prˇevrácených hodnot parametru˚ IS hustoty
ηVM = (3.161, 9.549, 13.002, 4.091, 4.088, 6.005) .
Použití tohoto vektoru parametru˚ vede k mírneˇ vyšší redukci rozptylu než použití vek-
toru η, metoda VM je ale výpocˇetneˇ nárocˇneˇjší. Tabulka 4.5 porovnává obeˇ varianty me-
tody IS s výsledky získanými pomocí metody MC v prˇíkladu 2.4.
metoda N ℓ s2 RSD Nε redukce
MC 109 5.31 · 10−6 5.31 · 10−6 1.37% 2.04 · 109 1×
IS + CE 106 5.35 · 10−6 2.39 · 10−9 0.91% 9.2 · 105 2093×
IS + VM 106 5.27 · 10−6 2.27 · 10−9 0.90% 8.7 · 105 2200×
Tabulka 4.5: Porovnání výsledku˚ metod MC a IS
△
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5 Analýza citlivosti DE systému˚
Analýza citlivosti vyhodnocuje vliv drobných zmeˇn vstupních parametru˚ systému na
hodnotu ℓ = E (H (X)). Lze tak identifikovat nejvýznamneˇjší komponenty systému.
V rˇecˇi analýzy pohotovosti vysoce spolehlivých systému˚ se jedná o identifikaci kompo-
nent, které nejcˇasteˇji zpu˚sobují poruchy systému. Výsledky analýzy citlivosti tak mohou
sloužit jako podklad pro zdokonalení systému vedoucí ke zvýšení jeho spolehlivosti. Tato
kapitola vychází zejména z [2].
Odhadovaná strˇední hodnota je chápána jako funkce vektoru vstupních parametru˚
θ = (u1, . . . , um), tedy ℓ = ℓ (θ). Úkolem analýzy citlivosti je pak odhadnout gradient
funkce ℓ (θ), který indikuje práveˇ míru vlivu jednotlivých parametru˚ θ1, . . . , θm na vý-
slednou hodnotu ℓ (θ).
Vektor θ mu˚že být vektorem parametru˚ hustoty pravdeˇpodobnosti f (X) n-rozmeˇr-
ného náhodného vektoruX nebo parametru˚ výkonnostní funkce H (X). V obecném prˇí-
padeˇ se jedná o kombinaci obou typu˚ parametru˚, tj. θ = (θ1,θ2), kde θ1 je vektorem
parametru˚ rozdeˇlení a θ2 je vektorem parametru˚ výkonností funkce. V této kapitole tedy
bude rˇešena následující obecná úloha:
Úloha 5.1. Necht’ X = (X1, . . . , Xn) ∈ Rn je náhodný vektor pocházející z rozdeˇlení
pravdeˇpodobnosti o hustoteˇ f (X) = f (X;θ1) a H (X) = H (X;θ2) je výkonnostní
funkce. Urcˇete gradient funkce ℓ (θ) = Eθ1 (H (X;θ2)), kde θ = (θ1,θ2).
Odhad strˇední hodnoty je rovneˇž chápán jako funkce vektoru θ, tedy ℓ = ℓ (θ).
5.1 Metoda centrálních diferencí
Prˇi numerickém odhadu gradientu funkce ℓ (θ) jsou derivace obvykle nahrazovány ko-
necˇnými diferencemi. Je možné použít doprˇedné diference a odhadovat i-tý prvek vek-
toru ∇ℓ (θ) hodnotou
∂ℓ (θ)
∂θi
≈ ℓ (θ + δei)− ℓ (θ)
δ
,
kde δ > 0 a ei je i-tý vektor standardní báze prostoru Rm, nebo centrální diference a
použít tak odhad
∂ℓ (θ)
∂θi
≈ ℓ

θ + δ2ei
− ℓ θ − δ2ei
δ
.
Uvedené odhady nejsou nestranné, s ohledem na vychýlenost má však lepší vlast-
nosti odhad sestavený s využitím centrálních diferencí, v prˇípadeˇ analýzy citlivosti je
tedy obecneˇ preferován. Hodnota δ by meˇla být dostatecˇneˇ nízká, aby nedocházelo k vý-
raznému zkreslení výsledku v du˚sledku vychýlení, nízká hodnota parametru δ však zá-
rovenˇ vede k vysokému rozptylu estimátoru, je tedy trˇeba zvolit vhodný kompromis.
Prˇi implementaci této metody je vhodné využít metodu redukce rozptylu CRN (z an-
glického common random numbers). Metoda CRN slouží k odhadu hodnoty E (Y )−E (Z),
kde Y a Z jsou kladneˇ korelované náhodné velicˇiny. Práveˇ korelace náhodných velicˇin Y
a Z urcˇuje míru redukce rozptylu odhadu. Více o CRN lze nalézt naprˇíklad v [7].
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Parametr θi mu˚že být parametrem rozdeˇlení náhodného vektoru X , nebo paramet-
rem výkonnostní funkce. Oba prˇípady lze sjednotit zavedením funkce
H (U ;θ) = H (X;θ2) = H F−1 (U ;θ1) ;θ2 ,
kde F−1 (U ;θ1) je funkce inverzní ke kumulativní distribucˇní funkci X a U je náhodný
vektor, jehož složky pochází z rovnomeˇrného rozdeˇlení U (0, 1). Nyní lze psát
∂ℓ (θ)
∂θi
≈ E

Y − Z
δ

,
kde Y = H U ;θ + δ2ei a Z = H U ;θ − δ2ei. Nahrazení strˇední hodnoty výbeˇrovým
pru˚meˇrem vede na následující simulacˇní algoritmus pro odhad gradientu funkce ℓ (θ).
Algoritmus 5.2 (Metoda centrálních diferencí s využitím CRN). Vstupem algoritmu je
vhodneˇ zvolená hodnota δ > 0. Pro všechna i ∈ {1, . . . ,m} jsou dále provedeny následu-
jící kroky:
1. Vygenerování náhodného výbeˇru U1, . . . ,UN z U (0, 1).
2. Výpocˇet hodnot Yk = H Uk;θ + δ2ei a Zk = H Uk;θ + δ2ei pro všechna k ∈
{1, . . . , N}.
3. Odhad hodnoty ∂ℓ∂θi (θ) výbeˇrovým pru˚meˇrem z náhodné velicˇiny
Y − Z
δ
,
tedy hodnotou ∂ℓ
∂θi
(θ) ≈ 1
N
N
k=1
Yk − Zk
δ
.
4. Odhad (1− α) 100% intervalu spolehlivosti pro parametr ∂ℓ∂θi (θ).
Hledaným (1− α) 100% intervalem spolehlivosti pro parametr ∂ℓ∂θi (θ) je interval∂ℓ
∂θi
(θ)− z1−α
2
σ√
N
,
∂ℓ
∂θi
(θ) + z1−α
2
σ√
N

,
kde
σ =
1
δ

Var (Y ) + Var (Z)− 2Cov (Y, Z),
odvození je podobné jako v prˇípadeˇ metody antitetických náhodných velicˇin. Odhad
intervalu spolehlivosti lze opeˇt získat nahrazením neznámých hodnot rozptylu a kovari-
ance odpovídajícími výbeˇrovými charakteristikami.
Pomocí algoritmu 5.2 bude dále nalezen odhad gradientu funkce ℓ z prˇíkladu 3.4.
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Prˇíklad 5.3 (PERT, cˇást 6). Projekt je složen ze sedmi cˇinností, doba trvání i-té cˇinnosti
pochází z exponenciálního rozdeˇlení s parametrem θi = i−1. Odhadovaná doba trvání
projektu ℓ mu˚že být chápána jako funkce vektoru θ = (θ1, . . . , θ7), tedy ℓ = ℓ (θ).
Pro odhad gradientu funkce ℓ (θ) v bodeˇ θ =

1−1, . . . , 7−1

byl použit algoritmus 5.2
s volbou δ = 0.01. Výsledkem simulace o rozsahu N = 106 pokusu˚ je odhad
∇ℓ (θ) = (−0.185, −1.012, −7.26, −11.324, −10.288, −28.929, −21.883)T ,
meˇjme na pameˇti, že se nejedná o nestranný odhad. Ostatní výsledky, naprˇíklad jednot-
livé (1− α) 100% intervaly spolehlivosti, jsou uvedeny v tabulce B.1.
Získaný odhad gradientu je trˇeba správneˇ interpretovat. Pro c ∈ R blízké nule platí
ℓ (θ + cei) ≈ ℓ (θ) + c
∇ℓ (θ)
i
.
Jednotlivé parciální derivace tedy vyjadrˇují vliv zmeˇny jednotlivých parametru˚ θ1, . . . , θ7
o konstantu c na zmeˇnu odhadované doby trvání projektu. Z tohoto pohledu mají nejveˇtší
vliv na hodnotu ℓ parametry θ5 a θ6.
Pro identifikaci komponent s nejveˇtším vlivem na hodnotu ℓ je však vhodneˇjší zkou-
mat vliv procentuální zmeˇny jednotlivých parametru˚ θ1, . . . , θ7 na zmeˇnu ℓ. Pro c ∈ R
blízké nule platí
ℓ (θ + cθiei) ≈ ℓ (θ) + cθi ·
∇ℓ (θ)
i
,
což vede k myšlence identifikace du˚ležitých komponent na základeˇ vzájemného porov-
nání hodnot θi ·
∇ℓ (θ)
i
pro i ∈ {1, . . . , 7}. Pro jejich absolutní hodnoty platíθi · ∇ℓ (θ)
i

i=1,...,7
= (0.185, 0.506, 2.420, 2.831, 2.058, 4.822, 3.126) , (5.1)
což ukazuje na vysoký vliv šesté komponenty. K podporˇení této myšlenky nyní chápejme
výslednou hodnotu ℓ jako funkci vektoru µ = (µ1, . . . , µ7) =

θ−11 , . . . , θ
−1
7

, tedy vek-
toru strˇedních hodnot jednotlivých rozdeˇlení pravdeˇpodobnosti. Pro prˇehlednost bude
použito oznacˇení ℓ = ℓ2 (µ), zrˇejmeˇ platí ℓ (θ) = ℓ2 (µ). Jedná se pouze o zmeˇnu parame-
trizace hustoty pravdeˇpodobnosti náhodného vektoruX , což pochopitelneˇ nemá vliv na
du˚ležitost jednotlivých komponent. Pomocí centrálních diferencí byl odhadnut gradient
funkce ℓ2 (µ) v bodeˇ µ = (1, . . . , 7), výsledkem je vektor
∇ℓ2 (µ) = (0.187, 0.253, 0.809, 0.704, 0.410, 0.804, 0.446)T ,
zmeˇna parametru µi o konstantu má tedy nejveˇtší vliv na hodnotu ℓ v prˇípadeˇ parametru˚
µ3, µ4 a µ6. Další výsledky simulace jsou uvedeny v tabulce B.2. V tomto prˇípadeˇ platíµi · ∇ℓ2 (µ)
i

i=1,...,7
= (0.187, 0.506, 2.427, 2.817, 2.051, 4.825, 3.124) , (5.2)
což podle ocˇekávání prˇibližneˇ odpovídá vektoru (5.1).
45
Vzájemné porovnávání jednotlivých složek gradientu funkce ℓ2 (µ) by vedlo k iden-
tifikaci jiných komponent než v prˇedchozím prˇípadeˇ, zatímco porovnání hodnot vektoru
(5.2) vede ke stejnému záveˇru jako porovnání hodnot vektoru (5.1).
Za komponentu s nejvyšším vlivem na hodnotu ℓ lze považovat cˇinnost 6. Vliv jed-
notlivých komponent ilustruje rovneˇž obrázek 5.1, širší spojnice znacˇí veˇtší du˚ležitost
komponenty.
3
4
1 2
5
6
A B
7
Obrázek 5.1: Ilustrace vlivu jednotlivých komponent na hodnotu ℓ
△
5.2 Score Function
Metoda score function, dále SF, slouží k odhadu gradientu funkce ℓ (θ) v prˇípadeˇ, že θ je
vektorem parametru˚ rozdeˇlení náhodné velicˇiny X , tedy
ℓ (θ) = Eθ (H (X)) .
Pro gradient funkce ℓ (θ) platí
∇ℓ (θ) = ∇θ
ˆ
H (x) f (x;θ)µ (dx) . (5.3)
Tato metoda využívá veˇtu 5.4, která za jistých podmínek umožnˇuje výmeˇnu derivace
a integrace v (5.3).
Veˇta 5.4 (Výmeˇna derivace a integrace, viz [2]). Necht’
• g (x;θ) je diferencovatelná v bodeˇ θ0 ∈ Rk,
• existuje
´ ∇θg (x;θ0)µ (dx),
• existuje okolí U bodu θ0 a integrovatelná funkce M (x;θ0) taková, že pro všechna
θ ∈ U
|g (x;θ)− g (x;θ0)|
∥θ − θ0∥ ≤M (x;θ0) .
Pak
∇θ
ˆ
g (x;θ)µ (dx)

θ=θ0
=
ˆ
∇θg (x;θ0)µ (dx) .
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Poznámka k du˚kazu. Je-li µ aritmetická míra, stacˇí integraci nahradit sumou. Ve spojitém
prˇípadeˇ du˚kaz vychází z Lebesgueovy veˇty, viz. [2, str. 422].
Jsou-li splneˇny prˇedpoklady veˇty 5.4, platí
∇ℓ (θ) =
ˆ
H (x)∇θf (x;θ)µ (dx) =
=
ˆ
H (x)
∇θf (x;θ)
f (x;θ)
f (x;θ)µ (dx) =
= Eθ (H (X)S (θ;X)) ,
kde
S (θ;x) = ∇θf (x;θ)
f (x;θ)
= ∇θ ln f (x;θ)
je tzv. score function. Nahrazení strˇední hodnoty výbeˇrovým pru˚meˇrem vede na algorit-
mus 5.5.
Algoritmus 5.5 (Odhad gradientu pomocí metody SF).
1. Vygenerování náhodného výbeˇru X1, . . . ,XN z f (·;θ).
2. Odhad∇ℓ (θ) výbeˇrovým pru˚meˇrem z náhodné velicˇiny H (X)S (θ;X), tedy hod-
notou ∇ℓ (θ) = 1
N
N
k=1
H (Xk)S (θ;Xk) . (5.4)
3. Odhad (1− α) 100% intervalu˚ spolehlivosti pro jednotlivé složky vektoru ∇ℓ (θ).
Výhodou oproti metodeˇ centrálních diferencí (viz algoritmus 5.2) je nestrannost esti-
mátoru (5.4).
5.2.1 Kombinace metod SF a IS
V prˇedchozí kapitole byla metoda IS prˇedstavena jako metoda redukce rozptylu, její vy-
užití je však širší, viz [2]. Základní metodu IS, viz algoritmus 4.17, lze použít pro odhad
hodnot funkce ℓ(θ) ve více ru˚zných bodech θ ∈ Θ beˇhem jedné simulace. S použitím
principu metody IS lze zapsat funkci ℓ (θ) jako
ℓ (θ) = EηH (X)
f (X;θ)
f (X;η)
,
kde η ∈ Θ a hustota f (X;η) splnˇuje podmínku (4.8). Strˇední hodnotu lze nahradit výbeˇ-
rovým pru˚meˇrem a odhadovat hodnotu ℓ (θ) simulacˇneˇ na základeˇ náhodného výbeˇru
X1, . . . ,XN z rozdeˇlení pravdeˇpodobnosti o hustoteˇ f (X;η). Stejný náhodný výbeˇr je
47
možné použít pro odhad hodnoty funkce ℓ (θ) ve více bodech θ ∈ Θ. Je-li urcˇována hod-
nota ℓ (θ) v M ru˚zných bodech θ ∈ {θ1, . . . ,θM} ⊂ Θ, je výsledkem simulace vektorℓ (θ1) , . . . , ℓ (θM ).
Podobneˇ je možné gradient funkce ℓ (θ) zapsat ve tvaru
∇ℓ (θ) =
ˆ
H (x)
∇θf (x;θ)
f (x;θ)
f (x;θ)
f (x;η)
f (x;η)µ (dx) =
= Eη (H (X)S (θ;X)W (X;θ,η)) ,
kde η ∈ Θ, W (X;θ,η) = f (x;θ) /f (x;η) a hustota f (X;η) splnˇuje podmínku (4.8).
Tento zápis vede na následující algoritmus pro odhad gradientu funkce ℓ (θ) v bodeˇ θ,
viz [1].
Algoritmus 5.6 (Odhad gradientu pomocí metody SF s využitím IS).
1. Vygenerování náhodného výbeˇru X1, . . . ,XN z f (·;η).
2. Odhad ∇θℓ (θ) výbeˇrovým pru˚meˇrem z náhodné velicˇiny
H (X)S (θ;X)W (X;θ,η) ,
tedy hodnotou
∇ℓ (θ) = 1
N
N
k=1
H (Xk)S (θ;Xk)W (Xk;θ,η) .
3. Odhad (1− α) 100% intervalu˚ spolehlivosti pro jednotlivé složky vektoru ∇ℓ (θ).
Algoritmus 5.6 lze rovneˇž využít pro odhad gradientu funkce ℓ (θ) ve více ru˚zných
bodech θ ∈ Θ beˇhem jedné simulace. V tomto prˇípadeˇ je beze zmeˇny proveden první
krok algoritmu 5.6, prˇicˇemž IS hustota mu˚že být volena s ohledem na redukci rozptylu,
rovneˇž však lze ponechat pu˚vodní hustotu pravdeˇpodobnosti náhodné velicˇinyX . Kroky
2. a 3. jsou provedeny zárovenˇ pro M ru˚zných bodu˚ θ ∈ {θ1, . . . ,θM} s použitím téhož
náhodného výbeˇru X1, . . . ,XN z f (·;η). Výsledkem simulace je matice hodnot∇ℓ (θ1) , . . . ,∇ℓ (θM ) .
Odhad gradientu funkce ℓ z prˇíkladu 3.4 bude nyní nalezen pomocí metody SF, nej-
prve pomocí základního algoritmu, poté s využitím metody IS.
Prˇíklad 5.7 (PERT, cˇást 7). Prvním úkolem je odhadnout gradient∇ℓ (θ) pomocí metody
SF, je tedy potrˇeba urcˇit funkci S (θ;x) = ∇θ ln f (x;θ), kde
f (x;θ) =
7
k=1

θk e
−θkxk

.
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Pro parciální derivace funkce ln f (x;θ) podle jednotlivých složek vektoru θ = (θ1, . . . , θ7)
platí
∂
∂θi
ln f (x;θ) =
∂
∂θi
7
k=1
(ln θk − θkxk) = 1
θi
− xi,
proto
S (θ;x) =

1
θ1
− x1, . . . , 1
θ7
− x7

.
Pro odhad ∇ℓ (θ) v bodeˇ θ = 1−1, . . . , 7−1 byl použit algoritmus 5.5, bylo provedeno
N = 106 náhodných pokusu˚. Výsledkem je
∇ℓ (θ) = (−0.197, −1.001, −7.289, −11.404, −10.195, −28.809, −22.417)T ,
což prˇibližneˇ odpovídá rˇešení získanému pomocí metody centrálních diferencí. Prˇesnost
odhadu je v tomto prˇípadeˇ nižší, výhodou je však jeho nestrannost, jednotlivé (1− α) 100%
intervaly spolehlivosti jsou uvedeny v tabulce B.3.
S využitím metody IS byl pro ilustraci odhadnut pru˚beˇh funkce ∂ℓ∂θ6 (θ). Byl použit
algoritmus 5.6 s volbou θ0 =

1−1, . . . , 7−1

, hodnota ∂ℓ∂θ6 (θ) byla odhadována v bodech
θ =

1−1, . . . , 5−1, θ6, 7−1

, kde θ6 ∈ {0.130, 0.135, . . . , 0.190}. Obrázek 5.2 znázornˇuje zís-
kaný odhad pru˚beˇhu funkce ∂ℓ∂θ6 (θ), je chápána jako funkce promeˇnné θ6, nebot’ ostatní
složky vektoru θ jsou fixní. V grafu je dále zvýrazneˇn bod θ6 = 6−1, který je parametrem
rozdeˇlení náhodné velicˇiny X6, a 95% meze spolehlivosti.
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Obrázek 5.2: Odhad pru˚beˇhu funkce (∇ℓ (θ))6 pomocí metody SF
Pomocí metody IS byly odhadnuty rovneˇž hodnoty funkce ℓ (θ) ve stejných bodech.
Získaný odhad vcˇetneˇ 95% mezí spolehlivosti znázornˇuje graf na obrázku 5.3.
Pro porovnání s prˇíkladem 5.3 bude dále odhadnut gradient funkce ℓ2 (µ) v bodeˇ
µ = (1, . . . , 7), je tedy potrˇeba urcˇit funkci S2 (µ;x) = ∇µ ln f2 (x;µ), kde
f2 (x;µ) =
7
k=1

1
µk
e
− xk
µk

.
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Obrázek 5.3: Odhad pru˚beˇhu funkce ℓ (θ) pomocí metody IS
V tomto prˇípadeˇ platí
∂
∂µi
ln f2 (x;µ) =
∂
∂µi
7
k=1

ln
1
µk
− xk
µk

= − 1
µi
+
xi
µ2i
,
tedy
S2 (µ;x) =

− 1
µ1
+
x1
µ21
, . . . ,− 1
µ7
+
x7
µ27

.
Odhadem gradientu funkce ℓ2 (µ) v bodeˇ µ = (1, . . . , 7) pomocí metody SF je
∇ℓ2 (µ) = (0.174, 0.252, 0.808, 0.713, 0.414, 0.809, 0.447)T ,
což prˇibližneˇ odpovídá hodnotám získaným pomocí metody centrálních diferencí. Prˇes-
nost tohoto odhadu je uvedena v tabulce B.4. △
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6 Implementace a paralelizace
Veškeré metody redukce rozptylu a analýzy citlivosti popsané v prˇedchozích kapitolách
byly implementovány v jazyce Matlab, konkrétneˇ se jedná o metody
• základní a podmíneˇná metoda Monte Carlo, viz algoritmy 3.3 a 4.14,
• metoda antitetických náhodných velicˇin, viz algoritmus 4.4,
• metoda rˇídících velicˇin, viz algoritmus 4.8,
• metoda IS vcˇetneˇ metod pro odhad parametru˚ IS hustoty, viz 4.17, 4.23 a 4.26
• metoda centrálních diferencí, viz. algoritmus 5.2,
• metoda SF a její kombinace s metodou IS, viz. algoritmy 5.5 a 5.6.
Pro tyto algoritmy byla implementována obecná schémata, která lze bez modifikací pou-
žít v mnoha aplikacích.
Pro ilustraci nyní popišme nejjednodušší z teˇchto schémat, a to kód metody MC, který
se shoduje s kódem podmíneˇné metody MC, viz 6.1. Tyto dveˇ metody se liší pouze pou-
žitou výkonnostní funkcí.
1 function [ l,ss ] = Estimator_MC(theta,N,H,rnd,batch_size)
2 %ESTIMATOR_MC - algoritmus zakladni metody MC
3 % theta vektor parametru rozdeleni
4 % N pocet nahodnych pokusu
5 % H vykonnostni funkce
6 % rnd funkce generujici nahodna cisla
7 % batch_size velikost davky (volitelny parametr)
8 if nargin==4
9 batch_size=1e6;
10 end
11 N2=batch_size*ones(1,ceil(N/batch_size)); % pole velikosti davek
12 if mod(N,batch_size)~=0
13 N2(end)=mod(N,batch_size);
14 end
15 sumY=0; % suma vysledku vykonnostni funkce
16 sumYY=0; % suma druhych mocnin vysledku
17 for i=1:length(N2)
18 Ni=N2(i);
19 X=rnd(repmat(theta,Ni,1)); % vygenerovani davky nahodnych cisel
20 Y=H(X); % aplikace vykonnostni funkce na davku
21 sumY=sumY+sum(Y);
22 sumYY=sumYY+sum(Y.*Y);
23 end
24 l=sumY/N; % vyberovy prumer
25 ss=(sumYY-sumY*sumY/N)/(N-1); % vyberovy rozptyl
Výpis 6.1: Obecné schéma metody MC
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Je-li odhadována hodnota ℓ = E (H (X)), kdeX je pochází z n-rozmeˇrného rozdeˇlení
pravdeˇpodobnosti o hustoteˇ f , je prvním vstupem vektor parametru˚ tohoto rozdeˇlení
o délce n. Druhým vstupem je požadovaný rozsah náhodného výbeˇru. Trˇetím vstupem je
funkce, která pro matici parametru˚ o rozmeˇrech N×n vrací matici náhodných cˇísel vyge-
nerovanou z rozdeˇlení pravdeˇpodobnosti o hustoteˇ f s prˇíslušnými parametry. Cˇtvrtým
vstupem je výkonnostní funkce, která pro matici náhodných hodnot o rozmeˇrech N × n
vrací sloupcový vektor výsledku˚ výkonnostní funkce o délce N .
Generování náhodných cˇísel a následné vyhodnocení systémové funkce je kvu˚li sní-
žení pameˇt’ových nároku˚ rozdeˇleno do neˇkolika dávek. Podobné kódy pro ostatní me-
tody lze nalézt v prˇíloze na CD, metody pracují i s dalšími vstupy, v prˇípadeˇ metody IS
je vstupem naprˇíklad hustota pravdeˇpodobnosti a vektor indexu˚ parametru˚, které mají
být zahrnuty do LR.
Výstupem metod redukce rozptylu a metod pro odhad gradientu je vždy odhad hle-
dané hodnoty vypocˇtený jako výbeˇrový pru˚meˇr a rozptyl tohoto odhadu, který lze použít
pro urcˇení intervalu spolehlivosti a dalších meˇrˇítek prˇesnosti odhadu.
Samotná schémata metod nejsou výpocˇetneˇ nárocˇná, cˇas simulace je dán implemen-
tací vstupních funkcí, zejména výkonnostní funkce H (X). Tyto funkce lze efektivneˇ im-
plementovat naprˇíklad s využitím technologie CUDA (z anglického Compute Unified De-
vice Architecture), která umožnˇuje vykonávání paralelních výpocˇtu˚ na grafických kartách
znacˇky NVIDIA. Podrobnosti o technologii CUDA lze nalézt v [10].
6.1 Paralelizace výkonnostní funkce pomocí CUDA
Princip paralelizace výkonnostní funkce je snadný, nebot’ v prˇípadeˇ metody MC a prˇí-
buzných metod je tato funkce vyhodnocována vN nezávislých pokusech. Požadovaných
N pokusu˚ stacˇí rozdeˇlit mezi jednotlivá nezávislá vlákna, mezi nimiž neprobíhá žádná
komunikace. Tímto zpu˚sobem lze tedy nahradit libovolný cyklus s pevným pocˇtem opa-
kování, jehož jednotlivá opakování jsou nezávislá a nezáleží tak na porˇadí jejich vyko-
nání.
Jednotlivá vlákna jsou organizována do bloku˚ a bloky dále tvorˇí mrˇížku, maximální
pocˇet vláken v bloku je obvykle 1024. Kód algoritmu, který má být proveden v každém
pokusu, je zapsán v tzv. CUDA kernelu, syntaxe je obdobou jazyka C. Tato funkce je
spušteˇna ve všech vláknech, jednotlivá vlákna je možné rozlišit pomocí indexu vlákna
v bloku a indexu bloku. Pocˇet vláken, která jsou zpracovávána zárovenˇ, závisí na pocˇtu
jader dané GPU.
Použití technologie CUDA usnadnˇuje fakt, že s CUDA kernely je možné pracovat
prˇímo z prostrˇedí Matlab, viz [4]. Nejprve je trˇeba vytvorˇit objekt kernel a nastavit jeho
vlastnosti, zejména specifikovat rozmeˇry mrˇížky a bloku˚ a urcˇit tak pocˇet vláken, v nichž
bude CUDA kernel vyhodnocován. Dalším krokem je uložení dat, se kterými funkce ker-
nel pracuje, na GPU. Je možné pracovat s více typy pameˇti, obvykle jsou data ukládána
do globální pameˇti, kam mají prˇístup všechna vlákna. Pro data, která se v pru˚beˇhu výpo-
cˇtu nemeˇní, lze použít rovneˇž konstantní pameˇt’. Následuje spušteˇní samotného kernelu.
Jednotlivá vlákna používají kromeˇ již zmíneˇných typu˚ pameˇti zejména pameˇt’ lokální.
Mimoto existuje také sdílená pameˇt’ urcˇená ke komunikaci mezi jednotlivými vlákny
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v bloku, v prˇípadeˇ MC simulací ji však nebylo trˇeba používat. Po vykonání výpocˇtu na
GPU zbývá prˇesunout výsledky výpocˇtu z globální pameˇti GPU do operacˇní pameˇti a
prˇejít k jejich vyhodnocení.
Prˇíkladem kódu paralelizované výkonnostní funkce je 6.2, tento kód prˇímo následuje
výše popsané kroky. Jedná se o výkonnostní funkci, která bude použita v kapitole 8 prˇi
odhadu spolehlivosti systému˚ s nezávislými prvky.
1 function [ Y ] = H( X,M )
2 %H - vykonnostni funkce pouzivana v kapitole 8
3 %X...vstupni matice nahodnych cisel o rozmerech N x n
4 N=size(X,1); % pocet pozadovanych nahodnych pokusu
5 n=size(X,2); % pocet komponent
6 %% vytvoreni objektu kernel a nastaveni jeho vlastnosti
7 k=parallel.gpu.CUDAKernel(’H_CUDA.ptx’,’H_CUDA.cu’);
8 b_size=min(N,1e3); % pocet vlaken na blok
9 k.ThreadBlockSize=[b_size 1 1]; % nastaveni rozmeru rozmery bloku
10 g_size=ceil(min(N/b_size,5e3)); % pocet bloku
11 k.GridSize=[g_size 1]; % nastaveni rozmeru mrizky
12 N0=b_size*g_size; % pocet provedenych pokusu (N0>=N)
13 %% ulozeni dat, se kterymi kernel pracuje, na GPU
14 X=X’; X=gpuArray(single(X(:))); % ulozeni stavovych vektoru na GPU
15 results=gpuArray(zeros(1,N0,’int32’)); % alokace vystupniho vektoru
16 A=prevod_mat(M,32); % vstupni data ulohy
17 %% spusteni kernelu a stazeni vysledku
18 [~,results,~]=feval(k,n,X,results,A); % spusteni kernelu
19 Y=double((gather(results(1:N)))’); % vystupni vektor
20 end
Výpis 6.2: Paralelizovaná výkonnostní funkce
Výhodou je snadná prˇenositelnost kódu, vytvorˇený CUDA kernel mu˚že být v nezmeˇ-
neˇné podobeˇ spušteˇn na jiné grafické karteˇ. Je vhodné pouze prˇizpu˚sobit rozmeˇry mrˇížky
a bloku˚ pocˇtu multiprocesoru˚, což nevyžaduje zmeˇnu CUDA kernelu. Prˇi testování uve-
deném v kapitolách 7 a 8 byla použita grafická karta NVIDIA GT 555M, je urcˇena pro
notebooky a má 144 jader. Výsledky ukazují, že na beˇžném pocˇítacˇi s grafickou kartou
podporující technologii CUDA lze dosáhnout znacˇného snížení výpocˇetního cˇasu oproti
ekvivalentní implementaci v jazyce Matlab urcˇené pro CPU. Pro srovnání efektivita CPU
výpocˇtu˚ byla testována na procesoru Intel Core i7 - 2630QM.
Paralelizací konkrétních algoritmu˚ se zabývají sekce 7.3 a 8.4 následujících kapitol.
Je zde rovneˇž porovnávána efektivita CUDA implementace se sekvencˇní implementací
a s paralelní implementací využívající cyklus parfor v jazyce Matlab. V prˇíloze B jsou
uvedeny prˇíklady kódu˚ funkcí kernel a výsledky testování.
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7 Aplikace I - dynamický systém se dveˇma procesními pro-
meˇnnými
Poznatky z prˇedchozích kapitol budou nyní aplikovány na rˇešení problému dynamické
spolehlivosti, pocházejícího z [11]. Tento testovací dynamický systém se v literaturˇe vy-
skytuje v mnoha variantách, liší se naprˇíklad uvažováním jedné nebo dvou procesních
promeˇnných a závislostí cˇi nezávislostí stochastických vlastností systému na procesních
promeˇnných. Pro aplikaci metod popsaných v prˇedchozích kapitolách byla vybrána vari-
anta se dveˇma procesními promeˇnnými a se závislostí stochastických vlastností na jedné
z procesních promeˇnných.
V dostupné literaturˇe byla simulace tohoto dynamického systému, cˇi neˇkteré z jeho
variant, provedena ru˚znými metodami, naprˇíklad pomocí Petriho sítí [12, 13], nebo po-
mocí Bayesovských sítí [14]. V této kapitole bude tentýž systém simulován metodami
založenými na MC, to znamená, že bude vždy vykonáno více beˇhu˚ simulace daného
systému a ty budou následneˇ vyhodnoceny. Cíle jsou tedy dva, prvním je navrhnout
efektivní algoritmus pro vykonání beˇhu simulace a druhým pomocí metod redukce roz-
ptylu zajistit, aby teˇchto beˇhu˚ simulace stacˇilo pro dosažení urcˇité prˇesnosti vykonat co
nejméneˇ.
7.1 Specifikace systému
Systém je tvorˇen nádrží s tekutinou, naprˇíklad vodou, dveˇma cˇerpadly, ventilem a ohrˇí-
vacˇem. Cˇerpadla zajišt’ují prˇítok vody do nádrže a ventil odtok z nádrže. První procesní
promeˇnnou je teplota vody v nádrži, její hodnotu v cˇase t ≥ 0 udává funkce Θ(t), prˇité-
kající voda má teplotu Θin. Druhou procesní promeˇnnou je výška hladiny, jejíž hodnotu
udává funkce H (t). Dále bude výška hladiny uvádeˇna v metrech, teplota vody ve stup-
ních Celsia a cˇas v hodinách. Schéma tohoto systému je znázorneˇno na obrázku 7.1.
P1 P2
V
H
4 m
6 m
8 m
10 m
7 m
Obrázek 7.1: Schéma systému
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Model systému se skládá ze trˇí komponent, konkrétneˇ dvou cˇerpadel (znacˇeny P1 a
P2 z anglického pump) a jednoho ventilu (znacˇen V z anglického valve). Všechny kom-
ponenty mají stejnou pru˚tokovou rychlost Q. Prˇedpokládejme, že vodorovný pru˚rˇez ná-
drže je konstantní, pru˚tokovou rychlost komponent je tedy možné udávat ve výškových
metrech za hodinu. Soucˇástí systému je rovneˇž ohrˇívacˇ vody (znacˇen H z anglického
heater), není však nutné jej považovat za komponentu, nebot’ v cˇase nemeˇní svu˚j stav
(je stále v provozu). Pro jednoduchost dále prˇedpokládáme, že je voda ohrˇívána rovno-
meˇrneˇ v celém objemu. Rychlost ohrˇevu vody w má jednotku

m · °C · h−1, tedy pokud
w = 1, ohrˇeje se 1 výškový metr vody o 1 stupenˇ za 1 hodinu.
Každá z komponent se mu˚že v daném cˇase t ≥ 0 nacházet v jenom ze cˇtyrˇ stavu˚,
• otevrˇená a zárovenˇ v provozu,
• zavrˇená a zárovenˇ v provozu,
• otevrˇená a zárovenˇ mimo provoz,
• zavrˇená a zárovenˇ mimo provoz.
Z hlediska klasifikace systému˚ se jedná o DE systém, nebot’ k poruchám jednotlivých
komponent dochází v diskrétních cˇasových okamžicích. Procesní promeˇnné teplota a
výška hladiny se meˇní spojiteˇ, jejich vývoj je však deterministický.
Prˇirˇad’me nyní komponentám P1, P2 a V postupneˇ indikátory a1, a2 a a3. Platí ai = 1,
je-li odpovídající komponenta otevrˇená a ai = 0, je-li zavrˇená. Se zavedeným znacˇením
lze vztah mezi funkcemi H (t) a Θ(t) popsat pomocí diferenciálních rovnic
d
dt
H (t) = (a1 + a2 − a3)Q, (7.1)
d
dt
[H (t)Θ (t)] = a1QΘin + a2QΘin − a3QΘ(t) + w. (7.2)
Z rovnice (7.1) plyne
H (t) = H (0) + (a1 + a2 − a3)Qt. (7.3)
Rˇešení rovnice (7.2) se liší v závislosti na hodnotách indikátoru˚ ai. Výsledné funkce Θ(t)
pro jednotlivé konfigurace systému jsou uvedeny v tabulce 7.1.
Náhodná velicˇina doba do poruchy i-té komponenty pochází z rozdeˇlení pravdeˇpo-
dobnosti s distribucˇní funkcí
Fi (t) = 1− exp
−λi tˆ
0
b (Θ (τ)) dτ
 , (7.4)
kde
b (x) =
4
5
exp [0.05756 · (x− 20)] + 1
5
exp [−0.2301 · (x− 20)] .
Dojde-li k poruše komponenty, s pravdeˇpodobností 0.5 bude po porouchání otevrˇená
(ai = 1) a s pravdeˇpodobností 0.5 zavrˇená (ai = 0). Opravy komponent nejsou uvažo-
vány, stav porouchané komponenty již tedy nemu˚že být zmeˇneˇn.
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a1 a2 a3 Θ(t)
0 0 0 Θ(t) = Θ (0) + wH(0) t
0 0 1 Θ(t) = Θ (0)− wQ ln

1− QH(0) t

0 1 0
Θ(t) = Θm +
w
Q +

Θ(0)−Θm − wQ

·

1 + QH(0) t
−1
1 0 0
0 1 1
Θ(t) =

Θm +
w
Q

+

Θ(0)−Θm − wQ

· exp

− QH(0) t
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Tabulka 7.1: Funkce Θ(t) v závislosti na konfiguraci systému
V du˚sledku poruch jednotlivých komponent mohou nastat trˇi ru˚zné poruchy sys-
tému, prˇetecˇení, vysušení a vysoká teplota. Pocˇátecˇní hodnota procesní promeˇnné výška
hladiny je 7m. K prˇetecˇení dojde, pokud výška hladiny dosáhne 10m, k vysušení dojde,
pokud dosáhne 4m. Porucha vysoká teplota nastane v prˇípadeˇ, že teplota vody v nádrži
dosáhne 100 °C. V cˇase t = 0 jsou všechny komponenty v provozu, prˇicˇemž komponenty
P1 a V jsou otevrˇené a P2 zavrˇená, dokud tedy nedojde k poruše neˇkteré z komponent,
nezmeˇní se ani množství vody v nádrži.
Vedle pocˇátecˇní výšky hladiny a výšek hladiny, kdy dojde k prˇetecˇení, jsou ve sché-
matu 7.1 vyznacˇeny dveˇ další významné hodnoty hladiny. Výška 6 metru˚ znacˇí riziko
vysušení a výška 8 metru˚ riziko prˇetecˇení. Systém se rˇídí dveˇma jednoduchými pravidly,
• pokud výška hladiny dosáhne 6 metru˚, obeˇ cˇerpadla se otevrˇou a ventil zavrˇe (je-li
to možné),
• pokud výška hladiny dosáhne 8 metru˚, obeˇ cˇerpadla se zavrˇou a ventil otevrˇe (je-li
to možné).
7.2 Simulace systému
Úloha byla rˇešena pro parametry uvedené v tabulce 7.2. Jako pocˇátecˇní teplota byla zá-
meˇrneˇ zvolena hodnota, na níž se teplota vody ustálí, je-li otevrˇeno práveˇ jedno cˇerpadlo.
Θ(0) H (0) Q Θin w λ1 λ2 λ3
15.6 7 1.5 15 1 1219
1
175
1
320
Tabulka 7.2: Parametry úlohy
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Systém byl simulován v konecˇném cˇasovém horizontu, konkrétneˇ v cˇasovém inter-
valu ⟨0, T ⟩, kde T = 1000. Zpu˚sob simulace vychází z mechanismu event clock, viz algo-
ritmus 2.1. V pru˚beˇhu simulace mu˚že nastat neˇkolik typu˚ událostí. První trˇi typy jsou
zárovenˇ poruchami systému, prˇi jejich nastání simulace koncˇí, jedná se o události
• vysušení, jestliže výška hladiny dosáhne 4m,
• prˇetecˇení, jestliže výška hladiny dosáhne 10m,
• vysoká teplota, jestliže teplota vody dosáhne 100 °C.
Dále mohou nastat události
• riziko vysušení, jestliže výška hladiny dosáhne 6m,
• riziko prˇetecˇení, jestliže výška hladiny dosáhne 8m,
prˇi nastání neˇkteré z teˇchto událostí je konfigurace systému upravena dle rˇídících pravi-
del. Posledním typem události je porucha neˇkteré z dosud neporouchaných komponent,
jedná se o události
• porucha komponenty P1,
• porucha komponenty P2,
• porucha komponenty V.
Od nastání poruchy neˇkteré z komponent bude tato komponenta s pravdeˇpodobností 0.5
až do konce simulace otevrˇená a s pravdeˇpodobností 0.5 zavrˇená.
Oproti beˇžnému mechanismu event clock je zde prˇi nastání urcˇité události nutné celý
seznam událostí smazat a události naplánovat znovu. Simulace se tedy rˇídí následujícím
algoritmem.
Algoritmus 7.1 (Event clock pro rˇešení problému dynamické spolehlivosti).
1. Vytvorˇit pocˇátecˇní seznam událostí naplánováním poruch komponent P1, P2, V.
2. Serˇadit seznam událostí podle cˇasu událostí.
3. Provést první událost na seznamu, nastavit promeˇnnou t na cˇas této události.
4. Vytvorˇit nový seznam událostí naplánováním události zpu˚sobené výškou hladiny,
události vysoká teplota a událostí zpu˚sobených poruchami dosud neporouchaných
komponent.
5. Není-li seznam událostí prázdný, pokracˇovat krokem 2.
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Prˇi plánování události zpu˚sobené výškou hladiny je nejprve vypocˇtena aktuální rych-
lost prˇítoku
Qa = (a1 + a2 − a3)Q.
V závislost na tom, zda Qa > 0, nebo Qa < 0, je vyhodnoceno, která z událostí sou-
visejících s výškou hladiny (vysušení, riziko vysušení, prˇetecˇení, riziko prˇetecˇení) bude
následovat, a je vypocˇten její cˇas pomocí inverzní funkce k funkci H (t). Pokud Qa = 0,
není naplánována žádná událost související s výškou hladiny.
Podobneˇ prˇi plánování události vysoká teplota je z tabulky 7.1 vybrána funkce Θ(t)
odpovídající aktuální konfiguraci a pomocí její inverze je urcˇen cˇas této události.
Naplánování poruchy i-té komponenty spocˇívá ve vygenerování cˇasu poruchy z roz-
deˇlení pravdeˇpodobnosti s distribucˇní funkcí (7.4). K tomu byla použita inverzní trans-
formace, byla tedy vygenerována hodnota ξi ∼ U (0, 1) a k ní byla dále hledána odpoví-
dající hodnota ti taková, že
ξi ≈ 1− exp
−λi tiˆ
0
b (Θ (τ)) dτ
 .
Urcˇitý integrál, jehož horní mez ti je úkolem odhadnout, byl rˇešen numericky s použitím
obdélníkového pravidla. Jelikož zde je neznámou integracˇní mez, vede tento prˇístup na
následující algoritmus.
Algoritmus 7.2 (Odhad horní meze urcˇitého integrálu pomocí obdélníkového pravidla).
1. Zvolit konstantní délku podintervalu˚ h, vygenerovat ξi ∼ U (0, 1), inicializovat I =
0, j = 0, ti = h2 .
2. Pokud 1− exp (−λiI) > ξi, byl nalezen odhad cˇasu ti, ukoncˇit algoritmus.
3. Inkrementovat ti o hodnotu h.
4. Pokud ti > T , nebyl nalezen odpovídající cˇas ti, ukoncˇit algoritmus.
5. Inkrementovat I o hodnotu h · b (Θ (ti)), pokracˇovat krokem 2.
Pokud algoritmus skoncˇí krokem 4, k plánované události by došlo až po stanovené
dobeˇ simulace T , událost tedy nebude naplánována.
Všimneˇme si, že k realizaci jednoho beˇhu simulace pomocí výše uvedeného algo-
ritmu 7.1 stacˇí znát šest prˇedem vygenerovat náhodných cˇísel z U (0, 1). Prvními trˇemi
jsou cˇísla ξ1, ξ2, ξ3, používaná prˇi plánování poruch jednotlivých komponent. Další trˇi
náhodné hodnoty η1, η2, η3, slouží k rozhodnutí, zda po nastání poruchy komponenty
bude tato komponenta zavrˇená (ηi < 0.5) nebo otevrˇená (ηi ≥ 0.5). Pro pevneˇ zvolené
hodnoty ξ1, ξ2, ξ3, η1, η2, η3 je již pru˚beˇh simulace deterministický.
Výsledkem jednoho beˇhu simulace jsou hodnoty funkcí H (t) a Θ(t) pro t ∈ ⟨0, tmax⟩ ,
kde tmax je doba poruchy systému. V prˇípadeˇ, že beˇhem simulace (tj. do cˇasu T ) nedošlo
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k poruše systému, je tmax = T . Prˇíkladem výsledku beˇhu simulace jsou grafy na ob-
rázku 7.2. V tomto prˇípadeˇ došlo v cˇase t1
.
= 44 k poruše cˇerpadla P1 a k jeho uzavrˇení.
V cˇasovém intervalu (44, 54) hladina vody v du˚sledku rˇídících pravidel oscilovala mezi
kritickými hodnotami 6 a 8 metru˚. V cˇase t1
.
= 54 došlo k poruše a otevrˇení cˇerpadla
P2, cˇímž se výška hladiny zastavila na hodnoteˇ 7.61 metru˚. V cˇase t3
.
= 175 došlo k po-
ruše ventilu V a jeho uzavrˇení. Z du˚vodu poruchy všech trˇí komponent již nemohla být
uplatneˇna rˇídící pravidla, v cˇase tmax
.
= 177 tak došlo k prˇetecˇení.
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Obrázek 7.2: Prˇíklad simulace
7.3 Implementace a paralelizace
Implementace byla provedena nejprve v jazyce Matlab. Algoritmus 7.2 pro naplánování
poruch komponent byl zefektivneˇn nahrazením cyklu prˇíkazem cumsum.
Následneˇ byla provedena paralelní implementace využívající technologii CUDA. Vy-
tvorˇený CUDA kernel byl volán prˇímo z prostrˇedí Matlab. Poznamenejme, že paraleli-
zace neprobíhá v rámci jednoho beˇhu simulace, paralelneˇ jsou vykonávány celé samo-
statné beˇhy simulace. Pro tento zpu˚sob simulace je du˚ležitý fakt, že jeden beˇh simulace je
dán šesti prˇedem vygenerovanými náhodnými cˇísly, v pru˚beˇhu simulace není trˇeba ge-
nerovat žádná další náhodná cˇísla. Všechna náhodná cˇísla tak mohou být prˇedem aloko-
vána na grafické karteˇ jako pole náhodných cˇísel, tato pole jsou pak použita jako vstupní
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pole kernelu. Byla testována verze, v níž je v CUDA kernelu rˇešen pouze jeden beˇh si-
mulace a verze, v níž je v CUDA kernelu rˇešeno více beˇhu˚ simulace, tzv. dávka.
Výpocˇetní cˇasy jednotlivých zpu˚sobu˚ implementace porovnává tabulka 7.3, jsou zde
uvedeny výsledky pro ru˚zné pocˇty N provádeˇných beˇhu˚ simulace. Jedná se vždy o pru˚-
meˇr peˇti nameˇrˇených hodnot. Ve všech prˇípadech byl prˇi plánování poruch komponent
volen diskretizacˇní krok obdélníkového pravidla h = 0.1.
N 30720 101376 196608 393216
Sekvencˇní implementace v jazyce Matlab 263.9 852.0 - -
Implementace pomocí CUDA (1 beˇh na kernel) 2.205 6.7322 11.373 22.768
Implementace pomocí CUDA (8 beˇhu˚ na kernel) 1.784 5.834 11.123 22.027
Tabulka 7.3: Porovnání výpocˇetních cˇasu˚, uvedené cˇasy jsou v sekundách
Následující grafy ukazují závislost výpocˇetního cˇasu na velikosti dávky. Ve všech prˇí-
padech bylo použito 512 vláken na blok, pocˇet bloku˚ byl pak volen v závislost na velikosti
dávky tak, aby byl dosažen zvolený rozsah náhodného výbeˇru N .
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Obrázek 7.3: Závislost výpocˇetního cˇasu na velikosti dávky
7.4 Statistická analýza výsledku˚ simulace
V prˇípadeˇ, že náhodný pokus (beˇh simulace) skoncˇí poruchou systému, je výstupem z to-
hoto beˇhu simulace cˇas poruchy a její typ. Pokud beˇh simulace neskoncˇí poruchou, je za
výstup považována informace, že do cˇasu T = 1000 nedošlo k žádné z poruch.
Odhadneˇme nyní pomocí metody MC pravdeˇpodobnosti, že v cˇasovém intervalu
⟨0, T ⟩ dojde k jednotlivým poruchám. Symbolem Pv oznacˇme pravdeˇpodobnost, že do
cˇasu T dojde k vysušení, symbolem Pp pravdeˇpodobnost prˇetecˇení a symbolem Pt prav-
deˇpodobnost dosažení teploty 100 °C.
S použitím CUDA implementace bylo provedeno N = 106 náhodných pokusu˚, z toho
Nv = 124377 bylo ukoncˇeno poruchou vysušení, Np = 491841 poruchou prˇetecˇení a Nt =
119621 poruchou vysoká teplota. Ve zbylých N0 = 264161 pokusech k poruše nedošlo.
Pro úcˇel odhadu pravdeˇpodobnosti vysušení považujeme za výsledky jednotlivých beˇhu˚
simulace hodnoty náhodné velicˇiny Y , pro níž platí Y = 1, jestliže daný beˇh simulace
skoncˇil poruchou vysušení, a Y = 0 v opacˇném prˇípadeˇ. Výsledkem N beˇhu˚ simulace je
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tedy náhodný výbeˇr Y1, . . . , YN . Strˇední hodnota náhodné velicˇiny Yv je pak rovna prˇímo
hledané hodnoteˇ Pv. Nestranným odhadem hodnoty Pv získaným pomocí metody MC je
tedy výbeˇrový pru˚meˇr
ℓ = 1
N
N
k=1
Yk =
Nv
N
.
Analogicky platí, že nestranným odhadem pravdeˇpodobnosti Pp je hodnota Np · N−1 a
nestranným odhadem pravdeˇpodobnosti Pt je hodnota Nt ·N−1.
V tabulce 7.4 je uveden odhad hodnot Pv, Pp a Pt spolu s odhady jejich prˇesnosti. Pro
každý typ poruchy je zde uvedena výbeˇrová smeˇrodatná odchylka s, rozptyl s2, relativní
smeˇrodatná odchylka, prˇibližný 95% interval spolehlivosti pro parametr ℓ a odhadovaný
pocˇet pokusu˚ nutný k dosažení prˇesnosti ε = 0.01.
typ poruchy ℓ s s2 RSD interval spolehlivosti Nε
vysušení 0.12438 0.330 0.109 0.265% (0.12373, 0.12502) 4184
prˇetecˇení 0.49184 0.500 0.250 0.102% (0.49086, 0.49282) 9601
vysoká teplota 0.11962 0.325 0.105 0.271% (0.11898, 0.12026) 4046
Tabulka 7.4: Odhady hodnot Fv (T ), Fp (T ) a Ft (T ) pomocí metody MC
Vygenerovaný náhodný výbeˇr v sobeˇ však nese mnohem více informací o simulova-
ném systému. Stejneˇ jako pro dobu simulace t = T lze i pro jakýkoliv jiný cˇas t ∈ ⟨0, T ⟩
stanovit pravdeˇpodobnost, že v cˇase kratším než t dojde k jistému typu poruchy. Pravdeˇ-
podobnost, že v cˇase kratším než t dojde k poruše daného typu urcˇíme jako pomeˇr pocˇtu
poruch tohoto typu, k nimž došlo v cˇase kratším než t, a celkového pocˇtu náhodných po-
kusu˚. Tímto zpu˚sobem zkonstruujeme na intervalu ⟨0, T ⟩ funkce Fv (t), resp. Fp (t), resp.
Ft (t), které pro daný cˇas vrací pravdeˇpodobnost, že v cˇase kratším než t dojde k poruše
typu vysušení, resp. prˇetecˇení, resp. vysoká teplota. Odhadovaný pru˚beˇh funkcí Fv (t),
Fp (t) a Ft (t) pro t ∈ ⟨0, T ⟩ ukazují grafy na obrázku 7.5.
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Obrázek 7.4: Meze spolehlivosti odhadu stanovené metodou MC
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Podobneˇ jako v prˇípadeˇ odhadu˚ hodnot Fv (t), Fp (t) a Ft (t) pro t = T (viz tabulka
7.4), lze odhadnout intervaly spolehlivosti pro další cˇasy t ∈ ⟨0, T ⟩. Takto získané meze,
v nichž s pravdeˇpodobností 0.95 leží funkce Fv (t), Fp (t) a Ft (t), ukazují grafy na ob-
rázku 7.4. Jsou zde znázorneˇny výsledky pro N = 103, nebot’ pro vysoký pocˇet pokusu˚
spolehlivostní meze vizuálneˇ témeˇrˇ splývají s grafem odhadované funkce.
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Obrázek 7.5: Odhadovaný pru˚beˇh funkcí Fv (t), Fp (t) a Ft (t) pro t ∈ ⟨0, T ⟩; N = 106
7.5 Redukce rozptylu
Za úcˇelem snížení pocˇtu náhodných pokusu˚ nutných k odhadu hodnot Pv, Pp a Pt s urcˇi-
tou prˇesností bylo aplikováno neˇkolik metod redukce rozptylu prˇedstavených v kapitole
4. Konkrétneˇ se jedná o metodu antitetických náhodných velicˇin, metodu rˇídících veli-
cˇin a metodu IS s odhadem parametru˚ rozdeˇlení pomocí iteracˇní verze metody Cross-
Entropy. Ve všech prˇípadech byla pro realizaci jednotlivých beˇhu˚ simulace použita im-
plementace využívající technologii CUDA.
7.5.1 Metoda antitetických náhodných velicˇin
Použití metody antitetických náhodných velicˇin pro rˇešení této úlohy odpovídá algo-
ritmu 4.4. Náhodný výbeˇr X1, . . . ,X N
2
z vícerozmeˇrného rozdeˇlení U (0,1) byl použit
k odhadu všech trˇí hledaných hodnot, podobneˇ jako tomu bylo v prˇípadeˇ metody MC.
Výsledky simulace využívající tuto metodu redukce rozptylu jsou zaznamenány v ta-
bulce 7.5, byly opeˇt zvoleny parametry N = 106, α = 0.05, ε = 0.01. Míra redukce roz-
ptylu pomocí této metody závisí na velikosti korelacˇního koeficientu náhodných velicˇin
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Y a Y ∗, v tabulce je proto pro každou z odhadovaných hodnot uveden rovneˇž výbeˇrový
korelacˇní koeficient r.
typ poruchy ℓ r s2 RSD interval spolehlivosti Nε
vysušení 0.12383 −0.141 9.3 · 10−2 0.246% (0.12323, 0.12442) 3579
prˇetecˇení 0.49263 −0.971 7.2 · 10−3 0.017% (0.49246, 0.49280) 279
vysoká teplota 0.11939 −0.136 9.1 · 10−2 0.253% (0.11880, 0.11998) 3491
Tabulka 7.5: Odhady hodnot Fv (T ), Fp (T ) a Ft (T ) metodou antitetických NV
Nejvýrazneˇjší redukce rozptylu byla dosažena v prˇípadeˇ odhadu hodnoty Pp, tento
výsledek lze pomeˇrneˇ snadno objasnit. Hledaná hodnota se vztahuje k cˇasu t = 1000, do
toho cˇasu již s vysokou pravdeˇpodobností došlo k poruchám všech systémových kom-
ponent. Jeden beˇh simulace je dán vstupními náhodnými cˇísly ξ1, ξ2, ξ3, η1, η2, η3, kon-
figurace systému (a1, a2, a3) po nastání poruch všech komponent je však dána pouze
náhodnými cˇísly η1, η2, η3. Vzhledem ke konstrukci antitetických náhodných velicˇin je
do náhodného výbeˇru s každou trojicí (η1, η2, η3) zahrnut rovneˇž nahodný pokus daný
trojicí (1− η1, 1− η2, 1− η3). Navíc jestliže pro trojici (η1, η2, η3) prˇejde systém po nastání
poruch všech trˇí komponent do stavu (a1, a2, a3), pak pro trojici (1− η1, 1− η2, 1− η3)
prˇejde do stavu (1− a1, 1− a2, 1− a3). Tabulka 7.6 uvádí závislost rychlosti prˇítoku Qa
na konfiguraci systému (a1, a2, a3). V prˇípadeˇ, že již došlo k poruchám všech trˇí kom-
ponent, a rychlost prˇítoku Qa je kladná, dojde s vysokou pravdeˇpodobností do cˇasu T
k prˇetecˇení. Nyní si již stacˇí všimnout, že rychlost prˇítoku Qa je kladná vždy práveˇ pro
jednu z konfigurací (a1, a2, a3) a (1− a1, 1− a2, 1− a3), což je du˚vodem silné záporné
korelace náhodných velicˇin Y a Y ∗.
a1 0 1 0 1 1 0 0 1
a2 0 1 0 1 0 1 1 0
a3 0 1 1 0 1 0 1 0
Qa 0 1.5 −1.5 3 0 0.5 0 0.5
Tabulka 7.6: Závislost Qa na a1, a2, a3
Stejneˇ jako v prˇípadeˇ metody MC lze pomocí metody antitetických velicˇin rovneˇž
odhadnout meze, v nichž s pravdeˇpodobností 0.95 leží funkce Fv (t), Fp (t) a Ft (t) pro
t ∈ ⟨0, T ⟩, viz grafy na obrázku 7.6. Opeˇt se jedná o výsledky pro N = 103 náhodných
pokusu˚.
7.5.2 Metoda rˇídících velicˇin
K redukci rozptylu bude nyní použit algoritmus 4.8, který na rozdíl od algoritmu metody
antitetických náhodných velicˇin není zcela prˇímocˇarý. Hlavním úskalím metody rˇídících
velicˇin je volba vhodné rˇídící velicˇiny cˇi vektoru rˇídících velicˇin. Vhodnou rˇídící velicˇinou
je taková náhodná velicˇina C, která je silneˇ korelovaná s náhodnou velicˇinou Y .
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Obrázek 7.6: Meze spolehlivosti odhadu stanovené metodou antitetických NV
Vyjdeme-li z poznatku˚ získaných prˇi rˇešení úlohy pomocí antitetických náhodných
velicˇin, jako možná rˇídící velicˇina se jeví náhodná velicˇina rychlost prˇítoku po nastání
všech trˇí poruch systému. Zvolme tedy rˇídící velicˇinu
C = (I (η1 < 0.5) + I (η2 < 0.5)− I (η3 < 0.5)) ·Q,
pro její strˇední hodnotu zrˇejmeˇ platí
ℓ(C) = (0.5 + 0.5− 0.5) ·Q = 0.75.
typ poruchy ℓ r s2 RSD interval spolehlivosti Nε
vysušení 0.12399 0.652 6.2 · 10-2 0.202% (0.1235, 0.12448) 2405
prˇetecˇení 0.49221 −0.858 6.6 · 10−2 0.052% (0.49171, 0.49272) 2541
vysoká teplota 0.12014 0.213 0.101 0.265% (0.11952, 0.12077) 3881
Tabulka 7.7: Odhady hodnot Fv (T ), Fp (T ) a Ft (T ) s použitím rˇídící velicˇiny C
Parametry simulace jsou opeˇt hodnoty pro N = 106, α = 0.05, ε = 0.01. Porovnání
tabulek 7.4 a 7.7 ukazuje, že znatelné redukce rozptylu bylo dosaženo v prˇípadeˇ odhadu
hodnot Pv a Pp. Pro odhad všech hodnot Pv, Pp a Pt však byla použita stejná rˇídící veli-
cˇina, což není optimální.
Pokusme se nyní zlepšit dosažené výsledky použitím ru˚zných rˇídících velicˇin pro
odhad každé z hodnot Pv, Pp a Pt. Ze všech testovaných náhodných velicˇin vykazovaly
nejlepší výsledky rˇídící velicˇiny zkonstruované opeˇt pomocí vstupních náhodných cˇísel
η1, η2 a η3 s ohledem na to, v jaké konfiguraci (a1, a2, a3) se systém bude nacházet po
nastání poruch všech komponent. Je pravdeˇpodobné, že dojde k vysušení, jestliže po
nastání poruch všech komponent bude rychlost prˇítoku Qa záporná, což podle tabulky
7.6 nastane pouze v prˇípadeˇ, že (a1, a2, a3) = (0, 0, 1). Pro odhad hodnoty Pv proto byla
použita rˇídící velicˇina
Cv = I (η1 < 0.5) · I (η2 < 0.5) · I (η3 > 0.5) ,
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která je rovna jedné pouze v prˇípadeˇ, že po nastání poruch všech komponent bude sys-
tém ve stavu (a1, a2, a3) = (0, 0, 1), v opacˇném prˇípadeˇ bude rovna nule. Pro strˇední
hodnotu náhodné velicˇiny Cv zrˇejmeˇ platí
ℓ(Cv) = 0.53.
Z obdobných du˚vodu˚ byla pro odhad hodnoty Pp použita rˇídící velicˇina
Cp = I (η1 > 0.5) · I (η2 > 0.5) · I (η3 > 0.5) + I (η1 > 0.5) · I (η2 > 0.5) · I (η3 < 0.5) +
+ I (η1 < 0.5) · I (η2 > 0.5) · I (η3 < 0.5) + I (η1 > 0.5) · I (η2 < 0.5) · I (η3 < 0.5)
se strˇední hodnotou
ℓ(Cp) = 4 · 0.53
a pro odhad hodnoty Pt rˇídící velicˇina
Ct = I (η1 < 0.5) · I (η2 < 0.5) · I (η3 < 0.5)
se strˇední hodnotou
ℓ(Ct) = 0.53.
Výsledky získané pomocí rˇídících velicˇin Cv, Cp a Ct jsou zaznamenány v tabulce 7.8.
typ poruchy ℓ r s2 RSD interval spolehlivosti Nε
vysušení 0.12409 0.996 9.1 · 10-4 0.024% (0.12403, 0.12415) 35
prˇetecˇení 0.49239 0.985 7.5 · 10−3 0.018% (0.49222, 0.49255) 288
vysoká teplota 0.11943 0.974 5.3 · 10−3 0.061% (0.11929, 0.11957) 204
Tabulka 7.8: Odhady hodnot Fv (T ), Fp (T ) a Ft (T ) s použitím velicˇin Cv, Cp a Ct
Nyní již byla dosažena silná redukce rozptylu v prˇípadeˇ všech odhadovaných hod-
not. Výbeˇrový rozptyl odhadu hodnoty Pv se snížil prˇibližneˇ 120krát oproti metodeˇ MC,
odhadu hodnoty Pp prˇibližneˇ 33krát a odhadu hodnotu Pt prˇibližneˇ 20krát. Silná redukce
rozptylu je zpu˚sobena vysokou korelací mezi pu˚vodními a rˇídícími náhodnými velicˇi-
nami, viz hodnoty výbeˇrového korelacˇního koeficientu r v tabulce 7.8.
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Obrázek 7.7: Meze spolehlivosti odhadu stanovené metodou rˇídících velicˇin
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Pomocí metody rˇídících velicˇin byly rovneˇž odhadnuty meze, v nichž s pravdeˇpo-
dobností 0.95 leží funkce Fv (t), Fp (t) a Ft (t) pro t ∈ ⟨0, T ⟩, viz grafy na obrázku 7.7.
Grafy byly sestaveny na základeˇ náhodného výbeˇru o rozsahu N = 103 za použití rˇídí-
cích velicˇin Cv, Cp a Ct.
7.5.3 Importance sampling
K redukci rozptylu bude dále použit algoritmus 4.17. Nejprve je trˇeba zvolit IS hustotu
g, naprˇíklad pomocí metody Cross-Entropy, viz algoritmus 4.23.
V prˇípadeˇ této úlohy jsou vstupní náhodná cˇísla ξ1, ξ2, ξ3, η1, η2, η3 pro každý beˇh si-
mulace generována z U (0, 1), pro použití metody CE je však nutné aby vstupní náhodná
cˇísla pocházela z rozdeˇlení pravdeˇpodobnosti o hustoteˇ f (·,u), tedy aby hustota prav-
deˇpodobnosti závisela na parametru u. Metoda CE poté hledá IS hustotu mezi husto-
tami pravdeˇpodobnosti z množiny {f (·,v) ,v ∈ Ω}. Tento problém lze vyrˇešit naprˇíklad
pomocí prˇevodu ze spojitého parametrického rozdeˇlení pravdeˇpodobnosti. V tomto prˇí-
padeˇ bude použito vícerozmeˇrné normální rozdeˇlení s pevneˇ daným rozptylem σ2 = 1,
optimalizovaným parametrem tedy bude strˇední hodnota rozdeˇlení.
Prˇevod z normálního rozdeˇlení spocˇívá ve vygenerování náhodného vektoru
(ξ∗1 , ξ∗2 , ξ∗3 , η∗1, η∗2, η∗3) z N (0, 1), tedy u = 0, vektor (ξ1, ξ2, ξ3, η1, η2, η3) je poté získán
aplikací distribucˇní funkce tohoto rozdeˇlení. Díky této konstrukci pochází náhodná cˇísla
ξ1, ξ2, ξ3, η1, η2, η3 stále z U (0, 1).
Necht’ je tedy pu˚vodním rozdeˇlením N (0, 1) o hustoteˇ pravdeˇpodobnosti f (·,0).
Metoda CE byla použita zvlášt’ pro jednotlivé úlohy hledání Pv, Pp a Pt, pro každou
z teˇchto úloh tak byl nalezen optimální parametr v IS hustoty f (·,v). Pro odhad hodnoty
Pv byla stanovena IS hustota f (·, (−0.011, 0.009,−0.007,−0.799,−0.795, 0.793)), pro od-
had Pp IS hustota f (·, (−0.004, 0,−0.022, 0.404, 0.407,−0.395)) a pro odhad Pt IS hustota
f (·, (−0.040,−0.031,−0.054,−0.801,−0.797,−0.797)). Výsledky metody IS s teˇmito pa-
rametry pro N = 106, α = 0.05 a ε = 0.01 jsou uvedeny v tabulce 7.9.
typ poruchy ℓ s2 RSD interval spolehlivosti Nε
vysušení 0.12448 0.049 0.178% (0.12405, 0.12492) 1886
prˇetecˇení 0.49313 0.194 0.089% (0.49226, 0.49399) 7456
vysoká teplota 0.11956 0.048 0.183% (0.11913, 0.11999) 1838
Tabulka 7.9: Odhady hodnot Fv (T ), Fp (T ) a Ft (T ) metodou IS pro N (·, 1)
Všimneˇme si, že první trˇi hodnoty vektoru v, sloužící k vygenerování hodnot ξ1, ξ2, ξ3,
jsou ve všech prˇípadech blízké pu˚vodní hodnoteˇ (nule). Bude proto realizována ješteˇ
jedna varianta odhadu pomocí metody CE, v níž bude optimalizováno pouze rozdeˇlení,
z neˇhož jsou generovány hodnoty η1, η2, η3. Úloha zu˚stane nezmeˇneˇna, pokud budou
tyto hodnoty generovány z Ber (0.5) namísto U (0, 1), nebot’ jsou používány pouze k po-
rovnávání s hodnotou 0.5.
V tomto prˇípadeˇ je tedy pu˚vodním rozdeˇlením Ber (u), kde u = 0.5. Metoda CE
byla použita opeˇt pro každou úlohu zvlášt’. Pro odhad hodnoty Pv byl stanoven vek-
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tor parametru˚ IS rozdeˇlení vv = (0, 0, 1), pro odhad hodnoty Pp vektor parametru˚ vp =
(0.751, 0.756, 0.2534) a pro odhad Pt vektor parametru˚ vt = (0, 0, 0). Je zrˇejmé, že v prˇí-
padeˇ použití vektoru˚ vv a vt se zmeˇní množina, na níž funkce f nabývá nenulových
hodnot, je tedy trˇeba zjistit, zda IS hustoty f (·;vv) a f (·;vt) splnˇují podmínku (4.8).
Z vlastností systému plyne, že jestliže došlo k poruše vysušení, nutneˇ musely být
komponenty P1 a P2 ve stavu „zavrˇená a zárovenˇ mimo provoz” a komponenta V ve
stavu „otevrˇená a zárovenˇ mimo provoz”, což odpovídá vektoru (η1, η2, η3) = (0, 0, 1),
funkce f (·;vv) tedy podmínku splnˇuje.
K poruše vysoká teplota však nedochází pouze v prˇípadeˇ, že platí (η1, η2, η3) = (0, 0, 0).
Pokud naprˇíklad platí (η1, η2, η3) = (0, 0, 1), mu˚že k poruše vysoká teplota dojít drˇíve,
než dojde k poruše komponenty V a následnému vysušení. Funkce funkce f (·;vt) tedy
podmínku nesplnˇuje a nemu˚že být použita jako IS hustota.
Výsledky metody IS pro odhad hodnot Fv (T ) a Fp (T ) se získanými parametry vv a
vp pro N = 106, α = 0.05 a ε = 0.01 jsou uvedeny v tabulce 7.10.
typ poruchy ℓ s2 RSD interval spolehlivosti Nε
vysušení 0.12416 1.0 · 10−4 0.013% (0.12413, 0.12419) 4
prˇetecˇení 0.49306 0.121 0.112% (0.49198, 0.49414) 4667
Tabulka 7.10: Odhady hodnot Fv (T ) a Fp (T ) metodou IS pro Ber (u)
Rovneˇž byly odhadnuty meze, v nichž s pravdeˇpodobností 0.95 leží funkce Fv (t),
Fp (t) a Ft (t) pro t ∈ ⟨0, T ⟩, viz grafy na obrázku 7.8. Grafy byly sestaveny na základeˇ
náhodného výbeˇru o rozsahu N = 103 pomocí metody IS, v prˇípadeˇ odhadu pru˚beˇhu
funkcí Fv (t) a Fp (t) bylo použito Bernoulliho rozdeˇlení a v prˇípadeˇ funkce Ft (t) nor-
mální rozdeˇlení.
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Obrázek 7.8: Meze spolehlivosti odhadu stanovené metodou IS
Získané odhady pru˚beˇhu funkcí Fv (t), Fp (t) a Ft (t) odpovídají grafu˚m uvedeným
v [11], kde byla rˇešena identická úloha.
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7.5.4 Porovnání jednotlivých metod
Hlavním kritériem efektivity metod použitých v této sekci je dosažené snížení rozptylu
oproti základní metodeˇ MC. Následující tabulka proto uvádí odhadovanou redukci roz-
ptylu dosaženou prˇi odhadu hodnot Fv (T ), Fp (T ) a Ft (T ) pomocí jednotlivých metod.
V prˇípadeˇ metody IS je uveden výbeˇrový rozptyl odhadu˚ hodnot Fv (T ) a Fp (T ) získaný
prˇi použití Bernoulliho rozdeˇlení a výbeˇrový rozptyl odhadu hodnoty Ft (T ) získaný prˇi
použití normálního rozdeˇlení.
Fv (T ) - vysušení Fp (T ) - prˇetecˇení Ft (T ) - vysoká teplota
Metoda s2 redukce s2 redukce s2 redukce
MC 0.109 1× 0.250 1× 0.105 1×
Antitetické NV 0.093 1.2× 7.2 · 10−3 35× 0.091 1.15×
Rˇídící velicˇiny 9.1 · 10-4 119× 7.5 · 10−3 33× 5.3 · 10−3 20×
IS 1.0 · 10−4 1090× 0.121 2.1× 0.048 2.2×
Tabulka 7.11: Porovnání metod redukce rozptylu
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8 Aplikace II - spolehlivost systému˚ s nezávislými prvky
Tato sekce se zabývá obecným problémem kvantifikace spolehlivosti systému˚ s nezávis-
lými prvky. Na základeˇ znalosti pravdeˇpodobnosti provozu jednotlivých prvku˚, z nichž
je systém složen, je urcˇována pravdeˇpodobnost, že je v provozu celý systém.
Se spolehlivostí souvisí také pojem pohotovost. Pohotovost dynamického systému
v cˇase t je definována jako pravdeˇpodobnost, že je systém v tomto cˇase v provozu. Jsou-li
známy pravdeˇpodobnosti provozu jednotlivých komponent v cˇase t, je možné se omezit
pouze na zachycení systému v cˇase t a chápat tak systém jako statický. V teˇchto prˇípadech
je v literaturˇe pojem pohotovost obvykle nahrazován obecneˇjším pojmem spolehlivost.
Model komponenty je cˇasto vyjadrˇován pomocí náhodných velicˇin doba do poruchy
a doba do opravy pocházejících z exponenciálního rozdeˇlení. Je-li komponenta v cˇase
t = 0 v provozu, je pravdeˇpodobnost provozu komponenty v cˇase t dána funkcí
p (t) =
µ
µ+ λ
+
λ
µ+ λ
e−(µ+λ)t,
kde λ je parametrem doby do poruchy, tedy tzv. intenzitou poruch, a µ je parametrem
doby do opravy, tzv. intenzitou oprav, viz naprˇíklad [5]. Limitním prˇechodem t → ∞
je získán tzv. asymptotický koeficient pohotovosti p∞ = µ/ (µ+ λ). V [15] jsou dále uve-
deny funkce p (t) a prˇíslušné koeficienty p∞ pro prˇípad, kdy komponenta podléhá dveˇma
typu˚m poruch a prˇípad, kdy náhodná velicˇina doba do poruchy pochází z Weibullova cˇi
logaritmicko-normálního rozdeˇlení pravdeˇpodobnosti. Prˇi studiu pohotovosti systému
má své opodstatneˇní dosadit jako pravdeˇpodobnost provozu komponenty jak hodnotu
p (t) pro zvolenou hodnotu t, tak i asymptotický koeficient p∞. Dále bude pravdeˇpodob-
nost provozu jednotlivých komponent systému chápána jako soucˇást zadání úlohy.
Reálné systémy tohoto typu obvykle pracují s vysoce spolehlivými prvky, úloha tak
vede na problém kvantifikace rˇídkých jevu˚. Pro odhad spolehlivosti bude použita me-
toda IS s neˇkolika variantami odhadu parametru˚ IS rozdeˇlení. Dále bude na rˇešený pro-
blém aplikována metoda PMC (z anglického Permutation Monte Carlo) prˇedstavená
v [2]. Vedle odhadu spolehlivosti bude provedena také analýza citlivosti testovaných
systému˚. Použité metody budou pro zvýšení efektivity paralelizovány s použitím tech-
nologie CUDA.
8.1 Specifikace systému
Dále bude uvažován statický systém, který je urcˇen množinou Q = {a, c1, . . . , cn, b} a
relací R na množineˇ Q. Prvek a je vstupním prvkem systému, b je výstupním prvkem
systému a C = {c1, . . . , cn} je množinou všech komponent. O každých dvou prvcích
množiny Q je možné rozhodnout, zda jsou, cˇi nejsou v relaci. Skutecˇnost, že prvek qi ∈ Q
je v relaci s prvkem qj ∈ Q, je znacˇena zápisem (qi, qj) ∈ R. Obecneˇ se nejedná o symet-
rickou relaci, tedy pokud platí (qi, qj) ∈ R, nemusí platit (qj , qi) ∈ R. [16]
Stochastické vlastnosti systému jsou dány náhodným vektorem B = (B1, . . . , Bn).
Komponenteˇ ci je prˇirˇazena náhodná velicˇinaBi pocházející z Bernoulliho rozdeˇlení s pa-
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rametrem pi, tedy P (Bi = 1) = pi. Jev Bi = 0 indikuje poruchu dané komponenty, za-
tímco jev Bi = 1 znacˇí, že je tato komponenta v provozu.
Systém je v provozu, jestliže existuje taková posloupnost indexu˚ funkcˇních kompo-
nent k1, . . . , kd, kde d ∈ N, že platí
(a, ck1) ∈ R, (ckd , b) ∈ R a ∀i ∈ {1, . . . , d− 1} :

cki , cki+1
 ∈ R.
Spolehlivost systému je definována jako pravdeˇpodobnost, že je systém v provozu. Úlohu
je však vhodneˇjší formulovat jako problém hledání nespolehlivosti systému, tedy prav-
deˇpodobnosti ℓ, že systém není v provozu. Pro nespolehlivost systému zrˇejmeˇ platí
ℓ = E (H (B)) ,
kde H (b) = 1, jestliže pro stavový vektor b je systém mimo provoz, a H (b) = 0 v opacˇ-
ném prˇípadeˇ. Implementaci funkce H se veˇnuje sekce 8.4.3.
Takto specifikovaný systém je zobecneˇním více typu˚ systému˚, kterými se zabývá do-
stupná literatura. Jedná se naprˇíklad o problém kvantifikace spolehlivosti síteˇ, viz [2],
nebo o rˇešení pohotovosti systému˚, viz [5].
Úloha 8.1 (Spolehlivost síteˇ, viz [2]). Sítí je myšlen graf G = (V,E), kde
• V znacˇí množinu všech vrcholu˚,
• E znacˇí množinu všech hran, jedná se tedy o množinu dvouprvkových podmnožin
množiny V , platí |E| = n. [17]
Navíc jsou specifikovány dva koncové vrcholy a ∈ V a b ∈ V , vrchol a je zárovenˇ
vstupním prvkem a vrchol b prvkem výstupním. Komponentami systému jsou všechny
hrany grafu G, tedy C = E. Dveˇ hrany jsou v relaci, jestliže mají spolecˇný vrchol, hrana
a koncový vrchol jsou v relaci, jestliže tento vrchol náleží dané hraneˇ. Jelikož se nejedná
o orientované hrany, je relace R symetrická.
Spolehlivostí síteˇ je zde pravdeˇpodobnost, že jsou koncové vrcholy a a b propojeny
funkcˇními hranami.
Úloha 8.2 (Pohotovost systému, viz [5]). Systémem je myšlen orientovaný graf G =
(V,E), kde
• V znacˇí množinu všech vrcholu˚, platí |V | = n+ 2,
• E znacˇí množinu všech hran, jedná se tedy o množinu usporˇádaných dvojic prvku˚
množiny V .
Navíc je specifikován vstupní prvek a ∈ V a výstupní prvek b ∈ V . Komponentami
systému jsou prvky množiny C = V \ {a, b}. Vrchol qi je v relaci s vrcholem qj , jestliže
v vrcholu qi vede orientovaná hrana do vrcholu qj , tj. (qi, qj) ∈ R⇔ (qi, qj) ∈ E.
Pohotovost systému je rovna pravdeˇpodobnosti, že existuje orientovaná cesta ve-
doucí z vrcholu a do vrcholu b pouze prˇes funkcˇní komponenty.
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8.2 Dynamická formulace
Popsaný statický systém lze chápat také jako alternativní dynamický systém zachycený
v konkrétním cˇasovém okamžiku. Alternativní dynamický systém je rovneˇž tvorˇen mno-
žinou Q a relací R, v tomto prˇípadeˇ se však stav jednotlivých komponent v cˇase meˇní.
V cˇase t = 0 jsou všechny komponenty ci ∈ C mimo provoz. Náhodná velicˇina Xi
udává dobu do opravy i-té komponenty. Rozdeˇlení pravdeˇpodobnosti náhodného vek-
toru X = (X1, . . . , Xn) je stanoveno tak, aby pro jistou pevneˇ zvolenou hodnotu T ∈ R
platilo
P (Xi < T ) = P (Bi = 1) = pi. (8.1)
Stav systému v cˇase t je znacˇen B (t) = (B1 (t) , . . . , Bn (t)), cˇímž je definován ná-
hodný proces {B (t) , t ≥ 0}. Platí Bi (t) = 1, jestliže je komponenta ci v cˇase t v provozu,
v opacˇném prˇípadeˇ Bi (t) = 0.
S využitím dynamické formulace lze hodnotu ℓ zapsat jako
ℓ = E

IS(X)≥T

= P (S (X) ≥ T ) ,
kde S (x) udává pro konkrétní vektor x dobu, kdy bude systém uveden do provozu.
8.3 Použité metody redukce rozptylu
Pro redukci rozptylu odhadu nespolehlivosti ℓ bude použita metoda IS, aplikovaná na
statickou i dynamickou formulaci systému. Bude popsána metoda SPB (z anglického sin-
gle parameter biasing), která je v [5] použita pro rˇešení pohotovosti systému˚, viz úloha
8.2, zde je chápána jako metoda volby parametru˚ IS rozdeˇlení. Rovneˇž bude navrhnut
efektivneˇjší zpu˚sob odhadu parametru˚ založený na metodeˇ CE, která automaticky zo-
hlednˇuje strukturu systému.
8.3.1 Metoda IS
Náhodný vektor B pochází z n-rozmeˇrného Bernoulliho rozdeˇlení daného vektorem pa-
rametru˚ p = (p1, . . . , pn), IS rozdeˇlení je voleno ze stejné pravdeˇpodobnostní rodiny.
K odhadu parametru˚ IS rozdeˇlení je možné použít základní iteracˇní algoritmus metody
CE, viz 4.23, jehož výsledkem je vektor η = (η1, . . . .ηn), který je použit jako parametr IS
rozdeˇlení.
Prˇi testování docházelo k nastavení neˇkterého z parametru˚ ηi, kde i ∈ {1, . . . , n},
na hodnotu 1, výsledné IS rozdeˇlení by tak nesplnˇovalo podmínku (4.8). Tento problém
lze vyrˇešit použitím tzv. screening algoritmu, viz [1, str. 155], nebo pomocí vyhlazovacího
parametru, viz 4.24. Zde se osveˇdcˇila první z teˇchto možností, byl tedy použit algoritmus
8.3 kombinující CE a screening algoritmus. Nové IS rozdeˇlení má uprˇednostnit vzorky, pro
neˇž nastane porucha systému, není tedy žádoucí, aby platilo ηi > pi, i ∈ {1, . . . , n}, což
by zpu˚sobilo snížení pravdeˇpodobnosti poruchy i-té komponenty. Této situaci zamezí
bod 5. následujícího algoritmu, pokud by neˇkterá z hodnot ηi, i ∈ {1, . . . , n} meˇla být
nastavena na hodnotu vyšší než pi, prˇíslušná komponenta je oznacˇena za nepodstatnou
a daný parametr není aktualizován.
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Algoritmus 8.3 (Metoda CE pro kvantifikaci spolehlivosti síteˇ). Vstupem algoritmu je
pocˇet iterací kmax.
1. Zvolit pocˇátecˇní vektor parametru˚ η(0), naprˇíklad η(0) = p, nastavit k = 1 a I =
{1, . . . , n}.
2. Vygenerovat náhodný výbeˇr B1, . . . ,BM z n-rozmeˇrného Bernoulliho rozdeˇlení
s nezávislými složkami daného vektorem parametru˚ η(k−1).
3. Pokud H (B1) = · · · = H (BM ), opakovat krok 2.
4. Urcˇit
η(k) = argmax
η
1
N
N
i=1
H (Bi)W

Bi;θ,η
(k−1)

lnf (Bi;η) ,
5. Oveˇrˇit ∀i ∈ I , zda ηi < pi, pokud ne, odebrat i z množiny I a nastavit ηi = pi.
6. Je-li k < kmax, navýšit iteracˇní promeˇnnou k o 1 a pokracˇovat krokem 2.
7. Pro kvantifikaci nespolehlivosti systému použít algoritmus 4.17, jako IS rozdeˇlení
použít n-rozmeˇrné Bernoulliho rozdeˇlení s vektorem parametru˚ η(k), jako množinu
du˚ležitých prvku˚ použít výslednou množinu I .
V prˇípadeˇ rˇídkých jevu˚ mu˚že nízká pravdeˇpodobnost vygenerování vzorku˚Bi, pro které
H (Bi) = 1, zpu˚sobit problém popsaný v sekci 4.4.4. Tento problém cˇástecˇneˇ rˇeší krok 3.
algoritmu 8.3, úcˇinneˇji lze situaci zabránit vhodnou volbou pocˇátecˇního vektoru parame-
tru˚ η(0), viz prˇíklady 8.6 a 8.7.
V [5] je pro redukci rozptylu použita metoda SPB. Jedná se v podstateˇ o metodu IS,
kterou lze použít, pokud jednotlivé složky stavového vektoru pochází z Bernoulliho roz-
deˇlení. Jako IS rozdeˇlení je použito n-rozmeˇrné Bernoulliho rozdeˇlení dané vektorem
parametru˚ η = α ·p, kde α ∈ (0, 1⟩. Díky této volbeˇ IS hustoty se zvýší pravdeˇpodobnost
poruch jednotlivých komponent a tím i pravdeˇpodobnost poruchy systému. Na rozdíl
od prˇedchozího zpu˚sobu volby parametru˚ však není zohledneˇna du˚ležitost jednotlivých
komponent.
Statická formulace systému nepracuje s úrovní γ, nelze tak použít algoritmus 4.26
metody CE pro kvantifikaci rˇídkých jevu˚. Nabízí se však využití dynamické formulace
úlohy s volbou γ = T . V prˇíkladech v sekci 8.5 byla testována i tato varianta metody IS,
byl zvolen náhodný vektor X pocházející z n-rozmeˇrného exponenciálního rozdeˇlení a
T = 1. K urcˇitému zvýšení efektivity vedlo použití vyhlazovacího parametru, viz 4.24.
8.3.2 Metoda PMC
Metoda PMC je speciální variantou podmíneˇné metody MC, v [2] je použita pro kvanti-
fikaci spolehlivosti síteˇ, viz úloha 8.1, princip metody lze však využít i prˇi rˇešení obecné
úlohy dané množinou Q a relací R.
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Tato metoda redukce rozptylu využívá dynamickou formulaci systému popsanou
v prˇedchozí sekci. Je zvoleno T = 1 a jednotlivé složky náhodného vektoru X pochází
z exponenciálního rozdeˇlení s parametrem λi. Lze snadno odvodit, že pro splneˇní rov-
nosti (8.1) je trˇeba volit
λi =
1
T
(− ln (1− pi)) = − ln (1− pi) .
Oznacˇme nyní Π = (Π1, . . . ,Πn) permutaci cˇísel 1, . . . , n danou serˇazením hodnot
X1, . . . , Xn od nejnižší po nejvyšší, tedy XΠ1 < · · · < XΠn . Jelikož X1, . . . , Xn znacˇí
doby do opravy jednotlivých komponent, náhodný vektor Π udává porˇadí, v neˇmž byly
jednotlivé komponenty uvedeny do provozu. Náhodná velicˇinaAj znacˇí dobu, po kterou
proces {B (t) , t ≥ 0} setrval v j-tém nabytém stavu, tedy A1 = XΠ1 , A2 = XΠ2 − XΠ1 ,
apod. Funkce crit (Π) udává tzv. kritickou hodnotu, tedy pocˇet komponent, které bylo
nutné uvést do provozu, aby byl v provozu celý systém, platí tedy
S (X) = Xcrit(Π) = A1 + · · ·+Acrit(Π).
Princip podmíneˇné metody MC pro odhad strˇední hodnoty náhodné velicˇiny Y spo-
cˇívá ve volbeˇ takového náhodného vektoru Z, že E (Y |Z) lze snadno urcˇit. V tomto prˇí-
padeˇ Y = IS(X)≥1 a Z = Π, hledaná pravdeˇpodobnost ℓ je tedy odhadována hodnotou
ℓ = 1
N
N
k=1
E

IS(X)≥1 |Πk

,
kde Π1, . . . ,ΠN je náhodný výbeˇr jednoznacˇneˇ urcˇený náhodným výbeˇrem X1, . . . ,XN
z n-rozmeˇrného exponenciálního rozdeˇlení s nezávislými složkami daného vektorem pa-
rametru˚ λ = (λ1, . . . , λn). Pro další postup je tedy steˇžejní analytický výpocˇet hodnoty
G (π) = E

IS(X)≥1 |Π = π

= P

A1 + · · ·+Acrit(π) ≥ 1

.
V [2] je využit poznatek, že {B (t) , t ≥ 0} je Markovu˚v proces, a hodnota G (π) je
pocˇítána jako
G (π) = P

A1 + · · ·+Acrit(π) ≥ 1

=
b
j=i
ωc,j exp (−νb−j+1) ,
kde c = crit (π),
νi =
i
j=1
λΠj (8.2)
pro i ∈ {1, . . . , c} , a hodnoty ωc,j jsou dány rekurzivním prˇedpisem
ω1,1 = 1, ωk+1,j = ωk,j
νc−k
νc−k − νc−j+1 , ωk+1,k+1 = 1−
k
j=1
ωk+1,j
pro k ∈ {1, . . . , c− 1} a j ∈ {1, . . . , k}.
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8.4 Implementace a paralelizace
Cˇasoveˇ nejnárocˇneˇjší algoritmy používané prˇi kvantifikaci spolehlivosti síteˇ byly parale-
lizovány s využitím technologie CUDA. Jedná se o funkci G (π) používanou prˇi redukci
rozptylu pomocí metody PMC, funkci S (x) používanou navíc prˇi redukci rozptylu po-
mocí metody IS aplikované na dynamickou formulaci systému a funkci H (b) používa-
nou pouze prˇi aplikaci metody IS na statickou formulaci systému.
8.4.1 Funkce G (π)
V [2, str. 556] lze nalézt sekvencˇní kód v jazyce Matlab pro výpocˇet hodnoty G (π). V této
implementaci jsou hodnoty νk, kde k ∈ {1, . . . , b}, vypocˇteny prˇedem a následneˇ použity
prˇi výpocˇtu hodnot ωk,j , kde k ∈ {1, . . . , b} a j ∈ {1, . . . , k}, a zaznamenány do matice
W . Tento prˇístup není vhodný pro paralelizaci pomocí CUDA, nebot’ jednotlivá vlákna
mají k dispozici pouze malé množství lokální pameˇti.
Pro výpocˇet hodnot ωb,j , kde j ∈ {1, . . . , b}, lze však odvodit explicitní vzorec
ωb,j =
b
i=1,i ̸=k−1
νi
νi − νb−k+1 . (8.3)
Není tedy potrˇeba zaznamenávat matici W , což vede ke snížení pameˇt’ových nároku˚ im-
plementace. Rovneˇž hodnoty νi není nutné pocˇítat prˇedem, je možné vždy použít prˇedpis
(8.2) a znovu tak snížit pameˇt’ové nároky, testování však ukázalo, že pru˚beˇžné výpocˇty
hodnot νi výrazneˇ zvyšují výpocˇetní cˇas.
Beˇhem testování bylo dále zjišteˇno, že v prˇípadeˇ nízkých hodnot pravdeˇpodobností
pi je tento algoritmus velice náchylný na prˇesnost výpocˇtu. Jelikož prˇi CUDA implemen-
taci na beˇžných grafických kartách nejsou výpocˇty s dvojnásobnou prˇesnosti efektivní,
byla pro úlohy s nízkými hodnotami pi implementována rovneˇž CPU verze algoritmu
využívající explicitní vzorec (8.3) a paralelní cyklus parfor. Nicméneˇ v prˇípadeˇ vysoce
spolehlivých systému˚ obvykle platí pro pravdeˇpodobnosti provozu jednotlivých kompo-
nent pi > 0.9, jednoduchá prˇesnost používaná v CUDA je tedy ve veˇtšineˇ prˇípadu˚ posta-
cˇující. Tabulka 8.1 porovnává výpocˇetní cˇas jednotlivých implementací výpocˇtu hodnoty
G (π). Konkrétneˇ je jedná o pu˚vodní sekvencˇní kód a o trˇi varianty vlastní implementace
využívající vzorec (8.3), sekvencˇní algoritmus, verzi využívající cyklus parfor a GPU
verzi algoritmu. Uvedené cˇasy byly nameˇrˇeny prˇi rˇešení úloh 8.6 a 8.7, jež budou uve-
deny dále, pro pi = 1−10−7 a 105 náhodných pokusu˚. Jedná se pouze o rozdílné zpu˚soby
implementace téže metody, výsledné hodnoty G (π) jsou tedy ve všech prˇípadech stejné.
typ implementace paralelizace 18 komponent 60 komponent
viz [2, str. 556] - 24.531 s 261.688 s
vlastní implementace - 1.107 s 5.179 s
využívající vzorec parfor 1.097 s 3.072 s
(8.3) CUDA 0.098 s 0.634 s
Tabulka 8.1: Výpocˇetní cˇas jednotlivých implementací funkce G (π)
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Zdrojový kód funkce G (π) v CUDA je uveden v prˇíloze, viz B.3.
8.4.2 Pocˇítacˇová reprezentace systému
V literaturˇe, naprˇíklad [18], je diskutováno neˇkolik zpu˚sobu˚ konstrukce výkonnostní
funkce H (b) pro speciální prˇípady systému˚, zde bude použit obecný zpu˚sob založený
na reprezentaci relace R pomocí matice.
Relaci R na množineˇ Q je možné reprezentovat pomocí matice M logických hodnot
0 a 1 o rozmeˇrech (n+ 2)× (n+ 2). Hodnota 1 na pozici (i, j) znacˇí, že (pi, pj) ∈ R. První
rˇádek a sloupec odpovídá vstupnímu prvku a, poslední rˇádek a sloupec výstupnímu
prvku b, zbylé rˇádky a sloupce postupneˇ komponentám c1, . . . , cn.
V prˇípadeˇ úlohy 8.2 je M maticí sousednosti grafu G, hodnota 1 na pozici (i, j) znacˇí,
že z vrcholu pi vede orientovaná hrana do vrcholu pj .
8.4.3 Funkce H (b)
Funkce H (b) vrací hodnotu 1, je-li pro daný stavový vektor b systém mimo provoz, a
hodnotu 0 v opacˇném prˇípadeˇ. K vyhodnocení funkce H byl použit algoritmus uvedený
v [19], vytvorˇený pu˚vodneˇ pro rˇešení úlohy 8.2, lze však použít i k rˇešení problému za-
daného množinou Q a relací R.
Algoritmus 8.4 (Vyhodnocení funkce H (b)).
Vstupem algoritmu je vektor b a matice M .
1. Vytvorˇit prázdnou množinu M1, množinu M2 obsahující funkcˇní komponenty ci
takové, že (a, ci) ∈ R množinu M3 obsahující nefunkcˇní komponenty.
2. Je-li M2 prázdná, systém není v provozu, H (b) = 1. Ukoncˇit algoritmus.
3. Pokud M2 obsahuje takovou komponentu ci, že (ci, b) ∈ R, systém je v provozu,
H (b) = 0. Ukoncˇit algoritmus.
4. Zapsat do množiny M1 všechny komponenty ci, které nejsou v množineˇ M3, a zá-
rovenˇ ∃q ∈M2 : (q, ci) ∈ R.
5. Prˇesunout prvky množiny M2 do M3. Prˇesunout prvky množiny M1 do M2.
6. Pokracˇovat krokem 2.
Každou z množin M1, M2 a M3 lze chápat jako vektor hodnot 0 a 1 o délce n. Hodnota
1 na pozici i znacˇí, že i-tá komponenta na do množiny patrˇí, a naopak. Z du˚vodu snížení
pameˇt’ových nároku˚ CUDA implementace jsou používány bitové operace, což vede rov-
neˇž ke zkrácení výpocˇetního cˇasu. Matici M i množiny M1, M2 a M3 reprezentuje pole
promeˇnných datového typu unsigned int, z nichž každá má délku 32 bitu˚. Jednotlivé
bity v prˇípadeˇ množin M1, M2 a M3 urcˇují prˇítomnost komponenty v dané množineˇ a
v prˇípadeˇ matice M relaci mezi jednotlivými hranami a koncovými vrcholy. Zdrojový
kód této funkce je uveden v prˇíloze, viz B.4.
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8.4.4 Funkce S (x)
Tato funkce pro daný vektor cˇasových hodnot x urcˇí dobu S (x), kdy bude systém uve-
den do provozu. V [2, str. 553] je uveden sekvencˇní kód v jazyce Matlab, používaný prˇi
rˇešení úlohy 8.1. V pru˚beˇhu výpocˇtu je na základeˇ porˇadí uvádeˇní komponent do pro-
vozu postupneˇ konstruována matice incidence mezi jednotlivými hranami a vrcholy a je
rozhodováno, zda je daný graf pru˚chozí.
Prˇi paralelizaci pomocí CUDA není z pameˇt’ových du˚vodu˚ vhodné použít tuto im-
plementaci. Pru˚beˇh konstrukce matice incidence se pro jednotlivé pokusy liší a pro každé
vlákno by tak musela být zaznamenávána vlastní matice incidence. Byla tedy zvolena im-
plementace vycházející z algoritmu 8.4 pro vyhodnocení funkce H , jejíž použití je navíc
obecneˇjší. Nová implementace pracuje s maticí M , která je pro všechna vlákna spolecˇná.
Matici M je možné pro snížení výpocˇetního cˇasu uložit do konstantní pameˇti.
Daný vektor x je serˇazen na CPU a na základeˇ tohoto serˇazení je urcˇena permutace
π, pomocí algoritmu 8.5 je na GPU nalezena kritická hodnota crit (π) a doba uvedení
systému do provozu je následneˇ urcˇena jako xcrit(π).
Algoritmus 8.5 (Vyhodnocení funkce crit (π)).
Vstupem algoritmu je permutace π a matice M .
1. Inicializovat nulový stavový vektor b o délce n. Inicializovat promeˇnnou k = 1.
2. Zapsat cˇíslo 1 na pozici πk vektoru b.
3. Vyhodnotit H (b) pomocí algoritmu 8.4.
4. Je-li systém v provozu, nastavit crit (π) = k a ukoncˇit algoritmus.
5. Navýšit hodnotu promeˇnné k o 1 a pokracˇovat krokem 2.
8.5 Test použitých algoritmu˚
Algoritmy prˇedstavené v prˇedchozí sekci budou nyní aplikovány na neˇkolik konkrétních
úloh. Jedná se o následující algoritmy:
1. Metoda IS použitá pro rˇešení statické formulace systému dané Bernoulliho rozdeˇle-
ním s odhadem parametru˚ IS hustoty pomocí metody CE kombinované se screening
algoritmem, viz algoritmus 8.3. Funkce H (b) je paralelizována pomocí CUDA.
2. Metoda IS použitá pro rˇešení dynamické formulace systému dané exponenciálním
rozdeˇlením s odhadem parametru˚ IS hustoty pomocí metody CE pro kvantifikaci
rˇídkých jevu˚, viz algoritmus 4.26. Funkce S (x) je paralelizována pomocí CUDA.
3. Metoda PMC:
(a) sekvencˇní implementace uvedená v [2],
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(b) metoda PMC paralelizovaná pomocí CUDA,
(c) hybridní verze, kde funkce S (x) je paralelizována pomocí CUDA a funkce
G (π) pomocí cyklu parfor.
Pro srovnání bude na neˇkteré úlohy aplikována také metoda SPB a základní metoda MC.
Prˇíklad 8.6 (Testovací systém prˇevzatý z [2, str. 558]). Jedná se o úlohu typu 8.1, systé-
mem je sít’ tvorˇená 18 komponentami, viz obrázek 8.1. Pravdeˇpodobnost provozu jed-
notlivých komponent je shodná, tj. pi = p, i ∈ {1, . . . , 18}, úloha byla rˇešena pro více
ru˚zných hodnot p = 1− 0.1m, kde m ∈ {1, 2, . . . , 10}.
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Obrázek 8.1: Znázorneˇní systému z prˇíkladu 8.6
V prˇípadeˇ všech testovaných algoritmu˚ bylo provedeno N = 106 náhodných pokusu˚.
1. První varianta metody IS navíc zahrnovala M = 105 pokusu˚ metody CE v každé
iteraci, prˇicˇemž iterací bylo vykonáno kmax = 10. Jelikož byla stejná úloha rˇešena
pro více ru˚zných hodnot p, kterými byla postupneˇ zvyšována spolehlivost systému,
byl pro m > 1 jako pocˇátecˇní vektor η(0) použit vždy vektor η(kmax) spocˇtený pro
prˇedchozí hodnotu p. Pro m = 1 byl zvolen vektor hodnot p = 0.9. Pro m ≥ 3
byly komponenty 4, 5, 8, 9 a 10 vyhodnoceny jako nedu˚ležité a jejich indexy byly
odebrány z množiny I , díky tomu bylo zaznamenáno zkrácení výpocˇetního cˇasu
metody IS.
2. Ve druhé varianteˇ metody IS bylo použito rovneˇž M = 105 pokusu˚ na iteraci, pocˇet
iterací provedených algoritmem 4.26 se s rostoucím m zvyšuje, viz B.6. Dále bylo
pro zprˇesneˇní parametru˚ provedeno 10 pokusu˚ základní metody CE, prˇicˇemž jako
pocˇátecˇní vektor η(0) byl použit výstup z algoritmu 4.26. V obou prˇípadech byl na-
víc použit vyhlazovací parametr α = 0.1. Dosažená prˇesnost je prˇi stejném rozsahu
77
výbeˇrového souboru výrazneˇ nižší než v prˇípadeˇ ostatních metod, s rostoucím m
se navíc prˇesnost snižuje a je zde možné pozorovat degeneraci pravdeˇpodobnosti,
která vede ke zkreslení výsledku z du˚vodu nízké pravdeˇpodobnosti vygenerování
neˇkterých vzorku˚, viz 4.21.
3. Pomocí podmíneˇné metody MC byla dosažena nejvyšší prˇesnost odhadu z testova-
ných metod, výhodou je rovneˇž skutecˇnost, že se prˇesnost s rostoucím m témeˇrˇ ne-
snižuje. Algoritmus 3b využívající paralelizaci pomocí CUDA dosahoval prˇibližneˇ
140krát nižšího výpocˇetního cˇasu oproti sekvencˇní implementaci 3a.
V tabulce 8.2 jsou uvedeny výsledky pro hodnoty m = 2 a m = 7, kompletní výsledky
testování lze nalézt v tabulkách B.5 až B.9 v prˇíloze.
m = 2
Algoritmus ℓ RSD výpocˇetnícˇas [s]
1 2.01 · 10−5 0.79% 2.94
2 2.06 · 10−5 4.70% 5.62
3a 1.99 · 10−5 0.56% 344.6
3b 1.99 · 10−5 0.56% 2.45
3c 2.01 · 10−5 0.56% 8.47
m = 7ℓ RSD výpocˇetnícˇas [s]
1.98 · 10−20 0.77% 2.93
3.07 · 10−21 23.1% 8.16
1.98 · 10−20 0.63% 344.3
2.01 · 10−20 0.63% 2.44
2.02 · 10−20 0.63% 8.41
Tabulka 8.2: Výsledky prˇíkladu 8.6
Graf porovnává pro hodnoty m ∈ {1, 2, . . . , 10} efektivitu jednotlivých algoritmu˚.
Jako meˇrˇítko efektivity byla použita velicˇina
RSD2 · (výpocˇetní cˇas) , (8.4)
je tak zahrnuta prˇesnost i cˇas výpocˇtu. Jelikož hodnota RSD2 je neprˇímo úmeˇrná roz-
sahu náhodného výbeˇru N a výpocˇetní cˇas je v prˇípadeˇ MC a prˇíbuzných metod prˇímo
úmeˇrný N , nezávisí hodnota (8.4) na rozsahu náhodného výbeˇru, s rostoucím N pouze
dochází k jejímu zprˇesnˇování.
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Obrázek 8.2: Porovnání efektivity jednotlivých algoritmu˚
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Pro m = 2 a m = 7 byla testována rovneˇž metoda SPB. V obou prˇípadech bylo pro-
vedeno N = 106 pokusu˚ metody IS, jako vektor parametru˚ IS hustoty byl použit vektor
η = α ·p, kde α ∈ ⟨0.5, 1⟩. Závislost RSD na volbeˇ parametru α ukazují grafy na obrázku
8.3. V prˇípadeˇ m = 2 bylo dosaženo minimální hodnoty RSD = 1.107% pro α = 0.85 a
v prˇípadeˇ m = 7 minimální hodnoty RSD = 1.276 pro α = 0.82. Jak ukazuje tabulka 8.2,
pomocí výše testovaných algoritmu˚ 1 a 3 byly dosaženy nižší hodnoty RSD.
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Obrázek 8.3: Metoda SPB
m ℓ s RSD cˇas výpocˇtu [s] RSD2 · (výpocˇetní cˇas)
1 1.90 · 10−2 1.37 · 10−1 0.01% 5253 2.77 · 10−1
2 1.99 · 10−5 4.50 · 10−3 0.22% 5144 2.58 · 102
3 2.04 · 10−8 1.43 · 10−4 7.00% 5197 2.55 · 105
Tabulka 8.3: Výsledky prˇíkladu 8.6 rˇešeného metodou MC
Pro srovnání byla úloha rˇešena také pomocí základní metody MC. Výsledky pro m ∈
{1, 2, 3} a rozsah náhodného výbeˇru N = 1010 ukazuje tabulka 8.3. Pro m > 3 již tento
rozsah náhodného výbeˇru nestacˇil k zaznamenání rˇídkého jevu. △
Následuje systém, jehož spolehlivost je dána spíše pocˇtem komponent, než bezporu-
chovostí komponent samotných. Opeˇt se jedná o úlohu typu 8.1.
Prˇíklad 8.7. Systém je složen ze 60 komponent, strukturu systému a odpovídající ma-
tici M znázornˇují obrázky 8.4. Pravdeˇpodobnost provozu jednotlivých komponent je
shodná, tj. pi = p, kde i ∈ {1, . . . , 60}, úloha byla opeˇt rˇešena pro p = 1 − 0.1m, kde
m ∈ {1, 2, . . . , 10}.
Pro rˇešení úlohy byly použity metody 1 (metoda IS aplikovaná na statickou formu-
laci), 2 (metoda IS aplikovaná na dynamickou formulaci) a 3b (metoda PMC), všechny
tyto algoritmy využívají CUDA implementaci. V tabulce B.10 v prˇíloze jsou uvedeny od-
hady spolehlivosti systému ℓ a hodnoty RSD získané pomocí teˇchto metod pro N = 106
náhodných pokusu˚.
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Obrázek 8.4: Znázorneˇní systému z prˇíkladu 8.7
1. V prˇípadeˇ algoritmu 1 bylo navíc provedeno 10 iterací metody CE a v každé z nich
105 náhodných pokusu˚. Stejneˇ jako v prˇíkladu 8.6 byl pro m > 1 jako pocˇátecˇní
vektor η(0) použit vždy vektor η(10) spocˇtený pro parametr m − 1. Tato metoda
dosáhla výrazneˇ nižšího rozptylu i výpocˇetního cˇasu než zbylé testované metody.
Beˇh algoritmu pro jednotlivé hodnoty m trval v pru˚meˇru 9.2 s.
2. V prˇípadeˇ algoritmu 2 bylo pro jednotlivé hodnoty m provedeno mezi deseti a šest-
nácti iteracemi metody CE, v každé z nich 105 náhodných pokusu˚. Stejneˇ jako prˇi
rˇešení prˇíkladu 8.6 prˇesnost výsledku se snižující se hodnotou ℓ znacˇneˇ klesá, potvr-
zuje se tedy, že pro odhad pravdeˇpodobnosti poruchy vysoce spolehlivých systému˚
tento algoritmus není vhodný.
3. Na rozdíl od prˇíkladu 8.6 byla tentokrát pomocí algoritmu 3b dosažena nižší prˇes-
nost než pomocí algoritmu 1. Každý beˇh algoritmu trval prˇibližneˇ 16.6 s. Algoritmy
3a a 3c již testovány nebyly, nebot’ dosahují stejné prˇesnosti jako 3b, pouze v delším
cˇase.
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Obrázek 8.5: Porovnání efektivity algoritmu˚ 1 a 3b
Graf na obrázku 8.5 porovnává efektivitu algoritmu˚ 1 a 3b prostrˇednictvím hodnot
RSD2 · (výpocˇetní cˇas). Algoritmus 2 do porovnání nebyl zahrnut, nebot’ pro m > 3 jsou
hodnoty RSD z du˚vodu degenerace LR velmi zkreslené. △
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Pro testování algoritmu˚ byl dále použit systém, jehož schéma pochází z [20, str. 122].
Tentokrát se jedná o úlohu typu 8.2
Prˇíklad 8.8. Systém je tvorˇen 17 komponentami, jeho schéma je znázorneˇno na obrázku
8.6a. Komponentami jsou v tomto prˇípadeˇ vrcholy orientovaného grafu, pravdeˇpodob-
nost provozu pi jednotlivých komponent udává tabulka 8.4.
1
5
6
7
8
2
9
10
11
3 4
12
13
14
15
16
17a b
(a) Schéma systému
a 2 4 6 8 10 12 14 16 b
a
2
4
6
8
10
12
14
16
b
(b) Matice sousednosti
Obrázek 8.6: Znázorneˇní systému z prˇíkladu 8.8
Cˇíslo komponenty 1,17 2,3,4,11,16 5,6,7,8,9,10,12,13,14,15
Pravdeˇpodobnost provozu 0.999 0.99 0.9
Tabulka 8.4: Zadání prˇíkladu 8.8
Pro odhad spolehlivosti systému byly použity algoritmy 1 (metoda IS aplikovaná
na statickou formulaci), 2 (metoda IS aplikovaná na dynamickou formulaci) a 3b (me-
toda PMC) a základní metoda MC, všechny použité implementace využívají technologii
CUDA. Výsledky pro rozsah náhodného výbeˇru N = 106 jsou uvedeny v tabulce 8.5.
V prˇípadeˇ metody CE bylo vždy provedeno 10 iterací, v každé 105 náhodných pokusu˚.
ℓ 99% interval spolehlivosti RSD výpocˇetní cˇas efektivita
1 2.01 · 10−3 1.995 · 10−3, 2.026 · 10−3 0.29% 4.38 s 0.368
2 2.00 · 10−3 1.978 · 10−3, 2.032 · 10−3 0.52% 4.91 s 1.327
3a 2.01 · 10−3 1.972 · 10−3, 2.047 · 10−3 0.71% 2.43 s 1.225
MC 2.02 · 10−3 1.906 · 10−3, 2.138 · 10−3 2.22% 0.69 s 3.401
Tabulka 8.5: Výsledky prˇíkladu 8.8
V tomto prˇípadeˇ je efektivita všech trˇí metod redukce rozptylu srovnatelná. Výsledná
hodnota nespolehlivost systému nespadá do kategorie rˇídkých jevu˚, opeˇt se tedy uká-
zalo, že pro vyšší hodnoty ℓ lze použít i algoritmus 2. △
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8.5.1 Zhodnocení
Mezi jednotlivými implementacemi metody PMC dosahuje jednoznacˇneˇ nejlepších vý-
sledku˚ algoritmus 3b využívající technologii CUDA. Zbývá tak porovnat algoritmy 1, 2
a 3b z hlediska možností jejich využití.
Zameˇrˇme se nejprve na algoritmus 2, tedy metodu IS aplikovanou na dynamickou
formulaci systému, která využívá exponenciální rozdeˇlení, jehož parametry jsou odhado-
vány pomocí metody CE pro kvantifikaci rˇídkých jevu˚. Testování ukázalo, že tato metoda
není vhodná v prˇípadeˇ vysoce spolehlivých systému˚, kde hodnota ℓ je velmi malá, naprˇ.
menší než 10−6. Pro odhad pravdeˇpodobností okolo ℓ = 10−2 je tato metoda vhodná, její
efektivita je srovnatelná s ostatními metodami.
Algoritmy 1 (metoda IS aplikovaná na statickou formulaci) a 3b (metoda PMC) dosa-
hovaly výborných výsledku˚ ve všech testovaných prˇípadech, jsou tedy vhodné i pro od-
had spolehlivosti vysoce spolehlivých systému˚. V prˇíkladu 8.7 uvažujícím systém o vy-
sokém pocˇtu komponent se úspeˇšneˇ uplatnil algoritmus 8.3 využívající screening, díky
neˇmuž byly do LR byly zahrnuty pouze významné komponenty. Užitecˇnou modifikací
bylo rovneˇž používání vhodného pocˇátecˇního vektoru η(0). V tomto prˇípadeˇ byla rˇešena
vždy sada úloh se zvyšující se hodnotou m a tím i spolehlivostí systému, proto se na-
bízelo použití vektoru η(kmax) získaného pro nižší parametr m. Tento postup se však dá
využít i obecneˇ prˇí odhadu velmi nízkých hodnot ℓ, viz. algoritmus 8.9.
Algoritmus 8.9 (Modifikace algoritmu 8.3 pro kvantifikaci rˇídkých jevu˚). Vstupem algo-
ritmu je vektor p pocˇátecˇních parametru˚ Bernoulliho rozdeˇlení.
1. Zvolit vhodnou kladnou rostoucí posloupnost (αk)
m
k=1 o délce m, pro kterou platí
αm = 1. Nastavit k = 1, η(0) = α1 · p.
2. Urcˇit vektor η(k) jako výstup algoritmu 4.23 základní metody CE se vstupem θ =
αk · p a pocˇátecˇním vektorem parametru˚ IS hustoty η(k−1).
3. Je-li k < m, navýšit promeˇnnou k o 1 a pokracˇovat krokem 2.
4. Použít η(m) jako pocˇátecˇní vektor parametru˚ metody CE pro kvantifikaci spolehli-
vosti síteˇ, viz algoritmus 8.3.
8.6 Analýza citlivosti
S odhadem spolehlivosti systému˚ s nezávislými prvky souvisí rovneˇž analýza citlivosti,
která slouží k vyhodnocení vlivu jednotlivých komponent na spolehlivost systému jako
celku. Na základeˇ výsledku˚ analýzy citlivosti mu˚že být reálný systém zdokonalen na-
hrazením du˚ležitých komponent spolehliveˇjšími prvky. Analýzu citlivosti lze využít i
opacˇným zpu˚sobem a nahradit komponenty s nízkým vlivem na spolehlivost systému
komponentami méneˇ kvalitními, což povede ke snížení provozních nákladu˚, zatímco
spolehlivost systému zu˚stane témeˇrˇ stejná.
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Nespolehlivost ℓ je zde chápána jako funkce parametru˚ pravdeˇpodobnostní funkce,
tedy ℓ = ℓ (p), kde p je vektorem parametru˚ Bernoulliho rozdeˇlení. Pro odhad parciálních
derivací funkce ℓ (p) podle jednotlivých parametru˚ rozdeˇlení pravdeˇpodobnosti lze pou-
žit metodu SF, která poskytuje jejich nestranný odhad. Nejprve je tedy trˇeba urcˇit funkci
S (p; b). Pravdeˇpodobnostní funkcí náhodného vektoru B je funkce
f (b;p) =
n
k=1
pbkk (1− pk)1−bk .
Pro parciální derivace logaritmu pravdeˇpodobnostní funkce platí
∂
∂pi
ln f (b;p) =
∂
∂pi
n
k=1
ln

pbkk (1− pk)1−bk

=

1
pi−1 pro bi = 0
1
pi
pro bi = 1,
což lze zapsat jako
∂
∂pi
ln f (b;p) =
bi − pi
pi · (1− pi) .
Platí tedy
S (p; b) =

b1 − p1
p1 · (1− p1) , . . . ,
bn − pn
pn · (1− pn)

.
Na výše rˇešené testovací systémy byla aplikována kombinace metody SF a metody IS,
pro odhad parametru˚ IS hustoty byl použit algoritmus 8.3, tedy metoda CE upravená pro
rˇešení spolehlivosti systému˚. V prˇípadeˇ všech úloh bylo vykonáno 10 iterací metody CE,
v každé iteraci M = 105 náhodných pokusu˚, dále byl použit algoritmus 5.6 pro rozsah
náhodného výbeˇru N = 106.
Prˇíklad 8.10. Nejprve byla provedena analýza citlivosti systému z prˇíkladu 8.6 pro m =
2. Výsledné odhady parciálních derivací vcˇetneˇ 99% intervalu˚ spolehlivosti ukazuje graf
8.7b. Obrázek 8.7a slouží k ilustraci du˚ležitosti jednotlivých komponent.
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Obrázek 8.7: Analýza citlivosti systému z prˇíkladu 8.6
Jelikož jsou si jednotlivé složky vektoru p rovny, lze du˚ležitost komponent porovnat
prˇímo na základeˇ absolutních hodnot parciálních derivací. Za komponenty s nejveˇtším
vlivem na spolehlivost systému˚ lze tedy považovat komponenty 11, 14, 15 a 18. △
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Prˇíklad 8.11. V prˇípadeˇ systému z prˇíkladu 8.7 lze ocˇekávat, že nejveˇtší vliv na spoleh-
livost systému mají komponenty, které prˇímo sousedí s vrcholy a a b. Aby byl systém
v provozu, je nutné, aby byla v provozu alesponˇ jedna z komponent 1 a 2 a alesponˇ jedna
z komponent 59 a 60.
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Obrázek 8.8: Analýza citlivosti systému z prˇíkladu 8.7
Výsledky analýzy odpovídají ocˇekávání, s rostoucí vzdáleností od koncových vrcholu˚
se du˚ležitost komponent snižuje. V praxi by tedy bylo vhodné použít spolehliveˇjší kom-
ponenty v blízkosti koncových prvku˚ a naopak. Graf odhadu˚ parciálních derivací funkce
ℓ (p) pro m = 1 vcˇetneˇ 99% intervalu˚ spolehlivosti znázornˇuje obrázek 8.8b. △
Prˇíklad 8.12. Ze struktury systému z prˇíkladu 8.8 plyne, že pro provozuschopnost sys-
tému je nutné, aby byly v provozu komponenty 1 a 17. Podle ocˇekávání je absolutní hod-
nota odhadu parciálních derivací funkce ℓ (p) podle p1 a p17 nejvyšší a ostatní parciální
derivace jsou blízké nule.
V tomto prˇípadeˇ se jednotlivé složky vektoru p liší, du˚ležitost jednotlivých kompo-
nent by tedy meˇla být stanovena na základeˇ hodnotpi · ∇ℓ (p)
i

i=1,...,17
,
jak bylo ilustrováno v prˇíkladu 5.3.
Pro pu˚vodní vektor p byl získán odhad spolehlivosti ℓ = 2.01 · 10−3. Nahrazením
komponent, které jsou v provozu s pravdeˇpodobností pi = 0.9 komponentami se spo-
lehlivostí pi = 0.75, mohou být sníženy náklady na provoz systému, jeho spolehlivost se
však zmeˇní pouze minimálneˇ, s novými hodnotami vychází odhad spolehlivosti systému
na ℓ2 = 2.06 · 10−3. △
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9 Záveˇr
Hlavním úkolem této práce bylo provést efektivní stochastickou simulaci DE systému˚
s du˚razem na kvantifikaci rˇídkých jevu˚. Tento cíl byl naplneˇn použitím metod redukce
rozptylu založených na metodeˇ Monte Carlo a dále efektivní implementací zahrnující
paralelizaci pomocí technologie CUDA.
Nejprve bylo trˇeba uvést základní teoretické poznatky z oblasti simulace statických a
dynamických DE systému˚ a prˇedstavit metodu Monte Carlo jako nástroj k vyhodnocení
simulacˇních dat.
Pro redukci rozptylu bylo zvoleno neˇkolik metod, které pracují s nestranným od-
hadem hledané hodnoty. Jedná se o metodu antitetických náhodných velicˇin, metodu
rˇídících velicˇin, podmíneˇnou metodu Monte Carlo a metodu importance sampling. V prˇí-
padeˇ jednotlivých metod byl vždy urcˇen rozptyl prˇíslušného estimátoru, uvedeny prˇed-
poklady vedoucí k redukci rozptylu, odvozena chyba odhadu a formulován obecný al-
goritmus metody. Na základeˇ provedených testu˚ lze obecneˇ zhodnotit jednotlivé metody
z hlediska jejich využití. Metoda antitetických velicˇin je nenárocˇnou modifikací základní
Monte Carlo simulace, prˇesto však mu˚že vést k významné redukci rozptylu. Oproti tomu
efektivní použití metody rˇídících velicˇin a podmíneˇné metody Monte Carlo vyžaduje
dobrou znalost simulovaného systému. Metodu IS lze cˇasto použít bez znalosti systému,
nebot’ existují mechanismy pro simulacˇní odhad parametru˚ IS rozdeˇlení, nicméneˇ ne-
vhodná volba parametru˚ mu˚že vést ke zvýšení rozptylu odhadu.
Pro analýzu citlivosti byla studována metoda centrálních diferencí a metoda score
function. Bylo zdu˚vodneˇno, procˇ o mírˇe vlivu jednotlivých komponent na hledanou hod-
notu není vhodné rozhodovat prˇímo na základeˇ porovnání odhadovaných složek gradi-
entu, a bylo ukázáno, které hodnoty se pro posouzení vlivu komponent hodí lépe.
Práce zahrnuje rovneˇž implementaci všech zmíneˇných metod redukce rozptylu a
analýzy citlivosti. Metody byly implementovány formou funkcí v jazyce Matlab, které
slouží jako univerzální schémata, jež mohou být použita prˇi simulaci statických systému˚
a dynamických systému˚ v konecˇném cˇasovém horizontu. Jednotlivé rˇešené úlohy se liší
zejména výkonností funkcí, která je vstupem zmíneˇných schémat, efektivita její imple-
mentace udává efektivitu celé simulace. Významnou cˇást práce proto tvorˇí využití para-
lelních výpocˇtu˚ na GPU pomocí technologie CUDA.
Prˇedstavené metody redukce rozptylu byly aplikovány na rˇešení konkrétního pro-
blému dynamické spolehlivosti (nádrž s cˇerpadly), který se vyskytuje v mnoha odbor-
ných cˇláncích a slouží k testování ru˚zných simulacˇních metod. Pro rˇešení tohoto pro-
blému byla nejprve použita základní metoda Monte Carlo, která byla zefektivneˇna po-
mocí CUDA. Využití paralelních výpocˇtu˚ na GPU vedlo k více než stonásobnému snížení
výpocˇetního cˇasu oproti ekvivalentní sekvencˇní implementaci v jazyce Matlab. Pomocí
vhodných simulacˇních metod bylo dále dosaženo redukce rozptylu v rˇádu desítek až
stovek v závislosti na použité metodeˇ a odhadované kvaliteˇ systému. V prˇípadeˇ každé
z odhadovaných kvalit systému dosáhla nejlepších výsledku˚ jiná z metod. Toto ukazuje,
že se nestacˇí zameˇrˇit pouze na jednu z metod, nebot’ každou je vhodné použít na jiný typ
problému.
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Dále byl pomocí studovaných metod rˇešen obecný problém kvantifikace spolehlivosti
systému˚ s nezávislými prvky. Pro rˇešení tohoto problému bylo použito více variant me-
tody IS a metoda Permutation Monte Carlo (PMC), která je speciální verzí podmíneˇné
metody Monte Carlo. Všechny metody byly implementovány s využitím paralelních vý-
pocˇtu˚, naprˇíklad výpocˇetní cˇas metody PMC byl pomocí CUDA a odvozeného explicit-
ního vzorce snížen prˇibližneˇ 140krát oproti pu˚vodní sekvencˇní implementaci. Jelikož se
jednalo o jiný typ formulace, než který rˇeší klasická metoda CE urcˇená pro kvantifikaci
rˇídkých jevu˚, byl navrhnut algoritmus, který umožnˇuje použití metody CE i v tomto prˇí-
padeˇ. Pro zdokonalení tohoto algoritmu byla dále využita myšlenka screening metody,
která se používá pro zabráneˇní degenerace LR. Výsledný algoritmus dosahuje srovnatel-
ných výsledku˚ jako metoda PMC, v prˇípadeˇ systému˚ s nepravidelnou strukturou a vyso-
kým pocˇtem komponent dosahuje dokonce výsledku˚ výrazneˇ lepších z hlediska výpocˇet-
ního cˇasu i dosažené redukce rozptylu. Se zvyšující se spolehlivostí systému˚ se zvyšovala
rovneˇž dosažená redukce rozptylu, naprˇíklad v prˇípadeˇ testovacího systému s pravdeˇ-
podobností poruchy 10−5 se rozptyl snížil prˇibližneˇ 1600krát a prˇi pravdeˇpodobnosti
poruchy 10−8 prˇibližneˇ 1.3 · 106krát oproti základní metodeˇ MC.
Za hlavní prˇínosy této práce lze považovat dosažení výrazného snížení výpocˇetního
cˇasu simulací pomocí paralelních výpocˇtu˚ na GPU a navržení algoritmu˚, které jsou vhod-
né pro kvantifikaci rˇídkých jevu˚, jež nastávají naprˇíklad prˇi odhadu spolehlivosti sys-
tému˚ s nezávislými prvky.
Téma práce je široké a nabízí tak mnoho prostoru pro další pokracˇování. Studované
metody lze naprˇiklad aplikovat prˇi analýze systému˚ hromadné obsluhy a v rˇadeˇ dalších
odveˇtví. Možným pokracˇováním práce je rovneˇž použití metody Multilevel Monte Carlo,
která je založena na metodeˇ rˇídících velicˇin, prˇi rˇešení stochastických diferenciálních
rovnic.
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A Prˇehled používaných rozdeˇlení pravdeˇpodobnosti
Bylo prˇevzato znacˇení používané v [1]. Pro každé rozdeˇlení je uvedeno znacˇení faktu,
že náhodná velicˇina X pochází z daného rozdeˇlení, a hustota pravdeˇpodobnosti. Pro
generování z teˇchto rozdeˇlení jsou používané vestaveˇné funkce jazyka Matlab a inverzní
transformace.
A.1 Rovnomeˇrné rozdeˇlení
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼ U (α, β) f (x;α, β) = 1β−α x ∈ ⟨α, β⟩, α < β
A.2 Bernoulliho rozdeˇlení
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼ Ber (p) f (x; p) = px (1− p)1−x x ∈ {0, 1}, 0 ≤ p ≤ 1
A.3 Exponenciální rozdeˇlení
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼ Exp (λ) f (x;λ) = λ exp (−λx) x ∈ R+, λ > 0
V prˇípadeˇ exponenciálního rozdeˇlení je cˇastá rovneˇž parametrizace pomocí strˇední
hodnoty µ = λ−1, viz následující tabulka.
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼ Exp (µ) f (x;λ) = 1µ exp

−xµ

x ∈ R+, µ > 0
A.4 Weibullovo rozdeˇlení
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼Weib (α, λ) f (x;α, λ) = αλ (λx)α−1 exp (− (λx)α) x ∈ R+, α > 0, λ > 0
A.5 Normální rozdeˇlení
Znacˇení Hustota pravdeˇpodobnosti Poznámky
X ∼ N µ, σ2 f (x;µ, σ) = 1
σ
√
2π
exp

−12
x−µ
σ
α
x ∈ R, σ > 0, µ ∈ R
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B Výsledky testování a vybrané zdrojové kódy
B.1 Výsledky analýzy citlivosti
V následujících tabulkách jsou uvedeny výsledky analýzy citlivosti systému z prˇíkladu
3.4. Jedná se o odhad gradientu funkcí ℓ (θ) a ℓ (µ) pomocí metody centrálních diferencí,
viz prˇíklad 5.3, a pomocí metody SF, viz prˇíklad 5.7. Následující intervaly spolehlivosti
byly urcˇeny pro koeficient spolehlivosti α = 0.05. Hodnoty Nε znacˇí pocˇet náhodných
pokusu˚ nutných pro dosažení prˇesnosti ε = 0.1 s pravdeˇpodobností 0.95.
i
∇ℓ (θ)
i
s s2 |RSD| interval spolehlivosti Nε
1 −0.185 0.682 0.465 0.37% (−0.18612,−0.18345) 179
2 −1.012 3.354 11.251 0.33% (−1.0181,−1.0049) 4322
3 −7.26 9.433 88.979 0.13% (−7.2789,−7.2419) 3.4 · 104
4 −11.324 17.191 295.519 0.15% (−11.3572,−11.2899) 1.1 · 105
5 −10.288 25.511 650.831 0.25% (−10.3376,−10.2376) 2.5 · 105
6 −28.929 38.508 1482.827 0.13% (−29.0052,−28.8543) 5.7 · 105
7 −21.883 51.982 2702.175 0.24% (−21.9845,−21.7808) 1.0 · 106
Tabulka B.1: Odhad ∇ℓ (θ) pomocí metody centrálních diferencí
i
∇ℓ2 (µ)
i
s s2 |RSD| interval spolehlivosti Nε
1 0.187 0.685 0.470 0.37% (0.18535, 0.18804) 180
2 0.253 0.840 0.705 0.33% (0.25114, 0.25443) 271
3 0.809 1.050 1.103 0.13% (0.80677, 0.81089) 424
4 0.704 1.072 1.150 0.15% (0.7022, 0.70641) 442
5 0.410 1.022 1.045 0.25% (0.40828, 0.41229) 401
6 0.804 1.074 1.154 0.13% (0.80202, 0.80623) 443
7 0.446 1.065 1.135 0.24% (0.44415, 0.44833) 436
Tabulka B.2: Odhad ∇ℓ2 (µ) pomocí metody centrálních diferencí
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i
∇ℓ (θ)
i
s s2 |RSD| interval spolehlivosti Nε
1 −0.197 18.231 332.364 9.25% (−0.23283,−0.16137) 1.3 · 105
2 −1.001 38.168 1456.813 3.81% (−1.0753,−0.92572) 5.6 · 105
3 −7.289 69.274 4798.907 0.95% (−7.4248,−7.1533) 1.8 · 106
4 −11.404 98.634 9728.562 0.86% (−11.5977,−11.211) 3.7 · 106
5 −10.195 120.452 1.45 · 104 1.18% (−10.4312,−9.959) 5.6 · 106
6 −28.809 175.533 3.08 · 104 0.61% (−29.1533,−28.4652) 1.2 · 107
7 −22.417 197.939 3.9 · 104 0.88% (−22.8046,−22.0287) 1.5 · 107
Tabulka B.3: Odhad ∇ℓ (θ) pomocí metody SF
i
∇ℓ2 (µ)
i
s s2 |RSD| interval spolehlivosti Nε
1 0.174 18.158 329.727 10.44% (0.13841, 0.20959) 1.3 · 105
2 0.252 9.557 91.327 3.79% (0.23359, 0.27105) 3.5 · 104
3 0.808 7.698 59.257 0.95% (0.79294, 0.82312) 2.3 · 104
4 0.713 6.174 38.118 0.87% (0.70056, 0.72476) 1.5 · 104
5 0.414 4.821 23.244 1.16% (0.40482, 0.42372) 8929
6 0.809 4.929 24.297 0.61% (0.79963, 0.81895) 9333
7 0.447 4.022 16.175 0.90% (0.4387, 0.45446) 6214
Tabulka B.4: Odhad ∇ℓ2 (µ) pomocí metody SF
B.2 Vybrané zdrojové kódy
Jedná se o CUDA kódy funkcí G (π) a H (b) používané prˇi kvantifikaci spolehlivosti
systému˚.
1 __global__ void CUDA_G(int n, unsigned short int *permutation, float *v,
unsigned short int *crit, float *nu)
2 { /// Slouzi pro vypocet hodnoty funkce G pro danou permutaci.
3 // n pocet komponent
4 // permutation permutace komponent
5 // v vystupni vektor
6 // crit kriticka hodnota
7 // nu vektor nu predpocteny na CPU
8 int idx = blockIdx.x * blockDim.x + threadIdx.x; // cislo vlakna
9 int b=crit[idx];
10 float res=0;
11 float w;
12 for (int i=b-1;i>=0;i--)
13 {
14 w=1;
15 for(int j=0;j<b;j++)
16 {
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17 if(j!=i)
18 {
19 w=w*nu[idx*n+j]/(nu[idx*n+j]-nu[idx*n+i]);
20 }
21 }
22 res=res+w*exp(-nu[idx*n+i]);
23 }
24 v[idx]=res;
25 }
Výpis B.3: CUDA kernel funkce G(π)
1 __global__ void H_CUDA(int n, float *B, int *v, unsigned int *M)
2 { /// Urci, zda je system pro danou konfiguraci komponent v provozu.
3 // n pocet komponent
4 // B konfigurace komponent
5 // v vystupni vektor
6 // M matice sousednosti prevedena na vektor uint32
7 int idx = blockIdx.x * blockDim.x + threadIdx.x; // cislo vlakna
8 const int CH=32;
9 int range = (n+2-1)/CH+1; // kolik int32 je potreba
10 unsigned int M1[16]={0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
11 unsigned int M2[16];
12 unsigned int M3[16]={0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
13 int working=0; // hodnota 1 znaci pruchodnost systemu
14 int M2_empty; // hodnota 1 znaci navstiveni vsech pristupnych hran
15 for(int i=1; i<n+1; i++) // nefunkcni hrany zapsany do M3
16 {
17 if(B[idx*n+i-1]==0)
18 M3[i/CH]|=1<<(i%CH);
19 }
20 for(int i=0; i<range; i++) // prvky, ktere nejsou v M3, a zaroven
21 { // sousedi s vrcholem A zapsany do M2
22 M2[i]=(M[i]^M3[i])&M[i]; }
23 while(working==0)
24 {
25 if ( ( M2[range-1]&(1<<((n+1)%CH)) )>0 )
26 { v[idx]=0; // pokud M2 obsahuje B, system je v provozu
27 return; }
28 M2_empty=1;
29 for(int i=0; i<range; i++)
30 { if(M2[i]>0)
31 M2_empty=0; }
32 if (M2_empty)
33 {
34 v[idx]=1; // pokud je M2 prazdna, system neni v provozu
35 return;
36 }
37 for(int i=1; i<n+1; i++)
38 { // hrany spojene s M2 zapsany do M1
39 if((M2[i/CH]&(1<<(i%CH)))>0)
40 { for(int j=0; j<range; j++)
41 M1[j]=M1[j]|M[range*i+j]; }
42 }
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43 for(int i=0; i<range; i++)
44 {
45 M3[i]=M3[i]|M2[i]; // prvky M2 presunuty do M3
46 M2[i]=(M1[i]^M3[i])&M1[i]; // prvky M1, ktere nejsou v M3
47 M1[i]=0; } // prvky M1 smazany
48 }
49 }
Výpis B.4: CUDA kernel funkce H(b)
B.3 Test algoritmu˚ používaných v sekci 8.5
Tabulky B.5 až B.9 porovnávají jednotlivé algoritmy použité k rˇešení prˇíkladu 8.6.
m ℓ s RSD cˇas výpocˇtu [s] nedu˚ležitéCE IS celkem komponenty
1 1.90 · 10−2 6.68 · 10−2 0.36% 1.62 1.52 3.14 -
2 2.01 · 10−5 1.59 · 10−4 0.79% 1.50 1.44 2.94 4, 5, 8, 9
3 2.01 · 10−8 1.55 · 10−7 0.77% 1.50 1.43 2.93 4, 5, 8, 9, 10
4 2.01 · 10−11 1.52 · 10−10 0.76% 1.50 1.43 2.93 4, 5, 8, 9, 10
5 1.98 · 10−14 1.51 · 10−13 0.76% 1.49 1.43 2.93 4, 5, 8, 9, 10
6 1.99 · 10−17 1.56 · 10−16 0.79% 1.49 1.43 2.93 4, 5, 8, 9, 10
7 1.98 · 10−20 1.52 · 10−19 0.77% 1.50 1.43 2.93 4, 5, 8, 9, 10
8 2.03 · 10−23 1.55 · 10−22 0.76% 1.50 1.43 2.93 4, 5, 8, 9, 10
9 2.00 · 10−26 1.51 · 10−25 0.76% 1.50 1.43 2.93 4, 5, 8, 9, 10
10 2.00 · 10−29 1.61 · 10−28 0.81% 1.50 1.43 2.93 4, 5, 8, 9, 10
Tabulka B.5: Algoritmus 1 - metoda IS pro statickou formulaci (prˇíklad 8.6)
m ℓ s RSD cˇas výpocˇtu [s] pocˇetCE IS celkem iterací
1 1.91 · 10−2 9.17 · 10−2 0.48% 2.68 2.55 5.22 0+10
2 2.06 · 10−5 9.69 · 10−4 4.70% 3.05 2.57 5.62 2+10
3 1.21 · 10−8 7.13 · 10−7 5.90% 4.03 2.62 6.65 6+10
4 1.03 · 10−11 1.40 · 10−9 13.60% 4.81 2.54 7.35 9+10
5 7.95 · 10−15 1.93 · 10−12 24.29% 5.04 2.54 7.59 10+10
6 5.37 · 10−18 1.68 · 10−15 31.23% 5.30 2.56 7.86 11+10
7 3.07 · 10−21 7.09 · 10−19 23.08% 5.58 2.58 8.16 12+10
8 2.21 · 10−24 5.48 · 10−22 24.75% 5.56 2.54 8.10 12+10
9 7.35 · 10−28 1.34 · 10−25 18.26% 5.57 2.51 8.08 12+10
10 1.16 · 10−30 5.30 · 10−28 45.49% 6.61 2.53 9.14 16+10
Tabulka B.6: Algoritmus 2 - metoda IS pro dynamickou formulaci (prˇíklad 8.6)
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m ℓ s RSD cˇas výpocˇtu [s]
1 1.90 · 10−2 4.68 · 10−2 0.25% 344.3
2 1.99 · 10−5 1.12 · 10−4 0.56% 344.6
3 2.01 · 10−8 1.25 · 10−7 0.62% 345.0
4 2.01 · 10−11 1.26 · 10−10 0.63% 344.9
5 1.99 · 10−14 1.26 · 10−13 0.63% 344.6
6 2.00 · 10−17 1.26 · 10−16 0.63% 345.4
7 1.98 · 10−20 1.26 · 10−19 0.63% 344.3
8 2.01 · 10−23 1.27 · 10−22 0.63% 345.0
9 2.01 · 10−26 1.27 · 10−25 0.63% 345.2
10 1.98 · 10−29 1.25 · 10−28 0.63% 345.3
Tabulka B.7: Algoritmus 3a - sekvencˇní implementace metody PMC (prˇíklad 8.6)
m ℓ s RSD cˇas výpocˇtu [s]
1 1.92 · 10−2 4.72 · 10−2 0.27% 2.55
2 1.99 · 10−5 1.12 · 10−4 0.56% 2.45
3 1.99 · 10−8 1.25 · 10−7 0.62% 2.46
4 1.99 · 10−11 1.26 · 10−10 0.63% 2.47
5 1.97 · 10−14 1.25 · 10−13 0.64% 2.44
6 1.99 · 10−17 1.26 · 10−16 0.63% 2.45
7 2.01 · 10−20 1.26 · 10−19 0.63% 2.44
8 1.98 · 10−23 1.26 · 10−22 0.63% 2.45
9 1.99 · 10−26 1.26 · 10−25 0.63% 2.46
10 2.02 · 10−29 1.27 · 10−28 0.63% 2.44
Tabulka B.8: Algoritmus 3b - CUDA implementace metody PMC (prˇíklad 8.6)
m ℓ s RSD cˇas výpocˇtu [s]
1 1.90 · 10−2 4.69 · 10−2 0.25% 8.69
2 2.01 · 10−5 1.13 · 10−4 0.56% 8.47
3 1.99 · 10−8 1.25 · 10−7 0.62% 8.48
4 2.00 · 10−11 1.26 · 10−10 0.63% 8.44
5 1.99 · 10−14 1.26 · 10−13 0.63% 8.44
6 1.99 · 10−17 1.26 · 10−16 0.63% 8.42
7 2.02 · 10−20 1.27 · 10−19 0.63% 8.41
8 2.01 · 10−23 1.26 · 10−22 0.63% 8.43
9 2.00 · 10−26 1.26 · 10−25 0.63% 8.44
10 1.99 · 10−29 1.27 · 10−28 0.63% 8.46
Tabulka B.9: Algoritmus 3c - hybridní implementace metody PMC (prˇíklad 8.6)
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Následující tabulka porovnává algoritmy použité prˇi rˇešení prˇíkladu 8.7.
Algoritmus 1 Algoritmus 2 Algoritmus 3b
m ℓ RSD ℓ RSD ℓ RSD
1 2.43 · 10−2 0.31 2.42 · 10−2 0.40 2.42 · 10−2 0.46
2 2.03 · 10−4 0.34 2.05 · 10−4 1.16 2.04 · 10−4 2.07
3 2.00 · 10−6 0.26 2.00 · 10−6 2.14 2.01 · 10−6 2.85
4 2.00 · 10−8 0.26 9.92 · 10−8 1.39 2.04 · 10−8 2.93
5 2.01 · 10−10 0.26 1.01 · 10−10 2.19 2.01 · 10−10 2.96
6 2.00 · 10−12 0.26 1.04 · 10−12 2.08 2.07 · 10−12 2.92
7 2.00 · 10−14 0.26 9.90 · 10−15 2.58 2.05 · 10−14 2.93
8 2.00 · 10−16 0.26 9.94 · 10−17 2.94 1.99 · 10−16 2.97
9 1.99 · 10−18 0.27 1.00 · 10−18 3.28 2.00 · 10−18 2.97
10 1.99 · 10−20 0.26 1.02 · 10−20 4.03 1.99 · 10−20 2.98
Tabulka B.10: Výsledky prˇíkladu 8.7
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C Prˇíloha na CD
Prˇiložené CD obsahuje
• všechny použité zdrojové kódy,
• vytvorˇená schémata a grafy v samostatných souborech,
• elektronickou verzi této práce.
