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1 Introduction
The understanding of the substructure of matter in terms of fundamental particles and their
interactions is one of the principal research objectives at the high energy frontier. In particular,
the structure of the protons and neutrons, described by the interaction of quarks and gluons,
is of great interest. Apart from a general interest in the understanding of the fundamental
composition of atomic nuclei, protons are used in high energy collision experiments, such as H1
and ZEUS at HERA, D0 and CDF at the Tevatron, and ATLAS and CMS at the Large Hadron
Collider (LHC). A precise description of the proton substructure and the interaction among its
constituents is thus of particular importance for finding new effects in the Standard Model of
particle physics and beyond.
The notion of quarks of three different flavors as constituents of the hadrons was developed in
1964 [1–3] to systematize the plethora of states which had been discovered at that time. Among
other observations, the question for the compatibility of the observed ∆++ and ∆− resonances
with Pauli statistics indicated the existence of a new quantum number [4], which became known
as color. The measurement of the branching fractions σ(e+e− → hadrons)/σ(e+e− → µ+µ−) [5]
later indicated the existence of three such color states for each quark flavor, taking into account
the fractional electric charges of the quarks. A direct way of measuring the color degree of
freedom, consists in comparing the leptonic decay width of the τ -lepton with its purely hadronic
width, which is free of electric quark charge-effects in lowest order, since it is mediated by a
charged current process, cf. [6, 7].
Further experimental evidence for point like constituents was given by analyses of deep-
inelastic proton electron scattering cross sections, parameterized by the structure functions F2
and FL. The kinematic quantities to describe the process are the total energy ν transfered to
the hadron, and the virtuality Q2 of the photon exchanged between the photon and the hadron.
A series of experiments at SLAC and MIT [8–14] showed that in the studied range of kinematic
parameters F2 was independent of the virtuality of the photon. This property, known as scaling,
had already been predicted by Bjorken [15]. Furthermore, the longitudinal structure function FL
was found to be small compared to F2, which confirmed a prediction by Callan and Gross [16],
and thus pointed towards spin-1/2 constituents taking a dominant part in the scattering process.
The discoveries of scaling led Feynman to introduce his parton model of the hadrons [17–19].
It describes the proton as consisting of point like constituents, which take part in the scattering
process instead of the whole nucleon. Later these constituents were identified as the fermionic
quarks and bosonic gluons. Deep-inelastic scattering then proceeds as scattering of the exchanged
virtual electroweak gauge boson with one of the individual quarks in lowest order. Free quarks,
however, had never been observed experimentally, they rather appeared bound in hadrons. This
raised the question for the nature of this binding force. A prerequisite for the quantum field
theory describing the interactions among the partons was the introduction of gauge theories
derived from unbroken non-abelian gauge groups by Yang and Mills [20]. The renormalizability
of them, i.e. the existence of a procedure to cancel infinites in the theory without loss of the
predictive power, was proven by ’t Hooft in 1971 [21]. Based on these developments, quantum
chromodynamics (QCD) was proposed as the theory of the strong interaction [22–24], see also
[25, 26]. This gauge theory describes the dynamics of color triplet quarks interacting with color
octet gluons. The QCD coupling strength was found to decrease for increasing energies [27, 28],
a property known as asymptotic freedom. This property proved the existence of kinematic
ranges, where the coupling strength is small and hence perturbative calculations are possible.
On the other hand, the growing coupling strength at lower energies, resp. larger distances, gave
an explanation as to why free quarks are never observed in experiments.
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As a tool for studying deep-inelastic scattering reactions within QCD, the expansion of op-
erator products at light like distances, called light cone expansion, became important [29–31].
It gave a justification [31–34] for Feynman’s intuitive model, extended by the QCD interac-
tion [35–37]. Furthermore, the light cone expansion paved the way for the development of
factorization theorems [38–46], which state that universal non-perturbative portions factorize
to all orders in perturbation theory from the scattering amplitudes at leading twist [47]. In
this approximation the structure functions are therefore described by non-perturbative parton
distribution functions (PDFs), which carry all the universal long distance effects, and Wilson
coefficients, which contain all the process dependent short distance behaviour. Hence the Wil-
son coefficients can be calculated in perturbation theory as a power series in the strong coupling
constant αs, ordering the contributions in terms of Feynman diagrams by their number of loops.
The introduction of an interaction among the partons, however, violates the property of
scaling, and yields a quantitative prediction for the size of these scaling violations. In fact,
it is a property of renormalizable quantum field theories to predict the energy scale depen-
dence of theory parameters in terms of the renormalization group equations [48–52]. It was
the experimental observation of these scaling violations [53, 54], together with the quantitative
derivation from QCD, that marked the success of QCD and brought a wide acceptance for it as
the theory of the strong interaction. At present the experiments covering the largest area in the
space of x- and Q2-values are the ones performed at HERA [55], with 6 · 10−7 ≤ x ≤ 0.65 and
0.045 GeV2 ≤ Q2 ≤ 30000 GeV2. With modern next-to-next-to-leading order (NNLO) QCD
analyses [56–61], the structure functions are described with deviations at the percent level and
below. QCD analyses are performed, extracting the PDFs as well as the theory parameters,
like the strong coupling constant and quark masses, from experimental data. This requires the
precise knowledge of the Wilson coefficients for the scattering processes in question. The value
and precision of the strong coupling constant αs serve as common measures for the quality of
the extractions and as important discriminants for different PDF fits, cf. [62]. Currently, the
uncertainty in individual determinations amounts to about O(1%), however, there are still sys-
tematic differences between the results obtained by different groups; for different sources of these
deviations, see e.g. [56]. Among them are the treatment of subleading terms in the light cone
expansion, the incompatibility or lower quality of certain data sets as well as the treatment of
heavy quarks in deep-inelastic scattering. Heavy quark contributions to deep-inelastic scattering
are of particular interest, since they are sensitive to the gluon content of the proton, which is
constrained to a lesser degree in deep-inelastic scattering off only massless partons. Furthermore,
in proton-proton collisions at the LHC the gluon PDF yields large contributions, e.g. through
the gluon-gluon fusion channel for the production of the Higgs boson, see e.g. [7].
The results and methods presented in this thesis contribute to the description of heavy quark
production in deep-inelastic scattering. As was already indicated, heavy quark production plays
an essential role in constraining the gluon distribution at lower values of x and the precision mea-
surement of the strong coupling constant αs [63]. Therefore, a precise quantitative description
of the heavy flavor contributions to deep-inelastic scattering is needed. Since at present the light
flavor Wilson coefficients of neutral current deep-inelastic scattering are known at O(α3s) [64],
the same precision is required concerning the heavy flavor corrections. The 1-loop corrections
in the unpolarized case were calculated in Refs. [65–68] and in the polarized case in [69]. The
unpolarized 2-loop corrections via the electromagnetic current were calculated in [70–72]. While
the light flavor Wilson coefficients up to three loops are given analytically in terms of harmonic
sums, the 2-loop heavy flavor Wilson coefficients are only available in semi-analytic form. The
exact heavy quark corrections to charged current deep-inelastic scattering are presently known
at O(αs) [73, 74].
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At scales much larger than the mass of the heavy quark, i.e. Q2  m2, the heavy flavor
Wilson coefficients factorize into the light flavor Wilson coefficients, and massive operator matrix
elements (OMEs). For the structure function F2, this asymptotic representation holds at the
percent level if Q2 ≥ 10m2 [75]. The NLO contributions to the massive OMEs were obtained
in [76] and checked in a recalculation in [77–80]. In the course of these calculations also parts
were obtained which are needed for the renormalization of the NNLO contributions. Using
the 2-loop OMEs as well as the corresponding light flavor Wilson coefficients [81–85], heavy
quark corrections to charged current deep-inelastic scattering were given in [86]. However, they
represented only a part of the two loop contributions. In revisiting these corrections all terms
are derived and a few errors are corrected in this thesis.
For the NNLO massive OMEs a sequence of Mellin moments was given in [87] for N =
2, . . . , 10, in some cases up to N = 14. However, for phenomenological application the analytic
results for general values of N are necessary. Their calculation requires completely different
theoretical and mathematical techniques compared to the case of fixed moments. In the present
thesis efforts are spent to derive a series of further contributions of this kind, extending the
known 2-loop results.
In [88], a large number of integrals were calculated, which are related to 2-loop diagrams
by the insertion of an additional quark bubble, assigning a mass to one of the quark lines,
and keeping the other one massless. These contributions constitute a complete color factor,
and thus form a renormalizable subclass of graphs. The calculation of these graphs is possible
adapting and extending methods used in the recalculation of the NLO corrections to the OMEs
in [77–80]. The basic idea of the corresponding method is to represent the integrals via suitable
hypergeometric functions. Since the calculations are performed with dimensional regularization
[89–92] in D = 4 + ε space-time dimensions, the integrals are functions of two variables, N and
ε. However, when expanding these functions in a Laurent series in ε, only finitely many terms
are needed. In this context, the hypergeometric function representations are useful, since their
convergent series representations allow for a Laurent expansion in ε on the summand level.
The subsequent simplification of sums is possible by symbolic summation algorithms which
are implemented in the Mathematica package Sigma [93–101]. Although initially developed for
general purposes, Feynman diagram calculations became an interesting and demanding applica-
tion for these algorithms, leading to further improvements. At the same time the specific needs
of this application asked for the development of more specialized methods for the evaluation of
multi-sums occurring in Feynman diagram calculations. These led to the code EvaluateMulti-
Sums [101–103], which contains strategies for efficient application of the summation algorithms
in Sigma as well as methods for successive Laurent expansion in ε.
As mentioned earlier, the calculation of the massive OMEs leads to expressions containing
nested harmonic sums. Their structural relations [104–107] are necessary for a compact repre-
sentation of the results. To determine these relations for the nested harmonic sums and related
quantities, the Mathematica package HarmonicSums was developed [108–111], which systemat-
ically constructs all known relations, and reduces a set of nested harmonic sums to a small
number of basis sums. It also includes other operations on harmonic sums and their generaliza-
tions, which include asymptotic expansion and their relations to iterated integrals like harmonic
polylogarithms.
In this thesis, the missing 3-loop corrections of O(α3sTFnf ) contributing to gluonic operator
matrix elements are calculated, adapting the algorithms from above. These graphs are needed in
order to define PDFs in a variable flavor number scheme. Such a scheme reorders the perturbative
expansion, such as to remove collinear singularities that occur for very high scales Q2. As a
consequence it allows for the definition of an effective heavy quark PDF.
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The calculation of Feynman diagrams with more complicated topologies reveals a higher com-
plexity than the bubble-insertion graphs mentioned above. On the one hand, Appell functions
and thus double series representations emerge naturally. On the other hand, the operator inser-
tions demand the introduction of nested finite sums to higher depth. In general also convergence
of the derived series representations is more difficult to ensure. Therefore, a large part of the
thesis is devoted to the calculation of scalar prototypes for two classes of graphs : graphs with
ladder topology and graphs with two distinct heavy quark lines with the same mass. For the
former class, the method applied to the O(α3sTFnf )-graphs is paradigmatic. Here the emphasis
is on exploring the flexibility in the paradigm and relaxing limitations from the summation side.
For the latter class, the calculation paradigm is enhanced, using Mellin-Barnes integrals for the
representation of the higher hypergeometric functions and interlacing summation and integra-
tion. Properties of iterated integrals as well as their relation to generalizations of harmonic sums
become an essential part of the integration procedure.
In order to explain the present work from the technological point of view, some comments
will be given on technologies related to the calculations performed in this thesis as well as in
similar calculations. The Wilson coefficients are expressed in terms of Feynman integrals, which
initially were calculated by hand at lowest order in the coupling constant. However, with the
demand for increasing precision, the amount of integrals to solve grew, requiring the automation
of the calculations in computer programs. At the same time also the mathematical complexity
increased, making the development of general solution methods for larger classes of integrals
necessary. In order to make the calculation of integrals algorithmic, several techniques were
developed, such as expansions in Gegenbauer polynomials [112], sets of relations deriving from
integration by parts [113], and complex contour integrals that are referred to as Mellin-Barnes
integrals [114–117]. Furthermore, as was noted in [77–79], the integrals represent hypergeometric
functions, which can deliver series representations. These are suitable for symbolic summation
methods [93–101], allowing for a very elegant solution of large classes of integrals, see e.g. [88].
In the computations, classes of iterated integrals like polylogarithms [118–122] and their
special values [123] were found. In order to yield compact representations of the results, algebraic
relations were needed among the polylogarithms, and the iterated nature led to systematic
methods for deriving such relations [122, 123]. Furthermore, precise numeric evaluations can
also be obtained in a systematic way [124, 125]. The light cone expansion makes the integrals
represent functions of a positive integer variable N . They turn out to be connected by Mellin
transformations to the QCD improved parton model expressions [31]. As a result, in higher order
calculations employing the light cone expansion, nested harmonic sums [64, 77–80, 104, 126, 127]
occur. Similarly to the iterated integrals, nested sums imply algebraic [104, 105, 128] and
structural relations [106–111], which allow to obtain compact representations for expressions
involving them. At the same time the iterated nature allows for the algorithmic construction of
analytic continuations and other relations.
The outline of the thesis is as follows. In Chapter 2 the kinematics of deep-inelastic scattering
is presented and the structure functions are defined. In Chapter 3 the parton model is introduced,
along with the methods for deriving QCD corrections. Chapter 4 presents the general structure
of heavy quark corrections in the asymptotic regime. In Chapter 5 the main mathematical
notions and methods for the thesis are briefly reviewed. After introducing the basic concepts
and methods, new contributions are presented.
Chapter 6 is devoted to the calculation of the bubble-insertion type diagrams constituting
the O(α3snfT 2F ) contributions to the gluonic OMEs, which are necessary for the definition of
variable flavor number schemes. In order to complete the 2-loop corrections in the polarized
case, the corresponding massive OMEs are computed in Chapter 7, employing similar methods
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as in the previous Chapter. Furthermore, in the following Chapters, methods for the calculation
of more complicated massive topologies are developed on scalar prototype graphs. In Chapter 8,
the calculation of so-called ladder and V -graph topologies is presented in detail, exploiting rep-
resentations in terms of hypergeometric series. In Chapter 9, graphs with two distinct fermion
lines are considered, which are carrying the same mass. A method is presented, which makes
use of a Mellin-Barnes representation and utilizes the algebra of certain iterated integrals. Fi-
nally, the heavy quark corrections to charged current deep-inelastic scattering are extended to
the second loop order in Chapter 10. Since asymptotic heavy quark coefficient functions are
naturally expressed in N -space, the present lowest order heavy quark corrections are expressed
and implemented in N -space first. The asymptotic representations of the 2-loop corrections are
developed subsequently in terms of the massive OMEs and light flavor Wilson coefficients up
to two loops. Chapter 11 gives the conclusions. Appendices A–F deal with a series of technical
details.
Parts of the work presented in this thesis were already published in journals and conference
proceedings. The O(α3snfT 2F ) contributions to the massive OMEs Agq,Q, and Agg,Q computed in
Chapter 6 appeared in part in [101, 129, 130], and were published entirely in [131]. Intermediate
results of the calculations of the 3-loop ladder diagrams in Chapter 8 appeared in [102, 129, 132].
The results were published completely in [133]. Parts of the results of the calculation of the
diagrams with two distinct massive lines of equal mass in Chapter 9 were published in [130,
132]. The Mellin space expressions of the O(αs) heavy flavor contributions to charged current
DIS, together with a precise numerical implementation were published in [134]. Additionally,
intermediate results were presented by the author on several conferences and workshops, such
as the DPG Fru¨hjahrstagungen 2010, 2011 and 2012, the DESY Theory Workshop in Hamburg
2010, the meeting of the DFG Sonderforschungsbereich Tansregio 9 in Karlsruhe 2011, and the
meeting of the LHCPhenoNet initial training network in Ravello 2012.
5
2 Deep-Inelastic Scattering
In this Chapter, the kinematic variables used to describe deep-inelastic scattering will be in-
troduced. Due to kinematic considerations, and symmetries of the electromagnetic and weak
interaction, the hadronic part of the cross section will be parameterized in terms of the structure
functions.
2.1 Kinematics
P
}
PF
q
l
l′
Figure 1: Deep-inelastic scattering
The kinematics of the deep-inelastic scattering process is depicted in Fig. 1. We will only
consider single gauge boson exchange, while other contributions are covered by the electroweak
radiative corrections, see e.g. [135]. The electroweak gauge boson of momentum q scatters off
the constituents of the nucleon. In this way deep-inelastic scattering probes the substructure
of protons and neutrons at large scales Q2. The measurement of the final state is performed
inclusively, i.e. all hadronic final states are summed over kinematically. As a consequence, the
process depends on only two independent kinematic variables. In the following we define those,
which are commonly used :
• The virtuality of the gauge boson
Q2 = −q2 = −(l − l′)2, Q2 > 0 (1)
is the absolute value of the square of the boson momentum q.
• The square of the total center of mass energy
s = (l + P )2 . (2)
• The mass square of the hadronic final state is called
W 2 = P 2F = (q + P )2 . (3)
• The total energy transfer to the hadronic system has the form
ν = P.q
M
= 12M (W
2 +Q2 −M2) , (4)
where M is the nucleon mass with M2 = P 2.
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At low values of Q2 and large values of x also target mass corrections are important [136, 137].
The Bjorken scaling variable x and the inelasticity variable y are defined by :
x ≡ −q
2
2P.q =
Q2
2Mν =
Q2
W 2 +Q2 −M2 , (5)
y ≡ P.q
P.l
= 2Mν
s
= W
2 +Q2 −M2
s−M2 , (6)
neglecting the lepton mass. From these definitions one obtains
Q2 = xys . (7)
In this thesis Z-γ-mixing is not considered, which is sufficient if Q2 ≤ 500 GeV2 [138]. The
electroweak radiative corrections to DIS are available in [135, 139, 140], so we are only concerned
with QCD corrections. Furthermore, we will mostly consider unpolarized DIS in the following.
The kinematic region, where the scattering is referred to as deep-inelastic is defined by
Q2 > 4 GeV2 and W > 2 GeV, see e.g. [62]. The Bjorken limit [15], as commonly formulated
[141, 142], is defined as the limit Q2, ν →∞ while x = Q2/2Mν is kept fixed.
2.2 Matrix Element and Structure Functions
The interaction contribution to the Lagrangian density reads for the electromagnetic current,
cf. [141–143] :
Lint,em = eJµemAµ (8)
and for the weak current
Lint,W = gW2√2J
µ
WWµ , (9)
with e the electric charge and gw the weak charge, Aµ and Wµ the electromagnetic and charged
weak fields, and Jµem and J
µ
W the associated fermionic currents.
Following the presentation in [144] the differential cross section for deep-inelastic scattering
has the form :
d3σ
dxdydθ
= yα
2
Q4
∑
i
ηi(Q2)Lµνi,lW iµν , (10)
where in the present case of electromagnetic and charged current scattering i indicates the cases
i = em,W−,W+ and l denotes the incoming lepton or antileptons. For unpolarized scattering
the dependence on the azimuthal angle θ is trivial. The normalization constants ηi(Q2) have the
values :
ηem(Q2) = 1 (11)
ηW
−(Q2) = ηW+(Q2) = 12
G2FQ
4
(4pi)2α2
[
M2W
Q2 +M2W
]2
. (12)
Note that in this thesis the electroweak part of the scattering process is only considered in
Born approximation The leptonic tensors are then obtained by Dirac algebra. In the electro-
magnetic channel the massless leptonic tensor has the form :
Lem,e
−
µν = Lem,e
+
µν =
1
2
∑
σ,σ′
u¯(l, σ)γµu(l′, σ′)u¯(l′, σ′)γνu(l, σ) (13)
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= 2
(
lµl
′
ν + lνl′µ −
Q2
2 gµν
)
, (14)
while in the charged current channel one finds
LW
−,e−
µν = LW
+,ν
µν =
1
4
∑
σ,σ′
u¯(l, σ)γµ(1− γ5)u(l′, σ′)u¯(l′, σ′)γν(1− γ5)u(l, σ) (15)
= 2
(
lµl
′
ν + lνl′µ −
Q2
2 gµν + iεµναβlαl
′
β
)
, (16)
LW
+,e+
µν = LW
−,ν¯
µν =
1
4
∑
σ,σ′
v¯(l, σ)γν(1− γ5)v(l′, σ′)v¯(l′, σ′)γµ(1− γ5)v(l, σ) (17)
= 2
(
lµl
′
ν + lνl′µ −
Q2
2 gµν − iεµναβlαl
′
β
)
. (18)
The hadronic tensor on the other hand, contains the nontrivial dynamics due to the hadron
substructure, and will be subject to all further investigations. It has the form :
W iµν(q, P ) =
1
4pi
∑
S
∫
d4z eiq.z〈P, S | [J i†µ (z), J iν(0)] | P, S〉 , (19)
were the currents are indexed as follows JW+µ := JWµ , JW
−
µ := JW†µ . Due to the optical theorem
the hadronic tensor is related to the imaginary part of the forward Compton amplitude Tµν :
W iµν(q, P ) =
1
pi
ImT iµν(q, P ) , (20)
where
T iµν(q, P ) = i
∫
d4z eiq.z
∑
S
〈P, S | TJ i†µ (z)J iν(0) | P, S〉 , (21)
and T denotes time-ordering of the following operator product. The crossing transformation
q → −q, µ↔ ν has the effects T emνµ (−q, P ) = T emµν (q, P ) and TW±νµ (−q, P ) = TW∓µν (q, P ) [145, 146].
It will, however, be useful to consider combinations which are either even or odd under crossing,
so we define
TW
+±W−
µν (q, P ) := TW
+
µν (q, P )± TW
−
νµ (q, P ) . (22)
Due to its Lorentz structure, the hadronic tensor may in general be parameterized by 14
different structure functions (obeying Lorentz and time reversal invariance) [144–146], while
current conservation, unpolarized initial states as well as neglecting target and quark mass
corrections at the Born diagram level reduce them to only three structure functions :
Wµν =
eµν
2x FL(x,Q
2) + dµν2x F2(x,Q
2) + iεµνλσ
Pλqσ
2P.q F3(x,Q
2) , (23)
with the tensors
eµν =
(
gµν +
qµqν
Q2
)
, (24)
dµν =
4x2
Q2
{
PµPν +
qµPν + qνPµ
2x −
Q2
4x2 gµν
}
. (25)
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The corresponding cross section for the electromagnetic current then takes the form
dσ
dxdy
= 2piα
2
Q2xy
{
[1 + (1− y)2]F2(x,Q2)− y2FL(x,Q2)
}
. (26)
The corresponding cross section formulae and expressions for the charged current processes will
be given in Chapter 10.
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3 The QCD Improved Parton Model
In the last Chapter, kinematics and symmetries of the currents were used to parameterize the
hadronic tensor in terms of scalar functions Fi. In this Chapter, these structure functions shall
be related to matrix elements of the underlying theory, which is QCD. This will be done in two
approaches : First the more intuitive “parton model” is presented and later the field theoretic
“operator product expansion on the light cone” is applied.
3.1 The Parton Model in Born Approximation
Using current algebra Bjorken predicted [15] a property of the structure functions called scaling.
The structure functions of deep-inelastic scattering depend on 2 independent kinematic variables
(cf. Section 2.1) e.g. Q2, ν. Scaling means that in the limit Q2, ν → ∞ keeping the ratio Q2/ν
finite, the structure functions effectively depend on this ratio, and hence on x, only. This
prediction was soon confirmed experimentally [8–11] in the kinematic range accessible at that
time.
To account for the fact of scaling, Feynman proposed the parton model [18]. The observed
strict correlation 2νx = Q2 may be expressed by a δ-distribution δ(2νx−Q2), which directly leads
to the interpretation of the scattering off charged point-like particles, after a short calculation.
These point-like particles were named partons. The model makes use of the idea, that the time
scale of a scattering reaction of the electron with the proton is much shorter than the timescale
of the binding force, which is called ”impulse” approximation [147]. The hadronic tensor is then
an incoherent sum of contributions from all partons, see e.g. [62],
Wµν =
1
4pi
∑
q
∫ 1
0
dξ fq(ξ)
2P 0
2p0 |Mq|
22piδ(p′2 −m2) , (27)
with the following squared and spin-averaged matrix element for the boson-parton subsystem :
|Mq|2 = 2e2q
[
pµp
′
ν + pνp′µ − gµνp.p′
]
. (28)
Here p and p′ are the momenta of the parton before and after the scattering, respectively. The
sum runs over all types of partons q distinguished by their quantum numbers, and fq(ξ) is the
parton number density function of parton q, which means it is the probability density for hitting
a parton of type q with momentum fraction ξ in the proton.
The parton is assumed to carry a fraction ξ of the proton momentum P in collinear kine-
matics :
p = ξP, p0 = ξP 0 . (29)
Applying momentum conservation p′ = ξp + q, the δ-distribution then fixes the momentum
fraction :
δ(p′2 −m2) = 1
q.P
δ
(
ξ − Q
2 +m2
2q.P
)
= 1
q.P
δ
(
ξ − Q
2 +m2
Q2
x
)
. (30)
The cross section therefore takes the following form :
d2σ
dx dy
= 2piα
2
Q2y
∑
q
e2qf
2
q (ξ)(1 + (1− y)2) . (31)
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For vanishing quark masses, a comparison with (26) yields the structure function F2 showing
the property of scaling :
F2(x,Q2) = F2(x) = x
∑
q
e2qfq(x) , (32)
as well as the Callan-Gross relation [16]
FL(x,Q2) = 0 . (33)
For non-vanishing parton masses in the final state, the δ-distribution introduces an additional
Q2-dependence via the value of the momentum fraction :
ξ = Q
2 +m2
Q2
x . (34)
This phenomenon is called slow rescaling [137, 148–151], which vanishes as Q2 becomes larger.
It effectively bounds x from above :
x ≤ Q
2
Q2 +m2 . (35)
Furthermore, it introduces a lower bound on ξ with
ξ = x+ m
2
2MyEl
>
m2
2MyEl
, (36)
where El denotes the incoming lepton energy in the rest frame of the hadron. This introduces
a threshold for heavy quark production, due to ξ < 1, cf. [137],
El >
m2
2M , (37)
which contributes to charged current deep-inelastic scattering.
3.2 QCD and the Operator Product Expansion on the Light Cone
In its original form, the parton model did not include interactions among the partons. As a
binding force, quantum chromodynamics was proposed in [24]. Meanwhile it is the established
theory of the strong interactions and is presented in many surveys, e.g. [141–143, 152, 153], for
historical surveys see also [25, 26]. Its Lagrangian at the classical level is given by
Lclass =
∑
q
ψ¯q(i/∂ −mq)ψq + g
∑
q
ψ¯qγµB
µ
a t
aψq − 14G
µν
a G
a
µν , (38)
Gµνq = ∂µBνa − ∂νBµa + gfabcBµbBνc . (39)
Here ψq denotes color triplet bispinors of quark flavor q, Ba are the gluon fields, where a = 1, .., 8.
The generators ta are expressed through the Gell-Mann matrices λa in color space by ta = 12λ
a.
It is constructed as a gauge theory with an exact SU(3) symmetry in color space. Its algebra is
therefore non-abelian, i.e. the gauge theory is an example for a Yang-Mills theory [20].
For the strong coupling constant, also the following notations will be used :
αs ≡ g
2
4pi , (40)
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as ≡ αs4pi . (41)
For the quantization of this Lagrangian one has to add a part that fixes the gauge either
covariantly introducing ghost fields [154] ω, ω¯, that cancel the unphysical gluon degrees of free-
dom :
LξGF = −
1
2(1− ξ)(∂.B)
2 + (∂µω¯a)(δab∂µ − gfabcBµc )ωb , (42)
or one requires the extra degrees of freedom to cancel explicitly, e.g. in an axial gauge [155], see
e.g. [141],
LnGF = −
1
2β (n.B)
2 , (43)
where the limit β → 0 is to be taken such that n.B = 0 holds as an operator relation. The axial
gauge depends on an arbitrary physical vector n with n2 ≤ 0.
Normally in higher order calculations the Fermi-Feynman gauge (ξ = 0) is used, which yields
the gluon propagator
iδab
−gµν
k2 + iε , (44)
while also the propagator in an axial gauge will be useful
i
−gµν − n2kµkν/(k.n)2 + (nµkν + nνkµ)/(n.k)
k2 + iε . (45)
The renormalizability of QCD as a massless Yang-Mills theory was proven by ’t Hooft [21] in
1971. QCD was shown to develop a decreasing coupling constant in the limit of high energies or
short distances [27, 28, 156], a feature denoted by asymptotic freedom. It delivers an argument
for Feynman’s assumption of effectively noninteracting partons in high energy collisions implying
scaling, while at the same time it points towards the existence of confinement [157], due to the
growing interaction strength for larger distances. This becomes important already at the size
of the nucleon’s radius. This means especially that macroscopic objects, such as the protons,
neutrons, and pions are always color neutral.
Due to the asymptotic freedom, perturbation theory is applicable at sufficiently short dis-
tances, i.e. deep inside hadrons. It is therefore worthwhile to formulate this limit precisely. The
tool used for this purpose is the expansion of an operator product at light like distances, which
will henceforth be called light cone expansion (LCE).
In order to properly define products of currents at small space-like distances, K. Wilson and
others proposed [29, 158, 159] to expand these products in a series of finite higher dimensional
operators, with coefficient functions, which are subsequently called Wilson coefficients. They
carry the eventual short distance singularities. To describe deep-inelastic scattering, the kine-
matic situation is, however, different : here the dominant contribution comes from operators at
close to light like distances. Fortunately also in this region operator products may be expanded
in a series of higher dimensional operators [30, 31, 160]. Apart from their canonical dimension
d, the operators in this region carry another quantum number, the spin N .
A quantum number of central importance is the twist τ [47],
τ = d−N , (46)
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since operators of the same twist may mix under renormalization.
An advantage of this representation comes from the fact, that the dominant contributions
to deep-inelastic scattering come from the region of leading twist. The kinematic range for this
approximation can be sketched as x being away from the boundaries 0 and 1, and Q2 sufficiently
large. The expansion has the form [29–31, 158, 160] :
lim
ξ2→0
TJ(x)J(0) ∼ ∑
i,N,τ
C¯Ni,τ (ξ2, µ2)ξµ1 . . . ξµNO
µ1...µN
i,τ (0, µ2) . (47)
The leading twist contributions are shown to agree with the parton model, see e.g. [62, 142, 143],
where hadronic matrix elements of the operators Oi,τ correspond to the parton distribution func-
tions. The coefficient functions to the corresponding operators may be calculated in perturbation
theory. The procedure for such calculations is outlined in e.g. [81, 82, 85, 143]. The collinear
singularities of the Wilson coefficients can be factorized and absorbed into the renormalized
parton distribution functions [38–46]. Higher twist contributions are naturally obtained, by the
above expansion [161, 162], see also [62] and references therein1.
In [172, 173] the higher twist contribution to the structure functions F2 of the deuteron
and proton were extracted from DIS non-singlet data, assuming that these contributions are
negligible in the kinematic domain of Q2 ≥ 4 GeV2 and W 2 ≥ 12.5 GeV2. Here par-
ton distribution functions are extracted and the corresponding leading twist predictions for
4 GeV2 ≤ W 2 ≤ 12.5 GeV2 are subtracted from the data, see also [56]. This analysis shows,
that current higher twist estimates strongly depend on the loop order used for the leading twist
analysis. To reliably determine the higher twist contributions, at least the 3-loop approximation
at τ = 2 is required. Furthermore, neglecting higher twist effects in QCD analyses of DIS data
leads to wrong determinations of the strong coupling αs [56, 174].
Since nucleons couple to the electromagnetic and weak force via quark currents, for four
active flavors u, d, s, c the currents have the form, see e.g. [141],
Jemµ = euu¯uγµuu + edu¯dγµud + esu¯sγµus + ecu¯cγµuc , (48)
JWµ = Vudu¯uγµ(1− γ5)ud + Vusu¯uγµ(1− γ5)us
+ Vcdu¯cγµ(1− γ5)ud + Vcsu¯cγµ(1− γ5)us , (49)
where eu = ec = 2/3, ed = es = −1/3, and Vij are the CKM matrix elements [175, 176]. For the
operator product expansion, these are considered in matrix notation :
Jemµ = ψ¯Λemγµψ :=

u¯u
u¯d
u¯c
u¯s

T 
eu 0 0 0
0 ed 0 0
0 0 ec 0
0 0 0 es
 γµ

uu
ud
uc
us
 , (50)
JWµ = ψ¯ΛWγµ(1− γ5)ψ :=

u¯u
u¯d
u¯c
u¯s

T 
0 Vud 0 Vus
0 0 0 0
0 Vcd 0 Vcs
0 0 0 0
 γµ(1− γ5)

uu
ud
uc
us
 . (51)
1Partonic descriptions of higher twist contributions are also possible [163–171].
13
For the following combinations of the weak currents the flavor matrix becomes (anti)hermitian :
JWµ ± JW †µ = ψ¯ΛW±Wγµ(1− γ5)ψ :=

u¯u
u¯d
u¯c
u¯s

T 
0 Vud 0 Vus
±V¯ud 0 ±V¯cd 0
0 Vcd 0 Vcs
±V¯us 0 ±V¯cs 0
 γµ(1− γ5)

uu
ud
uc
us
 . (52)
At leading twist the light cone expansion of the product of currents in (19) takes the form
[30, 160], see also [143] :
T˜ emµν := i
∫
d4z eiq.z TJ†iµ (z)J iν(0)
=
∑
N,j
[
−(gµµ1gνµ2q2 − gµµ1qνqµ2 − qµqµ1gνµ2 + gµνqµ1qµ2)Cj2,N
(
Q2
µ2
, g2
)
+
(
gµν − qµqν
q2
)
qµ1qµ2C
j
L,N
(
Q2
µ2
, g2
)
− iεαβµνgαµ1qβqµ2Cj3,N
(
Q2
µ2
, g2
)]
qµ3 . . . qµN
(
2
Q2
)N
Oµ1...µNj . (53)
The operators contributing at leading twist are :
ONSq,r;µ1,...,µN = i
N−1S[ψ¯γµ1Dµ2 . . . DµNλrψ]− trace terms , (54)
OSq;µ1,...,µN = i
N−1S[ψ¯γµ1Dµ2 . . . DµNψ]− trace terms , (55)
Og;µ1,...,µN = 2iN−2SSp[F aµ1αDµ2 . . . DµN−1F
α,a
µN
]− trace terms , (56)
where S denotes symmetrization of the Lorentz indices µ1, . . . , µN , Sp the color trace, ψ denotes
the quark field, F aµν the gluon field strength tensor, Dµ the covariant derivative and λr the
generators of the group SU(n)flavor with n active flavors. In general, via linear combinations
of non-singlet operators, a whole family of non-singlet operators is formed, which correspond to
linear combinations of the generators λr. For the definition of parton distributions, one considers
the (n dimensional) flavor diagonal matrices :
λk = diag(0, . . . , 0︸ ︷︷ ︸
k−1
, 1, 0, . . . , 0︸ ︷︷ ︸
n−k
)− 1
n
diag(1, . . . , 1︸ ︷︷ ︸
n
) . (57)
Taking matrix elements of these operators using the proton states yields the hadronic operator
matrix elements :
1
2
∑
S
〈P, S | ONSq,k;µ1,...,µN | P, S〉 = ANS,kq,N (µ2)Pµ1 . . . PµN + trace terms , (58)
1
2
∑
S
〈P, S | OSq;µ1,...,µN | P, S〉 = ASq,N(µ2)Pµ1 . . . PµN + trace terms , (59)
1
2
∑
S
〈P, S | Og;µ1,...,µN | P, S〉 = Ag,N(µ2)Pµ1 . . . PµN + trace terms . (60)
One obtains
Tµν =
∑
j,N
1
xN
eµνCjL,N
(
Q2
µ2
, g2
)
+ dµνCj2,N
(
Q2
µ2
, g2
)
− iεµναβPαqβ2P.q C
j
3,N
(
Q2
µ2
, g2
)AjN (µ2) .
(61)
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Using dispersion relations, Mellin moments of the structure functions may be written as [31] :∫ 1
0
dx xN−2FL(x,Q2) =
∑
j
AjN(µ2) C
j
L
(
N,
Q2
µ2
)
, (62)
∫ 1
0
dx xN−2F2(x,Q2) =
∑
j
AjN(µ2) C
j
2
(
N,
Q2
µ2
)
, (63)
∫ 1
0
dx xN−1F3(x,Q2) =
∑
j
AjN(µ2) C
j
3
(
N,
Q2
µ2
)
, (64)
with j indexing the gluon, quark singlet, and quark non-singlet operators. For massless quarks,
the last equation on the right hand side contains only the non-singlet contribution.
3.3 Light Flavor Wilson Coefficients and Parton Distribution Func-
tions
A description of scattering reactions has to relate color neutral objects with the colored quark
and gluon degrees of freedom, and hence non-perturbative contributions might spoil a purely
perturbative picture. Fortunately, for large enough scales Q2, a factorization of these quantities
is possible [38–46], which gives the following structure, if all quarks are treated massless :
Fi(x,Q2) = x
1
nf
∑
q
e2q
Σ(x, µ2)⊗ CSi,q
(
x,
Q2
µ2
)
+G(x, µ2)⊗ Ci,g
(
x,
Q2
µ2
)
+ nf∆q(x, µ2)⊗ CNSi,q
(
x,
Q2
µ2
) , i = 2, L . (65)
Here nf is the number of quark flavors, eq are their electric charges, G,Σ and ∆q denote the
parton distribution functions (PDF) of the gluon, the singlet combination of quark flavors, and
the non-singlet combination for each flavor q, respectively. The sum runs over all light flavors,
typically u, d, s. The functions CNSi,q , CSi,q, Ci,g are the (flavor) non-singlet, singlet and gluonic
Wilson coefficients, cf. [64, 81–83]. Usually the singlet contribution is split into the non-singlet
and a pure singlet contribution :
CSi,q = CNSi,q + CPSi,q . (66)
The symbol ⊗ denotes Mellin convolution :
f(x)⊗ g(x) =
∫ 1
0
dy
∫ 1
0
dz δ(x− yz)f(y)g(z) . (67)
Denoting the parton distributions of the individual flavors by their initials, e.g. u(x, µ2), d(x, µ2),
s(x, µ2), the pure singlet and non-singlet combinations are given by :
Σ =
∑
q
[
q
(
x, µ2
)
+ q¯
(
x, µ2
)]
, (68)
∆q = q
(
x, µ2
)
+ q¯
(
x, µ2
)
− 1
nf
Σ
(
x, µ2
)
. (69)
Using Equations (62–64) and (65), the hadronic operator matrix elements can be related to the
PDFs, cf. [143] :
ANS,kq,N (µ2) =
∫ 1
0
dx xN−1∆k(x, µ2) , (70)
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ASq,N(µ2) =
∫ 1
0
dx xN−1Σ(x, µ2) , (71)
Ag,N(µ2) =
∫ 1
0
dx xN−1G(x, µ2) . (72)
In the following, the Mellin-space and the x-space representations are written with the same
function name and exchanging the letters x, and N , i.e. :
∆k(N,µ2) := ANS,kq,N (µ2) , (73)
Σ(N,µ2) := ASq,N(µ2) , (74)
G(N,µ2) := Ag,N(µ2) . (75)
The parton distribution functions are non-perturbative and process independent quantities,
which may be determined in fits to scattering data [55, 56, 59, 60, 177–180]. The Wilson co-
efficients describe the process dependent parts and are calculable in perturbation theory. The
factorization introduces an unphysical scale, the factorization scale µ2F , which is chosen to be
equal to the renormalization scale, denoted by µ2 below. Its effect gradually disappears calcu-
lating higher order corrections, since the structure functions are independent of µ2.
For the renormalization of the operators a set of renormalization constants is defined :
ONSq,r;µ1,...,µN = Z
NS(µ2)OˆNSq,r;µ1,...,µN , (76)
OSi;µ1,...,µN = Z
S
ij(µ2)OˆSj;µ1,...,µN , i = q, g . (77)
Here the hat denotes the renormalized operators, and a sum over j is understood. The Z-factors
impart a scale dependence to the operators, which can be described by renormalization group
equations [48–52, 181]. One therefore defines the total derivative w.r.t. the renormalization
scale :
D(µ2) ≡ µ2 ∂
∂µ2
+ β(as(µ2))
∂
∂as(µ2)
− γm(as(µ2))m(µ2) ∂
∂m(µ2) , (78)
where the QCD β-function and the mass anomalous dimension are given by :
β(as(µ2)) ≡ µ2∂as(µ
2)
∂µ2
, (79)
γm(as(µ2))) ≡ − µ
2
m(µ2)
∂m(µ2)
∂µ2
. (80)
Then one uses the condition for the observable structure functions to be independent of the
renormalization scale, i.e.
D(µ2)Fi(x,Q2) = 0 , (81)
to derive the renormalization group equations for the OMEs, cf. [143],
d
d lnµ2
(
Σ(nf , N, µ2)
G(nf , N, µ2)
)
= −12
(
γqq γqg
γgq γgg
)(
Σ(nf , N, µ2)
G(nf , N, µ2)
)
, (82)
d
d lnµ2 ∆k(nf , N, µ
2) = −12γ
NS
qq ∆k(nf , N, µ2) , (83)
and for the Wilson coefficients
d
d lnµ2
(
CPSq,i (nf , N,Q2/µ2)
Cg,i(nf , N,Q2/µ2)
)
= 12
(
γqq γgq
γqg γgg
)(
CPSq,i (nf , N,Q2/µ2)
Cg,i(nf , N,Q2/µ2)
)
, (84)
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dd lnµ2C
NS
q,i (nf , N,Q2/µ2) =
1
2γ
NS
qq C
NS
q,i (nf , N,Q2/µ2) , (85)
The anomalous dimensions are then obtained from the Z-factors by
γNSqq = µZ−1,NS(µ2)
∂
∂µ
ZNS(µ2) , (86)
γSij = µZ
−1,S
il (µ2)
∂
∂µ
ZSlj(µ2) . (87)
The leading order [32, 34, 182, 183], next to leading order [184–191] and next-to-next-to
leading order [126, 127, 192–195] anomalous dimensions are known. The light flavor Wilson
coefficients for deep-inelastic scattering by photon exchange were calculated to O(αs) [196–199],
O(α2s) [81–83, 200–202] and O(α3s) [64]. The heavy flavor contributions will be discussed in
further detail in the next Chapter.
With the precise knowledge of higher order corrections to the Wilson coefficients it is possible
to determine the PDFs accurately from DIS data. However, as can be seen from (65), the fit to
the deep-inelastic structure functions alone constrains combinations of quark PDFs. In addition
it also constrains the gluon distribution, however, to a lesser extent, since the influence of the
gluon initial states only enter through QCD corrections, and hence are suppressed by a factor
of αs. As a consequence, PDF analyses make use of the process independence of the PDFs
and combine data from different processes, such as DIS on proton or deuteron targets, DIS
via charged currents, semi inclusive DIS, the Drell-Yan process [203] and jet cross sections in
hadron-hadron collisions.
Especially for the constraint of the gluon distribution, heavy quark pair production is of major
interest, since its dominant contribution comes from the virtual-photon-gluon fusion process
[65–68, 204]. Since the gluon distribution rises steeply towards low values of x, in this region
heavy quark contributions are important and may amount up to 25–35%.
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4 Heavy Flavor Contributions
The presence of a quark field with a non-negligible mass can lead to sizable corrections with
respect to the purely massless case, particularly for reference scales of the order of the mass.
Within perturbative QCD, the difference between “heavy” and “light” quarks is defined com-
paring their mass to the scale ΛQCD :
• If m2 <∼Λ2QCD, one talks about (generically) light quarks, which can be produced in the
non-perturbative regime of QCD. Hence to each light quark a parton distribution function
is associated. It is treated as massless in perturbative calculations.
• If m2  Λ2QCD, the quark is called (generically) heavy, it can thus only be produced
radiatively in final states. Hence no generic parton distribution is associated with it.
However, due to a scheme change, a heavy quark parton distribution can be constructed
for Q2  m2, as will be seen below.
Looking at recent values for these parameters [7] one finds ΛQCD ∼ 200 − 300 MeV so that the
on-shell masses for the quarks lead to the following classifications :
mu ≈ 2 MeV, md ≈ 5 MeV, ms ≈ 100 MeV,︸ ︷︷ ︸
light
mc ≈ 1.3 GeV, mb ≈ 4.2 GeV, mt ≈ 173 GeV︸ ︷︷ ︸
heavy
.
(88)
Following the classification in [205], one can distinguish kinematic regions of a scattering process
with respect to the present heavy quark mass (assuming nf other light quarks) :
• m2  Q2 : Decoupling region. Due to the Appelquist-Carazzone theorem [206], the heavy
quark effectively decouples in QCD, i.e. diagrams containing a heavy quark line are sup-
pressed by orders of Q2/m2. Parameters of the theory are renormalized in a scheme with
nf light flavors (nf -flavor scheme).
• m2 ∼ Q2 : Threshold region. Graphs with massive lines give sizable corrections and the
process contains full dependence on both scales. The parameters of the theory may still be
renormalized in an nf -flavor scheme, while the heavy quark mass enters through Wilson
coefficients.
• m2  Q2 : Asymptotic region. The heavy quark can eventually be treated like the other
light quarks, i.e. effectively nf + 1 light flavors are present, the parameters of the theory
are renormalized in an (nf +1)-flavor scheme. A parton distribution function is assigned to
the “heavy” quark. However, process independent transition coefficients emerge [75, 87].
When a calculation in the nf -flavor scheme is considered deep in the asymptotic region,
massive lines become effectively massless and thus develop infrared and collinear singularities.
The Bloch-Nordsieck theorem [207] guarantees the cancellation of infrared divergencies, while
the Konshita-Lee-Nauenberg (KLN) theorem [208, 209] states that if there are degenerate sets
of incoming or outgoing states, then collinear divergencies cancel when all diagrams connected
to these sets are taken into account.
However, for deep-inelastic scattering the leading twist approximation implies that there is
only one parton in the initial state, so the KLN theorem is not applicable, and collinear (or mass)
singularities remain. That these can be factorized from the hard scattering cross sections order
by order in perturbation theory is assured by the factorization theorems [38–46], which make it
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possible to absorb these singularities into the parton distribution functions. The dependence on
the mass is thereby carried by matrix elements of the operators in (54–56). The result coincides
with the (nf + 1)-flavor scheme which in this context of heavy quark corrections is also referred
to as zero mass variable flavor scheme (ZMVFNS). A ”heavy” quark density can be calculated
as described in [75, 87]. Changes between these schemes will be discussed further in Chapter 6.
It should be noted that the calculations of Feynman graphs with a massive line introduces
more complicated functions and integrals, than in the purely massless case. This can be seen
from the fact, that the 3-loop corrections to the light flavor Wilson coefficients of electromagnetic
DIS were published completely as analytic results [64], while already the 2-loop corrections to
the heavy flavor Wilson coefficients were given as semianalytic codes [70–72].
It is this complexity which makes one consider another interesting kinematic region, which
will be of larger interest in the rest of the thesis. It is the region where the mass m is much smaller
than the reference scale µ so that power corrections can be safely neglected, but is still large
enough such that logarithms of the type ln(m2/µ2) do not spoil the convergence of the pertur-
bative expansion. In this region the Wilson coefficients factorize into mass-dependent operator
matrix elements and the massless Wilson coefficient [76], and thereby reduce the complexity of
the calculations.
The massive contributions to the neutral current DIS structure functions are known to LO
[65–68, 204, 210] and NLO [70–72]. Furthermore, approximate NNLO results [211, 212] were
obtained via threshold resummation. These are also valid somewhat above threshold, since
the gluon distribution rises steeply for low momentum fractions, and photon gluon fusion is
the dominant process for heavy flavor production. Approximate NLO contributions are also
available in the asymptotic region [76]. In [76] the asymptotic representations were shown to
hold for Q2/m2 >∼ 10 in case of F2. In case of FL the range of validity starts at far higher scales
Q2/m2 >∼ 800; the corresponding 3-loop corrections were given in [213].
The charged current Wilson coefficients were calculated to O(αs) [73, 74, 214–217]. Further
details on the heavy flavor contributions in this case will be given in Chapter 10.
In several experimental [218–221] and phenomenological [65–68, 70–72, 204, 222–224] studies
the scaling violations of heavy flavor contributions to the DIS structure functions were shown
to have a different shape as compared to the massless case, and allow for accessing the gluon
density in neutral current DIS. In charged current processes they give a handle on the strange
quark content of the hadrons [74, 225, 226].
4.1 Heavy Quark Wilson Coefficients in the Region Q2  m2
The following presentation of the formalism to include heavy quark corrections is restricted to
DIS by photon exchange. For the charged current case the reader is referred to Chapter 10.
The heavy quark contributions to the Wilson coefficients of (65) can be split into two classes :
• LSi,q, Li,g, LNSi,q : Here all diagrams contribute, where the photon couples to a light quark
line, and heavy quarks contribute via pair production and loop corrections.
• HPSi,q , Hi,g : In the diagrams for these functions the photon couples to the heavy quark line.
Here no NS-contributions are present, since these would only be necessary for intrinsic
charm scenarios, which are experimentally disfavored, cf. e.g. [227].
In terms of these Wilson coefficients, the heavy flavor contributions to the structure functions
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for Q2  m2 can be written [76] :
Fi(x,Q2,m2) = x
1
nf
∑
q
e2q
Σ (x, µ2)⊗ LSi,q
(
x,
Q2
m2
,
m2
µ2
)
+G(
(
x, µ2
)
⊗ Li,g
(
x,
Q2
m2
,
m2
µ2
)
+ nf∆q
(
x, µ2
)
⊗ LNSi,q
(
x,
Q2
m2
,
m2
µ2
)+ xe2Q
Σ (x, µ2)⊗HPSi,q
(
x,
Q2
m2
,
m2
µ2
)
+G
(
x, µ2
)
⊗Hi,g
(
x,
Q2
m2
,
m2
µ2
) , i = 2, L . (89)
Here nf denotes the number of light flavors and the sum runs over these flavors. eQ denotes the
electric charge of the heavy flavor.
As was mentioned earlier, the derivation of the asymptotic representation [76] follows the
mass factorization prescription in the light flavor case [83]. As a consequence, the heavy flavor
Wilson coefficients are written as combinations of light flavor Wilson coefficients and massive
operator matrix elements :
CNSq,(2,L)
(
N, nf ,
Q2
µ2
)
+ LNSq,(2,L)
(
N, nf + 1,
Q2
µ2
,
m2
µ2
)
=
ANSqq,Q
(
N, nf + 1,
m2
µ2
)
CNSq,(2,L)
(
N, nf + 1,
Q2
µ2
)
, (90)
CPSq,(2,L)(nf ) + LPSq,(2,L)(nf + 1) =
[
ANSqq,Q(nf + 1) + APSqq,Q(nf + 1) + APSQq(nf + 1)
]
× nf C˜PSq,(2,L)(nf + 1) + APSqq,Q(nf + 1)CNSq,(2,L)(nf + 1)
+ Agq,Q(nf + 1)nf C˜g,(2,L)(nf + 1) , (91)
Cg,(2,L)(nf ) + Lg,(2,L)(nf + 1) = Agg,Q(nf + 1)nf C˜g,(2,L)(nf + 1)
+ Aqg,Q(nf + 1)CNSq,(2,L)(nf + 1)
+
[
Aqg,Q(nf + 1) + AQg(nf + 1)
]
nf C˜
PS
q,(2,L)(nf + 1) , (92)
HPSq,(2,L)(nf + 1) = APSQq(nf + 1)
[
CNSq,(2,L)(nf + 1) + C˜PSq,(2,L)(nf + 1)
]
+
[
ANSqq,Q(nf + 1) + APSqq,Q(nf + 1)
]
C˜PSq,(2,L)(nf + 1)
+ Agq,Q(nf + 1)C˜g,(2,L)(nf + 1) , (93)
Hg,(2,L)(nf + 1) = Agg,Q(nf + 1)C˜g,(2,L)(nf + 1) + Aqg,Q(nf + 1)C˜PSq,(2,L)(nf + 1)
+ AQg(nf + 1)
[
CNSq,(2,L)(nf + 1) + C˜PSq,(2,L)(nf + 1)
]
. (94)
Here for the Wilson coefficients the following notation is introduced :
C˜j(nf ) ≡ 1
nf
Cj(nf ) , C˜j(nf + 1) ≡ 1
nf + 1
Cj(nf + 1) . (95)
The arguments nf + 1 of the OMEs and heavy flavor Wilson coefficients denote the number of
flavors, which are nf light and one heavy flavors, these arguments will be dropped in the following.
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The light flavor Wilson coefficients depend on the number of flavors, which are treated as light.
If the dependence is not written explicitly, the argument is assumed to be set to nf . The scale
dependences of the light flavor Wilson coefficients, the massive OMEs, and the heavy flavor
Wilson coefficients are always understood as indicated in (90).
The operator matrix elements ANSqq,Q, APSqq,Q, APSQq, Agq,Q, Aqg,Q, AQg and Agg,Q are closely
related to the Green’s functions :
Gˆijα,Q = JN〈q, j | Oα | q, i〉Q , (96)
Gˆabα,Q,µν = JN〈g, ν, b | Oα | g, µ, a〉Q , (97)
where in the external states the color indices for the fundamental (i, j), and adjoint (a, b) repre-
sentation are written explicitly. Furthermore, the subscript Q indicates that only contributions
are taken into account, in which heavy quark lines occur, and α indexes the operators (54–56),
i.e.
Oα ∈ {ONSq,k;µ1,...,µN , OSq;µ1,...,µNONSQ,r;µ1,...,µN , OSQ;µ1,...,µNOg;µ1,...,µN} . (98)
The operator matrix elements are then defined via projections in the following way [87, 184, 185,
228, 229]. The source factor
JN = ∆µ1 . . .∆µN (99)
with ∆2 = 0 has been introduced, in order to explicitly remove the trace terms in (54–56).
The Green’s functions still bear a Lorentz or spinor structure, as well as color indices. These
structures are due to the properties of the partonic state, and are symbolically contained in the
index α. The operator matrix elements are defined by projecting this structure to 1. There are
two ways to construct the projector for the Green’s functions with external gluon states [87] :
P
(1),µν
g,ab ≡−
δab
N2c − 1
gµν
D − 2(∆ · p)
−N , (100)
P
(2),µν
g,ab ≡
δab
N2c − 1
1
D − 2(∆ · p)
−N
(
−gµν + p
µ∆ν + pν∆µ
∆ · p
)
. (101)
The first one keeps contributions from nonphysical gluon states, which are removed by the
inclusion of graphs with external ghost lines. The second one also removes these unphysical
parts, external ghost lines are not necessary. The projector for external quark lines has the form
P ijq ≡
δij
Nc
(∆ · p)−N 14Tr /p , (102)
where the operand is first multiplied with /p, and then the spinor trace is taken. Here i, j denote
color indices in the fundamental representation.
The operator matrix elements are then defined as projections of the Green’s functions [87] :
ˆˆ
Aqg,Q
(
mˆ2
µ2
, ε, N
)
= P (1,2),µνg,ab Gˆabqg,Q,µν , (103)
ˆˆ
AQg
(
mˆ2
µ2
, ε, N
)
= P (1,2),µνg,ab GˆabQg,µν , (104)
ˆˆ
Agg,Q
(
mˆ2
µ2
, ε, N
)
= P (1,2),µνg,ab Gˆabgg,Q,µν , (105)
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ˆˆ
Agq,Q
(
mˆ2
µ2
, ε, N
)
= P ijq Gˆgq,Q,ij , (106)
ˆˆ
ASqq,Q
(
mˆ2
µ2
, ε, N
)
= P ijq GˆSqq,Q,ij , (107)
ˆˆ
ANSqq,Q
(
mˆ2
µ2
, ε, N
)
= P ijq GˆNSqq,Q,ij , (108)
ˆˆ
APSQq
(
mˆ2
µ2
, ε, N
)
= P ijq GˆSQq,ij , (109)
where the double hat indicates that these quantities are unrenormalized. The Feynman rules for
the operators are summarized in Appendix E.
Note that again a pure singlet contribution is defined such that
ASqq,Q = APSqq,Q + ANSqq,Q . (110)
4.2 Renormalization of the Massive OMEs
Feynman integrals are in general divergent quantities, which have to be regularized due to a
consistent prescription. In the calculations of the present thesis, dimensional regularization
[89–92] is used. Later, it is the purpose of the renormalization to remove the singularities, that
occur in the limit ε→ 0, such that the predictive power of the theory is regained.
In dimensional regularization, instead of 4 spacetime dimensions, one formulates the theory
in D = 4 + ε spacetime dimensions. All Feynman integrals therefore represent functions of the
parameter ε. These functions are analytically continued, such that a Laurent series expansion
around ε = 0 can be performed. The momentum integrals in D dimensions are always traced
back to the integral :
∫ dDk
(2pi)D
(k2)r
(k2 +R2)m =
1
(4pi)D/2
Γ(r +D/2)Γ(m− r −D/2)
Γ(D/2)Γ(m)(R)m−r−D/2 , (111)
for euclidean momenta k. Additionally, within dimensional regularization, scaleless integrals of
the type
∫ dDk
(2pi)D
1
(k2)m (112)
vanish.
Noting that the action of the theory has mass dimension 0, the coupling constant in the D-
dimensional theory gˆ′s acquires a nonzero mass dimension. Therefore a dimensionless coupling
constant gˆs is defined, introducing an arbitrary scale µ :
gˆ′s = µ−ε/2gˆs . (113)
Also the Dirac algebra is continued to D spacetime dimensions, which causes a problem with
γ5 and the Levi-Civita symbol εµνρσ, since both are inherently four dimensional objects [89]. A
useful prescription was given in [89, 230–232] leading to
γµγ5 =
1
6iεµνρσγ
νγργσ , (114)
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in axial vector couplings, and contracting the Levi-Civita symbols using the relation :
εαβγδεµνρσ =
∣∣∣∣∣∣∣∣∣
gαµ gαν gαρ gασ
gβµ gβν gβρ gβσ
gγµ gγν gγρ gγσ
gδµ gδν gδρ gδσ
∣∣∣∣∣∣∣∣∣ . (115)
The Lorentz contractions are performed in D dimensions. For higher order calculations the axial
vector coupling needs a finite renormalization [232].
As mentioned above, the singularities represented in powers of 1/ε, have to be absorbed by
a redefinition of the parameters of the theory. A common scheme in which this is achieved is
the MS scheme [196, 233]. It combines two observations. First, absorbing only the singularities
into the renormalization constants yields a consistent and unique prescription for rendering the
theory predictions finite [233]. Second, a factor
Sε = exp
[
ε
2(γE − ln(4pi))
]
(116)
appears for each loop integral. This can be checked from (111), with the relation :
Γ(1− ε2)
(4pi)ε/2 = Sε exp
( ∞∑
i=2
ζi
i
(
ε
2
)i)
, (117)
where ζk = ζ(i) denotes Riemann’s ζ-function. Therefore, the factor Sε is an artefact of the
regularization prescription, and can be removed along with the ε-poles. In the MS scheme it is
set to one at the end of the calculation.
The procedure for renormalizing the massive operator matrix elements includes, apart from
the usual renormalization of theory parameters like masses and the coupling constants, also a
renormalization of the operators themselves. A renormalization procedure presented in [228]
with off-shell external lines, demands the calculation of additional unphysical contributions.
These are stemming from the violation of the equations of motion as well as non-gauge invariant
operators. These complications arise in the massless case, since the corresponding integrals are
scaleless. Hence one has to keep the external momentum artificially off shell. For massive OMEs
an internal scale is present and the external lines can be kept on shell.
Nevertheless, in order to keep the on-shell condition of the external line, mass and charge
renormalization have to take place in a physical scheme. After the operator renormalization a
finite scheme change is used to express mass and coupling in the MS scheme. The consistent
renormalization procedure was developed in [87], see also [229]. Essential relations are repeated
in the following.
First, the mass is renormalized using the prescriptions in [234–238]
mˆ = Zmm = m
[
1 + aˆs
(
m2
µ2
)ε/2
δm1 + aˆ2s
(
m2
µ2
)ε
δm2
]
+O(aˆ3s) , (118)
where the coefficients are
δm1 = CF
[6
ε
− 4 +
(
4 + 34ζ2
)
ε
]
(119)
≡ δm
(−1)
1
ε
+ δm(0)1 + δm
(1)
1 ε , (120)
δm2 = CF
 1ε2
(
18CF − 22CA + 8TF (nf +Nh)
)
+ 1
ε
(
−452 CF +
91
2 CA
23
−14TF (nf +Nh)
)
+ CF
(199
8 −
51
2 ζ2 + 48 ln(2)ζ2 − 12ζ3
)
+CA
(
−6058 +
5
2ζ2 − 24 ln(2)ζ2 + 6ζ3
)
+TF
[
nf
(45
2 + 10ζ2
)
+Nh
(69
2 − 14ζ2
)] (121)
≡ δm
(−2)
2
ε2
+ δm
(−1)
2
ε
+ δm(0)2 . (122)
The formula is given for nf light and Nh heavy flavors. In the rest of the thesis Nh = 1 will be
needed.
Coupling constant renormalization in the desired MS scheme is achieved by absorbing the
ε-poles into the constant ZMSg (ε, nf ) :
aˆs = ZMSg
2
(ε, nf )aMSs (µ2)
= aMSs (µ2)
[
1 + δaMSs,1 (nf )aMSs (µ2) + δaMSs,2 (nf )aMSs
2
(µ2)
]
+O(aMSs
3
) . (123)
Here, the coefficients have the values [27, 28, 156, 239–241]
δaMSs,1 (nf ) =
2
ε
β0(nf ) , (124)
δaMSs,2 (nf ) =
4
ε2
β20(nf ) +
1
ε
β1(nf ) , (125)
with the coefficients in the as-expansion of the MS β-function :
β0(nf ) =
11
3 CA −
4
3TFnf , (126)
β1(nf ) =
34
3 C
2
A − 4
(5
3CA + CF
)
TFnf . (127)
However in order to maintain the factorization property of the OMEs, a MOM scheme is intro-
duced, by demanding that the heavy quark loop contribution to the gluon vacuum polarization
vanishes at zero momentum, i.e. ΠH(0,m2) = 0. This relation is conveniently stated in the back-
ground field formalism [242–244], see also [141], in which the background field renormalization
constant ZA is related to the renormalization constant of the coupling Zg by
ZA = Z−2g . (128)
Here ZA is built from a light quark and a heavy quark part. The light quark part ZA,l is defined
by the MS prescription in the light quark sector and (128), i.e.
ZA,l = ZMSg
−2
(ε, nf ) . (129)
The heavy quark part is defined such that it absorbs the heavy quark loop contributions to the
gluon vacuum polarization [87] :
ΠH,BF(0,m2) + ZA,H ≡ 0 . (130)
24
The renormalization constant for the coupling constant in the MOM scheme is then defined by
(128) :
ZMOMg (ε, nf + 1, µ2,m2) ≡
1
(ZA,l + ZA,H)1/2
. (131)
The calculation was performed in [87]. One finds :
aˆs = ZMOMg
2(ε, nf + 1, µ2,m2)aMOMs (µ2,m2)
= aMOMs (µ2,m2)
[
1 + aMOMs (µ2,m2)δaMOMs,1 + aMOMs (µ2,m2)2δaMOMs,2
]
, (132)
with
δaMOMs,1 =
[2β0(nf )
ε
+ 2β0,Q
ε
f(ε)
]
, (133)
δaMOMs,2 =
[
β1(nf )
ε
+
(2β0(nf )
ε
+ 2β0,Q
ε
f(ε)
)2
+1
ε
(
m2
µ2
)ε(
β1,Q + εβ(1)1,Q + ε2β
(2)
1,Q
)]
+O(ε2) . (134)
The coefficients in the as-expansion of the QCD β-function in this MOM scheme are given by :
β1,Q = βˆ1(nf ) = −4
(5
3CA + CF
)
TF , (135)
β
(1)
1,Q = −
32
9 TFCA + 15TFCF , (136)
β
(2)
1,Q = −
86
27TFCA −
31
4 TFCF − ζ2
(5
3TFCA + TFCF
)
. (137)
After that, the operators are renormalized. In order not to confuse collinear poles and
ultraviolet poles, which both are regularized by ε, the renormalization constants are derived
from the ones of the massless OMEs. Knowing the anomalous dimensions, the Z-factors for the
massless OMEs can be reconstructed from Eq. (87) order by order in perturbation theory.
These Z-factors are then the MS-renormalization constants, provided the mixture with un-
physical terms can be neglected, so
ANSqq
(−p2
µ2
, aMSs , nf , N
)
= Z−1,NSqq (aMSs , nf , ε, N)AˆNSqq
(−p2
µ2
, aMSs , nf , ε, N
)
, (138)
Aij
(−p2
µ2
, aMSs , nf , N
)
= Z−1il (aMSs , nf , ε, N)Aˆlj
(−p2
µ2
, aMSs , nf , ε, N
)
, i, j = q, g . (139)
Adding another flavor carrying the mass m leads to operator matrix elements, which can
be seen as a sum of the former ones plus the massive OMEs, which for the moment are also
considered with slightly off-shell external legs :
Aˆij(p2,m2, µ2, aMOMs , nf + 1) = Aˆij
(−p2
µ2
, aMSs , nf
)
+ AˆQij(p2,m2, µ2, aMOMs , nf + 1) . (140)
The massive OMEs are here indicated by the superscript Q. Note that the coupling constant
renormalization had been performed in the MOM-scheme for the massive OMEs, while it was
performed in the MS scheme for the massless ones. Furthermore, the contribution δij is consid-
ered part of the massless OME. Hence the renormalization is performed for the non-δij part and
both parts are combined afterwards.
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The renormalization constants for these (nf +1)-flavor OMEs are then derived from the ones
of the massless nf -flavor OMEs by the replacements nf → nf + 1, aMSs → aMOMs :
Aˆij(p2,m2, µ2, aMOMs , nf + 1) = Zil(aMOMs , nf + 1, ε, N)A¯lj(p2,m2, µ2, aMOMs , nf + 1) . (141)
This defines the renormalized (nf + 1)-flavor OME A¯lj. However, since one is interested in the
renormalization of the heavy flavor part alone, the renormalized version is split again into a
heavy flavor part and the MS-renormalized light flavor part from above :
A¯ij(p2,m2, µ2, aMOMs , nf + 1) = A¯
Q2
ij (p2,m2, µ2, aMOMs , nf + 1) + Aij
(−p2
µ2
, aMSs , nf
)
. (142)
So combining (140, 141), inserting (138, 139, 142), and solving for A¯Q
2
lj yields :
A¯Qij(p2,m2, µ2, aMOMs , nf + 1) = Z−1il (aMOMs , nf + 1, µ2)Aˆ
Q
lj(p2,m2, µ2, aMOMs , nf + 1)
+ Z−1il (aMOMs , nf + 1, µ2)Aˆlj
(−p2
µ2
, aMSs , nf
)
− Z−1il (aMSs , nf , µ2)Aˆlj
(−p2
µ2
, aMSs , nf
)
. (143)
In the limit p2 → 0, the scaleless integrals vanish. Hence for the massless contributions one
is left with the Born contribution :
Aˆij
(
0, aMSs , nf
)
= δij . (144)
With this prescription the ultraviolet poles can be removed. However collinear singularities
of the massless lines remain, which have to be removed via mass factorization :
A¯Qij
(
m2
µ2
, aMOMs , nf + 1
)
= AQil
(
m2
µ2
, aMOMs , nf + 1
)
Γlj(nf ) . (145)
The operators on the right hand side will be called renormalized operators in the following. If
only massless quarks were present, the transition functions and renormalization constants would
be inverses of each other :
Γij = Z−1ij . (146)
However, since in this case heavy quark lines are present, the nf -flavor transition function occurs.
Also, due to the absence of the δij-part from the very beginning of the renormalization procedure,
the O(α3s) parts do not contribute. The δij-part is added back to the finite OMEs.
The general structure of the renormalized massive OMEs was given in [87, 229] in terms of
the coefficients in Eqs. (120, 122), the coefficients of the MS- and MOM-scheme β-functions in
(126, 127, 135, 136, 137), as well as the anomalous dimensions in (86, 87).
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5 Methodology of the Calculations
Perturbative quantum field theory provides on the one hand rules for expressing the Wilson
coefficients given in previous Chapters in terms of Feynman diagrams. On the other hand it
provides Feynman rules, which allow for translating these graphs into functions of kinematic
quantities. After the reduction of color and spin traces, the momentum integrals of graphs
contributing to the massive OME’s have the following form, up to constant coefficients :∫ ∏
i
dˆki
∏
j1,j2(pj1 .pj2)λj1,j2∏
j(p2j −m2j)
OP(N)α (p˜1, ..., p˜α) , (147)
where dˆki = d
Dki
(2pi)D with ki the independent internal momenta, pj are the momenta of the in-
ternal lines, and pj1 , pj2 are internal and external momenta. Furthermore, λj1,j2 ∈ N and
OP(N)α (p˜1, ..., p˜α) are polynomials of Nth degree in scalar products ∆.p˜i stemming from the
operator insertion. For α = 1, 2, 3 it has the form2 :
OP(N)1 (p˜1) = (∆.p˜1)N ,
OP(N)2 (p˜1, p˜2) =
N∑
j=0
(∆.p˜1)N−j(∆.p˜2)j ,
OP(N)3 (p˜1, p˜2, p˜3) =
N∑
j=0
j∑
l=0
(∆.p˜1)N−j(∆.p˜2)j−l(∆.p˜3)l . (148)
The p˜j are combinations of internal and external momenta, that depend on the position of the
operator insertion. Note that throughout the thesis D = 4 + ε will be the spacetime dimension.
Using a Feynman parameterization, see e.g. [141],
n∏
i=1
1
Aλii
= Γ(
∑
λi)∏n
i=1 Γ(λi)
∫
[0,1]n
(
n∏
i=1
dxix
λi−1
i
)[
n∑
i=1
xiAi
]−∑λi
δ
(
1−∑xi) , (149)
and using 111, one can map the Minkowski space integrals onto integrals over the unit hypercube
[0, 1]n.
Similar to earlier analytic calculations of 3-loop massive OMEs, e.g. [79, 88], the parametri-
zation is performed loop momentum per loop momentum, starting from simple sub-topologies
and preferring peripheral ones to more central ones. In this way for each loop momentum a
family of Feynman parameters is introduced.
The integral is then of the form
∫
[0,1]n
dx1 . . . dxn
 ∏
families f
δf
 xν1−11 . . . xνn−1n︸ ︷︷ ︸
monomial prefactor
n∏
i=1
xαii (1− xi)βi︸ ︷︷ ︸
non-monomial prefactor
operator polynomial︷ ︸︸ ︷
PO(x1, . . . , xn;N)
[PD(x1, . . . , xn)]︸ ︷︷ ︸
denominator
polynomial
γ
, (150)
where for each Feynman parameter family f we used the shorthand
δf ≡ δ
1−∑
x∈f
x
 , (151)
2The value of N may vary due to shifts in different representations.
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and νi are integers denoting the powers with which the propagators occur in (147). The exponents
αi, βi are proportional to ε, N is the Mellin variable and γ has the form γ = a+bε where a, b ∈ Q.
The operator polynomial is not strictly a polynomial, but in all following cases the δ-distributions
and Heaviside functions can be removed in such a way that the misnomer is corrected, and the
operator polynomial is indeed a polynomial of maximum degree N ∈ N.
In the case, where the operator polynomial has the simple form
PO(x1, . . . , xn;N) = [P¯O(x1, . . . , xn)]N , (152)
with a polynomial P¯O(x1, . . . , xn) which is linear in each Feynman parameter, it will also be
referred to as N -bracket.
Applying the δ-distributions one obtains∫ 1
0
dx δ(1− x− Y )f(x) = θ(Y )θ(1− Y )f(1− Y ) , (153)
where Y is either a sum of Feynman parameters or a single one. In this way Heaviside θ-functions
are introduced :
θ(x) =
{
1, x ≥ 0
0, x < 0 . (154)
These Heaviside functions are then removed applying the relation∫ 1
0
dx θ(1− x− Y )f(x) =
∫ 1
0
dx θ(1− Y )(1− Y )f(x(1− Y )) , (155)
where Y is again either a sum of Feynman parameters or a single one. These procedures still offer
the freedom in the choice of the order in which the above relations are applied to the Feynman
parameters within one family. Rules for choosing this order effectively will be developed in
Chapters 8 and 9.
Furthermore, the above relations can be read from right to left, giving the freedom to build
θ-functions and δ-distributions, which are then removed again applying the same relations dif-
ferently. These ideas are used in Chapter 9 systematically in Feynman integral calculations. In
a different view, these relations imply coordinate transformations of the set of Feynman param-
eters, which map the integration region to itself. An example for such a derivation is given in
Appendix B.
The routes of momenta through the graph are assigned in such a way, that the average
number of loop momenta flowing through a line is minimal.
5.1 Harmonic Polylogarithms and Harmonic Sums
The results of higher order perturbative calculations in QED showed the occurrence of special
numbers like ζ2, ζ3, ln(2) [120, 121, 123, 245]. These numbers were discovered calculating long
tables of integrals over products of logarithms. Similar integrals carrying a dependence on a
real variable were found in perturbative QCD calculations, e.g. [83, 86]. A systematic study of
these integrals was made possible through the rediscovery of a certain type of Poincare´ iterated
integrals called harmonic polylogarithm [122, 246–248], and the harmonic sums [104–107, 128].
The construction of the harmonic polylogarithms begins with the choice of an alphabet A,
which is a set of simple rational functions. In massless perturbative QCD the alphabet [122]
A =
{
f0(x) :=
1
x
, f1(x) :=
1
1− x, f−1(x) :=
1
1 + x
}
(156)
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is sufficient for various calculations, e.g. the 3-loop splitting functions and light flavor Wilson
coefficients of [64, 126, 127]. The fi(x) are called letters.
A harmonic polylogarithm (HPL) is then constructed recursively setting
H 0,...,0︸︷︷︸
n-times
(x) = 1
n! ln
n(x) ,
Hi(x) =
∫ x
0
dy fi(y), for i 6= 0 , (157)
and iterating
Hi,~a(x) =
∫ x
0
dy fi(y)H~a(y) (158)
if either ~a 6= (0, . . . , 0) or i 6= 0. The length of the index list ~a of a HPL H~a(x) is then called its
weight.
Many properties of these functions can be traced back to the properties of rational functions
exploiting the combinatorics of the iterated integrals. A central role is played by the property
of the product of two integrals∫ x
0
dyf(y)
∫ x
0
dzg(z) =
∫ x
0
dyf(y)
∫ y
0
dzg(z) +
∫ x
0
dzg(z)
∫ z
0
dyf(y) (159)
which induces a set of relations, called shuﬄe relations. They can be generated recursively in
the following way :
Ha1,...,ak(x)Hb1,...,bl(x) =
∫ x
0
dy fa1(y)Ha2,...,ak(y)Hb1,...,bl(y)
+
∫ x
0
dy fb1(y)Ha1,...,ak(y)Hb2,...,bl(y) . (160)
Due to these relations one can choose for each given weight a certain number of basis func-
tions, and express all other HPLs by these basis elements and polynomials of functions of lower
weight. The construction of such a basis as well as the corresponding reductions are automated
in the Mathematica package HarmonicSums [108–111] by J. Ablinger. The package also allows
for the extension of the above alphabet, which will be necessary for the calculations in Chapter
9.
For the numerical evaluation of the functions defined above, FORTRAN routines were given
in [124].
When calculating QCD corrections using the light cone expansion, the results depend on a
positive integer variable N denoting the operator spin, cf. [47]. These results are related to the
momentum space via the Mellin transformation
M[f ](N) =
∫ 1
0
dx xN−1f(x) . (161)
Here, in context of leading twist quantities, x corresponds to the Bjorken scaling variable (5).
One therefore speaks of representations of functions in x-space and Mellin space (or Mellin
N -space). The inverse of this transformation is given by the Mellin inversion theorem
f(x) = 12pii
∫ c+i∞
c−i∞
ds x−s M[f ](s) , (162)
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where c is chosen such, that the contour lies to the right of the rightmost singularity of M[f ](s).
However, in order to apply the inversion, a unique analytic continuation to complex values of N
has to exist, which is subject to conditions, stated in Carlson’s theorem [249, 250], for a precise
formulation and detailed discussion of this aspect in the present context, see [111].
The Mellin transformation maps the HPLs from above, onto the class of harmonic sums
[104–106, 186, 187], which are recursively defined via :
Sa,~b(N) =
N∑
i=1
(sign(a))i
i|a|
S~b(i) , S∅ = 1 , (163)
where a, b1, . . . , bd−1 ∈ Z \ {0}, and d is called (nesting) depth of Sa,~b(N).
In larger formulae, the shorthand notation
S~a ≡ S~a(N) , (164)
is used. To a sum S~a of depth d one assigns a weight w defined by
w =
d∑
i=1
ai . (165)
The harmonic sums obey relations which have the structure of a quasi-shuﬄe relation [251],
and which are known as stuffel relations [104–106, 123]. They follow from splitting the product
of two sums into parts in the following way :
N∑
k=1
1
ka
N∑
l=1
1
lb
=
N∑
k=1
1
ka
k∑
l=1
1
lb
+
N∑
l=1
1
lb
l∑
k=1
1
ka
+
N∑
l=1
1
la+b
. (166)
The relations are constructed recursively from
Sa1,...,ak(N)Sb1,...,bl(N) =
N∑
i=1
sign(a1)i
i|a1|
Sa2,...,ak(i)Sb1,...,bl(i)
+
N∑
i=1
sign(b1)i
i|b1|
Sa1,...,ak(i)Sb2,...,bl(i)
−
N∑
i=1
(sign(a1) sign(b1))i
i|a1|+|b1|
Sa2,...,ak(i)Sb2,...,bl(i) . (167)
These algebraic relations can be used to reduce sets of harmonic sums to smaller sets of basis
sums. This method was developed in [104–106, 128] and finally implemented into the Mathemat-
ica package HarmonicSums. Furthermore, this package generates asymptotic expansions of these
sums, which are needed for precise numerical representations of their analytic continuations, cf.
also [105–107, 252, 253].
This machinery is, however, not sufficient for 3-loop QCD calculations, for in intermediate
steps generalized harmonic sums may occur as was realized in [64], see also Chapter 8 and [133].
The generalized harmonic sums, also called S-sums, are defined [111, 254] via
Sa1,...,an(ξ1, ..., ξn;N) =
N∑
i=1
ξi1
ia1
Sa2,...,an(ξ2, ..., ξn; i) , S∅(N) = 1 , (168)
with positive indices a1, . . . , an ∈ N.
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Furthermore, another generalization of harmonic sums will become important in Chapter 9,
which is the class of cyclotomic harmonic sums [110]. These are built from the alphabeta{l,m,n}(k) = (sign(n))k(lk +m)|n|
∣∣∣∣∣∣ l,m ∈ N \ {0}, n ∈ Z \ {0}
 . (169)
For the omitted case l = 1,m = 0, the alphabet of the usual harmonic sums (163) emergesan(k) = (sign(n))kk|n|
∣∣∣∣∣∣ n ∈ Z \ {0}
 . (170)
Also cyclotomic S-sums [110] will be of interest, which are constructed from the alphabeta{l,m,n}(ξ; k) = ξk(lk +m)n
∣∣∣∣∣∣ l,m, n ∈ N \ {0}, ξ ∈ C \ {0}
 . (171)
Here again the limiting case l = 1,m = 0 is not included. Instead, the alphabet for the
generalized harmonic sums, or S-sums, is given by :an(ξ; k) = ξkkn
∣∣∣∣∣∣ n ∈ N \ {0}, ξ ∈ C \ {0}
 . (172)
It is worthwhile noting, that the cyclotomic harmonic sums are connected to cyclotomic
harmonic polylogarithms [110], which are defined via the cyclotomic polynomials [255]
Φn(x) :=
∏
1≤k≤n
gcd(k,n)=1
(
x− e2ipi kn
)
. (173)
From this class only the following ones will be of relevance for the present thesis :
Φ0(x) := x
Φ1(x) = x− 1
Φ2(x) = x+ 1
Φ4(x) = x2 + 1 , (174)
where Φ0 is included for convenience.
Corresponding iterated integrals, which are called cyclotomic harmonic polylogarithms [110],
are constructed via the alphabetf(n,b)(x) = xbΦn(x)
∣∣∣∣∣∣ n, b ∈ N ∪ {0}
 . (175)
The connection to (cyclotomic) harmonic sums via the Mellin transformation can be seen
from the representation of a letter from the above alphabets by the relation, cf. [110],
(±1)k
(lk +m)n =
∫ 1
0
dx1
x1
∫ x1
0
dx2
x2
. . .
∫ xn−2
0
dxn−1
xn−1
∫ xn−1
0
dxnx
lk+m−1
n (±1)k , (176)
and the finite geometric sum
N∑
k=1
xk−1 = x
N − 1
x− 1 . (177)
Furthermore, the (cyclotomic) S-sums with upper bound N = ∞ can be expressed in terms of
(cyclotomic) HPLs. These relations are implemented in the package HarmonicSums [108–111]
and are crucial for the calculations in Chapter 9.
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5.2 The Beta Integral
In many calculations the following integral occurs :
Iβ =
∫ 1
0
dx xa−1(1− x)b−1 (178)
If a > 0 and b > 0 the integral is well defined in the Riemann-Lebesgue sense, and it is equal to
Euler’s Beta functions
Iβ ≡ B(a, b) ≡ Γ(a)Γ(b)Γ(a+ b) . (179)
If the above conditions are not met, an analytic continuation of the above function has to be
used. An analytic continuation of the Beta function, which is valid on the whole complex plane
is given by the Pochhammer contour integral [256] :
(1− e2piia)(1− e2piib)B(a, b) =
∫
C
dξ ξa−1(1− ξ)b−1 , (180)
where the contour runs from close to 0 counterclockwise around 1 then clockwise around 0 then
clockwise around 1, then counterclockwise around 0 and closes. The representation for B is
restricted to non-integer values. What is important for practical purposes, is that the functional
relation
B(a+ 1, b) = a
a+ bB(a, b) , B(a, b+ 1) =
b
a+ bB(a, b) (181)
of the Beta function can be derived from the Pochhammer contour integral, and is thus valid
for all non-integer values. From these relations we can infer that the relation between the Γ-
and Beta functions is valid for all non-integers. Since the non-integers are dense in the complex
plane, the representation of the Beta function in terms of Γ-functions is valid, whenever the right
hand side of (179) is finite.
5.3 Hypergeometric Functions and Summation Theory
The methods used in this thesis to calculate Feynman integrals heavily rely on the knowledge of
properties of hypergeometric functions such as Gauß’ function and its generalizations as well as
Appell functions and its generalizations. Most of what is known about these functions can be
found in [257–264].
In the series expansions, often the Pochhammer symbol is used, which is defined as follows
(a)m ≡ a(a+ 1) . . . (a+m− 1), m ∈ N, a ∈ C ,
(a)0 ≡ 1 . (182)
For a ∈ C \ (−N) and m 6= a it may be written as
(a)m =
Γ(a+m)
Γ(a) . (183)
From this relation, one can deduce the factorization property
(a)m(a+m)n = (a)m+n . (184)
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The Gauß hypergeometric function has the following series representation [265] :
2F1
[
a, b;
c; z
]
=
∞∑
m=0
(a)m(b)m
m!(c)m
zm . (185)
The series converges if |z| < 1, or if z = 1 and Re(c− a− b) > 0 [261, 265].
The Gauß function obeys the following integral representation :
2F1
[
a, b;
c; z
]
= 1
B(b, c− b)
∫ 1
0
dx xb−1(1− x)c−b−1(1− xz)−a . (186)
From the integral representation, one can immediately derive the Gauß summation theorem
[261, 265]
2F1
[
a, b;
c; 1
]
= Γ(c)Γ(c− a− b)Γ(c− a)Γ(c− b) . (187)
Since in practical applications also integrals of this kind occur, in which |z| > 1, one is
also interested in series representations for these integrals. They can be obtained from analytic
continuation fomulae of the Gauß function to domains for z, for which the series representation
given above does not converge. These formulae are obtained studying solutions of the Gauß
equation, a linear differential equation which is satisfied by the Gauß function [261, 266]. An
example for such a relation is [267] :
2F1
[
a, b;
c; z
]
= (1− z)−a2F1
[
a, c− b;
c;
z
z − 1
]
. (188)
These relations span the complete set of transformations, which are isomorphic to permutations
of the set {0, 1,∞} of singularities of the Gauß differential equation [256, 268] :
x→ x
x− 1 =̂ {0,∞, 1} , (189)
x→ 1
x
=̂ {∞, 1, 0} , (190)
x→ 1− x =̂ {1, 0,∞} . (191)
These transformations are important to allow for a convergent series representation of the oc-
curring hypergeometric functions.
To find more general series representations for parameter integrals, we briefly show how the
series representation for the Gauß function can be obtained from its integral representation. The
main input is Newton’s binomial theorem [269, 270] in the following form :
(1− a)b =
∞∑
m=0
(−b)m
m! a
m . (192)
It reduces to the finite version of the binomial theorem by the properties of the Pochhammer
symbol
(−b)m
m! =
(
b
m
)
(−1)m , (193)
and
b,m ∈ N,m ≥ b⇒ (−b)m = 0 . (194)
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The above series converges whenever a < 1 or b ∈ N. Furthermore, the series may be inter-
changed with integration, where the convergence of the sum of integrals is equivalent to the
convergence of the series in (185). For more general situations the analysis of the convergence
may become a difficult task, cf. [259, 264].
The so called generalized hypergeometric functions or generalized Gauß functions A+1FA are
constructed recursively from the Gauß function via [261] :
A+1FA
[
a1, . . . , aA, c;
b1 . . . , bA−1, d;
z
]
= 1
B(c, d− c)
∫ 1
0
dxxc−1(1− x)d−c−1AFA−1
[
a1, . . . , aA;
b1 . . . , bA−1;
xz
]
.(195)
Their series representation is
A+1FA
[
a1, . . . , aA+1;
b1 . . . , bA;
z
]
=
∞∑
m=0
(a1)m . . . (aA+1)m
m!(b1)m . . . (bA)m
zm , (196)
with the regions of convergence
|z| < 1, and z = 1, Re
(
A∑
i=1
bi −
A+1∑
i=1
ai
)
> 0 . (197)
Furthermore, for the calculation of 3-loop ladder graphs in Chapter 8, the Appell function
F1 [257, 261] is useful. It has the following integral representations
F1[a, b, b′, c;x, y] = Γ
[
c
b, b′, c− b− b′
] ∫ 1
0
du
∫ 1
0
dv θ(1− u− v)
ub−1vb
′−1(1− u− v)c−b−b′−1(1− ux− vy)−a (198)
= 1
B(a, c− a)
∫ 1
0
du ua−1(1− u)c−a−1(1− ux)−b(1− uy)−b′ . (199)
For |x| < 1 and |y| < 1, this function has the convergent series representation
F1[a, b, b′, c;x, y] =
∞∑
m=0
∞∑
n=0
(a)m+n(b)m(b′)n
m!n! (c)m+n
xmyn . (200)
The function may be analytically continued using the argument mapping relation
F1
[
a, b, b′, c; x− 1
x
,
y − 1
y
]
= xbyb′F1[c− a, b, b′, c; 1− x, 1− y] . (201)
Since similar relations for the full set of Mo¨bius transformations, which permute the singular
points {0, 1,∞}, is not known, we may find the following representation useful :
F1[a, b, b′, c;x, y] =
∞∑
m=0
(a)m(b)m
m!(c)m
xm2F1
[
a+m, b′;
c+m; y
]
, (202)
which, in case of convergence, allows for using the transformation formulae of the Gauß function.
The representations of integrals using hypergeometric series are useful, when combined with
modern techniques of (multi) summation algorithms implemented in the Package Sigma [93–101].
For the efficient application to the calculations presented in this thesis, limit procedures and
heuristic strategies for the application of the latter algorithms were developed and implemented
in the package EvaluateMultiSums [101–103]. This development is not part of the thesis. Nev-
ertheless, a considerable part of the work that led to the present thesis was concerned with
generating series representations, or in general, sum representations, that were treatable by the
methods cited above. The exchange of specific examples and many discussions, on the other
hand, led to improvements in the packages.
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5.4 The Mellin-Barnes Representation
It is known for a long time, that hypergeometric functions can be represented via complex
contour integrals which are called Mellin-Barnes (MB) representations [114, 115, 261, 268]. The
Mellin-Barnes representation of the Gauß hypergeometric function, for example, has the form
2F1
[
a, b;
c; z
]
= Γ(c)2piiΓ(a)Γ(b)
∫ i∞
−i∞
dξ
Γ(a+ ξ)Γ(b+ ξ)Γ(−ξ)
Γ(c+ ξ) (−z)
ξ . (203)
Since these representations are well defined for a large set of values of z, a, b, c, it was found
useful for Feynman diagram calculations [116, 117, 271–273]. The representation is introduced
either on the momentum integral level, or on Feynman parameter representations, using the
formula :
1
(X + Y )λ =
1
Γ(λ)
1
2pii
∫ i∞
−i∞
dξΓ(−ξ)Γ(ξ + λ) X
ξ
Y λ+ξ
, (204)
where the integration contour is indented such that all poles of Γ(−ξ) lie to the right of the
contour.
If further Feynman parameter integrals are performed, they are commuted into the MB inte-
gral. These Feynman parameter integrals are performed in terms of Euler’s Beta function using
(178), and represented via Euler’s Γ-function using (179). In order to commute the Feynman
parameter integrals with the Mellin-Barnes integral, the contour of the Mellin-Barnes integral in
ξ has to lie such, that the integrand of the Feynman parameter integral in question is integrable.
This amounts to the following rule of thumb, cf. [271] :
• Re(ξ) < A if Γ(A− ξ) occurs in the numerator of the result,
• Re(ξ) > −A if Γ(A+ ξ) occurs in the numerator of the result.
However, this condition is usually too strict, and one may want to make use of the observation,
that Γ-functions are regular on the complex plane except for a countable number of isolated poles
on the non-positive real axis. In fact, for a single Γ-function of type Γ(A± ξ) the above rule can
be relaxed to : “allow” all contours, which are homotopic to the above contours on the complex
plane from which all singular points have been removed. Having this in mind, we see that for
an integral resulting in many Γ-functions in the numerator all contours in the intersection of the
“allowed” contours of individual Γ-functions yield correct contour integrals. Denoting regions,
which contain only left poles by open circles and regions with only right poles by solid circles,
the contour in the complex plane is sketched in the following Figure.
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The Mellin-Barnes representation allows to perform the ε expansion [116, 117, 271–273], and
to evaluate the coefficients numerically, or analytically. In such a way we can check numerically,
that Mellin-Barnes representations derived for certain Feynman parameter integrals are valid
representations.
Since with EvaluateMultiSums [101–103] and Sigma [93–101] we have algorithms at hand,
which allow for an automated ε-expansion together with the symbolic summation, we will not
make use of the former methods as means for analytic calculation.
Nevertheless, a Mellin-Barnes representation is necessary, if the analytic continuation for-
mulae for the occurring hypergeometric functions are not known, since the complex contour
integrals allow much flexibility to derive convergent series representations.
In many applications of these representations, the goal is to analytically continue the function
in ε, such that the resulting integrand may be expanded in ε [116, 117, 271–273]. After that the
integrals are performed applying corollaries of the Barnes Lemmas [115, 261, 274] :
1
2pii
∫ i∞
−i∞
dξΓ(λ1 + ξ)Γ(λ2 + ξ)Γ(λ3 − ξ)Γ(λ4 − ξ)
= Γ(λ1 + λ3)Γ(λ1 + λ4)Γ(λ2 + λ3)Γ(λ2 + λ4)Γ(λ1 + λ2 + λ3 + λ4)
, (205)
1
2pii
∫ i∞
−i∞
dξ
Γ(λ1 + ξ)Γ(λ2 + ξ)Γ(λ3 + ξ)Γ(λ4 − ξ)Γ(λ5 − ξ)
Γ(λ6 + ξ)
= Γ(λ1 + λ4)Γ(λ2 + λ4)Γ(λ3 + λ4)Γ(λ1 + λ5)Γ(λ2 + λ5)Γ(λ3 + λ5)Γ(λ1 + λ2 + λ4 + λ5)Γ(λ1 + λ3 + λ4 + λ5)Γ(λ2 + λ3 + λ4 + λ5)
. (206)
However, this method is not applicable in case of the integrals in Chapter 9, where a different
method will be developed. This new method will use the afore mentioned summation algorithms
as well as properties of the iterated integrals of the previous Sections.
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6 Bubble Topologies Contributing to the Unpolarized
OMEs Agq,Q and Agg,Q
In this Chapter, the O(α3snfT 2F )-contributions to the unpolarized OMEs Agq,Q and Agg,Q are
computed. They are necessary for the construction of variable flavor number schemes, and for
the definition of heavy quark PDFs. First, the relations of the fixed and variable flavor number
schemes will be given. Then the calculation of the 3-loop contributions will be presented. These
results are the first for general values of N for these quantities, and generalize the results for the
moments for N = 2, . . . , 10 in case of Agg,Q and up to 14 in Agq,Q [87].
6.1 Transition to the Variable Flavor Number Scheme
In the fixed flavor number scheme (FFNS), the heavy quark contributions are created purely
radiatively. Thus there is no parton distribution for heavy partons. In the kinematic range of
HERA, QCD analyses in the FFNS yield stable results [56, 223]. However, if Q2 becomes very
large, logarithms of the form ln(Q2/m2), ln(µ2/m2) might eventually become large and spoil the
convergence of the perturbation series. Furthermore, these logarithms prevent a naive transition
to a description in a fixed flavor scheme, where the heavy quark is treated as a light quark.
These issues were discussed in the past [75, 205, 275, 276] and the correct definition of the
VFNS was given at NLO in [75] and at NNLO in [87]. To cure the above problems for one heavy
flavor, an explicit change in the renormalization and factorization schemes is necessary, which
maps the occurring parton distribution functions onto an (nf + 1)-flavor scheme for all light
flavors, the heavy flavor and the gluon. These new PDFs are combinations of the PDFs defined
in the nf -flavor scheme, as well as perturbative coefficients, which are chosen such that the
PDFs in the (nf + 1)-flavor scheme obey renormalization group equations (RGEs) depending on
(nf +1) light flavors. As a consequence the light flavor Wilson coefficients become perturbatively
stable again, but the matching conditions for the PDFs have to be evaluated at a scale, where
the logarithms are sufficiently small. The scale evolution is then provided by the RGEs.
Adopting the nomenclature of [277], we will call such a prescription zero mass variable flavor
number scheme (ZMVFNS). To comply with the renormalization group equations, the following
relations between (nf + 1)-flavor PDFs in the ZMVFNS and nf -flavor PDFs of the FFNS follow
[75] :
fk(nf + 1, µ2,m2, N)+fk(nf + 1, µ2,m2, N) =
ANSqq,Q
(
nf + 1,
µ2
m2
, N
) [
fk(nf , µ2, N) + fk(nf , µ2, N)
]
+ A˜PSqq,Q
(
nf + 1,
µ2
m2
, N
)
Σ(nf , µ2, N)
+ A˜qg,Q
(
nf + 1,
µ2
m2
, N
)
G(nf , µ2, N) , (207)
fQ(nf + 1, µ2,m2, N)+fQ(nf + 1, µ2,m2, N) =
APSQq
(
nf + 1,
µ2
m2
, N
)
Σ(nf , µ2, N)
+ AQg
(
nf + 1,
µ2
m2
, N
)
G(nf , µ2, N) . (208)
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Here fQ(fQ¯) are the heavy quark densities. The flavor singlet, non–singlet, and gluon densities
for (nf + 1) flavors are given by
Σ(nf + 1, µ2,m2, N) =
ANSqq,Q
(
nf + 1,
µ2
m2
, N
)
+ nf A˜PSqq,Q
(
nf + 1,
µ2
m2
, N
)
+APSQq
(
nf + 1,
µ2
m2
, N
)Σ(nf , µ2, N)
+
[
nf A˜qg,Q
(
nf + 1,
µ2
m2
, N
)
+ AQg
(
nf + 1,
µ2
m2
, N
)]
G(nf , µ2, N) ,
(209)
∆k(nf + 1, µ2,m2, N) = fk(nf + 1, µ2, N) + fk(nf + 1, µ2,m2, N)
− 1
nf + 1
Σ(nf + 1, µ2,m2, N) , (210)
G(nf + 1, µ2,m2, N) = Agq,Q
(
nf + 1,
µ2
m2
, N
)
Σ(nf , µ2, N)
+Agg,Q
(
nf + 1,
µ2
m2
, N
)
G(nf , µ2, N) . (211)
Here the gluonic and pure singlet OMEs are normalized such that only one light flavor flows
through the operator, cf. Ref. [87] :
A˜ij(nf + 1) ≡ 1
nf
Aij(nf + 1) . (212)
It is worth noting that the relation between the process independent PDFs in different schemes
is and can only be given by process independent quantities, i.e. the OMEs. Usually µ2 = m2
is chosen as matching point. However, in [278] it was shown, that preserving the value of the
corresponding observable, much different scales may be requested.
The above description applies to a matching at scales at which both descriptions are valid.
However, observables such as the deep-inelastic structure functions are measured to be con-
tinuous quantities, so it seems reasonable to expect a continuous theoretical description at all
scales. The continuity might be spoiled by a scheme change as shown above so several defini-
tions were given for so called general mass variable flavor number schemes (GMVFNS), where
the description of the structure function continuously matches with the nf -flavor description in
the threshold region µ2 ∼ m2 and matches the ZMVFNS description in the asymptotic region.
Several of these schemes have been proposed in the past [75, 205, 275, 276, 279]. As an example
the BMSN scheme [75, 277] is presented, which is defined via
FBMSN2 (nf ) = F exact2 (nf ) + F ZMVFN2 (nf + 1)− F asympt2 (nf ) , (213)
where F exact2 (nf ) is the exact heavy flavor contribution to F2 in the nf -flavor scheme, F
asympt
2 (nf )
is its asymptotic representation omitting power corrections for Q2  m2 and F ZMVFN2 (nf + 1) is
the ZMVFNS description, with (nf + 1)-flavor PDFs and (nf + 1)-flavor evolution. As has been
shown in [277] the GMVFNS description FBMSN2 (nf ) is indeed a sufficiently smooth interpolation
between the exact result and the ZMVFNS description, it is thus valid from the threshold region
up to the asymptotic region.
The ranges of validity may now be stated formally as follows : The exact mass contributions
implemented in the nf -flavor scheme are valid, if as ln(Q2/m2) < 1. The ZMVFN scheme is
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valid if m2/Q2  1. However, these considerations are only reasonable taking sufficiently high
order in as into account, while to finite order the difference between the descriptions has to be
checked numerically for the scales needed to describe the available experiments. In [277] the
authors showed for the charm contributions to F2 that the 3-flavor description with exact mc-
dependence does not differ significantly from the BMSN scheme, if compared to the experimental
uncertainty.
The above considerations are, however, only valid, if one massive flavor is present; hence they
can be used consecutively if the massive flavors obey a strict hierarchy mH1  mH2  .... In
case of the charm and the bottom quark, this hierarchy is not strictly given, since m2b ≈ 10m2c .
So here one has to check to which accuracy the hierarchy is a valid approximation. More likely,
one will have to consider mass effects from two quark flavors [280].
6.2 The O(α3snfT 2F ) Contributions to Agg,Q and Agq,Q
The renormalization for Agq,Q and Agg,Q to O(a3s) was derived in [87]. In the MS scheme with
the heavy quark mass m on shell, they are expressed in terms of lower order quantities as well
as a(1)gq,Q and a
(1)
gg,Q, which are calculated below :
A
(3),MS
gq,Q = −
γ(0)gq
24
γ(0)gq γˆ(0)qg +
(
γ(0)qq − γ(0)gg + 10β0 + 24β0,Q
)
β0,Q
 ln3
(
m2
µ2
)
+ 18
6γ(1)gq β0,Q
+γˆ(1)gq
(
γ(0)gg − γ(0)qq − 4β0 − 6β0,Q
)
+ γ(0)gq
(
γˆ(1),NSqq + γˆ(1),PSqq − γˆ(1)gg + 2β1,Q
) ln2
(
m2
µ2
)
+18
4γˆ(2)gq + 4a(2)gq,Q
(
γ(0)gg − γ(0)qq − 4β0 − 6β0,Q
)
+ 4γ(0)gq
(
a
(2),NS
qq,Q + a
(2),PS
Qq − a(2)gg,Q
+β(1)1,Q
)
+ γ(0)gq ζ2
(
γ(0)gq γˆ
(0)
qg +
[
γ(0)qq − γ(0)gg + 12β0,Q + 10β0
]
β0,Q
) ln
(
m2
µ2
)
+a(2)gq,Q
(
γ(0)qq − γ(0)gg + 4β0 + 6β0,Q
)
+ γ(0)gq
(
a
(2)
gg,Q − a(2),PSQq − a(2),NSqq,Q
)
− γ(0)gq β(2)1,Q
−γ
(0)
gq ζ3
24
(
γ(0)gq γˆ
(0)
qg +
[
γ(0)qq − γ(0)gg + 10β0
]
β0,Q
)
− 3γ
(1)
gq β0,Qζ2
8 + 2δm
(−1)
1 a
(2)
gq,Q
+δm(0)1 γˆ(1)gq + 4δm
(1)
1 β0,Qγ
(0)
gq + a
(3)
gq,Q , (214)
A
(3),MS
gg,Q =
1
48
γ(0)gq γˆ(0)qg
(
γ(0)qq − γ(0)gg − 6β0 − 4nfβ0,Q − 10β0,Q
)
− 4
(
γ(0)gg
[
2β0 + 7β0,Q
]
+4β20 + 14β0,Qβ0 + 12β20,Q
)
β0,Q
 ln3
(
m2
µ2
)
+ 18
γˆ(0)qg
(
γ(1)gq + (1− nf )γˆ(1)gq
)
+γ(0)gq γˆ(1)qg + 4γ(1)gg β0,Q − 4γˆ(1)gg [β0 + 2β0,Q] + 4[β1 + β1,Q]β0,Q
+2γ(0)gg β1,Q
 ln2
(
m2
µ2
)
+ 116
8γˆ(2)gg − 8nfa(2)gq,Qγˆ(0)qg − 16a(2)gg,Q(2β0 + 3β0,Q)
+8γ(0)gq a
(2)
Qg + 8γ(0)gg β
(1)
1,Q + γ(0)gq γˆ(0)qg ζ2
(
γ(0)gg − γ(0)qq + 6β0 + 4nfβ0,Q + 6β0,Q
)
+4β0,Qζ2
(
γ(0)gg + 2β0
)(
2β0 + 3β0,Q
) ln
(
m2
µ2
)
+ 2(2β0 + 3β0,Q)a(2)gg,Q
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+nf γˆ(0)qg a
(2)
gq,Q − γ(0)gq a(2)Qg − β(2)1,Qγ(0)gg +
γ(0)gq γˆ
(0)
qg ζ3
48
(
γ(0)qq − γ(0)gg − 2[2nf + 1]β0,Q
−6β0
)
+ β0,Qζ312
(
[β0,Q − 2β0]γ(0)gg + 2[β0 + 6β0,Q]β0,Q − 4β20
)
− γˆ
(0)
qg ζ2
16
(
γ(1)gq + γˆ(1)gq
)
+ β0,Qζ28
(
γˆ(1)gg − 2γ(1)gg − 2β1 − 2β1,Q
)
+ δm
(−1)
1
4
(
8a(2)gg,Q
+24δm(0)1 β0,Q + 8δm
(1)
1 β0,Q + ζ2β0,Qβ0 + 9ζ2β20,Q
)
+ δm(0)1
(
β0,Qδm
(0)
1 + γˆ(1)gg
)
+δm(1)1
(
γˆ(0)qg γ
(0)
gq + 2β0,Qγ(0)gg + 4β0,Qβ0 + 8β20,Q
)
− 2δm(0)2 β0,Q + a(3)gg,Q . (215)
Here δm(k)i are coefficients in the ε-expansion of the unrenormalized mass, βi, βi,Q are coeffi-
cients of the β-functions (including mass effects), a(2)ij , a
(2)
ij are 2-loop contributions to order ε0
and ε1 respectively, and γij, γˆij are the anomalous dimensions. All contributions to (214, 215)
but the constant terms a(3)ij,Q are known [75, 76, 78–80, 127]. In particular, all the logarithmic
contributions have already been obtained for general values of the Mellin variable N [281].
The unrenormalized OME ˆˆA(3)gg,Q also receives one particle reducible contributions from vac-
uum polarization insertions on external lines. The vacuum polarization tensor has the structure
Πˆabµν(p2, mˆ2, µ2, aˆ2s) = iδab
[
−gµνp2 + pµpν
] ∞∑
k=1
aˆksΠˆ(k)(p2, mˆ2, µ2) . (216)
The shorthand notation
Πˆ(k) ≡ Πˆ(k)(0, mˆ2, µ2) (217)
is used, such that
ˆˆ
A
(3)
gg,Q =
ˆˆ
A
(3),1PI
gg,Q − Πˆ(3) − ˆˆA(2),1PIgg,Q Πˆ(1) − 2 ˆˆA(1)gg,QΠˆ(2) + ˆˆA(1)gg,QΠˆ(1)Πˆ(1) (218)
≡ a
(3,0)
gg,Q
ε3
+
a
(3,1)
gg,Q
ε2
+
a
(3,2)
gg,Q
ε
+ a(3)gg,Q . (219)
The expressions for Πˆ(i) can be found in [87].
In the following, the calculation of the contributions to O(a3snfT 2FCF,A) of the massive gluonic
OMEs is given. The Feynman diagrams are generated by QGRAF [282] with the extension
allowing to include local operators [87]. The color-algebra is reduced using the package color
of [283]. For a large part of the calculation we use (T)FORM [284]. The momentum integrals are
performed introducing a Feynman parameterization in the way described in Chapter 5. Using
the integral representation in (195), the Feynman parameter integrals are then expressed in
terms of hypergeometric functions 3F2 and simpler objects, which allow for a representation
in terms of absolutely convergent series (196). Additionally, some of the terms involve finite
sums due to binomial expansions. These multi-sum expressions are then processed applying
the symbolic summation technology, which is implemented in the package Sigma [93–101] and
making use of a large number of algorithms for efficiently processing multi-sums using the package
EvaluateMultiSums [101–103]. For additional speed up, it is very useful to reduce such sums to
a smaller number of ‘key sums’, by synchronization of the summation ranges and algebraic
reduction of the summands. This step helped to reduce the size of the terms from 2GByte to
7.6MByte and the number of sums from 2419 to 29. The algorithms for this step are implemented
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in the package SumProduction [101]. The complexity of the resulting expressions are further
reduced through mutual relations among nested sums. The corresponding methods for large
classes of such sums are implemented in the package HarmonicSums [108–111]. The results for
the individual diagrams have been checked by comparison to the moments which were obtained
in [87] using the code MATAD [285]. The constant terms a(3)gj,Q, j = q, g in the ε-expansion,
which complete (214, 215) to O(a3snfT 2FCF,A) read :
a
(3),nfT 2F
gq,Q = CFT 2Fnf
− 16 (N2 +N + 2)9(N − 1)N(N + 1)
(1
3S
3
1 + S2S1 +
2
3S3 + 14ζ3 + 3S1ζ2
)
+16 (8N
3 + 13N2 + 27N + 16)
27(N − 1)N(N + 1)2
(
3ζ2 + S21 + S2
)
−32 (35N
4 + 97N3 + 178N2 + 180N + 70)
27(N − 1)N(N + 1)3 S1
+32 (1138N
5 + 4237N4 + 8861N3 + 11668N2 + 8236N + 2276)
243(N − 1)N(N + 1)4
 , (220)
a
(3),nfT 2F
gg,Q = nfT 2F
CA 1(N − 1)(N + 2)
 4P1
27N2(N + 1)2S
2
1 +
8P2
729N3(N + 1)3S1
+16027 (N − 1)(N + 2)ζ2S1 −
448
27 (N − 1)(N + 2)ζ3S1 +
P3
729N4(N + 1)4
− 2P427N2(N + 1)2 ζ2 +
56 (3N4 + 6N3 + 13N2 + 10N + 16)
27N(N + 1) ζ3 −
4P5
27N2(N + 1)2S2

+CF
1
(N − 1)(N + 2)
112 (N2 +N + 2)2
27N2(N + 1)2 S
3
1 −
16P6
27N3(N + 1)3S
2
1
+ 32P781N4(N + 1)4S1 +
16 (N2 +N + 2)2
3N2(N + 1)2 ζ2S1 +
16 (N2 +N + 2)2
3N2(N + 1)2 S2S1
− 32P8243N5(N + 1)5 −
16P9
9N3(N + 1)3 ζ2 +
448 (N2 +N + 2)2
9N2(N + 1)2 ζ3 +
16P10
9N3(N + 1)3S2
−160 (N
2 +N + 2)2
27N2(N + 1)2 S3
 . (221)
Here the polynomials Pi are given by
P1 = 16N5 + 41N4 + 2N3 + 47N2 + 70N + 32 , (222)
P2 = 6944N8 + 26480N7 + 23321N6 − 15103N5 − 39319N4 − 27001N3 − 11178N2
− 2016N + 864 , (223)
P3 = 4809N10 + 24045N9 − 182720N8 − 854414N7 − 1522031N6 − 1472927N5
− 758234N4 − 126080N3 − 1152N2 − 50688N − 24192 , (224)
P4 = 3N6 + 9N5 + 307N4 + 599N3 + 746N2 + 448N + 96 , (225)
P5 = 40N6 + 112N5 − 3N4 − 166N3 − 301N2 − 210N − 96 , (226)
P6 = 44N6 + 123N5 + 386N4 + 543N3 + 520N2 + 248N + 24 , (227)
P7 = 205N8 + 856N7 + 3169N6 + 6484N5 + 7310N4 + 4722N3 + 1534N2
+ 48N − 72 , (228)
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P8 = 1976N10 + 9385N9 + 24088N8 + 38989N7 + 50214N6 + 53872N5 + 35219N4
+ 6890N3 − 4233N2 − 2844N − 756 , (229)
P9 = 14N6 + 33N5 + 59N4 + 39N3 + 55N2 + 20N − 12 , (230)
P10 = 4N6 + 3N5 − 50N4 − 129N3 − 100N2 − 56N − 24 . (231)
Only single harmonic sums contribute, which are given in the shorthand notation (164).
Sometimes the expressions with an MS-renormalized quark mass m¯ are desired. Following [87]
the expressions for A(3),nfT
2
F
gq,Q and A
(3),nfT 2F
gg,Q read :
A
(3),MS
gq,Q,CFT
2
Fnf
= CFnfT 2F
 32 (N2 +N + 2)9(N − 1)N(N + 1) ln3
(
m¯2
µ2
)
+
− 16 (N2 +N + 2)3(N − 1)N(N + 1)
(
S21 + S2
)
+ 32 (8N
3 + 13N2 + 27N + 16)
9(N − 1)N(N + 1)2 S1
+32 (19N
4 + 81N3 + 86N2 + 80N + 38)
27(N − 1)N(N + 1)3
 ln(m¯2
µ2
)
+
 32 (N2 +N + 2)
27(N − 1)N(N + 1)
(
S31 + 3S2S1 + 2S3 − 24ζ3
)
−32 (8N
3 + 13N2 + 27N + 16)
27(N − 1)N(N + 1)2
(
S21 + S2
)
+64 (4N
4 + 4N3 + 23N2 + 25N + 8)
27(N − 1)N(N + 1)3 S1
+64 (197N
5 + 824N4 + 1540N3 + 1961N2 + 1388N + 394)
243(N − 1)N(N + 1)4
 , (232)
A
(3),nfT 2F ,MS
gg,Q = nfT 2F

CF 64 (N2 +N + 2)29(N − 1)N2(N + 1)2(N + 2)
+CA
 128 (N2 +N + 1)
27(N − 1)N(N + 1)(N + 2) −
64
27S1
 ln3 (m¯2
µ2
)
(233)
−CF 163 ln
2
(
m¯2
µ2
)
+
CA 1(N − 1)(N + 2)
− 4P1181N3(N + 1)3
(234)
− 16P1281N2(N + 1)2S1
+ CF 1(N − 1)(N + 2)
16 (N2 +N + 2)2
N2(N + 1)2
(
S21 −
5
3S2
)
− 4P139N4(N + 1)4 −
32P14
3N3(N + 1)3S1
 ln(m¯2
µ2
)
+CA
1
(N − 1)(N + 2)
− 4P1527N2(N + 1)2S21 − 8P16729N3(N + 1)3S1
+51227 (N − 1)(N + 2)ζ3S1 −
2P17
729N4(N + 1)4 −
1024 (N2 +N + 1)
27N(N + 1) ζ3
42
+ 4P1827N2(N + 1)2S2

+CF
1
(N − 1)(N + 2)
64 (N2 +N + 2)2
9N2(N + 1)2
(
−13S
3
1 − 8ζ3 +
4
3S3
)
+ 32P1927N3(N + 1)3S
2
1 −
64P20
81N4(N + 1)4S1 −
32P21
243N5(N + 1)5
− 32P223N3(N + 1)3S2
 , (235)
with the polynomials
P11 = 297N8 + 1188N7 + 640N6 − 2094N5 − 1193N4 + 2874N3 + 5008N2
+3360N + 864 , (236)
P12 = 136N6 + 390N5 + 19N4 − 552N3 − 947N2 − 630N − 288 , (237)
P13 = 15N10 + 75N9 − 48N8 − 866N7 − 2985N6 − 6305N5 − 8206N4 − 7656N3
−4648N2 − 1600N − 288 , (238)
P14 = 5N5 + 52N4 + 109N3 + 90N2 + 48N + 16 , (239)
P15 = 4N5 + 17N4 + 14N3 + 71N2 + 70N + 32 , (240)
P16 = 3008N8 + 11600N7 + 9197N6 − 10255N5 − 27739N4 − 24745N3 − 12474N2
−2016N + 864 , (241)
P17 = 4185N10 + 20925N9 + 1892N8 − 117118N7 − 222151N6 − 176863N5 − 41446N4
+22304N3 − 1296N2 − 18432N − 6912 , (242)
P18 = 16N6 + 52N5 − 3N4 − 106N3 − 277N2 − 210N − 96 , (243)
P19 = 10N6 + 30N5 + 109N4 + 168N3 + 155N2 + 76N + 12 , (244)
P20 = 38N8 + 206N7 + 962N6 + 2246N5 + 2509N4 + 1542N3 + 509N2 + 24N − 36 , (245)
P21 = 123N12 + 738N11 + 691N10 − 3526N9 − 14521N8 − 29458N7 − 39189N6
−37672N5 − 21920N4 − 3914N3 + 2856N2 + 1872N + 432 , (246)
P22 = 2N6 + 4N5 +N4 − 10N3 − 5N2 − 4N − 4 . (247)
As has been noted before [87], the above results are free of ζ2, which is common to all massive
OMEs, and hence is a particular feature of representing also the mass in the MS scheme. Fur-
thermore, we note, that the ln2 (m¯2/µ2)-contribution to A(3),MS
gg,Q,CFT
2
Fnf
is particularly simple, while
the corresponding contribution to A(3),MS
gq,Q,CFT
2
Fnf
vanishes. This cancellation becomes complete in
the former scheme involving the on-shell mass. However, this property was not yet checked to
apply for all OMEs.
Since in the calculation all coefficients of the Laurent expansion up to the constant order
are obtained, one may use them to determine the corresponding contributions to the anomalous
dimensions from the single pole term 1/ε resp. the linear logarithmic contribution, cf. (214, 215),
γˆ(2),nfgq = nfT 2FCF
− 64 (N2 +N + 2)3(N − 1)N(N + 1)
(
S21 + S2
)
+ 128 (8N
3 + 13N2 + 27N + 16)
9(N − 1)N(N + 1)2 S1
−128 (4N
4 + 4N3 + 23N2 + 25N + 8)
9(N − 1)N(N + 1)3
 , (248)
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γˆ(2),nfgg = nfT 2FCA
− 32P2327(N − 1)N2(N + 1)2(N + 2)S1 − 8P2427(N − 1)N3(N + 1)3(N + 2)

+nfT 2FCF
 64 (N2 +N + 2)2
3(N − 1)N2(N + 1)2(N + 2)
(
S21 − 3S2
)
+ 128P259(N − 1)N3(N + 1)3(N + 2)S1 −
16P26
27(N − 1)N4(N + 1)4(N + 2)
 , (249)
where
P23 = 8N6 + 24N5 − 19N4 − 78N3 − 253N2 − 210N − 96 , (250)
P24 = 87N8 + 348N7 + 848N6 + 1326N5 + 2609N4 + 3414N3 + 2632N2
+1088N + 192 , (251)
P25 = 4N6 + 3N5 − 50N4 − 129N3 − 100N2 − 56N − 24 , (252)
P26 = 33N10 + 165N9 + 256N8 − 542N7 − 3287N6 − 8783N5 − 11074N4 − 9624N3
−5960N2 − 2112N − 288 . (253)
Equations (248, 249) confirm previous results in [127] by a first direct diagrammatic recalculation,
here in the massive case.
A certain combination
γ
(2),n2f
gg +
γ
(2),n2f
gq γ(0)qg
γ
(0),nf
gg nf
(254)
of the gluonic anomalous dimensions γ(2)gj , j = q, g, was calculated in [286] for the leading nf
contribution, ∝ n2f . This result is also confirmed by a direct massive calculation.
The construction of structure functions proceeds most conveniently in N -space, as it is done
in Chapter 10, by multiplying the massive OMEs, light flavor Wilson coefficients and PDFs
analytically3, cf. e.g. [287], while a single numerical contour integral around the singularities
allows for a very fast numerical Mellin inversion into the physical x-space. The corresponding
analytic continuations of harmonic sums up to weight w = 8 are given in [106, 107, 252, 253, 288].
Still, x-space codes are quite common, so the OMEs (232, 233) are also given in x-space :
A
(3),nfT 2F ,MS
gq,Q (x) = CFnfT 2F

(32x
9 +
64
9x −
64
9
)
ln3
(
m¯2
µ2
)
+
(−16x3 − 323x + 323
)
H21
+
(256x
9 +
320
9x −
320
9
)
H1 +
608x
27 +
2176
27x −
2176
27
 ln(m¯2
µ2
)
+
(32x
27 +
64
27x −
64
27
)
H31 +
(
−256x27 −
320
27x +
320
27
)
H21
+
(256x
27 −
128
27x +
128
27
)
H1 +
(
−256x9 −
512
9x +
512
9
)
ζ3 +
12608x
243
+ 24064243x −
24064
243
 , (255)
3For Mellin-space representations of a wide class of parton densities see [134].
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A
(3),nfT 2F ,MS
gg,Q (x) = nfT 2F

CA
−64x227 + 64x27 − 6427(x− 1)+ − 12827 + 6427x
+ CF
−256x227
− 64x9 +
128
9 (1 + x)H0 +
64
9 +
256
27x
 ln3 (m¯2
µ2
)
− 163 CF δ(1− x) ln
2
(
m¯2
µ2
)
+
CA
−608x227 − 1681(144ζ2 − 85)x
+ 323 (1 + x)H
2
0 −
44
3 δ(1− x)−
16
81(144ζ2 + 149) +
−832x227 + 16x27
− 80027
H0 +
(
−832x
2
27 +
208x
9 −
176
9 +
832
27x
)
H1
+ 2569 (1 + x)H0,1 −
2176
81(x− 1)+ +
224
27x
+ CF
32
3 (1 + x)H
3
0
+
(
−256x
2
9 −
688x
9 −
592
9
)
H20 +
−64x29 − 649 (12ζ2 + 5)x− 649 (12ζ2
− 41)
H0 +
(
−512x
2
9 −
128x
3 +
128
3 +
512
9x
)
H1H0 +
256
3 (1 + x)H0,1H0
+
(
−64x
2
3 − 16x+ 16 +
64
3x
)
H21 −
20
3 δ(1− x) +
64
27x
2(18ζ2 − 7) + 649 x(3ζ2
+ 3ζ3 − 28) + 649 (6ζ2 + 3ζ3 + 10) +
(
−64x
2
9 −
416x
3 +
736
3 −
896
9x
)
H1
+
(
128x2
9 +
64x
3 −
256
3 −
512
9x
)
H0,1 − 2563 (1 + x)H0,0,1 + 64(1 + x)H0,1,1
+ 390427x
 ln(m¯2
µ2
)
+ CAζ3
(
512x2
27 −
512x
27 +
512
27(x− 1)+ +
1024
27 −
512
27x
)
+ CF ζ3
(
2048x2
27 +
512x
9 −
1024
9 (1 + x)H0 −
512
9 −
2048
27x
)
+ CA
128
81 (1 + x)H
3
0
+
(
−208x
2
81 +
812x
81 +
320
81
)
H20 +
−8624x2243 − 881(48ζ2 − 199)x− 1627(8ζ2 + 19)
− 6427(x− 1)
H0 +
(
−416x
2
81 +
56x
27 −
88
27 +
416
81x
)
H1H0 +
128
27 (1 + x)H0,1
+
(64
27ζ2 −
310
27
)
δ(1− x)H0 +
(
208x2
81 −
20x
9 +
44
27 −
208
81x
)
H21
− 416729x
2(9ζ2 + 113)− 8729(2088ζ2 − 864ζ3 + 6055)−
8
729x(2601ζ2 − 864ζ3
− 4883) +
(
−8624x
2
243 +
2600x
81 −
872
81 +
4592
243x
)
H1 +
(832x2
81 +
2144x
81
45
+ 212081 −
416
81x
)
H0,1 − 12827 (1 + x)(H0,0,1 + H0,1,1)−
24064
729(x− 1)+ +
32320
729x

+ CF
32
27(1 + x)H
4
0 +
(
−128x
2
81 +
256x
81 +
64
81
)
H30 +
−2176x281 − 3281(18ζ2 + 107)x
− 3281(18ζ2 − 1)
H20 +
(
−128x
2
27 −
32x
9 +
32
9 +
128
27x
)
H1H20 +
64
9 (1 + x)H0,1H
2
0
+
(
128x2
27 +
32x
9 −
32
9 −
128
27x
)
H21H0 +
−128243(18ζ2 − 1)x2 − 64243(333ζ2 − 108ζ3
− 410)x− 64243(225ζ2 − 108ζ3 − 1292)
H0 +
(
−1472x
2
81 +
64
9 (x− 1) +
1472
81x
)
H21
+
(
512x2
27 +
2560x
27 +
1408
27 −
256
27x
)
H0,1H0 − 1289 (1 + x) (H0,0,1H0 + H0,1,1H0)
+
(
256x2
81 +
64
27(x− 1)−
256
81x
)
H31 +
(
−4352x
2
81 −
320x
9 +
704
9 +
896
81x
)
H1H0
+
(1024
9 ζ
2
2 −
1312
81
)
δ(1− x)− 64405x
(
63ζ22 + 145ζ2 − 120ζ3 + 1720
)
+ 64729x
2(414ζ2 − 108ζ3 − 1165)− 64405
63ζ22 − 215ζ2 − 30ζ3 − 1675

−
128
243(18ζ2 − 1)x
2 + 6427[(3ζ2 + 44)x− (3ζ2 + 80)]−
128(18ζ2 − 163)
243x
H1
+
(
1408x2
81 +
128
81 [(9ζ2 + 37)x+ (9ζ2 − 71)]−
896
81x
)
H0,1 +
−512x227 − 2560x27
− 140827 +
256
27x
H0,0,1 +
(
256x2
27 +
1664x
27 +
1664
27 +
256
27x
)
H0,1,1
+ 1289 (1 + x)
H0,0,0,1 + H0,0,1,1 − 2H0,1,1,1
+ 79744729x
 , (256)
with the shorthand notation H~a ≡ H~a(x) for the harmonic polylogarithms over the alphabet
A = {0, 1,−1} [122]. They can be expressed in terms of elementary functions and the Nielsen
integrals [245, 289, 290] :
H0(x) = ln(x), (257)
H1(x) = − ln(1− x), (258)
H0,1(x) = Li2(x), (259)
H0,0,1(x) = Li3(x), (260)
H0,1,1(x) = S1,2(x), (261)
H0,0,0,1(x) = Li4(x), (262)
H0,0,1,1(x) = S2,2(x), (263)
H0,1,1,1(x) = S1,3(x) , (264)
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with
Sn,p(x) =
(−1)(n+p−1)
(n− 1)!p!
∫ 1
0
dy
y
ln(n−1)(y) lnp(1− xy) , (265)
Lin(x) = Sn−1,1(x) . (266)
Here Lin(x) denotes the (classical) polylogarithm [245, 291–293]. All higher functions but S2,2(x)
can be reduced to polylogarithms by the argument relation x→ (1− x). Numerical implemen-
tations of the functions Sn,p(x) were given in [119].
At small values of x, the functions A(3),nfT
2
F ,MS
gq(g),Q (x) are singular as ∝ 1/x, or in N -space like
∝ 1/(N − 1), unlike the quarkonic contributions given in [88] with a leading pole ∝ 1/N . One
notices that the number of functions needed in x-space to express A(3),nfT
2
F ,MS
gq(g),Q is larger than in
N -space, as has been found also in other analyses, cf. [78, 294, 295].
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7 Bubble Topologies Contributing to the Polarized
OMEs ∆Agq and ∆Agg
A key goal of deep-inelastic scattering with polarized particle beams and targets is the determi-
nation of the composition of the nucleon spin in terms of the quark and gluon spins, as well as
the orbital angular momentum of these constituents, cf. [296] and references therein.
In QCD analyses of data from these experiments, polarized parton distributions q± are de-
termined, which give the unpolarized PDFs in the combination q = q+ + q−. For longitudinally
polarized nucleons they have a simple partonic interpretation : q± measure the probability of
finding a quark with the same (opposite) polarization as compared to the nucleon, respectively.
Therefore, the combination δq = q+ − q− measures the contribution of the nucleon spin carried
by the quark species q.
The differential cross section of the polarized DIS contribution due to photon exchange
[144–146, 296] takes the following form for longitudinal nucleon polarization
d2σ(λ,±SL)
dx dy
= ± 2pis α
2
Q4
−2λy (2− y − 2xyM2
s
xgγ1 (x,Q2)
)
+ 8λyx
2M2
s
gγ2 (x,Q2)
 , (267)
and for transverse nucleon polarization
d3σ(λ,±ST )
dx dy dθ
= ± s α
2
Q4
√
M2
s
√√√√xy [1− y − xyM2
s
]
cos(α− θ)
[
−2λyxgγ1 (x,Q2)− 4λxgγ2 (x,Q2)
]
. (268)
In the nucleon’s rest frame, the nucleon spin vector is parameterized by
SL = (0, 0, 0,M) , (269)
ST = M(0, cos(α), sin(α), 0) , (270)
in case of the longitudinal and transverse polarizations, respectively. The helicity of the incoming
electron is denoted by λ, and θ is the azimuthal angle of the final state lepton. The structure
functions contain both light and heavy flavor contributions. Due to the Wandzura-Wilczek
relation [297], at twist 2, g2 is determined by g1 :
g2(x,Q2) = −g1(x,Q2) +
∫ 1
x
dz
z
g1(z,Q2) . (271)
This relation also holds for target mass and initial and final state quark mass corrections [144,
298], as well as in case of non-forward [299] and diffractive scattering [300–302].
The leading order heavy flavor Wilson coefficients are known completely [69, 303, 304]. To
next-to-leading order, heavy quark corrections in the asymptotic representation were given in
[229, 305, 306], taking into account, that the factorization formulae for these quantities can be
constructed from the ones for unpolarized DIS by one photon exchange, where Wilson coefficients
and OMEs are replaced by their polarized counterparts, cf. [305].
The polarized counterparts to the twist-2 composite operators (54–56) read :
ONSq,r;µ1,...,µN = i
N−1S[ψγ5γµ1Dµ2 . . . DµN
λr
2 ψ]− trace terms , (272)
OSq;µ1,...,µN = i
N−1S[ψγ5γµ1Dµ2 . . . DµNψ]− trace terms , (273)
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OSg;µ1,...,µN = 2i
N−2SSp[12ε
µ1αβγF aβγD
µ2 . . . DµN−1F µNα,a ]− trace terms . (274)
The corresponding Feynman rules are given in [229, 306, 307].
The 2-loop contributions to the massive OMEs ∆AQg,∆APSQq,∆ANSqq,Q are given in [229, 306,
308]. Since ∆Aqg,Q and APSqq,Q start at 3-loop order, the following calculation of the 2-loop
contributions to ∆Agq,Q and ∆Agg,Q complete the set of massive OMEs at 2-loops.
The calculation proceeds similar to the calculation of the unpolarized OMEs in Chapter
6, except for the occurrence of the antisymmetric Levi-Civita tensor, which are absent in the
former case. Following the earlier calculations [229, 305, 306], products of Levi-Civita tensors are
written via the determinant of metric tensors in (115). Contractions with these metric tensors
are then evaluated in D dimensions.
The renormalization procedure is analogous to the unpolarized case as described in Section
4.2, replacing the anomalous dimensions with their polarized counter parts. However, due to the
treatment of the genuinely four dimensional Levi-Civita tensor in D dimensions, the result may
not be that of the MS scheme, and a finite renormalization of the operators is still required [307].
The renormalization procedure allows for a prediction of the pole terms of the OMEs in terms
of polarized anomalous dimensions at 2-loop order. The unrenormalized massive OMEs read :
∆ ˆˆA(2)gq,Q =
(
mˆ2
µ2
)ε2β0,Q
ε2
∆γ(0)gq +
∆γˆ(1)gq
2ε + ∆a
(2)
gq,Q + ∆a
(2)
gq,Qε
 , (275)
∆ ˆˆA(2)gg,Q =
(
mˆ2
µ2
)ε 1
2ε2
{
∆γ(0)gq ∆γˆ(0)qg + 2β0,Q
(
∆γ(0)gg + 2β0 + 4β0,Q
)}
+
∆γˆ(1)gg + 4δm
(−1)
1 β0,Q
2ε
+ ∆a(2)gg,Q + 2δm
(0)
1 β0,Q + β20,Qζ2 + ε
[
∆a(2)gg,Q + 2δm
(1)
1 β0,Q +
β20,Qζ3
6
] . (276)
The renormalized OMEs are given by
∆A(2),MSgq,Q =
β0,Q∆γ(0)gq
2 ln
2
(
m2
µ2
)
+
∆γˆ(1)gq
2 ln
(
m2
µ2
)
+ ∆a(2)gq,Q −
β0,Q∆γ(0)gq
2 ζ2 , (277)
∆A(2),MSgg,Q =
1
8
2β0,Q
(
∆γ(0)gg + 2β0
)
+ ∆γ(0)gq ∆γˆ(0)qg + 8β20,Q
 ln2
(
m2
µ2
)
+
∆γˆ(1)gg
2 ln
(
m2
µ2
)
− ζ28
[
2β0,Q
(
∆γ(0)gg + 2β0
)
+ ∆γ(0)gq ∆γˆ(0)qg
]
+ ∆a(2)gg,Q , (278)
using the pole mass m. All logarithmic term are predicted in the MS scheme, referring to the
anomalous dimensions, which are known to 2-loop order [307, 309, 310].
7.1 The O(α2s) Contributions to ∆
ˆˆ
Agq,Q and ∆ ˆˆAgg,Q
The O(α2s) contributions to the unrenormalized OMEs ∆
ˆ˜ˆ
Agq,Q and ∆
ˆ˜ˆ
Agg,Q are evaluated analo-
gously to the 2-loop contributions to the corresponding unpolarized OMEs [80]. The emerging
sum representations contain at most finite single sums which were identified with single harmonic
sums in a Maple program.
The following results are given up to linear order in ε, since these parts contribute to the
3-loop corrections through renormalization in later calculations :
∆
ˆ˜ˆ
A
(2)
gq,Q =
1− (−1)N
2
(
mˆ2
µ2
)ε
S2εCFTF
 16(N + 2)3ε2N(N + 1) + 1ε
8 (N2 + 4N + 2)
3N(N + 1)2 −
8(N + 2)S1
3N(N + 1)

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− 4 (N
2 + 4N + 2)S1
3N(N + 1)2 +
2(N + 2)S21
3N(N + 1) +
2(N + 2)S2
3N(N + 1) +
4 (22N3 + 97N2 + 110N + 44)
27N(N + 1)3
+ 4(N + 2)ζ23N(N + 1) + ε
(N2 + 4N + 2)S21
3N(N + 1)2 +
(N2 + 4N + 2)S2
3N(N + 1)2
− 2 (22N
3 + 97N2 + 110N + 44)S1
27N(N + 1)3 −
2(N + 2)ζ2S1
3N(N + 1) −
(N + 2)S31
9N(N + 1) −
(N + 2)S2S1
3N(N + 1)
− 2(N + 2)S39N(N + 1) +
2 (N2 + 4N + 2) ζ2
3N(N + 1)2 +
2 (40N4 + 222N3 + 395N2 + 302N + 80)
27N(N + 1)4
+ 4(N + 2)ζ39N(N + 1)
 , (279)
∆
ˆ˜ˆ
A
(2)
gg,Q =
1− (−1)N
2
(
mˆ2
µ2
)ε
S2ε
 1ε2
CATF
(
64
3N(N + 1) −
32
3 S1
)
+ CFTF
16(N − 1)(N + 2)
N2(N + 1)2 + T
2
F
64
9

+ 1
ε
CATF
(
16 (3N4 + 6N3 + 16N2 + 13N − 3)
9N2(N + 1)2 −
80
9 S1
)
− CFTF 4P27
N3(N + 1)3

+ CATF
(
2P28
27N3(N + 1)3 −
8
3ζ2S1 −
4(56N + 47)
27(N + 1) S1 +
16
3N(N + 1)ζ2
)
+ CFTF
(
4(N − 1)(N + 2)
N2(N + 1)2 ζ2 −
P29
3N4(N + 1)4
)
+ T 2F
16
9 ζ2
+ ε
CATF
−2 (328N2 + 584N + 283)81(N + 1)2 S1 + 4 (3N
4 + 6N3 + 16N2 + 13N − 3)
9N2(N + 1)2 ζ2
+ P3081N4(N + 1)4 −
20
9 ζ2S1 −
8
9ζ3S1 −
1
3(N + 1)S
2
1 +
2N + 1
3(N + 1)S2
+ 169N(N + 1)ζ3
+ CFTF
(
4(N − 1)(N + 2)
3N2(N + 1)2 ζ3 −
P27
N3(N + 1)3 ζ2 −
P31
12N5(N + 1)5
)
+ T 2F
16
27ζ3
 , (280)
with
P27 = 3N6 + 9N5 + 7N4 + 3N3 + 8N2 − 2N − 4 , (281)
P28 = 15N6 + 45N5 + 374N4 + 601N3 + 161N2 − 24N + 36 , (282)
P29 = 13N8 + 52N7 + 54N6 + 4N5 + 13N4 + 12N2 + 36N + 24 , (283)
P30 = 3N8 + 12N7 + 2080N6 + 5568N5 + 4602N4 + 1138N3 − 3N2 − 36N − 108 , (284)
P31 = 35N10 + 175N9 + 254N8 + 62N7 + 55N6 + 347N5 + 384N4 + 72N3
− 96N2 − 120N − 48 . (285)
Due to the necessity of a finite renormalization, the calculation does not deliver the terms
predicted by the MS renormalization constants. Rather shifts occur between the calculation,
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which are given for the coefficients of the expansion in ε :
∆
ˆ˜ˆ
A
(2)
ij =
1∑
i=−2
εi∆
ˆ˜ˆ
A
(2,i)
ij , (286)
∆ ˆˆA(2)ij =
1∑
i=−2
εi∆ ˆˆA(2,i)ij . (287)
For the pole-terms one obtains
∆
ˆ˜ˆ
A
(2,−2)
gq,Q = ∆
ˆˆ
A
(2,−2)
gq,Q , (288)
∆
ˆ˜ˆ
A
(2,−1)
gq,Q = ∆
ˆˆ
A
(2,−1)
gq,Q − CFTF
32(N − 1)
9εN(N + 1) , (289)
∆
ˆ˜ˆ
A
(2,−2)
gg,Q = ∆
ˆˆ
A
(2,−2)
gg,Q , (290)
∆
ˆ˜ˆ
A
(2,−1)
gg,Q = ∆
ˆˆ
A
(2,−1)
gg,Q . (291)
Comparing with (275), the shift can be attributed to the 2-loop anomalous dimension ∆ˆ˜γgq,Q,
which is subject to the shift
∆ˆ˜γgq,Q = ∆γˆgq,Q − CFTF 64(N − 1)9εN(N + 1) . (292)
Taking this into account, the logarithmic contributions follow from (277, 278) :
∆A(2)gq,Q = ln2
(
m2
µ2
)
CFTF
8(N + 2)
3N(N + 1)
+ ln
(
m2
µ2
)
CFTF
1
2
(
32(N + 2)(5N + 2)
9N(N + 1)2 −
32(N + 2)
3N(N + 1)S1
)
+ const. , (293)
∆A(2)gg,Q = ln2
(
m2
µ2
)CATF
(
16
3N(N + 1) −
8
3S1
)
+ CFTF
4(N − 1)(N + 2)
N2(N + 1)2 + T
2
F
16
9

+ ln
(
m2
µ2
)CATF
(
32 (3N4 + 6N3 + 16N2 + 13N − 3)
9N2(N + 1)2 −
160
9 S1
)
+ CFTF
8 (N6 + 3N5 + 5N4 +N3 − 8N2 + 2N + 4)
N3(N + 1)3
+ const. . (294)
In order to determine the constant parts and linear contributions in ε, the finite renormaliza-
tion has yet to be developed fully for the massive OMEs. Similarly, also the unrenormalized
O(α3snfT 2F ) contributions ∆
ˆ˜ˆ
A
(3),nfT 2F
gq,Q and ∆
ˆ˜ˆ
A
(3),nfT 2F
gg,Q were calculated, which are, however, subject
to a later publication, together with the finite renormalization of the massive OMEs at 2-loop
order [306].
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8 3-Loop Ladder Graphs
In order to study the behavior of the deep-inelastic scattering heavy flavor structure functions
one has to calculate the 3-loop corrections to the operator matrix elements. However, at the
moment a general algorithm is not known, which computes all contributing graphs. Therefore, it
is necessary to study the integrals in question in greater detail, and develop specific mathematical
tools for an automated calculation of them. The genuine 3-loop topologies are ladder, benz,
crossed box and V-graphs. In this Chapter, we address the ladder and V-graphs in a case study
of the most complicated situations formed by the scalar graphs.
While recalculating the two loop massive OMEs and extending the results to linear order
in the dimensional regularization parameter ε, the authors of [77–79] realized, that representing
the Feynman integrals via generalized hypergeometric functions leads to a great reduction in
size compared to earlier calculations [76], which were based on specific integration by parts
reductions [113]. Furthermore, representations of hypergeometric functions via convergent power
series expansions may in many cases be simplified using summation theory [93–101].
In the following we study scalar prototypes of 3-loop ladder diagrams with six massive lines
contributing to A(3)Qg. These graphs are of the same topology as the tadpole graph shown in Fig-
ure 2, which has been computed [133, 229]. We start repeating the calculation of this particular
ν4 ν2
ν5
ν1
ν3
Figure 2: Massive tadpole graph with 3 loops.
graph. Using the scalar Feynman rules in Appendix F, one finds the following D-dimensional
integral for arbitrary propagator powers νi :
T1 =
∫∫∫ dDqdDkdDl
(2pi)3D
i(−1)ν12345(m2)ν12345−3D/2(4pi)3D/2
(k2)ν1((k − l)2 −m2)ν2(l2 −m2)ν3((q − l)2 −m2)ν4(q2)ν5 , (295)
where νi1,...,il =
∑l
k=1 νik , and the integral has been conveniently normalized. The loop integrals
are performed in the order k, q, l, parameterizing each loop momentum according to Eq. (149).
In this way the momentum integrals can be performed using (111), and leave us with
T1 = Γ
[
ν12345 − 6− 3ε/2
ν1, ν2, ν3, ν4, ν5
]
∫ 1
0
dw1 . . .
∫ 1
0
dw4
θ(1− w1 − w2)w−3−ε/2+ν121 w−3−ε/2+ν452 (1− w1 − w2)ν3−1(
1 + w1
w3
1− w3 + w2
w4
1− w4
)ν12345−6−3ε/2
w
1+ε/2−ν1
3 (1− w3)1+ε/2−ν2w1+ε/2−ν54 (1− w4)1+ε/2−ν4 , (296)
which is symmetric under the permutation
(
w3
ν3
)
↔
(
w4
ν4
)
,
(
w1
ν1
)
↔
(
w2
ν2
)
. Furthermore, the integrals
over w1, w2 have the form of the double integral representation (199) of the Appell function
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F1 [257, 261]. However, the arguments of this Appell function become arbitrarily large. In
order to obtain a convergent series representation, we therefore have to make use of the analytic
continuation relation (201) in the form
F1
[
a; b, b′; c; x
x− 1 ,
y
y − 1
]
= (1− x)b(1− y)b′F1[c− a; b, b′; c;x, y] . (297)
The convergent series representation (200) allows to perform the remaining (w3, w4) integrals.
As a result, one obtains a double infinite series
T1 = Γ
[ −2− ε2 + ν12,−2− ε2 + ν45,−6− 32ε+ ν12345
ν2, ν4,−4− ε+ ν12345
]
∞∑
m,n=0
Γ
[
2 +m+ ε2 − ν1, 2 + n+ ε2 − ν5
1 +m, 1 + n, 2 +m+ ε2 , 2 + n+
ε
2
]
(
2 + ε2
)
n+m
(
−2− ε2 + ν12
)
m
(
−2− ε2 + ν45
)
n
(−4− ε+ ν12345)n+m
, (298)
which can be cast into the form of a Kampe´-De-Feriet series [258, 263, 264] :
T1 = Γ
[ −6− 32ε+ ν12345,−2− ε2 + ν12, 2 + ε2 − ν1,−2− ε2 + ν45, 2 + ε2 − ν5−4− ε+ ν12345, ν2, ν4, 2 + ε2 , 2 + ε2
]
F 1;2,21;1,1
[
2 + ε2 ;−2− ε2 + ν12, 2 + ε2 − ν1;−2− ε2 + ν45, 2 + ε2 − ν5;−4− ε+ ν12345; 2 + ε2 ; 2 + ε2 ;
1, 1
]
. (299)
Now the paradigm proposed in [229] states that the general structure of the integral will remain
when the diagram is dressed with external lines and an operator insertion. Therefore, in all
these cases, one might seek an Appell function representation in order to make use of the
analytic continuation. Finally one obtains finite sums over Kampe´-De-Feriet series with the
index structure F 1;2,21;1,1 . However, it is not obvious whether the double series representation
converges. The question of convergence will be a general issue when manipulating the quite
delicate structures of multi sums, multi integrals and expansions in the following calculations.
In [229], see also [133], one example is given following the ideas above, namely the 3-loop
ladder graph with external gluon lines attached to the exterior bubbles, and with an operator
insertion on one of the central massive lines, which is shown in Fig. 3. The external lines refer to
p→ → p
q
q − p
k
k − p
q − l
k − l
l
l − p
Figure 3: The 3–loop ladder graph containing a central local operator insertion. The momentum
flow indicated here is used for all ladder diagrams in the following.
an external momentum flow entering at this point, but are no propagators. The momentum flow
indicated by the vectors q, p, k, l is universal for all ladder graphs considered in this Chapter.
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The momentum integral is parameterized using (149) loop momentum for loop momentum,
starting with the exterior (triangle) loops. The resulting Feynman parameter integral has the
form
Iˆ1a = − exp
(
−32εγE
)
Γ
(
2− 32ε
) 7∏
i=1
∫ 1
0
dwi
θ(1− w1 − w2)w−ε/21 w−ε/22 (1− w1 − w2)(
1 + w1
1− w3
w3
+ w2
1− w4
w4
)2−3ε/2
w
−1+ε/2
3 (1− w3)ε/2w−1+ε/24 (1− w4)ε/2(w5w1 + w6w2 + (1− w1 − w2)w7)N .
(300)
Here and in the following scalar calculations, we omit a factor
I1a ≡ i(∆.p)
Na3sS
3
ε
(m2)2−3 ε2
Iˆ1a, (301)
where Sε was defined in (116). Furthermore, we already removed all δ-distributions and θ-
functions, which are not needed to make symmetries evident.
Similarly to the 2-loop case [77, 311], the integrand of this diagram is found to be equal to the
integrand of the tadpole with the appropriate propagator powers, multiplied with a multilinear
polynomial4 raised to the power N :
[w5w1 + w6w2 + (1− w1 − w2)w7]N . (302)
This polynomial originates in the operator insertion and it will be called operator polynomial, op-
erator insertion or simply operator, if no confusion is to be expected. The parameters w5, w6, w7
occur due to the external momentum p, which flows through the diagram. Here one notes, that
since p2 = 0, these additional parameters do not occur in the integrand except for the operator
insertion. Therefore, the integrals over these parameters can be performed using :∫ 1
0
dx (A+ xB)C = [(A+B)
C+1 − AC+1]
(C + 1)B . (303)
However, this step has to be handled with some care, since B will depend on further Feynman
parameters, and hence for B → 0 the individual parts [(A+B)C+1](C+1)B and − [A
C+1]
(C+1)B may develop
spurious poles which cancel in the sum.
Another approach consists in turning the power of the linear polynomial into a product of
simpler polynomials and monomials using a binomial expansion, e.g.
(w5w1 + w6w2 + (1− w1 − w2)w7)N =
N∑
i=0
(
N
i
)
wN−i5 w
N−i
1
i∑
j=0
(
i
j
)
wi−j6 w
i−j
2 (1− w1 − w2)jwj7 .
(304)
However, this method may introduce unnecessary sums. Therefore it will be most efficient
to integrate the operator polynomial as far as possible, but introduce binomial sums only if
necessary to cancel spurious poles at the integrand level.
In this way the operator polynomial is reduced to terms, that fit into the integral represen-
tation of the Appell function F1, which delivers the following sum representation :
Iˆ1a =
exp
(
−32εγE
)
Γ(2− 3ε/2)
(N + 1)(N + 2)(N + 3)
∞∑
m,n=0

4Note that the triple integral over w5, w6, w7 yields the same result for the polynomial (302), as for (1 −
w5w1 − w6w2 − (1− w1 − w2)w7)N
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N+2∑
t=1
(
3 +N
t
)
(t− ε/2)m (2 +N + ε/2)n+m (3− t+N − ε/2)n
(4 +N − ε)n+m
×Γ
[
t, t− ε/2, 1 +m+ ε/2, 1 + n+ ε/2, 3− t+N, 3− t+N − ε/2
4 +N − ε, 1 +m, 1 + n, 1 + t+m+ ε/2, 4− t+ n+N + ε/2
]
−
N+3∑
s=1
s−1∑
r=1
(
s
r
)(
3 +N
s
)
(−1)s (r − ε/2)m (−1 + s+ ε/2)n+m (s− r − ε/2)n(1 + s− ε)n+m
×Γ
[
r, r − ε/2, s− r, 1 +m+ ε/2, 1 + n+ ε/2, s− r − ε/2
1 +m, 1 + n, 1 + r +m+ ε/2, 1 + s− r + n+ ε/2, 1 + s− ε
] .
(305)
One now expands (305) in ε and applies the summation packages Sigma [93–101] and Eval-
uateMultiSums [101–103] by C. Schneider. The result may be expressed in terms of harmonic
Sums :
Iˆ1a = − 4(N + 1)S1 + 4(N + 1)2(N + 2)ζ3 +
2S2,1,1
(N + 2)(N + 3) +
1
(N + 1)(N + 2)(N + 3)

−2(3N + 5)S3,1 − S
4
1
4 +
4(N + 1)S1 − 4N
N + 1 S2,1 + 2
[
(2N + 3)S1 +
5N + 6
N + 1
]
S3
+9 + 4N4 S
2
2 +
[
2 7N + 11(N + 1)(N + 2) +
5N
N + 1S1 −
5
2S
2
1
]
S2 +
2(3N + 5)S21
(N + 1)(N + 2)
+ N
N + 1S
3
1 +
4(2N + 3)S1
(N + 1)2(N + 2) −
(2N + 3)S4
2 + 8
2N + 3
(N + 1)3(N + 2)

+O(ε) . (306)
Here the arguments of the harmonic sums were omitted, cf. (164). Equation (306) was checked
against moments for N = 1, ..., 10 obtained with MATAD [285].
Noting that an operator insertion on the line can be decomposed in the following way :
p =
i(/p+m) /∆(∆.p)N−1i(/p+m)
(p2 −m2)2
= − 2(∆.p)N /p+m(p2 −m2)2 + 2(∆.p)
N−1 /∆
(p2 −m2) , (307)
so that there is one part in which the denominator is raised to the second power, and another
with a first power, one is left with two cases to study in the scalar case.
The scalar integral from above is also considered with a higher power of the propagator
carrying the operator insertion. The corresponding integral can be calculated analogously to the
one above and yields :
I1b ≡ i(∆.p)
Na3sS
3
ε
(m2)3−3 ε2
Iˆ1b , (308)
Iˆ1b =
exp
(
−32εγE
)
(N + 1)(N + 2)(N + 3)Γ
(
3− 32ε
)−
∞∑
m=0
∞∑
n=0
N+2∑
l=1
(
N + 3
l
)
×B
(
l,m+ 1 + ε2
)
B
(
N + 3− l, n+ 1 + ε2
)
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×Γ
[
N + 2 + ε2 +m+ n
m+ 1, n+ 1, N + 2 + ε2
]
B
(
l +m− ε2 , N + 3− l + n− ε2
)
(N + 4 +m+ n− ε)(N + 3 +m+ n− ε)
+ 1
N + 4
 ∞∑
m=1
∞∑
n=1
N+4∑
l=1
(
N + 4
l
)
N+4−l∑
j=1
(
N + 4− l
j
)
(−1)j+lB
(
j,m+ 1 + ε2
)
×B
(
l, n+ 1 + ε2
)
Γ
[
j + l − 2 +m+ n+ ε2
m+ 1, n+ 1, j + l − 2 + ε2
]
B
(
j +m− ε2 , l + n− ε2
)
j + l +m+ n− ε
+
∞∑
m=1
N+4∑
l=1
(
N + 4
l
)
N+4−l∑
j=1
(
N + 4− l
j
)
(−1)j+lB
(
j,m+ 1 + ε2
)
B
(
l, 1 + ε2
)
×Γ
[
j + l − 2 +m+ ε2
m+ 1, j + l − 2 + ε2
]
B
(
j +m− ε2 , l − ε2
)
j + l +m− ε
+
∞∑
n=1
N+4∑
l=1
(
N + 4
l
)
N+4−l∑
j=1
(
N + 4− l
j
)
(−1)j+lB
(
j, 1 + ε2
)
B
(
l, n+ 1 + ε2
)
×Γ
[
j + l − 2 + n+ ε2
n+ 1, j + l − 2 + ε2
]
B
(
j − ε2 , l + n− ε2
)
j + l + n− ε
+
N+4∑
l=1
(
N + 4
l
)
N+4−l∑
j=1
(
N + 4− l
j
)
(−1)j+lB
(
j, 1 + ε2
)
B
(
l, 1 + ε2
) B (j − ε2 , l − ε2)
j + l − ε
−
∞∑
m=0
∞∑
n=0
N+3∑
l=1
(
N + 4
l
)
B
(
l,m+ 1 + ε2
)
B
(
N + 4− l, n+ 1 + ε2
)
×Γ
[
N + 2 +m+ n+ ε2
m+ 1, n+ 1, N + 2 + ε2
]
B
(
l +m− ε2 , N + 4− l + n− ε2
)
N + 4 +m+ n− ε
 (309)
= 1(N + 1)(N + 2)(N + 3)(N + 4)
12S41 − 3N + 1N + 1 S31
−N
5 + 8N4 + 45N3 + 154N2 + 234N + 122
(N + 1)2(N + 2)(N + 3) S
2
1 +
4 (5N3 + 22N2 + 23N + 3)
(N + 1)2(N + 2)(N + 3) S1
−12
(
2N2 + 14N + 21
)
S22 −
2 (6N5 + 46N4 + 170N3 + 411N2 + 575N + 324)
(N + 1)3(N + 2)2(N + 3)
+4(N + 3)(N + 4)
[
S1 +
1
N + 1
]
ζ3 +
5S21 − 5(3N + 1)(N + 1) S1
−3N
5 + 28N4 + 151N3 + 458N2 + 638N + 318
(N + 1)2(N + 2)(N + 3)
S2 +
−2 (2N3 + 16N2 + 51N + 43)(N + 1)
−4
(
N2 + 7N + 9
)
S1
S3 + (N2 + 7N + 9)S4 +
2 (N3 + 7N2 + 20N + 10)
(N + 1)
−8S1
S2,1 + 2 (3N2 + 21N + 28)S3,1 − 2 (N2 + 7N + 8)S2,1,1
+O(ε) . (310)
This integral has a similar structure as the one for Diagram 1a concerning the set of harmonic
sums appearing, but the rational functions in N are of higher degree.
In the following, we perform the calculation of ladder-type diagrams of different complexity,
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which is both due to the number of massive lines and the corresponding local operator insertions.
At first, the computation of diagrams with six massive lines is presented, and after that a set of
scalar Feynman integrals is solved, which constitute the class of graphs with three massive lines.
The Feynman rules used for the calculation are given in Appendix F.
8.1 Further Diagrams with Six Fermion Propagators
Let us consider the diagrams in Figure 4. In Table 1 we summarize a series of Mellin moments
2 3 4
5
Figure 4: Diagrams with 6 fermion propagators
for the diagrams calculated using the code MATAD [285] for comparison to the general-N results.
Diagram N Diagram N
Iˆ1a 0 2− 2ζ3 Iˆ2b 0 18
1 1− ζ3 1 5108
2 199324 − 1118ζ3 2 7311728 − 13ζ3
3 91216 − 512ζ3 3 21422535184000 − 13ζ3
Iˆ1b 0 −94 + 2ζ3 Iˆ3 0 2− 2ζ3
1 −247216 + ζ3 1 0
2 −18312592 + 1118ζ3 2 967432 − 2ζ3
3 −12576372592000 + 512ζ3 3 0
Iˆ2a 0 2− 2ζ3 Iˆ4 0 2ζ3
1 1− ζ3 1 2− 2ζ3
2 13991296 − ζ3 2 2912 − 8336ζ3
3 967864 − ζ3 3 176 − 4718ζ3
Table 1: Mellin Moments for the Integrals Iˆ1a − Iˆ4.
Diagram 2a has the following Feynman parameter representation :
Iˆ2a = exp
(
−32εγE
)
Γ
(
2− 32ε
) ∫
[0,1]7
dx dz du dw ds dt da z
ε
2−1(1− z) ε2w−1+ ε2 (1− w) ε2
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θ(1− s− t)s− ε2 t− ε2 (1− s− t)[u(1− w) + w(tu+ sx+ a(1− s− t))]N(
1− sz − 1
z
− tw − 1
w
)−2+ 32 ε
. (311)
The calculation of the sum representation shall be shown in detail in the following, since it
involves several details, which are necessary to maintain convergence or finiteness of the result.
The Feynman parameters u, x, a only occur in the operator polynomial, so their integral will be
performed first :
Iuxa ≡
∫
[0,1]3
du dx da [u(1− w) + tu+ sx+ a(1− s− t)]N . (312)
The integrals over a and x are straightforwardly performed using (303). One finds :
Iuxa =
1
(N + 1)(N + 2)w2s(1− s− t)
∫ 1
0
du
{
[(1− w)u+ wtu+ ws+ w(1− s− t)]N+2
− [(1− w)u+ wtu+ w(1− s− t)]N+2 − [(1− w)u+ wtu+ ws]N+2
+ [(1− w)u+ wtu]N+2
}
. (313)
Now the integral over u could be performed in the same way, but it would introduce a factor
(1 − w + wt) in the denominator. Since this polynomial would introduce further complication,
e.g. another infinite sum at a later stage, we first introduce a binomial sum :
Iuxa =
1
(N + 1)(N + 2)w2s(1− s− t)
∫ 1
0
du
N+2∑
l=0
(
N + 2
l
)
uN+2−lwl
{
(1− u)l(1− t)l
− [−u(1− t) + 1− s− t]l − [−u(1− t) + s]l + (−1)lul(1− t)l
}
. (314)
In order to make cancellations between different terms evident, the u integral is kept again, while
another binomial sum is introduced :
Iuxa =
1
(N + 1)(N + 2)w2s(1− s− t)
∫ 1
0
du
N+2∑
l=0
(
N + 2
l
)
uN+2−lwl
{ l∑
j=0
(
l
j
)
(−1)l−jul−j
[
(1− t)l − (1− t)l−j(1− s− t)j − (1− t)l−jsj
]
+ (−1)lul(1− t)l
}
. (315)
Now obviously the term j = 0 cancels the last term, and the contribution for j = 1 vanishes.
Cancellations of this kind are important, since the integrations of the parameters a, x often intro-
duce spurious singularities in individual terms, which cancel in the sum, and which correspond
to boundary points in the summation ranges.
As a next step, a binomial sum is introduced in the following way :
(1− s− t)j =
j∑
k=0
(
j
k
)
(−1)k(1− t)j−ksk . (316)
This leads to a cancellation of the term k = 1 with the first term in the square bracket of (315) :
Iuxa =
1
(N + 1)(N + 2)w2s(1− s− t)
∫ 1
0
du
N+2∑
l=0
(
N + 2
l
)
uN+2−lwl
l∑
j=0
(
l
j
)
(−1)l−jul−j
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(1− t)l−j
−
j∑
k=1
(
l
j
)
(−1)k(1− t)j−ksk − sj
 . (317)
Since the factors (1− t)α are not part of the integral representation of the Appell function (198),
they are subject to another binomial sum :
Iuxa =
1
(N + 1)(N + 2)w2s(1− s− t)
∫ 1
0
du
N+2∑
l=0
(
N + 2
l
)
uN+2−lwl
l∑
j=0
(
l
j
)
(−1)l−jul−j−
j∑
k=1
(
l
j
)
(−1)k
l−k∑
r=0
(
l − k
r
)
(−1)rsktr −
l−j∑
r=0
(
l − j
r
)
(−1)rsjtr
 . (318)
Now the u-integral is performed and the result is inserted into the complete expression for I2a :
Iˆ2a = exp
(
−32εγE
) Γ (2− 32ε)
(N + 1)(N + 2)
∫
[0,1]7
dz dw ds dt θ(1− s− t)z ε2−1(1− z) ε2
(
1− sz − 1
z
− tw − 1
w
)−2+ 32 ε N+2∑
l=0
(
N + 2
l
)
(−1)lwl−3+ ε2 (1− w) ε2
l∑
j=0
(
l
j
)
(−1)j 1
N + 3− j−
j∑
k=1
(
l
j
)
(−1)k
l−k∑
r=0
(
l − k
r
)
(−1)rsk−1− ε2 tr− ε2 −
l−j∑
r=0
(
l − j
r
)
(−1)rsj−1− ε2 tr− ε2
 . (319)
The integrals over s and t then represent an Appell function :
Iˆ2a = exp
(
−32εγE
) Γ (2− 32ε)
(N + 1)(N + 2)
∫
[0,1]7
dz dw z
ε
2−1(1− z) ε2
N+2∑
l=0
(
N + 2
l
)
(−1)l
wl−3+
ε
2 (1− w) ε2
l∑
j=0
(
l
j
)
(−1)j 1
N + 3− j
−
j∑
k=1
(
l
j
)
(−1)k
l−k∑
r=0
(
l − k
r
)
(−1)r
Γ(k − ε2)Γ(r + 1− ε2)
Γ(r + k + 2− ε) F1
[
2− 32ε; k −
ε
2 , r + 1−
ε
2; r + k + 2− ε;
z − 1
z
,
w − 1
w
]
−
l−j∑
r=0
(
l − j
r
)
(−1)rΓ(j −
ε
2)Γ(r + 1− ε2)
Γ(r + j + 2− ε)
F1
[
2− 32ε; j −
ε
2 , r + 1−
ε
2; r + j + 2− ε;
z − 1
z
,
w − 1
w
] . (320)
The arguments of the Appell function F1 become infinitely large. If a series expansion shall
be used, the arguments have to run in the interval [0, 1]. This is achieved by the analytic
continuation formula (201). Diagram 2a then takes the form :
Iˆ2a =
exp
(
−32εγE
)
Γ
(
2− 32ε
)
(N + 1)(N + 2)
∫
[0,1]7
dz dw z
ε
2−1(1− z) ε2
N+2∑
l=0
(
N + 2
l
)
(−1)lwl−3+ ε2 (1− w) ε2
l∑
j=0
(
l
j
)
(−1)j 1
N + 3− j
−
j∑
k=1
(
l
j
)
(−1)k
l−k∑
r=0
(
l − k
r
)
(−1)rΓ(k −
ε
2)Γ(r + 1− ε2)
Γ(r + k + 2− ε)
zk−
ε
2wr+1−
ε
2F1
[
r + k + ε2; k −
ε
2 , r + 1−
ε
2; r + k + 2− ε; 1− z, 1− w
]
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−
l−j∑
r=0
(
l − j
r
)
(−1)rΓ(j −
ε
2)Γ(r + 1− ε2)
Γ(r + j + 2− ε)
zj−
ε
2wr+1−
ε
2F1
[
r + j + ε2; j −
ε
2 , r + 1−
ε
2; r + j + 2− ε; 1− z, 1− w
] . (321)
In this form the series representation (200) is applied, and the remaining integrals are performed
in terms of Beta functions. The result is the desired sum representation :
I2a ≡ i(∆.p)
Na3sS
3
ε
(m2)2−3 ε2
Iˆ2a, (322)
Iˆ2a = exp
(
−3ε2γE
)
Γ
(
2− 32ε
) 1
(N + 1)(N + 2)
∞∑
m=0
∞∑
n=0
N+2∑
l=2
(
N + 2
l
)
l∑
j=2
(
l
j
)
j∑
k=1
(
j
k
)
l−k∑
r=0
(
l − k
r
)
(−1)l+j+k+r Γ
[
k + r +m+ n+ ε2
m+ 1, n+ 1, k + r + ε2
]
×B
(
k,m+ 1 + ε2
) B (k +m− ε2 , r + 1 + n− ε2)B (r + l − 1, n+ 1 + ε2)
(k + r + 1 +m+ n− ε)(N + 3− j)
+
l−j∑
r=0
(
l − j
r
)
(−1)l+j+r Γ
[
j + r +m+ n+ ε2
m+ 1, n+ 1, j + r + ε2
]
B
(
j,m+ 1 + ε2
)
×B
(
j +m− ε2 , r + 1 + n− ε2
)
B
(
r + l − 1, n+ 1 + ε2
)
(j + r + 1 +m+ n− ε)(N + 3− j)
 . (323)
These sums can be reduced by Sigma and yield
Iˆ2a =
1
(N + 1)(N + 2)(N + 3)
2N+4S1,2
(1
2 , 1
)
+ 2N+3S1,1,1
(1
2 , 1, 1
)
+ (N
2 + 12N + 16)
2(N + 1)(N + 2)S
2
1
+ 3N
2 + 40N + 56
2(N + 1)(N + 2)S2 +
1
6S
3
1 +
4(2N + 3)
(N + 1)2(N + 2)S1 −
1
2S2S1 − (−1)
NS−3
+13(−3N − 17)S3 − 2(−1)
NS−2,1 + (−N − 3)S2,1 − 2(−1)Nζ3 − 2
(
2N+3 − 3
)
ζ3
+ 8(2N + 3)(N + 1)3(N + 2)
+O(ε) . (324)
In this diagram, for the first time generalized harmonic sums (S-sums) [254] occur in the final
result. Their definition is given in (168) and their algebraic properties were studied in [111].
The algebra and many relations are implemented in the Package HarmonicSums by J. Ablinger
[108–111].
The generalized harmonic sums emerge with ξ ∈ {12 , 1} together with powers 2N . In the
limit N → ∞ the generalized harmonic sums approach finite values given below. Still Iˆ2a does
not diverge exponentially, which is due to relations among these special generalized harmonic
sums, [111, 133]. The asymptotic series of Iˆ2a was computed using HarmonicSums [108–111] and
is given by
Iˆ2a(N) '
(− 12N3 + 3N4 − 252N5 + 45N6 − 3012N7 + 483N8 − 30252N9 + 4665N10
)
ln(N¯)
60
+ 32N3 −
55
4N4 +
2029
24N5 −
903
2N6 +
185923
80N7 −
495179
40N8 +
73442819
1008N9 −
84311831
168N10
ζ2
+
( 1
6N3 −
1
N4
+ 256N5 −
15
N6
+ 3016N7 −
161
N8
+ 30256N9 −
1555
N10
)
ln3(N¯)
+
( 1
2N3 −
9
4N4 +
227
24N5 −
97
2N6 +
22877
80N7 −
72181
40N8 +
12331933
1008N9 −
15557449
168N10
)
ln2(N¯)
+
( 1
N3
− 52N4 −
145
24N5 +
2897
24N6 −
1509931
1440N7 +
470549
60N8 −
3304037
56N9
+116332471240N10
)
ln(N¯) + 1
N3
− 154N4 +
1429
72N5 −
7771
48N6 +
1226359
900N7 −
158319577
14400N8
+114011295730112700800N9 −
334237263613
423360N10 +
(
− 3
N2
+ 373N3 −
41
N4
+ 3853N5 −
393
N6
+ 35773N7
−3601
N8
+ 325453N9 −
32633
N10
)
ζ3 +O
( 1
N11
)
, (325)
where ln(N¯) = ln(N) + γE.
For Diagram 2b, i.e. the corresponding graph with a squared propagator of the line carrying
the operator insertion, the Feynman parameterization reads
Iˆ2b = exp
(
−32εγE
)
Γ
(
3− 32ε
) ∫
[0,1]7
dx dz du dw ds dt da z
ε
2−1(1− z) ε2 (1− u)w−2+ ε2 (1− w) ε2
θ(1− s− t)s− ε2 t1− ε2 (1− s− t)
(
1− sz − 1
z
− tw − 1
w
)−3+ 32 ε
[u(1− w) + w(tu+ sx+ a(1− s− t))]N−1 , (326)
and one obtains a sum representation in a similar way :
I2b ≡ i(∆.p)
Na3sS
3
ε
(m2)3−3 ε2
Iˆ2b, (327)
Iˆ2b = − exp
(
−3ε2γE
)
Γ
(
3− 32ε
) 1
(N + 1)(N + 2)
∞∑
m=0
∞∑
n=0
N+2∑
l=2
(
N + 2
l
)
l∑
j=2
(
l
j
)
j∑
k=1
(
j
k
)
l−k∑
r=0
(
l − k
r
)
(−1)l+j+k+r Γ
[
k + r +m+ n+ ε2
m+ 1, n+ 1, k + r + ε2
]
B
(
k,m+ 1 + ε2
)
×B(N + 3− j, 2)B
(
k +m− ε2 , r + 2 + n− ε2
)
B
(
r + l − 1, n+ 1 + ε2
)
k + r + 2 +m+ n− ε
+
l−j∑
r=0
(
l − j
r
)
(−1)l+j+r Γ
[
j + r +m+ n+ ε2
m+ 1, n+ 1, j + r + ε2
]
B
(
j,m+ 1 + ε2
)
×B(N + 3− j, 2)B
(
j +m− ε2 , r + 2 + n− ε2
)
B
(
r + l − 1, n+ 1 + ε2
)
j + r + 2 +m+ n− ε
 (328)
= 1(N + 1)(N + 2)(N + 3)(N + 4)
2N+4NS1,2
(1
2 , 1
)
+ 2N+3NS1,1,1
(1
2 , 1, 1
)
+(−1)N(N2 + 4N + 2) (−S−3 − 2S−2,1 − 2ζ3) + 13
(
−6N2 − 33N − 20
)
S3
+(8N
3 + 31N2 + 17N − 18)
2(N + 1)(N + 2)(N + 3) S
2
1 +
2 (9N3 + 43N2 + 58N + 21)
(N + 1)2(N + 2)(N + 3) S1
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+3 (12N
3 + 55N2 + 61N + 6)
2(N + 1)(N + 2)(N + 3) S2 −
1
3S
3
1 + S2S1 + (N + 4)S2,1
+2
(
N2 − 2N+3N + 6N + 2
)
ζ3
+−6N
5 − 14N4 + 68N3 + 247N2 + 225N + 36
(N + 1)3(N + 2)2(N + 3)
+O(ε) . (329)
Again the sum-structure of the integrals remains the same. Unlike the case for the massless
3-loop Wilson coefficients [64] and massive integrals in [100], the generalized harmonic sums do
not vanish diagram by diagram. We remark that sums of this type even emerge in massive 2-
loop integrals, if diagrams are simply separated into individual terms in a mathematical manner,
e.g. in a fully automated computation to O(ε) [79], while they are absent if the diagrams are
considered as whole entities being mapped to various final sums [78, 79]. The presence of these
generalized harmonic sums does not alter the structure of the diagrams significantly in the special
way they appear, as we will outline below.
For Diagram 3 a general relation for the operator insertions on external lines can be used.
The idea is to sum up the operator part :
N∑
j=0
(∆.k −∆.p)j(∆.k)N−j = (∆.k)
N+1 − (∆.k −∆.p)N+1
∆.p , (330)
where the denominator is trivial, due to the gluon line carrying the external momentum p only.
Then the symmetry of the diagram is used :
I3 =
∫
dˆkdˆrdˆs
∑N
j=0(∆.k −∆.p)j(∆.k)N−j
((k − p)2 −m2)((r − p)2 −m2)((s− p)2 −m2)(s2 −m2)(r2 −m2)
× 1(k2 −m2)(k − r)2(s− r)2
=:
∫
dˆkdˆrdˆs
1
∆.p
(∆.k)N+1 − (∆.k −∆.p)N+1
D(k, r, s) , (331)
where the propagators obviously obey D(p − k, p − r, p − s) = D(k, r, s), so that one can cast
the second term in the numerator into the same simple form as the first one :
I3 =
∫
dˆkdˆrdˆs
1
∆.p
(∆.k)N+1 + (−1)N(∆.k)N+1
D(k, r, s) . (332)
From this, a relation to Diagram 2a follows :
I3 =
[
1 + (−1)N
]
I2a(N + 1) . (333)
Diagrams with a gluon-quark-quark operator insertion on an external vertex can always be
related to diagrams with the operator insertion on the fermion lines next to this vertex, due
to the sum (330) occurring in the Feynman rule for the operators [87], cf. also Appendix F
and [77, 311].
For Diagram 4, the Feynman parameter representation has the form
I4 ≡ i(∆.p)
Na3sS
3
ε
(m2)2− 32 ε
Iˆ4 , (334)
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Iˆ4 = exp
(
−32εγE
)
Γ
(
2− 32ε
) N∑
j=0
∫
[0,1]7
dx dz du dw da ds dt w−1+
ε
2 (1− w) ε2 z−1+ ε2 (1− z) ε2
θ(1− s− t)(1− s− t)s− ε2 t− ε2
(
1− sz − 1
z
− tw − 1
w
)−2+ 32 ε
[(1− s− t)a+ sx+ tu]N−j[(1− w)u+ wa(1− s− t) + wsx+ wtu]j . (335)
For this diagram, however, the derived sum representations in view of the paradigm from above,
turned out not to be suitable for the summation algorithms of [93–101]. Instead the scalar
prototype was solved by a completely different method [133] involving the method of hyper-
logarithms [312] in an extended version. Nevertheless, the latter algorithm can only deal with
graphs, which are free of ε poles. As a consequence it cannot be applied to all the QCD graphs.
The methods used for the calculations of Diagrams 1a-2b, however, is applicable to ε-singular
graphs. Therefore it is worthwhile to study the integral in some detail in the present context.
For an approach using the multivariate Almkvist-Zeilberger algorithm (see the discussion
below), the Feynman parameter representation was transformed such that the arguments of the
(potential) Appell function have values in the unit hypercube :
Iˆ4 = exp
(
−32εγE
)
Γ
(
2− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt θ(1− s− t)(1− w) ε2 (1− z) ε2 s− ε2 t− ε2
(1− s− t)(1− s(1− z)− t(1− w))−N−2− ε2
N∑
j=0
[a(1− s− t) + wut+ zxs]N−j
[(1− w)u(1− s(1− z)− t(1− w)) + w(a(1− s− t) + wut+ zxs)]j . (336)
This is achieved by
1. expanding the operator polynomial in binomial sums,
2. identifying the Appell functions,
3. using the analytic continuation relation (201) to map the arguments into the unit hyper-
cube and
4. going back to the (double) integral representation of the Appell function and reconstructing
the polynomials by removing the binomial sums.
Due to the larger operator polynomial in Diagram 4 as compared to previous diagrams in this
Chapter, there are more possibilities of introducing binomial expansions. Hence the minimum
depth of the (definite) sum representation appears to be 6. This can be seen by partitioning the
operator polynomial [(1− w)u + wa(1− s− t) + wsx + wtu] into completely factorizing parts,
e.g. {(1−w)u,wa(1− s− t), wsx, wtu}, where every splitting of the polynomial corresponds to
introducing one binomial sum. Additionally, there is one finite sum from the Feynman rule of
the operator insertion and two infinite ones from the series representation of the Appell function.
The following sum representation is obtained :
Iˆ4 =
N∑
k=0
k∑
j=0
(
N + 1
j
)(
N − j
k − j
)
(−1)j−k
k∑
l3=0
(
k
l3
)
l3∑
l2=0
(
l3
l2
)
∞∑
m=0
∞∑
n=0
(2 + k + ε2)m+n(l2 + 1− ε2)m(k + 1− l3 − ε2)n
m! n! (k + 4− ε)m+n
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Γ
[
l2 + 1− ε2 , k + 1− l3 − ε2 , l3 − l2 + 2
k + 4− ε
]
B
(
k + 1− l3, N + 1− j + n+ ε2
)
B(l2 + 1,m+ 1− ε2)
(N + 1− l3)(l3 − l2 + 1)(l2 + 1) . (337)
Due to the external momentum p being light like, for each internal momentum k one of the
Feynman parameters associated to momenta k, k−p is not contained in the numerator polynomial
(the reason for this is shown formally in (403)). This uncouples these Feynman parameters from
any non-integer parameter, such as the dimensional regulator ε. As a consequence the integrals
in these parameters can be performed using an implementation of the multivariate Almkvist-
Zeilberger algorithm [109, 313, 314]. The result is a four dimensional integral involving S-sums :
Iˆ4 = exp
(
−32εγE
)
Γ
(
2− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt θ(1− s− t)(1− w)−1+ ε2 (1− z) ε2
s−
ε
2 t−
ε
2 (1− s− t)(1− s(1− z)− t(1− w))−N−2− ε2f4(s, t, z, w) , (338)
with
f4(s, t, z, w) =
(1− t(1− w)− s(1− z))N+1
(N + 2)(N + 3)
 (1− s− t)N+2sz(1− t− s(1− z))N+2
× S1
(
(1− s− t(1− w))(1− t− s(1− z))
(1− s− t)(1− t(1− w)− s(1− z)) ;N
)
+
 (sz)N+2
(1− s− t)(1− t− s(1− z))N+2
+ (1− s− t)
N+2
sz(1− t− s(1− z))N+2 −
(1− t− s(1− z))
sz(1− s− t)
S1
(
w(1− t− s(1− z))
1− t(1− w)− s(1− z) ;N
)
+
− (sz)N+2(1− s− t)(1− t− s(1− z))N+2 − (1− s− t)
N+2
sz(1− t− s(1− z))N+2
+ (1− t− s(1− z))
sz(1− s− t)
S1
(
1− t− s(1− z)
1− t(1− w)− s(1− z) ;N
)
+ (sz)
N+2
(1− s− t)(1− t− s(1− z))N+2S1
(
(1− t− s(1− z))(tw + sz)
sz(1− t(1− w)− s(1− z)) ;N
)
− (sz)
N+2
(1− s− t)(1− t− s(1− z))N+2S1
(
(1− t− s(1− z))((1− s− t)(1− w) + tw + sz)
sz(1− t(1− w)− s(1− z)) ;N
)
− (1− s− t)
N+2
sz(1− t− s(1− z))N+2S1
(
(1− t− s(1− z))(1− t(1− w)− s(1− (1− w)z))
(1− s− t)(1− t(1− w)− s(1− z)) ;N
)
− (N + 2)(1− t− s(1− z))
sz(1− s− t) S1
(
tw
1− t(1− w)− s(1− z) ;N
)
+ (N + 2)(1− t− s(1− z))
sz(1− s− t) S1
(
(1− s− t)(1− w) + sz(1− w) + tw
1− t(1− w)− s(1− z) ;N
)
− (1− s− t− (N + 2)zs)
sz(1− s− t) S1
(
1− s− t(1− w)
1− t(1− w)− s(1− z) ;N
)
− (sz − (N + 2)(1− s− t))
sz(1− s− t) S1
(
tw + sz
1− t(1− w)− s(1− z) ;N
)
+ (sz − (N + 2)(1− s− t))
sz(1− s− t) S1
(
(1− s− t)(1− w) + tw + sz
1− t(1− w)− s(1− z) ;N
)
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+ (1− s− t− (N + 2)zs)
sz(1− s− t) S1
(
1− t(1− w)− s(1− (1− w)z)
1− t(1− w)− s(1− z) ;N
)
− w
N+1(1− t− s(1− z))N+2
(N + 1)(N + 2)(N + 3)s(1− s− t)z +
(1− t− s(1− z))N+2
(N + 1)(N + 2)(N + 3)sz(1− s− t)
+ ((1− s− t)(1− w) + sz(1− w) + tw)
N+1(1− t− s(1− z))
(N + 1)(N + 3)sz(1− s− t)
+ (1− s− t− (N + 2)zs)(1− t(1− w)− s(1− (1− w)z))
N+1
(N + 1)(N + 2)(N + 3)sz(1− s− t)
− ((1− s− t)(1− w) + tw + sz)
N+2
(N + 2)(N + 3)swz(1− s− t) +
((1− s− t)(1− w) + sz(1− w) + tw)N+2
(N + 2)(N + 3)swz(1− s− t)
+ (1− s− t(1− w))
N+1(tw + 2sz +N(1− s(1− z)− t(1− w)))
(N + 1)(N + 2)(N + 3)sz(1− s− t)
+ (1− w)(1− t(1− w)− s(1− z))
N+2
(N + 2)(N + 3)swz(1− s− t) −
(tw)N+1 ((N + 2)(1− t(1− w)− s(1− z))− tw)
(N + 1)(N + 2)(N + 3)sz(1− s− t)
+ ((1− s− t)
2 + (N + 1)(1− t− s(1− z))(1− t(1− w)− s(1− z))) (tw + sz)N+1
(N + 1)(N + 2)(N + 3)sz(1− s− t)(1− t− s(1− z))
− ((N + 2)(1− t− s(1− z))− sz)((1− s− t)(1− w) + tw + sz)
N+1
(N + 1)(N + 2)(N + 3)sz(1− t− s(1− z))
+ sz(swz)
N+1
(N + 1)(N + 2)(N + 3)(1− s− t)(1− t− s(1− z))
− (sz)
N+2
(N + 1)(N + 2)(N + 3)(1− s− t)(1− t− s(1− z))
− (w(1− s− t)
2 + (N + 1)(1− t− s(1− z))(1− t(1− w)− s(1− (1− w)z)))
(N + 1)(N + 2)(N + 3)swz(1− s− t)(1− t− s(1− z))
× (1− t(1− w)− s(1− (1− w)z))N+1 + (1− s− t)(1− s− t(1− w))
N+1
(N + 1)(N + 2)(N + 3)sz(1− t− s(1− z))
+ (1− s− t)
N+2wN+1
(N + 1)(N + 2)(N + 3)sz(1− t− s(1− z))
− (1− s− t)
N+2
(N + 1)(N + 2)(N + 3)sz(1− t− s(1− z)) . (339)
The structure of the expression is governed by the interplay of the (non-factorizing) polynomials :
1− t− s(1− z),
1− s− t(1− w),
1− t(1− w)− s(1− z),
1− t(1− w)− s(1− (1− w)z),
(1− s− t)(1− w) + tw + sz,
(1− s− t)(1− w) + sz(1− w) + tw, (340)
which map the region s, t, w, z ∈ [0, 1], s + t < 1 onto [0, 1], while the structures s, t, w, z, (1 −
s− t), (1−w), (1− z) are considered atomic. Now let us have a look onto the number of infinite
sums implied by the appearance of non-atomic polynomials : All the S-sums in (339) contain the
non-atomic polynomial (1− t(1−w)− s(1− z)) as denominator of their first arguments. Due to
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its connection to the Appell function, the presence of this polynomial implies a twofold infinite
sum. Some of the coefficients contain even another integer power of a non-atomic polynomial in
the denominator, which is in all cases 1− t−s(1−z). As a result the maximum nesting depth of
infinite sums is 3. It turns out, that these triple infinite sums pose hard problems, particularly
since an inner sum can spoil the convergence of an outer one.
For Diagram 5
I5 ≡ i(∆.p)
Na3sS
3
ε
(m2)1− 32 ε
Iˆ5 , (341)
Iˆ5 = exp
(
−32εγE
)
Γ
(
1− 32ε
) ∫
[0,1]6
dx dz du dw ds dt z
ε
2−1(1− z) ε2w ε2−1(1− w) ε2
θ(1− s− t)s− ε2 t− ε2
(
1− sz − 1
z
− tw − 1
w
)−1+ 32 ε N∑
j=0
N−j∑
l=0
[(1− z)x+ z(1− s− t) + zsx+ ztu]N−j−l[(1− w)u+ w(1− s− t) + wsx+ wtu]j
{[1− s− t+ sx+ tu]l
+ [u(1− w)− (1− z − w)(1− s− t)− (1− z − w)sx− (1− z − w)tu+ x(1− z)]l}
(342)
one derives the following sum representation :
I5 = (N + 1)(N + 2)Γ
(
1− 32ε
) N∑
j=0
(
N
j
)N−j∑
k=0
(
N − j
k
) j∑
l=0
(
j
l
) j∑
q=0
(
j
q
)
l∑
r=0
(
l
r
) q∑
a=0
(
q
a
) ∞∑
m=0
∞∑
n=0
(2 + j + ε2)m+n(1 + q − a− ε2)m(1 + a− ε2)n
m!n!(3 + j − ε)m+n
Γ
[
1 + q − a− ε2 , 1 + a− ε2 , 1 + j − q
3 + j − ε
](−1)r B(2 + k + l, N + 1− j − k)(1 + k + q + a)(N + 1− j − k + a)
B(1 + q − a, 1 + k + r +m+ ε2)
(1 + k + r) B(1 + a+ j − l, N + 1− j − k + l − r + n+
ε
2)
+ (−1)l+r[B(r + 1, k + 1)−B(N + 2− j − k − n+ l, k + 1)]
B(1 + q − a,N + 1− j − k + l − r + ε2 +m)
(N + 1− j − k + q − a)(N + 1− j − k + l − r)
B(1 + a+ j − l, k + r + 1 + n+ ε2)
(1 + k + a)
 .
(343)
The solution of integrals I4 and I5 with tools of summation theory still remains an important
research topic for the future. At the moment, the number of sums occurring is too large, needing
a more detailed understanding. We not that I5 for ε → 0 has been solved using a combination
of the hyperlogarithmic algorithm [312], and summation techniques [108–111] in [315]. The
further work concerns the calculation of these graph topologies in the presence of poles implied
by numerator structures, which is beyond the technology in Ref. [312].
8.2 Diagrams with Three Massive Fermion Propagators
In this section scalar diagrams with three massive propagators as given in Figure 5 are calculated.
Again we first give a number of fixed moments in Table 2. Unlike the former case, the scalar
diagrams contain poles down to 1/ε2.
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Diagram N
Iˆ6a 0 16
1
ε2 +
1
9
1
ε
+ 1354 +
1
16ζ2
1 112
1
ε2 +
1
18
1
ε
+ 13108 +
1
32ζ2
2 13270
1
ε2 +
121
3600
1
ε
+ 1389111944000 +
13
720ζ2
3 11360
1
ε2 +
163
7200
1
ε
+ 609111296000 +
11
960ζ2
Iˆ6b 0 − 110 1ε2 + 1600 1ε − 8699000 − 380ζ2
1 − 124 1ε2 + 1180 1ε − 2235400 − 164ζ2
2 − 13630 1ε2 + 12733075 1ε − 2371837111132000 − 131680ζ2
3 − 11960 1ε2 + 1919806400 1ε − 8361911677376000 − 112560ζ2
Iˆ7 0 16
1
ε2 +
1
9
1
ε
+ 1354 +
1
16ζ2
1 0
2 11180
1
ε2 +
163
3600
1
ε
+ 60911648000 +
11
480ζ2
3 0
Iˆ8a 0 16
1
ε2 +
1
9
1
ε
+ 1354 +
1
16ζ2
1 0
2 154
1
ε2 +
1
360
1
ε
+ 118948600 +
1
144ζ2
3 0
Iˆ8b 0 − 215 1ε2 + 11450 1ε − 164313500 − 120ζ2
1 0
2 − 2189 1ε2 + 192205 1ε − 22507916669800 − 1252ζ2
3 0
Iˆ9 0 16
1
ε2 +
1
9
1
ε
+ 1354 +
1
16ζ2
1 112
1
ε2 +
1
18
1
ε
+ 13108 +
1
32ζ2
2 1512160
1
ε2 +
1783
43200
1
ε
+ 7857017776000 +
151
5760ζ2
3 31720
1
ε2 +
1249
43200
1
ε
+ 1668012592000 +
31
1920ζ2
Iˆ10a 0 1ε2 +
3
2
1
ε
+ 134 +
3
8ζ2
1 34
1
ε2 +
59
48
1
ε
+ 1375576 +
9
32ζ2
2 4754
1
ε2 +
73
54
1
ε
+ 2695972 +
47
144ζ2
3 155216
1
ε2 +
2035
1728
1
ε
+ 1424773622080 +
155
576ζ2
Iˆ10b 0 1ε2 +
3
2
1
ε
+ 134 +
3
8ζ2
1 12
1
ε2 +
13
24
1
ε
+ 413288 +
3
16ζ2
2 3754
1
ε2 +
101
108
1
ε
+ 83333888 +
37
144ζ2
3 512
1
ε2 +
139
288
1
ε
+ 1429711520 +
5
32ζ2
Table 2: Mellin Moments for Integrals Iˆ6a − Iˆ10b.
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6 7 8
9 10
Figure 5: Diagrams with three fermion propagators.
In a first, step the different integrals are represented in finite sums keeping the general ε-
dependence. After expanding in ε, evanescent poles in summation parameters may appear,
which have to be dealt with. The resulting indefinite nested sums can again be simplified and
reduced by Sigma.
Diagram 6a has the Feynman parameter representation
Iˆ6a = − exp
(
−32εγE
)
Γ
(
2− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt z−1+
ε
2 (1− z) ε2w1−ε(1− w)2−ε
θ(1− s− t)(1− s− t)s− ε2 tε−2
[(1− w)u+ wa(1− s− t) + wsx+ wtu]N , (344)
and can thus be transformed into the following double sum :
I6a(b) ≡ i(∆.p)
Na3sS
3
ε
(m2)2−3 ε2
Iˆ6a(b) , (345)
Iˆ6a = exp
(
−3ε2γE
)
Γ
(
2− 32ε
)
B
(
ε
2 , 1 +
ε
2
) N∑
j=0
(
N
j
) j∑
l=0
(
j
l
)
(−1)j+l
B(−ε+ j + 2, 3− ε)
(l + 1)(l + 2)(N + 1− l)B
(
ε− 1,−ε2 + j + 3
) [2
ε
+ 1
l + 2− ε2
+B
(
−ε2 , l + 3
)]
= 1(N + 1)(N + 3)(N + 4)
4
[
S1 − N
2 +N − 1
(N + 1)(N + 2)
]
1
ε2
+
5
2S
2
1 −
1
2S2 +
−5N4 − 18N3 + 62N2 + 289N + 244
(N + 1)(N + 2)(N + 3)(N + 4) S1
+ P32(N + 1)2(N + 2)2(N + 3)(N + 4)
1
ε
+
11
12S
3
1 +
(−8N4 + 3N3 + 335N2 + 994N + 736)
4(N + 1)(N + 2)(N + 3)(N + 4) S
2
1
+
(
P33
2(N + 1)2(N + 2)2(N + 3)2(N + 4)2 +
11
4 S2
)
S1
+ P34(N + 1)3(N + 2)3(N + 3)2(N + 4)2 +
3
2
(
S1 − (N
2 +N − 1)
(N + 1)(N + 2)
)
ζ2
+−2N
4 + 9N3 + 185N2 + 580N + 472
4(N + 1)(N + 2)(N + 3)(N + 4) S2 −
8
3S3 + 6S2,1
+O(ε), (346)
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P32 = −3N6 − 65N5 − 415N4 − 1109N3 − 1276N2 − 468N + 64, (347)
P33 = −12N8 − 311N7 − 2943N6 − 13584N5 − 32101N4 − 32407N3 + 7542N2
+40744N + 22784, (348)
P34 = −24N9 − 604N8 − 6089N7 − 32820N6 − 104549N5 − 202546N4
−232976N3 − 143560N2 − 32816N + 3328 . (349)
Diagram 6b takes the form
Iˆ6b = exp
(
−32εγE
)
Γ
(
3− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt z−1+
ε
2 (1− z) ε2w1−ε(1− w)3−ε(1− u)
θ(1− s− t)(1− s− t)s− ε2 tε−2[(1− w)u+ wa(1− s− t) + wsx+ wtu]N , (350)
which can be solved via the following sum representation
Iˆ6b = exp
(
−3ε2γE
)
Γ
(
3− 32ε
) N∑
l=0
(
N
l
)
l∑
j=0
(
l
j
)
(−1)j+l
(j + 1)(j + 2)B
(
ε
2 , 1 +
ε
2
)
×B(N + 1− j, 2)B(l + 2− ε, 4− ε)
×B
(
ε− 1, l + 3− ε2
) [
−2
ε
−B
(
−ε2 , j + 3
)
− 1
j + 2− ε2
]
(351)
= 1(N + 1)(N + 3)(N + 4)(N + 5)
12
 (N2 +N − 1)
(N + 1)(N + 2) − S1
 1
ε2
+
−6S21 + (25N5 + 261N4 + 775N3 + 3N2 − 2744N − 2496)(N + 1)(N + 2)(N + 3)(N + 4)(N + 5) S1
+−N
7 + 104N6 + 1497N5 + 7703N4 + 18378N3 + 20465N2 + 8566N + 24
(N + 1)2(N + 2)2(N + 3)(N + 4)(N + 5)
1
ε
+
−2S31 + (10N5 + 87N4 + 97N3 − 915N2 − 2699N − 1908)(N + 1)(N + 2)(N + 3)(N + 4)(N + 5) S21
+
[
P35
2(N + 1)2(N + 2)2(N + 3)2(N + 4)2(N + 5)2 − 12S2
]
S1
+ P362(N + 1)3(N + 2)3(N + 3)2(N + 4)2(N + 5)2
+92
[
(N2 +N − 1)
(N + 1)(N + 2) − S1
]
ζ2 +
(11N2 − 39N − 74)
2(N + 1)(N + 2) S2 + 5S3 − 12S2,1
+O(ε),
(352)
P35 = 5N10 + 605N9 + 12811N8 + 124145N7 + 674565N6 + 2189463N5 + 4196977N4
+4214683N3 + 1030490N2 − 1666304N − 1086816, (353)
P36 = −15N12 − 497N11 − 5910N10 − 27570N9 + 35363N8 + 1069961N7 + 5838492N6
+17154824N5 + 30447858N4 + 32466210N3 + 18880180N2
+4223536N − 333696. (354)
Again both results show a similar structure.
Integral I7 obeys a relation in analogy to I3 :
I7(N) =
[
1 + (−1)N
]
I6a(N + 1) . (355)
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Turning to Diagram 8a, one obtains a parameter integral
Iˆ8a = exp
(
−32εγE
)
Γ
(
2− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt z−1+
ε
2 (1− z) ε2w1−ε(1− w)2−ε
θ(1− s− t)(1− s− t)s− ε2 tε−2(1− w)N [u− a(1− s− t)− sx− tu]N . (356)
For the Diagrams 8a,b, an all-ε representation without any sums may be obtained. As a result
only single harmonic sums occur after expanding in ε. One finds
I8a(b) ≡ i(∆.p)
Na3sS
3
ε
(m2)2−3 ε2
Iˆ8a(b) , (357)
Iˆ8a = − exp
(
−3ε2γE
)
Γ
(
2− 3ε2
)
B
(
ε
2 ,
ε
2 + 1
) [1 + (−1)N ]
(N + 1)(N + 2)(N + 3)−2ε − 1N + 3− ε2 −B
(
−ε2 , N + 4
)
Γ
[ −1 + ε, 3 +N − ε, 2− ε,N + 3− ε2
N + 2 + ε2 , N + 5− 2ε
]
(358)
=
[
1 + (−1)N
]
(N + 1)(N + 3)2(N + 4)
2
[
S1 +
2N + 3
(N + 1)(N + 2)
]
1
ε2
+
1
2
[
S21 + S2
]
− (3N
4 + 18N3 + 21N2 − 28N − 40)
(N + 4)(N + 3)(N + 2)(N + 1) S1
−2 3N
5 + 23N4 + 53N3 + 21N2 − 57N − 48
(N + 1)2(N + 2)2(N + 3)(N + 4)
1
ε
+
 1
12S
3
1 +
1
6S3 +
13
4 S1S2 −
1
4
(3N4 − 6N3 − 183N2 − 568N − 472)
(N + 1)(N + 2)(N + 3)(N + 4) S2
−(3N
4 + 18N3 + 21N2 − 28N − 40)
4(N + 1)(N + 2)(N + 3)(N + 4) S
2
1 +
3
4
[
S1 +
(2N + 3)
(N + 1)(N + 2)
]
ζ2
− P372(N + 1)2(N + 2)2(N + 3)2(N + 4)2S1
− P382(N + 3)2(N + 4)2(N + 1)3(N + 2)3
+O(ε) , (359)
with
P37 = 36N7 + 511N6 + 2878N5 + 8037N4 + 10942N3 + 4576N2
−4128N − 3648 , (360)
P38 = 69N8 + 1082N7 + 6983N6 + 23746N5 + 44608N4 + 41876N3 + 7768N2
−17008N − 9984 . (361)
Similarly Diagram 8b takes the form
Iˆ8b = exp
(
−32εγE
)
Γ
(
3− 32ε
) ∫
[0,1]7
dx dz du dw da ds dt z−1+
ε
2 (1− z) ε2w2−ε(1− w)2−ε
θ(1− s− t)(1− s− t)s− ε2 tε−2(1− w)N [u− a(1− s− t)− sx− tu]N (362)
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and thus yields
Iˆ8b = exp
(
−3ε2γE
) [1 + (−1)N ]
(N + 1)(N + 2)(N + 3)Γ
(
3− 32ε
)
B (3− ε,N + 3− ε)
×B
(
ε
2 , 1 +
ε
2
)
B
(
ε− 1, N + 3− ε2
) [
−B
(
−ε2 , N + 4
)
− 1
N + 3− ε2
− 2
ε
]
= [1 + (−1)
N ]
(N + 1)(N + 3)2(N + 4)(N + 5)
−8
S1 + (3 + 2N)(N + 1)(N + 2)
 1
ε2
+2
− (S21 + S2)+ 11N5 + 133N4 + 567N3 + 999N2 + 610N + 8(N + 1)(N + 2)(N + 3)(N + 4)(N + 5) S1
+22N
6 + 301N5 + 1563N4 + 3869N3 + 4667N2 + 2394N + 264
(N + 1)2(N + 2)2(N + 3)(N + 4)(N + 5)
1
ε
+
−23S3 − 13S31 − 13S1S2 − 3S1ζ2 − 3 (3 + 2N)(N + 1)(N + 2)ζ2
+11N
5 + 133N4 + 567N3 + 999N2 + 610N + 8
2(N + 1)(N + 2)(N + 3)(N + 4)(N + 5) S
2
1

+11N
5 + 85N4 − 81N3 − 2121N2 − 5654N − 4312
2(N + 1)(N + 2)(N + 3)(N + 4)(N + 5) S2
−2 P39(N + 1)2(N + 2)2(N + 3)2(N + 4)2(N + 5)2S1
− P40(N + 1)3(N + 2)3(N + 3)2(N + 4)2(N + 5)2
+O(ε), (363)
where
P39 = 9N10 + 182N9 + 1388N8 + 4103N7 − 4913N6 − 72860N5 − 225446N4
−327313N3 − 198070N2 + 17240N + 52416, (364)
P40 = 36N11 + 793N10 + 6942N9 + 28237N8 + 28250N7 − 224189N6
−1079534N5 − 2213865N4 − 2276462N3 − 830640N2
+388496N + 315456 . (365)
Diagram 9 has a more complicated operator insertion
Iˆ9 = − exp
(
−32εγE
)
Γ
(
2− 32ε
) N∑
j=0
∫
[0,1]7
dx dz du dw da ds dt
z−1+
ε
2 (1− z) ε2w1−ε(1− w)2−ε−jθ(1− s− t)(1− s− t)s− ε2 t−2+ε
[u− a(1− s− t)− sx− tu]j
[u(1− w) + wa(1− s− t) + wsx+ stu]N−j (366)
and can be represented by a threefold sum
I9 ≡ i(∆.p)
Na3sS
3
ε
(m2)2−3 ε2
Iˆ9 , (367)
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Iˆ9 = − exp
(
−3ε2γE
)
Γ(ε− 1)Γ
(
2− 32ε
)
B
(
ε
2 , 1 +
ε
2
) N∑
i=0
N−i∑
j=0
(
N − i
j
)
(−1)j
×
i+j∑
l=0
(
i+ j
l
)
(−1)lΓ
[
3 + j + i− ε2 , 3 + i− ε, 2 + j − ε
5 + i+ j − 2ε, 2 + i+ j + ε2
]
× 1(l + 1)(l + 2)(N + 1− l)
[
B
(
−ε2 , 1
)
−B
(
l + 2− ε2 , 1
)
−B
(
−ε2 , l + 3
)]
(368)
= 1(N + 2)(N + 4)(N + 5)

2(−1)N (N2 + 5N + 7)
(N + 2)(N + 3)2
+2 (2N
3 + 13N2 + 27N + 20)
(N + 1)(N + 3)2
S1 + S21 + 3S2 + 2(−1)N(2N3 + 13N2 + 29N + 21)(N + 1)(N + 2)2(N + 3)2
−2 (2N
6 + 18N5 + 57N4 + 60N3 − 53N2 − 163N − 99)
(N + 1)2(N + 2)2(N + 3)2
 1
ε2
+ 1
N + 3
1
2(N + 3)S
3
1 +
(−1)N (N2 + 5N + 7)
2(N + 2)(N + 3)
+2N
6 + 43N5 + 360N4 + 1529N3 + 3524N2 + 4218N + 2048
2(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
S21
+
 P41
(N + 1)2(N + 2)(N + 3)2(N + 4)(N + 5)
+ (−1)
NP42
(N + 1)2(N + 2)2(N + 3)2(N + 4)(N + 5)
+4S−2
S1 +
7
2(N + 3)S1 +
(−1)N (N2 + 5N + 7)
2(N + 2)(N + 3)
+−10N
6 − 133N5 − 612N4 − 915N3 + 1052N2 + 4246N + 3104
2(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
S2
+ 4(2N + 3)(N + 1)(N + 2)S−2 + 2(N + 5)S3 − 4(N + 3)S2,1
+ (−1)
NP43
(N + 1)3(N + 2)3(N + 3)2(N + 4)(N + 5)
+ P44(N + 1)3(N + 2)3(N + 3)2(N + 4)(N + 5)
1
ε
+ 1
N + 3
 7
48(N + 3)S
4
1 +
(−1)N (N2 + 5N + 7)
12(N + 2)(N + 3)
+2N
6 + 59N5 + 588N4 + 2805N3 + 7040N2 + 8974N + 4544
12(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
S31
+
 (−1)NP45
4(N + 1)2(N + 2)2(N + 3)2(N + 4)(N + 5)
72
+ P464(N + 1)2(N + 2)2(N + 3)2(N + 4)2(N + 5)2 + 7S−2
S21
+
 (−1)NP47
2(N + 1)3(N + 2)3(N + 3)3(N + 4)2(N + 5)2
+ P482(N + 1)3(N + 2)2(N + 3)3(N + 4)2(N + 5)2 + 5S−3
−2 (5N
5 + 49N4 + 104N3 − 285N2 − 1213N − 1036)S−2
(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
S1 + (55N + 141)16 S22
+ (−1)
NP49
2(N + 1)4(N + 2)4(N + 3)3(N + 4)2(N + 5)2
+ P502(N + 1)4(N + 2)4(N + 3)3(N + 4)2(N + 5)2 +
5(2N + 3)
(N + 1)(N + 2)S−3
−4 (5N
6 + 63N5 + 275N4 + 425N3 − 160N2 − 1004N − 684)S−2
(N + 1)2(N + 2)2(N + 3)(N + 4)(N + 5)
+
3(9N + 31)
8 S
2
1 +
13(−1)N (N2 + 5N + 7)
4(N + 2)(N + 3)
+−10N
6 − 65N5 + 420N4 + 5213N3 + 18860N2 + 29514N + 16976
4(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)
S1
+ (−1)
NP51
4(N + 1)2(N + 2)2(N + 3)2(N + 4)(N + 5)
+ P524(N + 1)2(N + 2)2(N + 3)2(N + 4)2(N + 5)2 + S−2
S2 + ζ2
3
8(N + 3)S
2
1
+
3(−1)N (N2 + 5N + 7)
4(N + 2)(N + 3) +
3 (2N3 + 13N2 + 27N + 20)
4(N + 1)(N + 3)
S1
−3 (2N
6 + 18N5 + 57N4 + 60N3 − 53N2 − 163N − 99)
4(N + 1)2(N + 2)2(N + 3)
+3(−1)
N (2N3 + 13N2 + 29N + 21)
4(N + 1)(N + 2)2(N + 3) +
9
8(N + 3)S2
+
(−1)N (N2 + 5N + 7)
6(N + 2)(N + 3)
+−34N
5 − 383N4 − 1379N3 − 1280N2 + 1830N + 2632
6(N + 1)(N + 2)(N + 3)(N + 4) +
(13N + 105)
6 S1
S3
+(53−N)8 S4 +
(
− 6(2N + 3)(N + 1)(N + 2) − 6S1
)
S−2,1
+
(
12N5 + 140N4 + 546N3 + 725N2 − 93N − 532
(N + 1)(N + 2)(N + 4)(N + 5) + (−4N − 15)S1
)
S2,1
+(N − 11)S3,1 + (N + 9)S2,1,1
+O(ε) . (369)
Here the following polynomials occur :
P41 = −5N8 − 68N7 − 264N6 + 410N5 + 6293N4 + 20720N3 + 32900N2
73
+26206N + 8440, (370)
P42 = −3N8 − 49N7 − 321N6 − 1069N5 − 1863N4 − 1559N3 − 773N2
−1199N − 1108, (371)
P43 = −6N9 − 108N8 − 810N7 − 3288N6 − 7855N5 − 11456N4 − 11282N3
−10300N2 − 9171N − 4164, (372)
P44 = −3N11 − 112N10 − 1610N9 − 12443N8 − 58690N7 − 178509N6 − 355289N5
−451853N4 − 334491N3 − 98371N2 + 31775N + 23364, (373)
P45 = −3N8 − 49N7 − 321N6 − 1069N5 − 1863N4 − 1559N3 − 773N2
−1199N − 1108, (374)
P46 = −8N11 − 189N10 − 1643N9 − 4234N8 + 32416N7 + 340621N6 + 1490447N5
+3864842N4 + 6329756N3 + 6460920N2 + 3775088N + 971008, (375)
P47 = −42N12 − 1213N11 − 15525N10 − 115864N9 − 557609N8 − 1804421N7 − 3966084N6
−5845058N5 − 5625111N4 − 3597908N3 − 2035597N2 − 1373344N − 553968, (376)
P48 = −12N13 − 523N12 − 9558N11 − 98647N10 − 644321N9 − 2799010N8 − 8183392N7
−15639871N6 − 17214281N5 − 4125073N4 + 17049900N3 + 25968164N2
+16422416N + 4131840, (377)
P49 = −81N13 − 2458N12 − 33378N11 − 267579N10 − 1405780N9 − 5075289N8
−12828559N7 − 22692458N6 − 27711081N5 − 23127963N4 − 14102081N3
−8182893N2 − 4780496N − 1528944, (378)
P50 = −60N15 − 2640N14 − 51484N13 − 594504N12 − 4564031N11 − 24724313N10
−97683496N9 − 286337829N8 − 626024531N7 − 1014709686N6 − 1194939874N5
−978463105N4 − 504961532N3 − 120080691N2 + 14776800N + 11512944, (379)
P51 = −3N8 − 25N7 + 147N6 + 2723N5 + 14685N4 + 40381N3 + 60691N2
+46645N + 14012, (380)
P52 = −2N11 − 177N10 − 3713N9 − 36850N8 − 204686N7 − 647555N6 − 952035N5
+618266N4 + 5332620N3 + 9769044N2 + 8340336N + 2862784 . (381)
Diagram 10 has an operator insertion with a contracted fermion line, as a result the Feynman
rule already introduces two sums :
Iˆ10 = exp
(
−32εγE
)
Γ
(
1− 32ε
) N∑
j=0
N−j∑
l=0
∫
[0,1]6
dx dz du dw ds dt (−1)jsε−1t− ε2 (1− t)ε
w
ε
2−1(1− w) ε2 z−ε(1− z)−ε+j+1(1− x− s(1− x)(1− t)− t(1− u))j
(x+ z − xz − sz(1− x)(1− t)− tz(1− u))−j−l+N{[
1 + s(1− x)(1− w)(1− t)− (1− t)(1− u)(1− w)
− (1− x)(1− z)− sz(1− x)(1− t)− tz(1− u)
]l
+
[
(1− u)(1− w)− (1− z)(1− x) + sw(1− x)(1− t)−
sz(1− x)(1− t) + tw(1− u)− tz(1− u)
]l}
. (382)
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Hence the sum representation contains sixfold nested sums, that can be simplified using Evalu-
ateMultiSums. This leads to
I10a,b ≡ i(∆.p)
Na3sS
3
ε
(m2)1−3 ε2
Iˆ10a,b, (383)
Iˆ10a = exp
(
−3ε2γE
)
Γ
(
1− 3ε2
) N∑
j=0
(
N + 2
j + 2
) j∑
k=0
(
j + 1
k + 1
)
k∑
l=0
(
k
l
)
(−1)k+l
N−j∑
q=0
(
N − j
q
)
(−1)N−j−q
N−l−q∑
r2=0
(
N − l − q
r2
)
N−l−q−r2∑
r1=0
(
N − l − q − r2
r1
)
B(1− ε,N + 2− j − ε)B( ε2 , k + 1 + ε2)
(N + 1− q − r1 − r2)(q + r2 + 1)
B(r2 + ε, r1 + 1)B
(
N + 1− l − q − r1 − r2 − ε2 , r1 + r2 + 1 + ε
)
(384)
= 1(N + 3)(N + 4)

− 4 (N3 + 3N2 −N − 5)(N + 1)(N + 2)(N + 3)S1 + 2S21 + 4(−1)
N
N + 3 S1 + 4S−2
+2(2N + 5)S2 +
4(−1)N (2N3 + 7N2 + 4N − 3)
(N + 1)2(N + 2)2(N + 3) +
4 (6N3 + 34N2 + 63N + 39)
(N + 1)2(N + 2)2(N + 3)
 1
ε2
+
(−4N4 − 25N3 − 30N2 + 49N + 76)
(N + 1)(N + 2)(N + 3)(N + 4) S
2
1 −
4 (2N4 + 14N3 + 27N2 + 5N − 16)
(N + 1)(N + 2)(N + 3)(N + 4) S−2
+(10N
4 + 73N3 + 158N2 + 73N − 52)
(N + 1)(N + 2)(N + 3)(N + 4) S2
+2(−1)
N (12N5 + 127N4 + 538N3 + 1177N2 + 1354N + 648)
(N + 1)2(N + 2)2(N + 3)2(N + 4) S1
−2 (8N
6 + 51N5 − 72N4 − 1330N3 − 4062N2 − 5151N − 2436)
(N + 1)2(N + 2)2(N + 3)2(N + 4) S1
+S31 +
(−1)N
N + 3
(
S21 − S2
)
+ 4S−2S1 − 5S2S1 + 2(4N + 15)S−3 + 2(N − 1)S3
−12S−2,1 + 8(N + 4)S2,1
+2(−1)
N (11N6 + 60N5 − 160N4 − 1837N3 − 5005N2 − 5801N − 2508)
(N + 1)3(N + 2)3(N + 3)2(N + 4)
+2 (70N
6 + 893N5 + 4640N4 + 12626N3 + 19074N2 + 15269N + 5100)
(N + 1)3(N + 2)3(N + 3)2(N + 4)
1
ε
+ 724S
4
1 +
(−10N4 − 61N3 − 68N2 + 129N + 188)
6(N + 1)(N + 2)(N + 3)(N + 4) S
3
1
+(−1)
N (12N5 + 127N4 + 538N3 + 1177N2 + 1354N + 648)
2(N + 1)2(N + 2)2(N + 3)2(N + 4) S
2
1
+ P532(N + 1)2(N + 2)2(N + 3)2(N + 4)2S
2
1 +
3
4ζ2S
2
1 − 4S−2S21 −
13
4 S2S
2
1
+ (−1)
NP54
(N + 1)3(N + 2)3(N + 3)3(N + 4)2S1 +
P55
(N + 1)3(N + 2)3(N + 3)3(N + 4)2S1
75
− 3 (N
3 + 3N2 −N − 5)
2(N + 1)(N + 2)(N + 3)ζ2S1 − 2S−3S1
−4 (4N
4 + 41N3 + 155N2 + 254N + 148)
(N + 1)(N + 2)(N + 3)(N + 4) S−2S1
+(−1)
N
N + 3
(
−4S−2S1 + 92S2S1 +
3
2ζ2S1 +
1
6S
3
1 − 2S−3 +
10
3 S3 + 2S2,1 + 12S−2,1
)
+(−14N
4 − 201N3 − 936N2 − 1715N − 1044)
2(N + 1)(N + 2)(N + 3)(N + 4) S2S1 −
119
3 S3S1
−12S−2,1S1 + 22S2,1S1 − 2S2−2 +
1
8(32N + 119)S
2
2
+ (−1)
NP56
(N + 1)4(N + 2)4(N + 3)3(N + 4)2 +
P57
(N + 1)4(N + 2)4(N + 3)3(N + 4)2
+3(−1)
N (2N3 + 7N2 + 4N − 3)
2(N + 1)2(N + 2)2(N + 3) ζ2 +
3 (6N3 + 34N2 + 63N + 39)
2(N + 1)2(N + 2)2(N + 3) ζ2
+(8N + 39)S−4 +
2 (8N5 + 108N4 + 558N3 + 1365N2 + 1553N + 640)
(N + 1)(N + 2)(N + 3)(N + 4) S−3
−4(−1)
N (2N3 + 7N2 + 4N − 3)
(N + 1)2(N + 2)2(N + 3) S−2 −
4P58
(N + 1)2(N + 2)2(N + 3)2(N + 4)2S−2
+32ζ2S−2 +
(−1)N (8N5 + 79N4 + 186N3 − 279N2 − 1426N − 1224)
2(N + 1)2(N + 2)2(N + 3)2(N + 4) S2
+ P592(N + 1)2(N + 2)2(N + 3)2(N + 4)2S2 +
3
4(2N + 5)ζ2S2 + 8S−2S2
+(−18N
5 − 229N4 − 1498N3 − 5558N2 − 10017N − 6460)
3(N + 1)(N + 2)(N + 3)(N + 4) S3
+14(20N − 29)S4 − 14S−3,1 +
4 (4N4 + 22N3 + 11N2 − 85N − 96)
(N + 1)(N + 2)(N + 3)(N + 4) S−2,1
−14S−2,2 + 2 (11N
4 + 107N3 + 397N2 + 640N + 361)
(N + 1)(N + 2)(N + 3) S2,1 + 2(N + 36)S3,1
+28S−2,1,1 + 2(2N − 7)S2,1,1
+O(ε) , (385)
with the polynomials
P53 = −6N8 − 164N7 − 1613N6 − 7762N5 − 19526N4 − 22888N3 − 2137N2
+19968N + 13264 , (386)
P54 = 119N8 + 2250N7 + 18755N6 + 90365N5 + 275464N4 + 542281N3 + 668958N2
+469072N + 142112 , (387)
P55 = 16N11 + 448N10 + 5568N9 + 41171N8 + 204092N7 + 720291N6 + 1858328N5
+3504939N4 + 4712624N3 + 4272331N2 + 2335952N + 581072 , (388)
P56 = 78N9 + 937N8 + 2466N7 − 17638N6 − 155141N5 − 538674N4 − 1047495N3
−1197445N2 − 757472N − 206256 , (389)
P57 = 568N9 + 11297N8 + 98332N7 + 492027N6 + 1561688N5 + 3266831N4
+4516420N3 + 3994885N2 + 2061840N + 475824 , (390)
P58 = 4N8 + 96N7 + 942N6 + 4995N5 + 15753N4 + 30351N3 + 34903N2
76
+21844N + 5648 , (391)
P59 = −32N9 − 730N8 − 7180N7 − 40057N6 − 139918N5 − 317434N4 − 466820N3
−426421N2 − 216416N − 45040 . (392)
In a similar way, for the Diagram 10b one obtains
Iˆ10b = exp
(
−3ε2γE
)
Γ
(
1− 32ε
) N∑
j=0
(
N + 2
j + 2
) j∑
k=0
(
j + 1
k + 1
)
k∑
l=0
(
k
l
)
×
N−j∑
q=0
(
N − j
q
)
(−1)N−j−q+k
N−l−q∑
r1=0
(
N − l − q
r1
)N−l−q−r1∑
r2=0
(
N − l − q − r1
r2
)
×B(1− ε,N + 2− j − ε)B
(
k − l + ε2 , l + 1 +
ε
2
)
B(r2 + ε, r1 + 1)
×B
(
N + 1− l − q − r1 − r2 − ε2 , r1 + r2 + 1 + ε
)
1
(q + r2 + 1)(N + 1− q − r1 − r2) (393)
= 1(N + 3)(N + 4)

4S21 + 8(2N + 3)(N + 1)(N + 2)S1 − 4(−1)NS−2 + 8(2N + 3)(N + 1)2(N + 2)
 1
ε2
+
2(−1)N(2N2 + 14N + 17)
(N + 1)2(N + 2)2 S1 +
2(14N3 + 103N2 + 235N + 164)
(N + 1)(N + 2)(N + 3)(N + 4) S
2
1
−4(−1)
N(6N3 + 43N2 + 95N + 64)
(N + 1)(N + 2)(N + 3)(N + 4) S−2
+2(44N
4 + 376N3 + 1135N2 + 1445N + 660)
(N + 1)2(N + 2)2(N + 3)(N + 4) S1
+2S31 − 4(−1)NS−2S1 + 8S−2S1 − 2(−1)NS2S1 − 2(−1)NS−3 + 8S−3 + 4(−1)NS2,1
+ 2(2N + 3)(N + 1)(N + 2)
(
4S−2 − (−1)NS2
)
− 2(−1)NS3 + 4(−1)NS−2,1 − 16S−2,1
+2(42N
4 + 355N3 + 1056N2 + 1319N + 588)
(N + 1)3(N + 2)2(N + 3)(N + 4) −
2(−1)N(8N + 13)
(N + 1)2(N + 2)2
1
ε
+ 712S
4
1
+10S−2S21 +
(38N3 + 275N2 + 615N + 420)
3(N + 1)(N + 2)(N + 3)(N + 4)S
3
1 +
(−1)N (2N2 + 14N + 17)
2(N + 1)2(N + 2)2 S
2
1
+(260N
6 + 3844N5 + 23111N4 + 72230N3 + 123747N2 + 110376N + 40304)
2(N + 1)2(N + 2)2(N + 3)2(N + 4)2 S
2
1
+32ζ2S
2
1 +
13
2 S2S
2
1 +
(−1)N (−3N5 + 8N4 + 197N3 + 631N2 + 647N + 148)
(N + 1)3(N + 2)3(N + 3)(N + 4) S1
+ P60(N + 1)3(N + 2)3(N + 3)2(N + 4)2S1 +
4 (18N3 + 137N2 + 325N + 236)
(N + 1)(N + 2)(N + 3)(N + 4) S−2S1
+ (−1)
N(2N + 7)
(N + 3)(N + 4) (−8S−2S1 − 4S2S1 + 8S−2,1)− 4(−1)
NS−3S1 + 26S−3S1
+ (2N + 3)(N + 1)(N + 2)
(
3ζ2S1 + 13S2S1 +
29
3 S3 + 2S2,1
)
+ 293 S3S1 − 28S−2,1S1
+2S2,1S1 + (−1)NS3S1 − 2(−1)NS2,1S1 + 2(−1)NS2−2 − (−1)NS22 +
3
4S
2
2
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+(−1)
N (−127N6 − 1569N5 − 7862N4 − 20557N3 − 29733N2 − 22680N − 7168)
(N + 1)4(N + 2)4(N + 3)(N + 4)
+ P61(N + 1)4(N + 2)4(N + 3)2(N + 4)2 +
3(2N + 3)
(N + 1)2(N + 2)ζ2 − 7(−1)
NS−4 + 14S−4
−8(−1)
N (2N3 + 15N2 + 35N + 25)
(N + 1)(N + 2)(N + 3)(N + 4) S−3 +
2 (42N3 + 325N2 + 785N + 580)
(N + 1)(N + 2)(N + 3)(N + 4) S−3
+4 (25N
4 + 216N3 + 656N2 + 831N + 372)
(N + 1)2(N + 2)2(N + 3)(N + 4) S−2
−16(−1)
N (6N6 + 86N5 + 500N4 + 1508N3 + 2491N2 + 2145N + 760)
(N + 1)2(N + 2)2(N + 3)2(N + 4)2 S−2
−32(−1)
NS−2ζ2 +
(64N2 + 216N + 183)
2(N + 1)2(N + 2)2 S2
+(−1)
N (−30N4 − 212N3 − 437N2 − 177N + 156)
2(N + 1)2(N + 2)2(N + 3)(N + 4) S2 − 8(−1)
NS−2S2
−2S−2S2 + (−1)
N (−6N3 − 35N2 − 55N − 20)
(N + 1)(N + 2)(N + 3)(N + 4) S3
+2(−1)NS4 + 192 S4 + 4(−1)
NS−3,1 − 24S−3,1
−4 (30N
3 + 223N2 + 515N + 364)
(N + 1)(N + 2)(N + 3)(N + 4) S−2,1 + 2(−1)
NS−2,2 − 20S−2,2
+2(−1)
N (6N3 + 35N2 + 55N + 20)
(N + 1)(N + 2)(N + 3)(N + 4) S2,1 − 13(−1)
NS3,1 − 17S3,1
+32S−2,1,1 + 5(−1)NS2,1,1 + 3S2,1,1
+O(ε) , (394)
with
P60 = 367N7 + 5827N6 + 38741N5 + 139834N4 + 296246N3 + 369049N2
+251056N + 72240 , (395)
P61 = 373N8 + 6728N7 + 52275N6 + 228755N5 + 617580N4 + 1055293N3
+1117044N2 + 671360N + 175872 . (396)
In the results of the above diagrams, the harmonic sums of maximum depth 3 and maximum
weight 4 appear :
S1, S2, S3, S4, S−2, S−3, S−4, S2,1, S−2,1, S−2,2, S3,1, S−3,1, S2,1,1, S−2,1,1. (397)
This set is the same as for the O(α2sε) contributions to the massive OMEs, which contribute at
the 3-loop order via renormalization [79] and for a wide class of other processes, see [316, 317]. In
addition, in the case of the diagrams with six massive propagators also the following generalized
harmonic sums [111, 254] contribute :
S1,1,1
(1
2 , 1, 1
)
, S1,2
(1
2 , 1
)
. (398)
These functions do not emerge in case of the diagrams with only three massive propagators.
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Representations for the analytic continuations of the harmonic sums as functions in the
complex plane were calculated in [106, 107, 252, 253]. The sums can further be represented via
Mellin transforms of HPLs :
S1,2
(1
2 , 1;N
)
= 58ζ3 +
1
2N
∫ 1
0
dx
xN
2− xH1,0(x) , (399)
S1,1,1
(1
2 , 1, 1;N
)
= 34ζ3 −
1
2N
∫ 1
0
dx
xN
2− xH1,1(x) . (400)
It was shown, that the representation of 3-loop ladder and V-diagrams in case of a lower
number of massive lines does not pose a problem in calculating these topologies. Here the
representation of the graphs in terms of sums and the corresponding higher transcendental
functions provides the correct starting point. This will allow to compute as well all diagrams
with numerator structures, without any further complication and thus solve a further wide class
of graphs contributing to different OMEs at the 3-loop order.
8.3 Functions from Moments
Since the integrals I1–I10 satisfy linear difference equations with polynomial coefficients in N ,
the analytic form of their results can be reconstructed from a finite number of initial values,
provided that sufficiently many values can be calculated analytically. The method, known as
“guessing”, was described in [318–320], which is used to construct a recurrence equation from a
sufficiently large number of points. The recurrences can then be solved using Sigma [93–101].
This method has been used successfully before in Ref. [295] in case of very large recurrences.
In [133] the results from above were used to compute the moments efficiently, and then guess
appropriate recurrences. Tables 3 and 4 summarize properties of the results for diagrams I1a to
I4 and I6a to I10b, respectively. Here prefactors of the form [1 + (−1)N ] were dropped, which can
always be identified in the analytic calculation, and the remainder part was used to evaluate the
moments. Leaving this factor out is more efficient, since lower moments have to be computed
to establish the corresponding recurrences, provided a valid representation for odd values of N
is given.
rational ζ3
Diagram # Moments Degree Order # Moments Degree Order
I1a 203 26 8 15 3 2
I1b 269 36 9 15 3 2
I2a 215 31 8 19 3 3
I2b 269 42 9 35 6 3
I4 623 90 13 131 24 6
Table 3: Complexity of the smallest recurrences describing the integrals I1a–I4.
The number of moments needed to determine the corresponding expressions ranges from
N = 142 to 1199, except of the simpler pole- and ζ3-terms. On the other hand, the most
involved recurrence is of order 16 only, with larger polynomial coefficients of a degree up to 210.
For comparison, in Ref. [295] the authors handled far larger recurrences of order 35 and degree
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ε−2 ε−1 ε0 rat. ε0ζ2
Diagram # Deg. Ord. # Deg. Ord. # Deg. Ord. # Deg. Ord.
I6a 15 3 2 55 11 3 142 25 5 15 3 2
I6b 15 3 2 55 12 3 142 27 5 15 3 2
I8a 19 4 2 69 14 3 164 30 5 19 4 2
I8b 19 4 2 79 16 3 175 34 5 19 4 2
I9 142 26 9 463 83 10 1199 210 16 142 26 5
I10a 47 6 4 341 57 10 949 156 16 109 17 6
I10b 109 17 6 323 53 10 911 152 16 47 6 4
Table 4: Complexity of the smallest recurrences describing the integrals I6a–I10b.
∼ 1000 have been handled. Still there is no thorough algorithm known producing the number
of moments needed directly from the integrals given above.
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9 Graphs with Two Lines of Equal Mass
In this Chapter the calculation of graphs with two distinct fermion lines with the same mass
m is presented. In these topologies, new mathematical quantities will emerge in the results. A
calculation along the lines of the previous Chapter suffers from the emergence of divergent series
representations of generalized hypergeometric functions of type p+1Fp (p > 1), of which no suit-
able analytic continuation relation is known. In order to find a convergent series representation
the integral is cast into the form of a Mellin-Barnes [114, 115] integral and one of the Feynman
parameter integrals will be left unintegrated. This representation will allow to transform the
convergence condition of the series representation into a condition for how to close the contour
depending on the values of the remaining Feynman parameter.
Fulfilling this condition the sum of residues can be checked to be absolutely convergent
allowing for an exchange of the Laurent expansion with the summation operator. The coefficients
of this expansion are then simplified using symbolic summation supplied with suitable limit
procedures [93–101] leading to S-sums (168) [111, 254] and cyclotomic S-sums [110] evaluated at
infinity, which correspond to (cyclotomic) harmonic polylogarithms depending on the remaining
integration variable.
Since at this point it appears most natural to perform the last integral inside a family
of iterated integrals over an alphabet of rational functions, we will consider the generating
function of the Mellin moments. In this picture the remaining Feynman parameter integration is
performed in the alphabet of (cyclotomic) harmonic polylogarithms with an extended alphabet.
Finally the N -th Taylor coefficient of this series has to be determined analytically.
In the following the calculation is presented in detail, following the calculation of an example
graph.
9.1 Method of Calculation
Feynman Parametrization
Figure 6: An example graph with a strict nesting : graph 4
The graph serving as an example in this section is shown in Figure 6. The list of graphs is
generated with QGRAF [282] and written as momentum integrals using the Feynman rules of
Appendix F. The momenta are integrated at the cost of introducing a Feynman parameterization,
as described in Chapter 5.
For arbitrary propagator powers the parameterized form of the example reads :
Iˆex = − e− 32 εγEΓ
[ −6− 32ε+ ν1,2,3,4,5,6
ν1, ν2, ν3, ν4, ν5, ν6
] ∫
[0,1]7
dx0 dy0 dy1 dy2 dz0 dz1 dz2
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δ (1− y0 − y1 − y2) δ (1− z0 − z1 − z2) zν2−11 x−ε+ν1,2,3,4,6−50 (1− x0)−ε+ν1,2,3,4,5−5
(1− y0 − y2)ν4−1 (1− y0)−
ε
2+ν1,2−2 y
− ε2+ν1,2,3−3
0 y
− ε2+ν5,6−3
2 (1− z1 − z2)ν1−1 z−ε+ν3,4,5,6−52
(y0z1)N ((1− x0)x0y0 (1− y0 + y0z2) + y2z2)
3
2 ε−ν1,2,3,4,5,6+6 , (401)
where we made use of the shorthand notation
νi1,..,in = νi1 + · · ·+ νin .
For better readability, a common factor of
i as S
3
ε (m2)−3+
3
2 ε(∆.p)N
is omitted throughout the calculation.
The δ-distributions can be removed using the relations (154) and (155). However, the choice
of which Feynman parameter to remove by virtue of the Dirac δ-distributions and in which order
to successively remove the Heaviside θ-functions has to follow rules that will be developed in the
following.
External Vertices
Let us consider a loop to which an external momentum p with p2 = 0 is attached, schematically
it has the form :
p
k
k − p
P3
P4 − P3
P5 − P4
···−p− Pn
Its momentum integral reads
LE =
∫
dˆk
1
(k2 +m2)ν1((k − p)2 +m2)ν2
n∏
i=3
1
((k + Pi)2 + δim2)νi
, (402)
where n is the number of edges of the loop, Pi are some linear combinations of internal and
external momenta, δi are either 1 or 0, depending on whether the ith propagator is massive or not,
and all momenta are Euclidean due to an earlier Wick rotation. The Feynman parameterization
of this loop yields
LE =
1
(4pi)D/2
Γ
(
−D2 +
∑
νi
)
∏Γ(νi)
∫
[0,1]n
dx1 . . . dxn
(
n∏
i=1
xνi−1i
)
δ
(
1−
n∑
i=1
xi
)
( n∑
i=3
2x2 xi p.Pi
)
+
(
n∑
i=3
xi(1− xi) Pi.Pi
)
−

n∑
i,j=3
j 6=i
2xi xj Pi.Pj

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+m2
n∑
i=1
δixi
D2 −
∑
νi
. (403)
Here x2 only occurs in the coefficient of scalar products linear in p. Therefore, in the integration
of the last internal momentum, when all the Pi are proportional to p, x2 drops out from the
denominator polynomial. Therefore, it only occurs in the monomial prefactor and the operator
polynomial, and can hence always be integrated once it is removed from the δ-distributions and
Heaviside functions and the corresponding values of the propagator power is inserted.
Principle of the Minimal Operator Polynomial and δ-Reconstruction
Now some δ-distributions and Heaviside functions are removed, for the others one can follow a
set of rules, which aim at keeping the operator polynomial as simple as possible. The goal of
the rules is to determine the parameter which is either eliminated by virtue of a δ-distribution,
or rescaled and removed from a Heaviside θ-function :
1. If all but one of the variables occurring in the δ-distribution occur also in the N -bracket,
then choose one of the variables from the N -bracket applying principle 3. E.g. let X =
x1 + · · · + xk be a sum of Feynman parameters and y a single Feynman parameter, then
the rule implies
δ(1−X − y)(f(X))Ndy dx1 . . . dxk = θ(1− x2 − · · · − xk)(f(1− y))Ndy dx2 . . . dxk .
2. Otherwise do not eliminate or rescale parameters which occur in the N -bracket.
3. Prefer parameters, which do not occur in the non-monomial prefactor (to avoid complica-
tion of the denominator polynomial).
4. There should never be factors (1− x)a, a ∈ R \ N, for which x occurs in the θ-function.
Rule 4 is not really used for picking a parameter, but rather to indicate whether the set of rules
1-3 is sufficient, which turns out to be the case for the diagrams of this Chapter. For the example
graph we get y1 = 1− y0 − y2, y2 → y2(1− y0), z0 = 1− z1 − z2 and z1 → z1(1− z2).
There might be θ-functions left, but they contain the same variables as the operator polyno-
mial. In this case it is useful to reconstruct a δ-distribution by
θ (1−X) f (1−X) =
∫ 1
0
dyδ (1−X − y) f (1−X)
1.=
∫ 1
0
dyδ (1−X − y) f(y) , (404)
and then follow again the rules 1 to 4 to get a hypercubic integration region. Note that this
reconstruction step can be used to construct coordinate transformations of Feynman parameter
integrals. This will be shown in Appendix B.
The above procedure is applied, in order to avoid the proliferation of N . In fact, together with
later steps one achieves, that N only occurs in the exponent of one of the Feynman parameters,
allowing to effectively decouple N from the solution of infinite sums. This property of the
calculation is of crucial importance5.
5These considerations also carry over to the case of two lines of unequal masses.
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Mellin-Barnes (MB) Representation
The remaining parameters still occur in the denominator polynomial. This polynomial has the
form (A + B) where A,B are products of elements xi or (1 − xi), for Feynman parameters xi.
Only in the cases of graphs with a massive line that runs through four edges of the graph, e.g.
graphs 4 and 5 in Section 9.3, a factor (1−x(1− y)) occurs. A Mellin-Barnes integral [114, 115]
is then introduced by the substitution, see also [271],
(A+B)−γ = 1Γ(γ)
1
2pii
∫ i∞
−i∞
dξΓ(−ξ)Γ(γ + ξ) A
ξ
Bγ+ξ
, (405)
which in the present example leads to the form
Iˆex = − e
− 32 εγEB (N + ν2, ν1)
2piiΓ (ν1) Γ (ν2) Γ (ν3) Γ (ν4) Γ (ν5) Γ (ν6)
∫
[0,1]4
dx0 dy0 dy2 dz2∫ i∞
−i∞
dξΓ (−ξ) Γ
(
−3D2 + ν1,2,3,4,5,6 + ξ
)
y
−ν1,2,3,4−ξ+D−1
2 (1− y2) ν4−1
z
−ν1,2−ξ+D2 −1
2 (1− z2) ν1,2+N−1yν1,2,3+ξ+N−
D
2 −1
0 (1− y0) −ν3−ξ+
D
2 −1
x
ν1,2,3,4,6+ξ−D−1
0 (1− x0) ν1,2,3,4,5+ξ−D−1 (1− y0(1− z2)) ξ . (406)
This procedure is equivalent to splitting the mass-term off the propagator like part that occurs
in the Feynman parameter representation of a massive vacuum polarization diagram, before
proceeding with successive parameterization and momentum integration.
In the cases that the products A,B from above factorize completely, all integrals can be
performed in terms of Beta functions. In the remaining two cases, in which a factor (1−x(1−y))
remains, the integrals represent a generalized hypergeometric function 3F2, which is already given
in a form, such that it reduces to a ratio of Γ-functions.
In the example graph one finds for arbitrary propagator exponents ν1, ν2, ν3 :
3F2
[ −ξ,N + ν1,2, N + ν1,2,3 + ξ − D2
N − ξ + D2 , N + ν1,2
; 1
]
=2F1
[ −ξ,N + ν1,2,3 + ξ − D2
N − ξ + D2
; 1
]
= Γ (D − ν1,2,3 − ξ)Γ (ξ) Γ (D − ν1,2,3 − 2ξ)B
(
N + D2 − ξ, ξ
)
.
(407)
Furthermore, the remaining Γ-functions may be combined to Beta functions and due to the
relation
B
(
N + D2 − ξ, ξ
)
B
(
N + ν1,2,
D
2 − ν1,2 − ξ
)
= B
(
N + ν1,2,
D
2 − ν1,2
)
B
(
ξ,
D
2 − ν1,2 − ξ
)
,
(408)
the number of Beta functions containing N and ξ is reduced.
Closing the Contour
At this point in all the diagrams only one Beta function remains, that contains both N and ξ.
This function is rewritten in terms of a Feynman parameter integral, i.e. in the example
B
(
N − D2 + ν1,2,3 + ξ,
D
2 − ν3 − ξ
)
=
∫ 1
0
dx xN−
D
2 +ν1,2,3+ξ−1(1− x)D2 −ν3−ξ−1 . (409)
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The reason is, that the contour of the Mellin-Barnes integral can not be closed to one side. One
can see this from two representations. On the one hand, the Beta function which contains N
and ξ has the form
B(N + ξ + α,−ξ + β) = Γ(N + ξ + α)Γ(−ξ + β)Γ(N + α + β) , (410)
so that the denominator drops out of the MB-integral. Hence if the contour is closed to one side
and written as the sum of residues, then, due to the convergence condition (197), for every set
of values of the propagator powers there is an N0 so that for N > N0 the sum is divergent.
On the other hand, when the Beta function is written down as a Feynman parameter integral
over x, then the combination (1− x
x
)ξ
(411)
demands that to which direction to close the contour depends on whether (1 − x)/x is greater
or less than one. Here a splitting is necessary, between values x < 12 for which the contour may
be closed towards ξ → ∞, and values x > 12 for which ξ → −∞ is the convergent choice. For
simplicity, we change the order of the ξ-integration such that the contour can be closed to the
right in all cases.
After that the quantity raised to the power ξ is mapped onto a single integration variable T :
T ≡ x1− x ∈ [0, 1] ⇔ x ≡
T
1 + T ∈
[
0, 12
]
,
T ≡ 1− x
x
∈ [0, 1] ⇔ x ≡ 11 + T ∈
[1
2 , 1
]
,
with dx = 1(1 + T )2dT . (412)
Now it is obvious that all contours have to be closed to the right, if the residue theorem is
applied.
To make this procedure more explicit, an example will be given in the following. Let a ∈
R \ N, 0 ≤ A ≤ 1, N ∈ N and consider the following integral
I = Γ(a)
∫ 1
0
dx
xN
(x+ (1− x)A)a , (413)
where one may introduce a Mellin-Barnes representation
I =
∫ 1
0
dx
1
2pii
∫ i∞
−i∞
dξ Γ(−ξ)Γ(ξ + a) xN−a
(1− x
x
A
)ξ
. (414)
Here the contour may be closed depending on the value of x :
• if (1− x)A/x < 1⇔ A/(1 + A) < x, close for ξ > 0,
• if (1− x)A/x > 1⇔ A/(1 + A) > x, close for ξ < 0.
So if we first integrate x to form Beta functions, we mess up these regions and the series of
residues will in general not converge. Thus the integral over x has to be split, so as to separate
these regions
I =
∫ A/(A+1)
0
dx
1
2pii
∫ i∞
−i∞
dξ Γ(−ξ)Γ(ξ + a) xN−a
(1− x
x
A
)ξ
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+
∫ 1
A/(A+1)
dx
1
2pii
∫ i∞
−i∞
dξ Γ(−ξ)Γ(ξ + a) xN−a
(1− x
x
A
)ξ
. (415)
The mappings ξ → −ξ and x→ 1− x for the first part make it possible to close both contours
in an analogous manner :
I = 12pii
∫ i∞
−i∞
dξ
∫ 1
1/(A+1)
dx Γ(ξ)Γ(−ξ + a) (1− x)N−a
(1− x
xA
)ξ
+ 12pii
∫ i∞
−i∞
dξ
∫ 1
A/(A+1)
dx Γ(−ξ)Γ(ξ + a) xN−a
(1− x
x
A
)ξ
, (416)
and further assimilate the two parts. The ξ integral of the first term may be shifted yielding
I = A−a
∫ 1
1/(A+1)
dx
1
2pii
∫ i∞
−i∞
dξ Γ(ξ + a)Γ(−ξ) x−a(1− x)N
(1− x
xA
)ξ
+
∫ 1
A/(A+1)
dx
1
2pii
∫ i∞
−i∞
dξ Γ(−ξ)Γ(ξ + a) xN−a
(1− x
x
A
)ξ
. (417)
Now the contour integral may be performed, such that the integral commutes with the summa-
tion,
I = −A−a
∞∑
k=0
Γ(k + a)
k! (−
1
A
)k
∫ 1
1/(A+1)
dx x−a−k(1− x)N+k
−
∞∑
k=0
Γ(k + a)
k! (−A)
k
∫ 1
A/(A+1)
dx xN−a−k(1− x)k . (418)
In order to evaluate the Feynman parameter integrals, we map x → (1 − x) and rescale the
upper integration limit to 1 :
I = −A−a
∞∑
k=0
Γ(k + a)
k!
(
− 1
A
)k ( A
A+ 1
)N+k+1 ∫ 1
0
dx
(
1− A
A+ 1x
)−a−k
xN+k
−
∞∑
k=0
Γ(k + a)
k! (−A)
k
( 1
A+ 1
)k+1 ∫ 1
0
dx
(
1− 1
A+ 1x
)N−a−k
xk . (419)
Then the binomial theorem helps to integrate the parameter x
I = −A−a
∞∑
k=0
∞∑
m=0
Γ(a+ k +m)
k! m! (N + 1 + k +m)
(
− 1
A
)k ( A
A+ 1
)N+1+k+m
−
∞∑
k=0
∞∑
m=0
Γ(k + a)(a−N + k)m
k! m! (1 + k +m) (−A)
k
( 1
A+ 1
)1+k+m
. (420)
Due to 0 ≤ A/(A+ 1) ≤ 1/2, the integral can be performed in terms of a 2F1, and the resulting
double series is absolutely convergent. Using Sigma, the infinite sums are performed one after the
other. This, however, reorganizes the summand of the second sum in such a way, that individual
parts diverge linearly or polynomially, although the whole sum is expected to converge. A
treatment for these divergent sums is not known. Therefore, the x-integral will be kept until it
can be performed within the algebra of iterated integrals at a later stage.
For the graphs considered in this Chapter, A contains further integration variables, which
are integrated already at the stage of (414). The splitting of the x-integral can therefore be
performed assuming A = 1.
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Convergence of the MB-integral
It is worthwhile having a look onto convergence issues of the procedure described so far. First,
the Mellin-Barnes integral is introduced in the integrand of the multiple Feynman parameter
integral of Eq. (401). The contour follows the requirements stated in Chapter 5.4.
Of course, contours of the above kind can only be found, if the right-poles are separated
from left-poles. In cases where this is not obviously the case, we enforce such a separation by
introducing a regularization parameter. The introduction of such artificial parameters has to
be consistent throughout the expression. So it is most convenient to keep symbolic propagator
powers from the beginning, and to use substitutions of these symbolic quantities.
We will see later at which point the expansion into a Laurent series in these parameters can
be performed most conveniently. Furthermore, there might be points in the complex plane at
which several right poles are located. These are also separated by introducing further artificial
regularization parameters. In contrast to the parameters separating left from right poles, the
expansion in these parameters is equivalent to the calculation of the residue of multiple poles.
So here no correspondence with other terms has to be obeyed.
Calculating the MB-Integral via the Residue Theorem
The classical procedure for calculating Mellin-Barnes integrals in particle physics proceeds by
deforming the contour and subtracting finitely many residues, such that the remaining contour
integral represents a regular function in ε [117, 271–273]. In that case the expansion can be
performed on the integrand level. However, since factors of T ξ occur in the arguments of the
contour integrals, cf. (409, 412), no Barnes lemmas [115, 274] can be applied6. Furthermore,
calculations involving Barnes lemmas are not well suited for a completely automated calculation
procedure, since usually they are not applied directly, but rather through corollaries, which are
recognized to be needed by individual inspection.
In the present calculation, it appears more automatic to rather write down the sums of
residues and generate the necessary simplifications and algebraic relations by symbolic sum-
mation methods implemented in the package Sigma [93–101], equipped with suitable limit
procedures for infinite sums.
Distinction of Special Cases on Γ-Functions
When residues are calculated and the corresponding sums are written down, one has to perform
a Laurent expansion in the regularization parameters. Here it is important to observe the
singularity structure.
One therefore brings the Γ-function arguments to a standard form, such that all of them are
positive for vanishing regulators :
Γ(x) = θ(bxc − 1)Γ(x) + θ(−bxc)(−1)bxc+1 Γ(〈x〉)Γ(1− 〈x〉)Γ(1− x) . (421)
Here 〈x〉 and bxc represent the fractional and integer parts of the variable x, respectively. The
regulators are assumed to be chosen such, that they only contribute to the fractional part. The
Heaviside θ-functions are defined in (154).
6For a list of corollaries see [271].
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The Heaviside functions are removed by commuting them with summation operators, which
can be done using the following relations :
b∑
i=a
θ(c+ d · i) = θ
(⌈
− c
d
⌉
− a
)
θ
(
b−
⌈
− c
d
⌉) b∑
i=dc/de
+θ
(
a−
⌈
− c
d
⌉
− 1
) b∑
i=a
,
b∑
i=a
θ(c− d · i) = θ
(⌊
c
d
⌋
− a
)
θ
(
b−
⌊
c
d
⌋
− 1
) bc/dc∑
i=a
+θ
(⌊
c
d
⌋
− b
) b∑
i=a
. (422)
Once the θ-functions do not contain any summation parameters, they can be evaluated. Note
that they are also free from the Mellin variable N , since it had been separated from the sums
by construction.
Expansion in Regulators and Summation
Once the Γ-functions have been reflected such that the integer parts of their arguments are
positive, their expansion in the artificial regulators is straight forward. Finally, the expansion
of the sums in the dimensional regulator ε can be done using the Package EvaluateMultiSums
[101–103]. It also manages the call of Sigma-routines and performs limits of many expressions.
Yet one additional preparation is necessary for the expansion in the dimensional regulator
ε, since the Feynman parameter integrals may not be well defined in the Lebesgue sense for
0 < ε < 1, but rather as an analytic continuation in ε→ 0. The expressions are of the form
f(ε) =
∫ 1
0
dx xε−ag(x) , (423)
which only converges as a Lebesgue integral if ε > a − 1. Nevertheless, using integration by
parts, one can shift this integrand such that it is integrable for 0 < ε < 1. For the form above
with a ≥ 1, the relation∫ 1
0
dx xε−ag(x) = g(1)
ε− a+ 1 −
1
ε− a+ 1
∫ 1
0
dx xε−a+1g′(x) (424)
has to be iterated (a − 1)-times. Here the function g(x) must have sufficiently many regular
derivatives on [0, 1], which is indeed the case in the integral in question. Then the integral
represents a regular function in ε, the integrand is measurable for 0 ≤ ε < 1 and thus the Taylor
expansion commutes with the integration.
The result of expansion and summation yields an expression, which still depends on one
integration variable T , and which contains S-sums and cyclotomic S-sums of this variable. They
can be converted into (cyclotomic) harmonic polylogarithms (HPL) :
S1(−T,∞) = −H−1(T ) , (425)
S2(−T,∞) = −H0,−1(T ) , (426)
S1,1(−T, 1,∞) = H−1,−1(T )−H0,−1(T ) , (427)
S(2,1,1)(−T ;∞) =
H(4,0)
(√
T
)
√
T
− 1 , (428)
S(2,1,2)(−T ;∞) =
H0,(4,0)
(√
T
)
√
T
− 1 , (429)
S(1,0,1),(2,1,1)(−T, 1;∞) = −
4H(4,0)
(√
T
)
√
T
+
H(4,1)
(√
T
)
2T −
3
2H(4,1)
(√
T
)
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− 2H(4,0),(4,0)
(√
T
)
+ 154 , (430)
S(2,1,1),(1,0,1)(−T, 1;∞) = −
H(4,0)
(√
T
)
2T 3/2 +
3H(4,0)
(√
T
)
2
√
T
− 2H(4,1)
(√
T
)
T
− 2H(4,0),(4,1)
(√
T
)
√
T
+ 12T , (431)
S(2,1,1),(2,1,1)(−T, 1;∞) =
H(4,0)
(√
T
)
4T 3/2 −
3H(4,0)
(√
T
)
4
√
T
+
H0,(4,0)
(√
T
)
√
T
− H(4,1),(4,0)
(√
T
)
√
T
− 14T . (432)
The conversions to iterated integrals are performed using ideas of [110] and which are auto-
mated in J. Ablinger’s package HarmonicSums [108–111].
In this conversion the iterated integrals first appear evaluated at 1, but with letters that
depend on the remaining integration variable. They will be denoted by
f[α,y](x) := fα(xy) , (433)
where fα is a letter from the alphabets (156, 175). Therefore a procedure is needed, that
maps the class of iterated integrals appearing here onto (cyclotomic) HPLs with the integration
variable in the argument. There is such a procedure which was used for deriving properties of
two-dimensional HPLs [125] and in the method of hyperlogarithms [312]. It makes use of the
fact, that differentiation of a certain type of iterated integrals with respect to variables appearing
in the index leads to a drop in the transcendental weight of the function, e.g. :
∂
∂x
H−x,−1(1) =
∂
∂x
∫ 1
0
dy
x+ y
∫ 1
0
dz
1 + z = −
Hx(1)
1− x −
2 ln(2)
x2 − 1 , x > 0 . (434)
In this way the problem can be traced back to properties of rational functions, solving the
problem recursively at a lower weight and integrating again over x, where in each recursive call
a constant has to be determined.
However, in case of letters containing polynomials of degree 2 or more, this is not possible,
since in general the weight does not drop due to differentiation, e.g.
∂
∂x
H[(4,0),x],−1(1) = −1
x
H[(4,0),x],−1(1)− x
x2 + 1H[(4,1),x](1)−
1
x(x2 + 1)H[(4,0),x](1) +
2 ln(2)
x(x2 + 1) .
(435)
Here the following procedure will be useful. Let us distinguish the letters with indices α and
denote the corresponding rational functions with fα(x). One can form new letters by scaling the
argument of the rational functions with a variable y, cf. (433). If one such letter is built into a
cyclotomic HPL with argument x = 1, there is an algorithm for removing the parameter y from
the index, such that it occurs in the argument.
At first, by virtue of the shuﬄe algebra, the weighted letter is brought to the rightmost
position. Then indexing general rational letters with αi, i = 1, ..., n, we find the algorithm :
Hα1,...,αn−1,[αn,y](1) =
∫ 1
0
dx1 fα1(x1)...
∫ xn−2
0
dxn−1 fαn−1(xn−1)
∫ xn−1
0
dxn fαn(yxn)
= 1
y
∫ y
0
dxn
∫ 1
0
dx1fα1(x1)...
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...
∫ xn−2
0
dxn−1xn−1fαn−1(xn−1)fαn(xn−1xn)
= ”cycl. HPLs” + 1
y
∫ y
0
dxn fβn(xn)Hα1,...,αn−2,[α˜n,xn](1) , (436)
where a partial fraction decomposition is performed in the last step. After that the formula may
be recursively applied where the terminal step is obviously
H[αn,x2](1) =
1
x2
Hαn(x2) . (437)
So that the result is a multivariate polynomial in iterated integrals of arguments 1, y. This
procedure produces also letters 1/(x − 1), which introduce branch points at y = 1. However,
considering the integration contour of the iterated integrals infinitesimally away from the real
axis does not affect the algorithm introduced above. In this sense the iterated integrals may be
analytically continued, as described in [122] and implemented in HarmonicSums [108–111]. Thus
they can always be expressed as iterated integrals with arguments in [0, 1].
The Final Integral
Once the sums are performed, i.e. written in terms of iterated integrals, the remaining task is
to perform the last integration, which carries the nontrivial dependence on N . However, the
integral does not just represent a Mellin-transform, but it contains rational functions R(T ) ∈
{1/(1 + T 2), T 2/(1 + T 2)}, which are raised to the power N . It therefore seems most natural
to consider the generating function of the sequence in N , and to introduce the corresponding
tracing parameter κ in the following way :
∞∑
N=0
(κR(T ))N = 11− κR(T ) . (438)
The integral over T from 0 to 1 is performed in two steps : First a primitive is calculated for
the integral in terms of iterated integrals. Then the limits T → 1 and T → 0 are calculated.
This procedure introduces additional letters into the otherwise cyclotomic alphabet of HPLs,
namely
1
1 + g(κ)T 2 = f(4,0)
(√
g(κ)T
)
,
T
1 + g(κ)T 2 =
1√
g(κ)
f(4,1)
(√
g(κ)T
)
, (439)
with g(κ) ∈ {(1− κ), (1− κ)−1}. Obviously this leads again to rescaled letters, and one can use
the algorithm from above to transform the emerging cyclotomic HPLs at 1 with weighted letters
into cyclotomic HPLs with unweighted letters, but a function of κ in the argument. It is not
hard to see, that the functions occurring in the arguments of these HPLs are the functions g(κ)
from above.
The limit T → 0 has to be taken carefully, since factors 1/T are present, which only cancel
in the desired limit. Therefore a Taylor expansion is performed. In many cases relations similar
to Eqs. (425–432) are used, reading them from right to left, in order to obtain the Taylor series.
However, such relations are not implemented in HarmonicSums for the additional (weighted)
letters of Eq. (439). This is due to the requirement of special assumptions on the values of g(κ).
We rather use an easy trick to obtain the Taylor series of cyclotomic HPLs extended by the
above letter, using the fact that the above letter can be factorized over the complex numbers :
1
1 + g(κ)T 2 =
1
2
 1
1 + i
√
g(κ)T
+ 1
1− i
√
g(κ)T
 . (440)
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Then these linear letters are treated like the letter
1
a+ T (441)
from the alphabet of multiple polylogarithms [111], treating a as real and positive. For the
cyclotomic HPLs extended by one such letter, the Taylor series expansions can be derived [110,
111]. Finally the imaginary factors i
√
g(κ) are re-substituted. The results are checked to be
regular in T = 0 and thus the limit can be taken.
Regularity of the Generating Function
Once the last Feynman parameter integral is performed, we need to find the Nth coefficient of
the Taylor expansion in κ. Since we want to make use of methods for finding the Nth Taylor
coefficient for HPLs and cyclotomic HPLs which are implemented in the Package HarmonicSums
[108–111], it is necessary to make sure that the dependence on ln(κ) cancels. This can be done
using argument transformations and algebraic relations of the (cyclotomic) HPLs.
At first, the arguments are mapped back into the interval [0, 1] :
H~α
(
1√
1− κ
)
=
∑
~β
a~βH~β
(√
1− κ
)
, (442)
where the length of the list ~β is bounded by the length of ~α, and the a~β are integer coefficients.
The relations of this kind can be obtained algorithmically and are implemented for all cyclotomic
HPLs in the package HarmonicSums.
Then the square roots are removed from the arguments, as far as possible. For this step one
makes use of the fact that all cyclotomic HPLs with arguments x2 can be rewritten in terms of
cyclotomic HPLs at arguments x. These transformations can be inverted, so that (cyclotomic)
HPLs which contain the letter f(1,0)(x) = 1x−1 and the argument
√
1− κ are mapped onto
(cyclotomic) HPLs with argument 1− κ and (cyclotomic) HPLs without the letter f(1,0), i.e.
H~α
(√
1− κ
)
=
∑
~β
b~βH~β(1− κ) +
∑
~γ
c~γH~γ
(√
1− κ
)
, (443)
where in the vector ~α there is an index (1, 0). The length of ~β is again bounded by the length
of ~α and ~γ is free of the index (1, 0).
This reduction is, however, not complete, so it is introduced by constructing a basis of HPLs
w.r.t. the shuﬄe relations as well the relations of squared arguments. It is a sign of a proper
Laurent-series that after the reduction to such a basis the remaining (cyclotomic) HPLs involving
the letter f(1,0) and with argument
√
1− κ will cancel.
The last step to properly cancel logarithmic parts is to write all ln(κ) parts explicitly, using
the flip relation
Hα(1− κ) =
∑
~η
d~ηH~η(κ) . (444)
In the present case, this relation only has to be applied to HPLs with letters from the alphabet{
f0(x) =
1
x
, f1(x) =
1
1− x, f−1(x) =
1
1 + x
}
. (445)
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This subset is not closed under the flip x→ (1− x), so the property
f−1(1− x) = 12− x =: f2(x) (446)
will lead to multiple polylogarithms [111] in the result.
Nevertheless, the representation is standardized so that indeed all dependencies on ln(κ)
cancel. The remaining HPLs fit into the alphabet (156), enhanced by two cyclotomic letters
f(4,0), f(4,1), and one letter from the multiple polylogarithms f2. So in the alphabet the letters{
f(0,0)(x) =
1
x
, f(2,0)(x) =
1
1 + x, f(4,0)(x) =
1
1 + x2 , f(4,1)(x) =
x
1 + x2
}
(447)
occur for HPLs with the argument
√
1− κ, as well as HPLs and multiple polylogarithms with
letters f1, f0, f−1, f2 and argument κ.
Extraction of the Nth Taylor Coefficient
Since the result may be expanded into a Taylor series, the remaining step to obtain the all-N
result is to extract the Nth coefficient of this Taylor series in κ. This can be done analytically
term by term, using expansions of individual factors and calculating their Cauchy products, as
well as by deriving difference equations which are solved in terms of indefinite nested sums. Also
these methods are available through the packages HarmonicSums and Sigma.
As a result of this procedure one obtains a large expression in terms of sums of higher depth,
involving definite and indefinite sums and products. To obtain a minimal representation, the
package Sigma can be applied, in order to represent these objects in terms of indefinite nested
sums, and in order to eliminate all relations among these indefinite nested sums and products.
9.2 Operator Insertions on External Vertices
The class of graphs with two massive fermion lines of the same mass also includes graphs with
operator insertions on external gluon vertices. In the scalar case these graphs are directly related
to graphs with operator insertions on a line, see the ladder graphs in Eqs. (333, 355).
The idea carries over to the non-scalar case, but there are not simply relations among graphs,
but rather the statement, that if a method is known for the calculation of certain graphs with
operator insertions on lines, then the same methods apply for the graphs with operator insertions
on external gluon vertices.
The reason lies in the structure of the Feynman rule for the operator insertion of a gluon
vertex, which can be taken from [87, 229], and is also given in Appendix E :
V abcµνλ(q1, q2, q3) = − ig
1 + (−1)N
2 f
abc

t3gµνλ(q1, q2, q3)(∆.q1)N−2 + τ
3g
µνλ(q1, q2, q3)
N−3∑
j=0
(−∆.q1)j(∆.q2)N−3−j
+ t3gνλµ(q2, q3, q1)(∆.q2)N−2 + τ
3g
νλµ(q2, q3, q1)
N−3∑
j=0
(−∆.q2)j(∆.q3)N−3−j
+ t3gλµν(q3, q1, q2)(∆.q3)N−2 + τ
3g
λµν(q3, q1, q2)
N−3∑
j=0
(−∆.q3)j(∆.q1)N−3−j
 , (448)
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with
t3gµνλ(q1, q2, q3) = (∆νgλµ −∆λgµν)∆.p1 + ∆µ(p1,ν∆λ − p1,λ∆ν) ,
τ 3gµνλ(q1, q2, q3) = ∆λ
[
∆.p1p2,µ∆ν + ∆.p2p1,ν∆µ −∆.p1∆.p2gµν − p1.p2∆µ∆ν
]
. (449)
In this notation the summands in the left column of Eq. (448) all behave like operator insertions
on lines. Furthermore, if q1 = p is the external momentum then the first and last summand in
the second column behave like insertions on lines too, but here in addition the result is subject
to a finite sum of the form
N−3∑
j=0
(−∆.p)j(∆.p)N−3−jf(N − 3− j) = (∆.p)N−3
N−3∑
j=0
(−1)jf(N − 3− j)
= (−∆.p)N−3
N−3∑
j=0
(−1)jf(j) . (450)
The remaining summand (second term, right column) can be summed, and using q2 + q3 =
−q1 = −p one finds :
N−3∑
j=0
(−∆.q2)j(∆.q3)N−3−j = 1∆.p
[
(−∆.q2)N−2 − (∆.q3)N−2
]
. (451)
In this way the operator insertion on an external vertex is related to operator insertions
on internal lines. However, a direct relation between a graph with a vertex insertion and the
corresponding graphs with line insertions does not follow from this consideration, due to the
presence of the tensors t3gµνλ and τ
3g
µνλ.
9.3 Results
In the following, the results for the scalar prototypes of the graphs contributing to the O(T 2F )
part of the operator matrix element A(3)gg,Q are summarized in the following. Graph 1 coincides
with the scalar prototype for all graphs contributing to the O(T 2F ) part of the operator matrix
element A(3)gq,Q.
Additionally the asymptotic expansions for N → ∞ are given, which are necessary for an
analytic continuation to complex values of N . They are obtained with the package HarmonicSums
[108–111].
The following convention was used :
ln(N¯) = ln(N) + γE , (452)
and all diagrams are normalized such, that the factor
ia3sS
3
ε (
m2
µ2
) 32 ε−3(∆.p)N (453)
is omitted. The results for the diagrams, calculated as explained before, together with their
asymptotic expansions are :
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Graph 1
Res1 =
(−1)N + 1
2
 2105ε2(N + 1) − 1ε
 S1(N)
105(N + 1) +
57N + 127
7350(N + 1)2

+ 1420(N + 1)
(
S1(N)2 + S2(N) + ζ2
)
+ 57N + 12714700(N + 1)2S1(N)
− 75253N
2 + 78686N − 84767
18522000(N + 1)3
 (454)
= (−1)
N + 1
2
 1ε2
 2
105N −
2
105N2 +
2
105N3 −
2
105N4 +
2
105N5 −
2
105N6 +
2
105N7

+ 1
ε
(− 1105N + 1105N2 − 1105N3 + 1105N4 − 1105N5 + 1105N6 − 1105N7
)
ln(N¯)
− 192450N −
8
1225N2 +
743
44100N3 −
1163
44100N4 +
351
9800N5 −
1333
29400N6 +
14527
264600N7

+
(
+ 1420N −
1
420N2 +
1
420N3 −
1
420N4 +
1
420N5 −
1
420N6
1
420N7
)
ln(N¯)2
+
 19
4900N +
4
1225N2 −
743
88200N3 +
1163
88200N4 −
351
19600N5 +
1333
58800N6
− 14527529200N7
 ln(N¯)− 7525318522000N + 13888318522000N2 − 5131318522000N3 − 578719261000N4
+ 48116924696000N5 −
102331
2744000N6 +
1110283
18522000N7
+
( 1
105N −
1
105N2 +
1
105N3 −
1
105N4 +
1
105N5 −
1
105N6 +
1
105N7
)
ζ2

+O
(
ln2(N¯) 1
N8
)
, (455)
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Graph 2
Res2 =
(−1)N + 1
2
 1105ε2 + 1ε
74N3 − 455N2 + 381N − 210
44100(N − 1)N(N + 1) −
1
210S1(N)

+ 8903N
3 + 39537N2 − 114440N + 36576
2822400(N + 1)(2N − 3)(2N − 1) S1(N)
+ P62148176000(N − 1)2N2(N + 1)2(2N − 3)(2N − 1)
+ 1840
(
S1(N)2 + S2(N) + 3ζ2
)
+ (N − 1)N(5N − 6)1536(2N − 3)(2N − 1)4N
(
2N
N
) N∑
j=1
4jS1(j)(
2j
j
)
j2
−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3
 , (456)
P62 = 1795487N8 − 7087789N7 + 10654130N6 − 5797102N5 + 6828839N4 − 16594069N3
+ 9651144N2 + 902160N − 1058400 , (457)
Res2 =
(−1)N + 1
2
 1105ε2 + 1ε
− ln(N¯)210
+ 3722050 −
4
315N +
3
280N2 −
19
1260N3 +
37
3600N4 −
19
1260N5 +
547
52920N6 −
19
1260N7

+
− 3744100 + 2315N − 3560N2 + 1360N3 − 11316800N4 + 1327720N5 − 15298115135120N6
− 419240N7
 ln(N¯) + 1840 ln(N¯)2 + 1210ζ2 − 5232315250 − 17933075N + 4411352800N2
− 292205N3 +
1970701
63504000N4 −
8084987
384199200N5 +
3314839601
67334467200N6 −
88780933
3329726400N7

+O
(
ln(N¯) 1
N8
)
, (458)
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Graph 3
Res3 =
(−1)N + 1
2
1ε 1105N(N + 1) − 57N
2 + 197N + 70
14700N2(N + 1)2
 , (459)
Res3 =
(−1)N + 1
2
1ε
 1
105N2 −
1
105N3 +
1
105N4 −
1
105N5 +
1
105N6 −
1
105N7

− 194900N2 −
83
14700N3 +
51
4900N4 −
223
14700N5 +
293
14700N6 −
121
4900N7

+O
( 1
N8
)
, (460)
Graph 4
Res4 =
(−1)N + 1
2
−1ε 15(N − 1)N(N + 1)2(N + 2)
− (3N
2 −N + 56)
192(N + 1)2(N + 2)(2N − 3)(2N − 1)S1(N)
− (N − 3)128(N + 1)(2N − 3)(2N − 1)4N
(
2N
N
) N∑
j=1
4j(
2j
j
)
j2
S1(j)−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3

− P637200(N − 1)2N2(N + 1)3(N + 2)(2N − 3)(2N − 1)
 , (461)
P63 = 225N7 − 325N6 − 10398N5 + 6806N4 + 23517N3 − 18721N2 − 1824N + 2160 , (462)
Res4 =
(−1)N + 1
2
1ε
− 15N5 + 35N6 − 85N7
+ (− 110N5 + 1370N6 − 62105N7
)
ln(N¯)
+ 91300N5 −
4027
7350N6 +
386147
264600N7
+O
(
ln(N¯) 1
N8
)
, (463)
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Graph 5
Res5 =
(−1)N + 1
2
−1ε 415(N − 1)N(N + 1)2(N + 2)
+ N
2 − 3N + 6
64(N + 1)(N + 2)(2N − 3)(2N − 1)4N
(
2N
N
) N∑
j=1
4j(
2j
j
)
j2
S1(j)−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3

+ (N − 5)(3N + 8)96(N + 1)2(N + 2)(2N − 3)(2N − 1)S1(N)
+ P643600(N − 1)2N2(N + 1)3(N + 2)(2N − 3)(2N − 1)
 , (464)
P64 = 225N7 − 775N6 + 7702N5 − 4194N4 − 16783N3 + 13129N2 + 1176N − 1440 , (465)
Res5 =
(−1)N + 1
2
1ε
− 415N5 + 45N6 − 3215N7
+ (− 215N5 + 835N6 − 2635N7
)
ln(N¯)
+ 101225N5 −
3176
3675N6 +
30631
13230N7

+O
(
ln(N¯) 1
N8
)
, (466)
Graph 6
Res6 =
(−1)N + 1
2
 145ε2(N + 1) − 1ε
 S1(N)
90(N + 1) +
47N3 + 20N2 − 67N + 40
1800(N − 1)N(N + 1)2

+ 105N
3 − 175N2 + 56N + 96
13440(N + 1)2(2N − 3)(2N − 1)4N
(
2N
N
) N∑
j=1
4jS1(j)(
2j
j
)
j2
−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3

+ (5264N
3 − 2409N2 − 12770N + 3528)S1(N)
100800(N + 1)2(2N − 3)(2N − 1) +
S1(N)2 + S2(N) + 3ζ2
360(N + 1)
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+ S3(N)− S2,1(N) + 7ζ3420(N + 1) +
P65
2268000(N − 1)2N2(N + 1)3(2N − 3)(2N − 1)
 , (467)
P65 = − 257476N8 + 682667N7 − 144175N6 − 586654N5 + 615368N4 − 948403N3 + 592683N2
+ 71190N − 75600 , (468)
Res6 =
(−1)N + 1
2
 1ε2
 1
45N −
1
45N2 +
1
45N3 −
1
45N4 +
1
45N5 −
1
45N6 +
1
45N7

+ 1
ε
(− 190N + 190N2 − 190N3 + 190N4 − 190N5 + 190N6 − 190N7
)
ln(N¯)
− 471800N +
17
1800N2 +
7
2700N3 −
97
2700N4 +
169
3600N5 −
289
3600N6 +
20737
226800N7

+
( 1
360N −
1
360N2 +
1
360N3 −
1
360N4 +
1
360N5 −
1
360N6 +
1
360N7
)
ln(N¯)2
+
 47
3600N −
17
3600N2 −
7
5400N3 −
23
5400N4 −
67
5600N5 −
373
50400N6
− 1401234989600N7
 ln(N¯)− 643692268000N + 25621567000N2 − 2218734536000N3
+ 3489234536000N4 −
79297
2646000N5 +
631847
10584000N6 +
296889403
7683984000N7
+
( 1
90N −
1
90N2 +
1
90N3 −
1
90N4 +
1
90N5 −
1
90N6 +
1
90N7
)
ζ2
+
( 1
70N −
1
70N2 +
1
70N3 −
1
70N4 +
1
70N5 −
1
70N6 +
1
70N7
)
ζ3

+O
(
ln2(N¯) 1
N8
)
, (469)
Graph 7
Res7 =
(−1)N + 1
2
 27N2 + 49N + 382880(N + 1)2(N + 2)4N
(
2N
N
) N∑
j=1
4j(
2j
j
)
j2
S1(j)−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3

+ 190(N + 1)
[
S3(N)− S2,1(N) + 7ζ3
]
+ 190N(N + 1)2(N + 2)
[
S2(N)− S1(N)2
]
+ 60N
2 + 191N + 120
1440(N + 1)2(N + 2)S1(N)−
81N3 + 194N2 + 83N + 60
720N(N + 1)2(N + 2)
98
− 1
ε
1
12(N + 1)
 , (470)
Res7 =
(−1)N + 1
2
1ε
− 112N + 112N2 − 112N3 + 112N4 − 112N5 + 112N6 − 112N7

+
(
− 190N4 +
2
45N5 −
11
90N6 +
13
45N7
)
ln(N¯)2
+
( 1
24N −
1
24N2 +
1
24N3 −
91
1800N4 +
281
4200N5 −
3587
37800N6 +
60377
415800N7
)
ln(N¯)
+
( 1
90N4 −
2
45N5 +
11
90N6 −
13
45N7
)
ζ2
+
( 1
15N −
1
15N2 +
1
15N3 −
1
15N4 +
1
15N5 −
1
15N6 +
1
15N7
)
ζ3
− 980N +
7
40N2 −
317
1440N3 +
49273
324000N4 +
4143619
31752000N5 −
5330119
6350400N6
+ 55317374392305195200N7
+O
(
ln2(N¯) 1
N8
)
, (471)
Graph 8
Res8 =
(−1)N + 1
2
 1ε2 N + 245(N + 1) + 1ε
(N − 4)
(
8N2 + 11N − 5
)
1800N(N + 1)2 −
N + 2
90(N + 1)S1(N)

+ 25N
3 + 81N2 + 72N + 32
13440(N + 1)24N
(
2N
N
) N∑
j=1
4j
j2
(
2j
j
)S1(j)− N∑
j=1
4j
j3
(
2j
j
) − 7ζ3

+ 151N
2 + 1678N + 2072
100800(N + 1)2 S1(N) +
7N3 + 21N2 + 14N − 3
2520N(N + 1)2 S1(N)
2
+ 7N
3 + 21N2 + 14N + 3
2520N(N + 1)2 S2(N) +
N + 2
120(N + 1)ζ2
+ 16091N
5 + 37499N4 + 46885N3 − 4133N2 − 67410N − 12600
2268000N2(N + 1)3
 , (472)
Res8 =
(−1)N + 1
2
 1ε2
 1
45 +
1
45N −
1
45N2 +
1
45N3 −
1
45N4 +
1
45N5 −
1
45N6 +
1
45N7

+ 1
ε
(− 190 − 190N + 190N2 − 190N3 + 190N4 − 190N5 + 190N6 − 190N7
)
ln(N¯)
99
+ 1225 −
47
1800N +
13
2700N2 +
13
675N3 −
449
10800N4 +
229
3600N5 −
19457
226800N6
+ 24517226800N7
+ ( 1360 + 1360N − 1360N2 + 1630N3 − 12520N4 − 11260N5 + 1504N6
− 1315N7
)
ln(N¯)2 +
− 1450 + 473600N − 135400N2 − 32352920N3 + 141171058400N4
− 796493880800N5 +
506161
18162144N6 −
4005779
113513400N7
 ln(N¯)
+
( 1
90 +
1
90N −
1
90N2 +
31
2520N3 −
17
1260N4 +
37
2520N5 −
1
63N6 +
43
2520N7
)
ζ2
− 720250 −
4717
324000N +
8287
324000N2 −
10467929
222264000N3
+ 1034091975680N4 −
159482173
3361743000N5 +
96644749931
3030051024000N6 −
23737834423
4545076536000N7

+O
(
ln2(N¯) 1
N8
)
. (473)
The rather compact results contain harmonic sums of weight ≤ 3 as well as a new type of
definite sum, which in the cases considered in this thesis occurs in the combination :
1
4N
(
2N
N
) N∑
j=1
4jS1(j)(
2j
j
)
j2
−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3
 . (474)
The sums are characterized by the occurrence of an inverse binomial
(
2j
j
)−1
in the summand,
which makes them similar to a class of “inverse binomial sums” found in [321] and studied for
infinite upper bounds in [322, 323]. Differences are the finite upper bound and the factor 4j in
the summand. The sums do not reduce to (cyclotomic) harmonic sums and are representants of
a new class of nested sums which obey quasi-shuﬄe relations.
The upper bound N plays the role of the Mellin variable in the graphs under consideration,
so it is worthwhile studying also the counter parts in the picture of iterated integrals. Here the
inverse binomial contributions correspond to the letters, cf. [324],
fw1(x) =
1√
x(1− x)
, fw2(x) =
1
x
√
1− x . (475)
Along with the above combination of inverse binomial sums, a factor 1/(2N − 3) occurs,
which is not expected in physical calculations, since it introduces a pole at N = 3/2 for the
analytic continuations of the results. Such a pole corresponds to the property of the Wilson
coefficients in x-space to diverge like x−3/2 in the small-x region. However, it can be shown, that
the diagrams are regular in the point N = 3/2. This is done using an integral representation of
the inverse binomial sums [324] in (474), which is obtained via :
N∑
j=1
4jS1(j)(
2j
j
)
j2
−
N∑
j=1
4j(
2j
j
)
j3
=
∫ 1
0
dx
xN − 1
x− 1
∫ 1
x
dy
1
y
√
1− y
[
ln(1− y)− ln(y) + 2 ln(2)
]
. (476)
For N = 3/2 this integral can be solved numerically. Furthermore, occurring harmonic sums
at N = 3/2 can be calculated via the duplication relations of harmonic sums, see [110] and
references therein. Also the evanescent pole at N = 1/2 cancels.
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To obtain the asymptotic expansions, it is necessary to know the asymptotic expansion of
the combination of inverse binomial sums
N∑
j=1
4jS1(j)(
2j
j
)
j2
−
N∑
j=1
4j(
2j
j
)
j3
− 7ζ3
=
√
pi
√
N

− 2
N
+ 512N2 −
21
320N3 −
223
10752N4 +
671
49152N5 +
11635
1441792N6
− 1196757136314880N7 −
376193
50331648N8 +
201980317
18253611008N9 +
42437231395
3427383902208N10
+O(N−11)
 ln(N¯)− 4
N
+ 518N2 −
263
2400N3 +
579
12544N4 +
10123
1105920N5
− 170544571368704N6 −
27135463
11164188672N7 +
197432563
7927234560N8 +
405757489
775778467840N9
− 184501041726741863046234112N10 +O(N
−11)
 . (477)
Expansions of this kind are obtained from the integral representation 476 using HarmonicSums,
and treated systematically in [324].
The graphs 1 and 3 are free of inverse binomial sums. Additionally, these are the only graphs,
for which a convergent series representation could be derived, without splitting one of the Feyn-
man parameter integrals into two parts. So there appears to be a relation between this splitting
and the occurrence of the inverse binomial sums. The results for the corresponding graphs with
numerator structure, and hence for the O(α3sT 2F ) part of Agg,Q and Agq,Q, are calculated in the
same way, and will be given in an upcoming publication.
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10 Structure Functions of Charged Current DIS to 2-
Loop Order
Charged current deep-inelastic scattering, in contrast to DIS by photon exchange, depends on
three structure functions named F1, F2, F3. It comprises four reactions
ν(ν)p→ l(l) +X , (478)
l(l)p→ ν(ν) +X , (479)
whose scattering cross sections in the case of negligible target and lepton masses have the form
dσν(ν¯)
dxdy
= G
2
F s
4pi
{
(1 + (1− y)2)FW±2 − y2FW
±
L ± (1− (1− y)2)xFW
±
3
}
, (480)
dσe
−(e+)
dxdy
= G
2
F s
4pi
{
(1 + (1− y)2)FW∓2 − y2FW
∓
L ± (1− (1− y)2)xFW
∓
3
}
. (481)
As has been defined before, x = Q2/yS, y = q.P/l.P are the Bjorken variables, l and P are the
lepton and nucleon momentum and S = 2l.P . GF denotes the Fermi constant, MW the mass of
the W -boson, and FW±i (x,Q2) are the structure functions. The ± signs in (480, 481) refer to
incoming neutrinos (anti-neutrinos) or charged leptons (anti-leptons), respectively. Due to the
inclusive kinematics the dependence on quark masses is only implicit.
Current QCD analyses take these processes into account using x-space representations, see
e.g. [56], for which Mellin convolutions with the PDFs have to be computed numerically, together
with numerical solutions of the evolution equations of the PDFs, which are integro-differential
equations.
In Mellin space, these calculations are more efficient, since the Mellin convolutions reduce to
simple products, and the evolution equations reduce to ordinary differential equations. The map
from moments back into the (physical) x-space proceeds via a single numerical contour integral
in the complex plane, which can be performed very efficiently.
In the neutral current case, the light flavor Wilson coefficients [64] and anomalous dimensions
[126, 127] up to third loop order are available in Mellin space. They are represented in terms of
harmonic sums whose analytic continuations to complex values of N were studied in [252, 253].
A fast and precise Mellin-space implementation of the exact heavy flavor Wilson coefficients
of [70–72] was given in [325].
Of the heavy quark corrections to charged current deep-inelastic scattering the 1-loop con-
tributions in x-space are available in [73, 74].
In the first part of this Chapter, therefore Mellin space representations are derived for the
1-loop heavy flavor Wilson coefficients, together with fast and precise numerical implementa-
tions. These results have already been published in [134]. There also several Mellin space
representations for PDF-shapes used in the literature were given.
Since large parts of available DIS data populate the region of large Q2, an asymptotic de-
scription is appropriate, as it was worked out for electroproduction to two loops in [76] and
to three loops in [87]. This representation is derived at first loop order from the exact repre-
sentation. Furthermore, using the considerations in [76, 87], the asymptotic representation of
heavy flavor Wilson coefficients up to two loops is constructed in terms of light flavor Wilson
coefficients and massive OMEs, which are both available in the literature. For some of the heavy
flavor Wilson coefficients the asymptotic representations were given in [86]. The complete set of
representations will be given in Section 10.5, correcting errors in [86], also at O(αs), which had
to be clarified in relation to Ref. [74].
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Note that in charged current DIS both odd- and even-N Mellin moments contribute at
the same time. Since parts of the expressions contain factors (−1)N , and these factors are
not compatible with the uniqueness of the analytic continuation in N to complex values (see
the careful discussion in [111] of the applicability of Carlson’s theorem [249]), even and odd
moments may lead to different functions in N . However, the corresponding graphs were identified
in [81, 84], where it is obvious that they contribute only starting from two loops. Here it
is important to consider the cross section combinations for W+ + W− and W+ − W−, and
perform the analytic continuation either from the even or from the odd moments, respectively,
cf. [145, 146].
10.1 Heavy Quark Production at 1-Loop Order
The Born level contributions to the charged current deep-inelastic structure functions comprise
the flavor excitation processes
s′ = s |Vcs|2 + d |Vcd|2 → c, and s¯′ = s¯ |Vcs|2 + d¯ |Vcd|2 → c¯ , (482)
with Vij denoting the CKM matrix elements [175, 176], and s and d the strange and down quark
parton distributions. Here d¯ and s¯ denote the corresponding anti-quark distributions. For this
transition the Bjorken variable x and the momentum fraction of the struck parton ξ are related
by
x = ξλ ≤ λ , (483)
with λ = Q2/(Q2+m2c). So heavy quark production in neutrino scattering exhibits slow rescaling
[137, 148–151]. The heavy quark structure functions and parton densities are Mellin convoluted
as functions of ξ ∈ [0, 1], assuming the incoming lepton energy to be sufficiently high, cf. (36).
The O(αs) charged current heavy-flavor Wilson coefficients were calculated in [73] and cor-
rected in [74] later. Following Ref. [74] and working in the fixed flavor number scheme (FFNS),
we define the parton level quantities
FW±1,c = FW
±
1,c , FW
±
2,c = FW
±
2,c /2ξ, FW
±
3,c = FW
±
3,c /2 . (484)
To O(αs) one obtains, after a Mellin transformation (161) over ξ,
FW+i,c (N,Q2) = s′(N,µ2) + as
HW,NS,(1)i,q
(
N,
m2
µ2
,
Q2
µ2
)
s′(N,µ2)
+HW,(1)i,g
(
N,
m2
µ2
,
Q2
µ2
)
G(N,µ2)
 , (485)
FW−i,c (N,Q2) = bis¯′(N,µ2) + as
biHW,NS,(1)i,q
(
N,
m2
µ2
,
Q2
µ2
)
s¯′(N,µ2)
+ biHW,(1)i,g
(
N,
m2
µ2
,
Q2
µ2
)
G(N,µ2)
 . (486)
The emergence of the sign b1 = b2 = −b3 = 1 is discussed in detail in the next Section,
as = αs/(4pi) denotes the strong coupling constant, and G the gluon distribution. The massive
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Wilson coefficients for charged current deep-inelastic scattering in Mellin space are expanded in
a power series in as :
HW,NSi,q
(
N,
m2
µ2
,
Q2
µ2
)
= 1 +
∞∑
k=1
aksH
W,NS,(k)
i,q
(
N,
m2
µ2
,
Q2
µ2
)
, (487)
HWi,g
(
N,
m2
µ2
,
Q2
µ2
)
=
∞∑
k=1
aksH
W,(k)
i,g
(
N,
m2
µ2
,
Q2
µ2
)
, (488)
where the O(as) contributions read :
H
W,NS,(1)
i,q
(
N,
m2
µ2
,
Q2
µ2
)
= 12P
(0)
qq (N) ln
(
Q2 +m2c
µ2
)
+ hqi (λ,N), i = 1, 2, 3, (489)
H
W,(1)
1(2),g
(
N,
m2
µ2
,
Q2
µ2
)
= 14P
(0)
qg (N) ln
(
Q2 +m2c
µ2
)
+ 14 P˜ (λ,N) + h
g
1,2(λ,N) , (490)
H
W,(1)
3,g
(
N,
m2
µ2
,
Q2
µ2
)
= 14P
(0)
qg (N) ln
(
Q2 +m2c
µ2
)
− 14 P˜ (λ,N) + h
g
3(λ,N) . (491)
Here the leading order splitting functions [32] are
P (0)qq (N) = 4CF
[
3
2 +
1
N(N + 1) − 2S1(N)
]
, (492)
P (0)qg (N) = 8TF
N2 +N + 2
N(N + 1)(N + 2) , (493)
with TF = 1/2, CF = (N2c − 1)/(2Nc) for SU(Nc) and Nc = 3 for QCD. The function P˜ (λ,N) is
given by
P˜ (λ,N) = M
[
P (0)qg (z) ln
1− λz
(1− λ)z
]
(N)
= 8TF
 [λ2 (N2 + 3N + 2)− 2λ (N2 + 2N) + 2N2 + 2N ]λN(N + 1)(N + 2)
[
f2(λ,N)− 1
λ
ln(1− λ)
]
+λ (N
2 + 3N + 2)− 2N2
λN2(N + 1)(N + 2)
 . (494)
In the limit λ→ 1 it takes the form
P˜ (1, N) = 8TF
{
N2 +N + 2
N(N + 1)(N + 2)
[
ln
(
Q2
m2
)
− S1(N)
]
+ −N
2 + 3N + 2
N2(N + 1)(N + 2)
}
. (495)
The functions hq(g)i (λ,N) read :
hq1(λ,N) = CF
4f1(λ,N)− [λ2 (N3 +N + 2)− λ (N3 + 3N2 + 4N) + 2N2 + 2N ]
λN(N + 1) f2(λ,N)
+4 (N
2 +N − 1)
N(N + 1) S1(N)−
(1− λ) [λ (N2 + 3N + 4)− 2N − 2]
λ2(N + 1) ln(1− λ)
+4S21(N)−
[λ(9N3 + 8N2 − 5N − 2)− 2N2]
λN2(N + 1)
 , (496)
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hq2(λ,N) = CF
4f1(λ,N) + [4λ2 (N2 +N)− λ (N3 + 2N2 + 3N + 2) +N3 −N2]
N(N + 1) f2(λ,N)
+4 (N
2 +N − 1)
N(N + 1) S1(N) + 4S
2
1(N) +
(1− λ) [4λ(N + 1)−N2 +N ]
λ(N + 1) ln(1− λ)
+[4λ(N
2 +N)− 9N3 − 6N2 +N + 2]
N2(N + 1)
 , (497)
hq3(λ,N) = CF
4f1(λ,N)− (N − 1) [λ(N2 −N − 2)−N2]
N(N + 1) f2(λ,N)
+4 (N
2 +N − 1)
N(N + 1) S1(N) + 4S
2
1(N)−
(1− λ) (N2 +N + 2)
λ(N + 1) ln(1− λ)
−(3N + 2) (3N
2 − 1)
N2(N + 1)
 , (498)
hg1(λ,N) = −4TF
 [λ2(2N3 + 3N2 + 7N + 2)− λ(2N3 + 4N2 + 8N) + 2N2 + 2N ]
2λN(N + 1)(N + 2) f2(λ,N)
+ (N
2 +N + 2)
N(N + 1)(N + 2)S1(N) +
(1− λ) [λ(N2 +N + 3)−N − 1]
λ2(N + 1)(N + 2) ln(1− λ)
+λ(2N
3 +N2 +N − 2)− 2N2
2λN2(N + 1)(N + 2)
 , (499)
hg2(λ,N) = −4TF

 [λ3(2N3 − 6N2 + 4N) + λ2(−2N3 + 7N2 −N + 2)− λ(2N2 + 4N)]
2λN(N + 1)(N + 2)
+ 1
λ(N + 2)
f2(λ,N) + (1− λ) [λ2(N2 − 3N + 2) + λ−N − 1]
λ2(N + 1)(N + 2) ln(1− λ)
+ (N
2 +N + 2)
N(N + 1)(N + 2)S1(N) +
λ2(2N3 − 6N2 + 4N)− λ(N2 + 3N)− 2λ− 2N2
2λN2(N + 1)(N + 2)
,
(500)
hg3(λ,N) = −4TF
(λ2(N2 −N + 2) + λ(2N2 + 4N)− 2N2 − 2N)
2λN(N + 1)(N + 2) f2(λ,N)
+ (N
2 +N + 2)
N(N + 1)(N + 2)S1(N)− ln(1− λ)
(1− λ)(λ−N − 1)
λ2(N + 1)(N + 2)
−λ(N
2 + 3N + 2)− 2N2
2λN2(N + 1)(N + 2)
 . (501)
Here single harmonic sums Sk(N) occur [104, 105] which are analytically continued using their
relations to the polygamma functions, cf. [105] :
Sk(N) =
(−1)k+1
(k − 1)!ψ
(k−1)(N + 1) + ζk, k ∈ N\{0} . (502)
The functions f1,2(λ,N) are defined by
f1(λ,N) =
∫ 1
0
dx
xN − 1
x− 1 ln(1− λx) , (503)
105
f2(λ,N) =
∫ 1
0
dx
xN − 1
1− λx . (504)
The expression HW,(1)2,g for Q2 = µ2 can also be cast into the form
H
(1),g
2 (λ,N) = 4TF
4− 2N(N − 3)−N(N2 +N + 2){2S1(N) + ln[λ(1− λ)]}2N2(N + 1)(N + 2)
+ 8− 18(1− λ) + 12(1− λ)
2
(N + 1)(N + 2) +
(1− λ)2F1(1, N,N + 1;λ)
N
− 1
N
+ 6λ(1− λ)
2F1(1, N + 1, N + 2;λ)
(N + 1)2 − 2
2F1(1, N + 1, N + 2;λ)− 1
(N + 1)(N + 2)
 , (505)
which corrects Eq. (70) in Ref. [61]. Here, 2F1 denotes the Gauß hypergeometric function (185),
which appears in the form
2F1(η,N + α + 1, N + α + β + 2, ξ) =
1
B(N + α + 1, β + 1)
∫ 1
0
dz zN+α(1− z)β(1− ξz)−η .
(506)
k\λ 0.1 0.5 0.9
0 +9.999999999999999999 +1.999999999999954543 +1.111110872017648708
1 +0.821423460E-22 +0.1975123084486687E-10 +0.000098847800695649
2 −0.050000000000000000 −0.250000001423445310 −0.456776649795426910
3 −0.001666666666666666 −0.041666626227537189 +0.048001787041481484
4 −0.000083333333333336 −0.010417267014473893 −2.639926313632337045
5 −0.499999999997477753E-05 −0.003119649969153064 +21.74650303005800508
6 −0.333333333484935779E-06 −0.001072643292472726 −119.2024353694977123
7 −0.238095231857886535E-07 −0.000249816388951957 +442.8630812379568060
8 −0.178571609458723466E-08 −0.000477192766818736 −1147.492168730891145
9 −0.138885135219891312E-09 +0.000607438245655042 +2095.900562359927839
10 −0.111166985797600287E-10 −0.000939620170907808 −2688.830619105423874
11 −0.903191209860331475E-12 +0.000876266420390668 +2371.811788035594662
12 −0.800460593905461726E-13 −0.000571683728308967 −1370.383159208738358
13 −0.439528295242656941E-14 +0.000219008887781703 +467.1985539745224063
14 −0.107994848505839019E-14 −0.000041032031472769 −71.30766062862566906
Table 5: The expansion coefficients ak, Eq. (513) for special values of λ.
Many of the contributing functions have known Mellin transforms given before in [104, 105].
Their analytic continuations to complex values of N are known, cf. [106, 107, 252, 253]. The
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new functions (503, 504) are solely related to integrals of the kind (506) for N ∈ N. They obey
the following recursion relations
f1(λ,N + 1) = f1(λ,N) +
λ
N + 1f2(λ,N + 1) , (507)
f2(λ,N + 1) =
1
λ
[
f2(λ,N)− 1
N + 1 −
1− λ
λ
ln(1− λ)
]
. (508)
The singularity structure of f1,2(λ,N) for N ∈ C can be seen using the representation
f1(λ,N) = −
∞∑
l=1
λl
l
[ψ(l +N + 1)− ψ(l + 1)] , (509)
f2(λ,N) = −N
∞∑
l=0
λl
(N + l + 1)(l + 1) . (510)
Both functions possess poles in N at negative integers.
For f1(λ,N) one may derive a sufficiently precise representation using a Minimax approxi-
mation, see e.g. [325–329]. The function f1 can be written as
f1(λ,N) = −
{
1
λ
−NE(λ, 1) +
14∑
l=0
al {N − 1− l[S1(N + l − 1)− S1(l)]}
}
, (511)
E(λ, x) ≡ 1
λ
(1− λx)(1− ln(1− λx)) . (512)
The function E under the integral is approximated by the adaptive polynomial, cf. Table 1,
E(λ, x) =
14∑
k=0
ak(λ) xk . (513)
Knowing the difference equations (507, 508) one may shift f1,2 parallel to the real axis. Usually
one attempts to shift towards the asymptotic region and applies an analytic representation there,
cf. [252, 253]. However, one may also turn the view, and rather consider f1,2(λ,N) inside the
unit circle, to obtain the following representation :
f1(λ,N) = −12
[
S21(N) + S2(N)
]
−
∞∑
k=1
(−N)k {Lik+2(λ)− ζk+2 +H1,k+1(λ)−H1,k+1(1)} (514)
f2(λ,N) =
1
λ
{ ∞∑
k=1
(−N)k [Lik+1(λ)− 1]− N
N + 1
}
, (515)
for |N | < 1. Here, Lik(x) denotes the classical polylogarithm [293], H~a(x) a harmonic polyloga-
rithm [122],
H1,k(x) :=
∫ x
0
dz
Lik(z)− ζk
1− z , (516)
and ζk, k ≥ 2, Riemann’s ζ-function at an integer argument. In the limit λ→ 1 one obtains
f1(1, N) = −12
[
S21(N) + S2(N)
]
, (517)
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f2(1, N) = −S1(N) . (518)
The series representations (514, 515) are fast converging and deliver even more precise results
than using (511, 513). The contour integral is performed along the line (−∞,−a), (c,−a), (c, a),
(−∞, a), with a = 0.5. The choice of the parameter c depends also on the rightmost singularity
of the non-perturbative distribution f(x) and was chosen with c = 1.5 in the figures given below.
The inverse Mellin transform is obtained by, cf. [287, 330],
f(x) = 1
pi
{
−
∫ c
−∞
Im
[
x−s−iaM[f ](s+ ia)
]
ds+
∫ a
0
Im
[
ix−is−cM[f ](is+ c)
]
ds
}
. (519)
We extended the integral to 1000 units parallel to the real axis. The recursion relations (507, 508)
together with the series (514, 515) allow to compute f1,2(λ,N) along the integration contour.
Here usually the first 30 terms in the infinite sums (514, 515) provide sufficient accuracy.
10.2 The Heavy Flavor Wilson Coefficients in the Asymptotic Region
In many applications the value of λ becomes close to one. Within this kinematic region Q2  m2c ,
the Wilson coefficients take a simpler form, and the functions needed to express them are only
harmonic sums. This has been shown up to 2-loop order in case of neutral current deep-inelastic
scattering in [76, 78–80, 331]. To 3-loop order this was shown to be true in all available cases
[88, 131], however, the scalar prototypes in Chapters 8 and 9 seem to imply larger classes of
basic functions. At O(αs) one obtains the following relations :
H
W,NS,(1)
i,q
(
N,
Q2
m2
,
m2
µ2
)
= CW,NS,(1)i,q
(
N,
Q2
µ2
)
, i = 1, 2, 3 , (520)
H
W,(1)
i,g
(
N,
Q2
m2
,
m2
µ2
)
= 12A
(1)
Qg
(
N,
m2
µ2
)
+ CW,NS,(1)i,g
(
N,
Q2
µ2
)
, i = 1, 2 , (521)
H
W,(1)
3,g
(
N,
Q2
m2
,
m2
µ2
)
= −12A
(1)
Qg
(
N,
m2
µ2
)
. (522)
with
A
(1)
Qg
(
N,
m2
µ2
)
= − ln
(
m2
µ2
)
Pqg(N)
2 , (523)
and P (0)qg (N) given in (493). Here, A
(1)
lm denote the 1–loop massive operator matrix elements from
previous Chapters and CW,(NS),(1)i,g(q) are the massless 1-loop Wilson coefficients, [199]. Eqs. (520,
521) are derived by expanding (496–501) for λ → 1. At O(αs) there is no pure-singlet con-
tribution. It turns out, that ANS,(1)qq,Q vanishes as expected, because closed massive fermion loop
contributions can occur at O(α2s) earliest. In the charged current case, the interaction trans-
mutes the massless s′-quark into the massive c-quark. The massless quark-loop contribution to
A
(1)
Qg occurs with a combinatorial factor 1/2 compared to the neutral current case. The “missing”
terms vanish, because the corresponding diagrams are scaleless.
The massless Wilson coefficients are also expanded into a power series in as :
Ci,j
(
N,
Q2
µ2
)
= δjq +
∞∑
k=1
aksC
(k)
i,j
(
N,
Q2
µ2
)
, (524)
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where the leading QCD contributions are
C
W,NS,(1)
i,q
(
N,
Q2
µ2
)
= 12P
(0)
qq (N) ln
(
Q2
µ2
)
+ c(1)i,q (N) , (525)
C
W,(1)
i,g
(
N,
Q2
µ2
)
= 12P
(0)
qg (N) ln
(
Q2
µ2
)
+ c(1)i,g (N) , (526)
and the massless Wilson coefficients are given by the Mellin transforms of the expressions in [199],
yielding :
c
(1)
1,q(N) = c
(1)
2,q(N)− 4CF
1
N + 1 , (527)
c
(1)
2,q(N) = CF
(3N2 + 3N − 2)
N(N + 1) S1(N) + 2S
2
1(N)− 2S2(N)−
(9N3 + 2N2 − 5N − 2)
N2(N + 1)
 ,
(528)
c
(1)
3,q(N) = c
(1)
2,q(N)− CF
2(2N + 1)
N(N + 1) , (529)
c
(1)
1,g(N) = c
(1)
2,g(N)− TF
16
(N + 1)(N + 2) , (530)
c
(1)
2,g(N) = TF
− 4 (N2 +N + 2)
N(N + 1)(N + 2)S1(N)−
4(N3 − 4N2 −N − 2)
N2(N + 1)(N + 2)
 , (531)
c
(1)
3,g(N) = 0 . (532)
The form of Eqs. (520, 521) were predicted in [86] using mass factorization as described in
Chapter 4, cf. [76]. There only expressions for HW,(1)i,g were given. Eq. (521) confirms the
corresponding prediction, while (522) differs in the sign from Eq. (A1.17) of [86]. In order to
decide, which of the representations is correct, an independent recalculation of the gluonic Wilson
coefficient was performed. It is presented in Section 10.4, where also an asymptotic calculation
following the ideas of [34] is presented. This allows for a calculation of the logarithmic parts of
Eq. (522). An a priori construction of the asymptotic representation is given in Section 10.5.
The gluonic contribution in charged current heavy quark production has been calculated before,
using two finite quark masses for e−p scattering in Refs. [214–217] and both for e−N and e+N
scattering in [214]. For calculations in case of neutrino-nucleon scattering see [332].
10.3 Numerical Results
We compare the Mellin space representation given in Section 10.1 with the representation in
x-space of Ref. [74], using the reference distribution
xf(x) = x−0.1(1− x)5 (533)
for both the quark and gluon densities, and determine the relative accuracies |δFW+i,c |/FW+i,c
for different values of Q2 in the massive Wilson coefficients choosing mc = 1.5 GeV and the
corresponding values of αNLOs (Q2) [277]. If one employs the Minimax representation relative
accuracies of better than 3× 10−6 are reached below x = 0.5. For x > 0.5 the relative accuracy
becomes worse. In this region, however, the charm contribution is very much suppressed, as
shown in Figures 8 and 9. Using the representations (514, 515) the relative accuracy is improved
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Figure 7: Relative accuracy of the charged current structure functions FW+i,c to O(αs) at Q2 =
10, 100, 500 GeV2, comparing the implementation in Mellin- and z-space. Here both for f1,2(λ,N)
the analytic representation (514, 515) and their recurrences were used; from [134].
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Figure 8: The charged current structure functions for charm production for different values of Q2,
using the ABKM09 parton parameterizations [277]. We indicated the kinematic range being accessible
at HERA. (a)–(c) : the structure functions for W+ exchange. (d)–(f) difference between the structure
functions for W+ and W− exchange; from [134].
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Figure 9: The difference of the structure function FW+2,c for an isoscalar and a proton target using
the ABKM09 parton distribution functions [277] depending on x and Q2, from [134].
and amounts to 5× 10−8 or better at x = 10−4 growing to ∼ 10−6 for x ∼ 0.4, cf. Figure 7,a–c.
Beyond this value the relative accuracy becomes worse, but also the sea quark distributions are
very small in this region. For comparison we note that in [61] only accuracies of 0.015 to 0.002
were obtained.
In Figure 8, the charged current heavy flavor structure functions 2xFW±1,c , FW
±
2,c , and xFW
±
3,c
for deep-inelastic ep-scattering in the kinematic range of HERA are shown. Figures 8a–c show
the structure functions for W+ exchange, and Figs. 8d–f show structure function differences
between W+ and W− scattering. In both cases mc = 1.5 GeV, and the ABKM09 NLO parton
distribution functions in the fixed flavor number scheme are used [277].
Results are shown for Q2 = 10, 100, 500 and 1000 GeV2, (αNLOs =
0.2399, 0.1666, 0.1379, 0.1283). The dominant contributions are those due to W±–gluon
fusion, which is the same for W+ and W− exchange. All structure functions rise towards small
values of x. The difference between the W+ and W−-exchange structure functions, on the other
hand, receives its main contributions in the valence region with smaller scaling violations than
in case of W±–gluon fusion.
In Figure 9 the difference of the structure function FW+2 for an isoscalar and proton target is
shown, which is also clearly sensitive to the valence part of the PDFs. With the present precise
Mellin space implementations at hand one may perform QCD fits including the charged current
heavy flavor contributions in an efficient way.
10.4 Calculation of H(1)g and the Leading Logarithmic Part of HPS,(2)q
Since the sign in front of the OME in the gluonic heavy flavor Wilson coefficient of Eq. (522)
contradicts the asymptotic representation given in Eq. (A.17) of [86], a recalculation of the full
gluonic O(αs) correction was performed which will be presented in the following.
As the minus sign was confirmed in this careful analysis, further changes in signs in the
relations (A.18) and (A.19) of [86] are anticipated. The reasoning follows the idea of calculating
leading logarithms in the Altarelli-Parisi picture of scaling violations [34], and will be presented
later in this Section.
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Figure 10: Graphs contributing to H(2)g
For the calculation of the heavy flavor Wilson coefficient Hg one has to calculate the diagrams
in Figure 10 with the matrix element
Mµa = u¯(p1)iγµ(1− γ5)
i(/p1 − /q)
(p1 − q)2γ
ρigst
av(p2)εaρ(k)
+ u¯(p1)γρigsta
i(/p1 − /k +m)
(p1 − k)2 −m2 iγ
µ(1− γ5)v(p2)εaρ(k) (534)
contributing to the hadronic tensor. For the implementation of γ5, the prescription of [232] was
used, which amounts to the replacement
γµγ5 =
i
6εµνρσγνγργσ , (535)
in the matrix element, where products of Levi-Civita symbols are evaluated by the determinant
in (115) and Lorentz contractions are performed in D dimensions. Since O(αs) is the leading
order of the gluon channel, no finite renormalization is needed. The Lorentz-structure of the
squared matrix element is projected onto the (unrenormalized) partonic versions of the structure
functions Fˆi, i = 1, 2, 3 via the projectors :
Pˆ1 =
1
2 + ε
x
Q2
(
4xPµPν + 2Pµqν + 2Pνqµ − Q
2
x
gµν
)
,
Pˆ2 = 2x
(
qµqν
Q2
− gµν2 + ε
)
+ 4 x
2
Q2
3 + ε
2 + ε (2xPµPν + Pµqν + Pνqµ) ,
Pˆ3 = − 4x
Q2
1
(1 + ε)(2 + ε)iεµνρσP
ρqσ . (536)
The two particle phase space leads to one dimensional integrals which, after a partial fraction
decomposition, can be solved in terms of 2F1 functions, e.g.∫ 1
0
dy y
ε
2 (1− y) ε2 1(p1 − k)2 −m2 = −
1
s+Q2B
(
1 + ε2 , 1 +
ε
2
)
2F1
[
1, 1 + ε2
2 + ε ;
s−m2
s
]
, (537)
with
y = 12[1 + cos^(p1, q)], (p1 − k)
2 −m2 = −(s+Q2)
(
1− s−m
2
s
(1− y)
)
. (538)
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This particular example is the source for the mass logarithms :
2F1
[
1, 1 + ε2
2 + ε ;
s−m2
s
]
= − s
s−m2 ln
(
m2
s
)
+O(ε) , (539)
and thus contributes to the OME in the asymptotic expansions (521, 522).
The t-channel exchange of the light s-quark in the first diagram of Fig. 10 introduces a
collinear singularity, which has to be removed via mass factorization as described in Eq. (2.38)
of [83]. In the present case it proceeds via :
Fˆi = Γ(1)qg +H(1)i,g , (540)
with the MS transition function
Γ(1)qg = Sε
1
2εP
(0)
qg , P
(0)
qg (z) = 8TF [z2 + (1− z)2] . (541)
In contrast to the electromagnetic case, the factor 2nf in (2.38) of [83] is omitted, since the
above calculation is performed for only one incoming light flavor, and only for one of the two
graphs in Fig. 10 the quark propagator is massless and thus develops a collinear singularity. The
results of this calculation agree with the results in [73, 74, 333].
In order to gain further confidence in the emergence of a minus sign in the asymptotic repre-
sentation (522), as well as to understand how this observation relates to the pure singlet Wilson
coefficients at 2-loop order, the calculation of leading logarithmic contributions is performed
using the method also applied by Altarelli and Parisi [34], cf. also [334].
A Sudakov parameterization [335] is introduced for the t-channel momentum in the diagram
in Fig. 10(a) :
k − p2 = αk + βq′ + k⊥ , (542)
denoting the gluon momentum by k, and the photon momentum by q. Furthermore, the vectors
k⊥ and q′ are defined via
q′ = q + xk, q′.k⊥ = k.k⊥ = 0 . (543)
This leads to the final state momenta
p1 = (α− x)k + (β + 1)q′ + k⊥ , (544)
p2 = (1− α)k − βq′ − k⊥ , (545)
and the Mandelstam variables
s := (q + k)2 = 2k.q −Q2 ,
t := (p1 − q)2 ,
u := (p1 − k)2 = −t+m2 −Q2 − s . (546)
With the approximation q′2 ≈ k2 ≈ 0 and p.q′ ≈ p.q, the phase space integral then takes the
form ∫
dp1 dp2 δ(p21 −m2)δ(p22) =
∫
dβ dα dk2⊥
pi
2k.q(1− α)δ
(
β − k
2
⊥
2k.q(1− α)
)
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× δ
(
α− x+ 1− x1− α
k2⊥
2k.q −
m2
2k.q
)
. (547)
Using the implication from the δ-distributions one finds
k2⊥ = (1− α)t , (548)
and thus defines the positive variable
r2 := −t . (549)
The physical region7 is determined from the conditions
0 ≤ cos^(q, p1) ≤ 1 and 0 ≤ cos^(q, p2) ≤ 1 (550)
on the angles in the target system of coordinates. As a result one finds
2k2 s−m
2
s+Q2 ≤ r
2 ≤ (s−m
2)(s+Q2)
s
. (551)
There are two integrals leading to logarithmic values :∫
dr2
1
(p1 − q)2 = −
∫
dr2
1
r2
= ln
(
2sk2
(s+Q2)2
)
≈ ln
(
k2
s
)
, (552)∫
dr2
1
(p1 − k)2 −m2 =
∫
dr2
1
r2 − s−Q2
= − ln
(
s
m2
− 2 k
2
m2
s
s+Q2
(s−m2)
s+Q2
)
≈ ln
(
m2
s
)
. (553)
Since the incoming gluon in massless, i.e. k2 = 0, the first logarithm represents a collinear singu-
larity, which was earlier regulated in D = 4+ε dimensions and removed via mass factorization in
Eq. (540). The second logarithm indeed constitutes the leading mass dependence of the process.
Picking out this logarithmic part, one finds
H
W,(1),LL
g,1 = H
W,(1),LL
g,2 = −
1
2P
(0)
qg (N) ln
(
m2
Q2
)
, (554)
H
W,(1),LL
g,3 =
1
2P
(0)
qg (N) ln
(
m2
Q2
)
. (555)
The splitting functions derive from the fermion traces after applying the above approximations
and canceling against denominators.
In order to obtain the 2-loop pure singlet contribution in leading logarithmic approximation,
one has to include another ladder rung formed by a light quark line, as depicted in Fig. 11.
Then the Sudakov parameters are introduced as above :
k1 = α1k + β1q′ + k⊥1 , (556)
7For a collection of kinematic formulae used here see [336].
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sc
p2
p1
k1
k
−k2
q
Figure 11: The leading logarithmic 2-loop PS-contribution HPS,(2),LLq can be built from the leading
logarithmic 1-loop gluonic contribution by adding a splitting of a quark into a gluon.
k2 = α2k + β2q′ + k⊥2 . (557)
The three-particle phase space can be treated similarly as before, assuming a strict hierarchy
k2  |k2⊥1|  |k2⊥2|  Q2. The δ-distributions introduced by the phase space integral then take
the forms :
δ((k − k1)2) = 12k.q(1− α1)δ
(
β1 − k
2
⊥1
2k.q(1− α1)
)
,
δ((k2 − k1)2 −m2) = 12k.q(α1 − α2)δ
(
β2 − k
2
⊥2 −m2
2k.q(α1 − α2)
)
,
δ((k2 + q)2) =
1
2k.q δ
(
α2 − x+ (α1 − x)(α1 − α2)
(k2⊥ −m2)
2k.q
)
. (558)
This again leads to the definition of positive squares of momenta :
r21 = −
k2⊥1
1− α1 ,
r22 = −
k2⊥2
α1 − α2 . (559)
Like in the case of purely massless ladder rungs [34], see also [334, 337], the integral becomes
nested in both the momentum and the Sudakov variables α1, α2,
H
W,PS,(2)
3,q =
1
8
∫ (s−m2)(s+Q2)
s
k2
dr22
r22 − s−Q2
∫ |k2⊥2|
k2
d|k2⊥1|
−|k2⊥1|∫ 1
0
dα2
α2
δ
(
1− x
α2
) ∫ 1
α2
dα1
α1
P (0)gq
(
α1
α2
)
P (0)qg (α1) , (560)
where the following splitting function occurs :
P (0)gq (x) = 4CF
1 + (1− x)2
x
. (561)
With the variable substitution R2 = s + Q2 − r22, the integrals over the squared momenta can
be performed :
∫ (s−m2)(s+Q2)
s
k2
dr22
r22 − s−Q2
∫ |k2⊥2|
k2
d|k2⊥1|
−|k2⊥1|
=
∫ s+Q2−k2
m2 s+Q
2
s
dR2
R2
∫ R2 α1−α2
α1
−m2
k2
d|k2⊥1|
−|k2⊥1|
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≈
∫ s+Q2
m2 s+Q
2
s
dR2
R2
ln
(
R2
k2
α1 − α2
α1
)
=12 ln
2
(
m2
Q2
)
+O(ln(m2/Q2)) . (562)
Here the reference scale in the mass-logarithm was chosen to be Q2. In Mellin space the convo-
lutions of the splitting functions in (560) factorize, and one finds to O(ln2(m2/Q2)) the relation
H
W,PS,(2)
3,q =
1
16P
(0)
qg (N)P (0)gq (N) ln2
(
m2
Q2
)
= −12A
PS,(2)
Qq , (563)
which fixes the respective sign. The additional ladder rung has the effect of introducing another
splitting function independently from the boson-quark coupling. Hence the minus sign from the
one-loop heavy flavor Wilson coefficient in leading logarithmic approximation is simply translated
to the 2-loop pure-singlet contribution. As in the gluonic heavy flavor Wilson coefficient at the
1-loop order, the result above disagrees with the asymptotic representation given in [86]. A
correct derivation of the asymptotic representations at the 2-loop order is therefore necessary,
carefully tracing the origin of these signs. This is the purpose of the next Chapter.
10.5 The Asymptotic Representation to the 2-Loop Order
In the following, the asymptotic representations of the heavy flavor Wilson coefficients at O(α2s)
are derived. The derivation follows the ideas leading to asymptotic representations in the electro-
magnetic current case of Chapter 4, cf. [75, 87, 305]. Also for the charged current case asymptotic
representations have been given in [86] for the heavy flavor Wilson coefficients HW,(2)2,g , H
PS,(2)
2,q ,
H
W,PS,(2)
3,g and H
PS,(2)
3,q . But since this is not the complete set of heavy flavor Wilson coefficients
at 2 loops, and the relations for the last two coefficients disagree with the results of the previous
sections, a complete derivation of the O(α2s) asymptotic representations is performed. Special
emphasis is put on the occurrence of factors (−1), which reflect the sensitivity to the direction
of the fermion flow of certain contributing diagrams.
Thus, first the structure of the Born cross section is summarized. After that, the higher
order QCD corrections are systematized, exploiting the combinatorics of W -quark couplings and
PDFs. A study of the symmetries of the underlying Feynman diagrams leads to the construction
of expressions for the structure functions in terms of heavy and light flavor Wilson coefficients,
as well as the PDFs. Using the relations of 3- and 4-flavor PDFs due to the equivalence of
variable flavor number schemes in the electromagnetic case, cf. Chapter 6, and the charged
current case, the asymptotic representations of the heavy flavor Wilson coefficients are derived.
The expressions are constructed from the light flavor Wilson coefficients at O(αs) [184–191, 196]
and O(α2s) [81–85], together with the O(αs) and O(α2s) massive OMEs [76–80]. The results are
given in Mellin space and x-space.
The derivations are specifically performed for charm production, hence the number of light
flavors is nf = 3. Nevertheless, the symbol nf is used throughout for further transparency.
10.5.1 Structure Functions at Leading Order
The Born level cross sections are well known, cf. [135, 338], and have the forms :
dσν(ν¯)
dxdy
= G
2
F s
4pi
{
(1 + (1− y)2)FW±2 ± (1− (1− y)2)xFW
±
3
}
, (564)
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dσe
−(e+)
dxdy
= G
2
F s
4pi
{
(1 + (1− y)2)FW∓2 ± (1− (1− y)2)xFW
∓
3
}
, (565)
with the structure functions
FW
+
2 = 2x[(|Vud|2 + |Vcd|2)d+ (|Vus|2 + |Vcs|2)s+ (|Vud|2 + |Vus|2)u¯] , (566)
FW
−
2 = 2x[(|Vud|2 + |Vcd|2)d¯+ (|Vus|2 + |Vcs|2)s¯+ (|Vud|2 + |Vus|2)u] , (567)
xFW
+
3 = 2x[(|Vud|2 + |Vcd|2)d+ (|Vus|2 + |Vcs|2)s− (|Vud|2 + |Vus|2)u¯] , (568)
xFW
−
3 = 2x[−(|Vud|2 + |Vcd|2)d¯− (|Vus|2 + |Vcs|2)s¯+ (|Vud|2 + |Vus|2)u] . (569)
It is now worthwhile to study combinations of cross sections
dσν
dxdy
+ dσ
ν¯
dxdy
=:G
2
F s
4pi
{
(1 + (1− y)2)FW++W−2 + (1− (1− y)2)xFW
++W−
3
}
, (570)
dσν
dxdy
− dσ
ν¯
dxdy
=:G
2
F s
4pi
{
(1 + (1− y)2)FW+−W−2 + (1− (1− y)2)xFW
+−W−
3
}
, (571)
which implies the definitions :
FW
++W−
2 := FW
+
2 + FW
−
2
= 2x
[
(|Vud|2 + |Vcd|2)(d+ d¯) + (|Vus|2 + |Vcs|2)(s+ s¯) + (|Vud|2 + |Vus|2)(u+ u¯)
]
,
(572)
xFW
++W−
3 := xFW
+
3 − xFW
−
3
= 2x
[
(|Vud|2 + |Vcd|2)(d+ d¯) + (|Vus|2 + |Vcs|2)(s+ s¯)− (|Vud|2 + |Vus|2)(u+ u¯)
]
,
(573)
FW
+−W−
2 := FW
+
2 − FW
−
2
= 2x
[
(|Vud|2 + |Vcd|2)(d− d¯) + (|Vus|2 + |Vcs|2)(s− s¯)− (|Vud|2 + |Vus|2)(u− u¯)
]
,
(574)
xFW
+−W−
3 := xFW
+
3 + xFW
−
3
= 2x
[
(|Vud|2 + |Vcd|2)(d− d¯) + (|Vus|2 + |Vcs|2)(s− s¯) + (|Vud|2 + |Vus|2)(u− u¯)
]
.
(575)
10.5.2 Higher Order Corrections
In the following the partonic quantities
FW±2 :=
1
2xF
W±
2 , FW
±
3 :=
1
2F
W±
3 (576)
will be used. Exploiting the number of combinations of proton constituents (u, u¯, d, d¯, s, s¯) and
quark-boson couplings (du, dc, su, sc) the QCD corrections may be organized as follows :
FW±i = λW
±
du
[∑
q
(
CW±:dui,q (x)⊗ q(x) + CW
±:du
i,q¯ (x)⊗ q¯(x)
)
+ CW±:dui,G (x)⊗G(x)
]
+ λW±dc
[∑
q
(
CW±:dci,q (x)⊗ q(x) + CW
±:dc
i,q¯ (x)⊗ q¯(x)
)
+ CW±:dci,G (x)⊗G(x)
]
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+ λW±su
[∑
q
(
CW±:sui,q (x)⊗ q(x) + CW
±:su
i,q¯ (x)⊗ q¯(x)
)
+ CW±:sui,G (x)⊗G(x)
]
+ λW±sc
[∑
q
(
CW±:sci,q (x)⊗ q(x) + CW
±:sc
i,q¯ (x)⊗ q¯(x)
)
+ CW±:sci,G (x)⊗G(x)
]
. (577)
The symbol ⊗ denotes the Mellin convolution (67). With the Mellin transforms of the structure
functions :
FW
±
2 (N) :=
∫ 1
0
dxxN−2FW
±
2 (x) = 2
∫ 1
0
dxxN−1FW±2 (x) =: 2FW
±
2 (N) ,
FW
±
3 (N) :=
∫ 1
0
dxxN−1FW
±
3 (x) = 2
∫ 1
0
dxxN−1FW±3 (x) =: 2FW
±
3 (N) . (578)
In the following formulae, we will work in Mellin space and drop the argument N .
There are diagrams in which the incoming fermion line runs through the W -boson-quark
vertex, and others where these two fermion lines are separated, examples are given in Figure 12.
(a) (b)
Figure 12: A diagram where the incoming quark line and the one connected to the W -boson-quark
vertex are the same, and one where these are separated.
It is useful to separate them into “valence” and “sea” contributions, respectively. The va-
lence parts are flavor-diagonal while the sea parts do not distinguish different flavors, however,
differences in the quark masses are detected, hence the c-quark is treated differently from u, d, s.
Obviously, all terms built from graphs like Fig. 12(a) (and QCD corrections) form valence
contributions, and all sea contributions are built from graphs like Fig. 12(b). However there are
interference contributions from the latter class of graphs, e.g. Fig. 13, which clearly form valence
terms.
d¯
u
u
W+
u
d¯
d¯
W+
Figure 13: Valence like interference terms for W+u-scattering and W+d¯-scattering, which have no
counter parts on tree level.
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In this way the parton structure functions can be written as
FW+i = λW
+
du
[
CW+:du,Vi,u u+ CW
+:du,V
i,d d+ CW
+:du,V
i,u¯ u¯+ CW
+:du,V
i,d¯
d¯
+ CW+:du,Si,q (u+ d+ s) + CW
+:du,S
i,q¯ (u¯+ d¯+ s¯) + CW
+:du
i,G G
]
+λW+dc
[
CW+:dc,Vi,d d+ CW
+:dc,V
i,d¯
d¯
+ CW+:dc,Si,q (u+ d+ s) + CW
+:dc,S
i,q¯ (u¯+ d¯+ s¯) + CW
+:dc
i,G G
]
+λW+su
[
CW+:du,Vi,u u+ CW
+:du,V
i,d s+ CW
+:du,V
i,u¯ u¯+ CW
+:du,V
i,d¯
s¯
+ CW+:du,Si,q (u+ d+ s) + CW
+:du,S
i,q¯ (u¯+ d¯+ s¯) + CW
+:du
i,G G
]
+λW+sc
[
CW+:dc,Vi,d s+ CW
+:dc,V
i,d¯
s¯
+ CW+:dc,Si,q (u+ d+ s) + CW
+:dc,S
i,q¯ (u¯+ d¯+ s¯) + CW
+:dc
i,G G
]
, (579)
FW−i = λW
−
du
[
CW−:du,Vi,u u+ CW
−:du,V
i,d d+ CW
−:du,V
i,u¯ u¯+ CW
−:du,V
i,d¯
d¯
+ CW−:du,Si,q (u+ d+ s) + CW
−:du,S
i,q¯ (u¯+ d¯+ s¯) + CW
−:du
i,G G
]
+λW−dc
[
CW−:dc,Vi,d d+ CW
−:dc,V
i,d¯
d¯
+ CW−:dc,Si,q (u+ d+ s) + CW
−:dc,S
i,q¯ (u¯+ d¯+ s¯) + CW
−:dc
i,G G
]
+λW−su
[
CW−:du,Vi,u u+ CW
−:du,V
i,d s+ CW
−:du,V
i,u¯ u¯+ CW
−:du,V
i,d¯
s¯
+ CW−:du,Si,q (u+ d+ s) + CW
−:du,S
i,q¯ (u¯+ d¯+ s¯) + CW
−:du
i,G G
]
+λW−sc
[
CW−:dc,V
i,d¯
s+ CW−:dc,V
i,d¯
s¯
+ CW−:dc,Si,q (u+ d+ s) + CW
−:dc,S
i,q¯ (u¯+ d¯+ s¯) + CW
−:dc
i,G G
]
. (580)
The constants λW±q(q¯),i can be read off from Eqs. (566–569), if the Born contribution of the
valence part is normalized to
CW+:q′q′′,V,(0)i,d = CW
−:q′q′′,V,(0)
i,u = biCW
+:q′q′′,V,(0)
i,u¯ = biCW
−:q′q′′,V,(0)
i,d¯
= 1 , (581)
while obviously
CW+:q′q′′,V,(0)i,u = CW
−:q′q′′,V,(0)
i,d = biCW
+:q′q′′,V,(0)
i,d¯
= biCW
−:q′q′′,V,(0)
i,u¯ = 0 . (582)
In the same comparison, one finds :
λW
+
du = λW
−
du = |Vdu|2, λW
+
dc = λW
−
dc = |Vdc|2,
λW
+
su = λW
−
su = |Vsu|2, λW
+
sc = λW
−
sc = |Vsc|2, (583)
b2 = 1, b3 = −1 . (584)
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Using the shorthand notation
Vu := |Vdu|2 + |Vsu|2 , Vd := |Vdu|2 + |Vdc|2 ,
Vs := |Vsu|2 + |Vsc|2 , Vc := |Vdc|2 + |Vsc|2 , (585)
and due to charge conjugation invariance of QCD, the coefficients are related in the following
way :
CW+:q′q′′,Vi,d = biCW
+:q′q′′,V
i,u¯ = CW
−:q′q′′,V
i,u = biCW
−:q′q′′,V
i,d¯
≡ CW :q′q′′,Vi,q ,
CW+:q′q′′,Vi,u = biCW
+:q′q′′,V
i,d¯
= CW−:q′q′′,Vi,d = biCW
−:q′q′′,V
i,u¯ ≡ CW :q
′q′′,V
i,m ,
CW+:q′q′′,Si,q = CW
+:q′q′′,S
i,q¯ = biCW
−:q′q′′,S
i,q = biCW
−:q′q′′,S
i,q¯ ≡ CW :q
′q′′,S
i,q ,
CW+,q′q′′i,G = biCW
−,q′q′′
i,G ≡ CW,q
′q′′
i,G . (586)
This is true for the CW
±:dc,V
i,q(q¯) only up to power corrections in m2/Q2, which are disregarded here.
The coefficient functions are brought into the following compact from :
FW+i =(Vubiu¯+ |Vdu|2d+ |Vsu|2s)CW :du,Vi,q + (|Vdc|2d+ |Vsc|2s)CW :dc,Vi,q
(Vuu+ |Vdu|2bid¯+ |Vsu|2bis¯)CW :du,Vi,m + (|Vdc|2bid¯+ |Vsc|2bis¯)CW :dc,Vi,m
+ Vu
[
CW :du,Si,q Σ + CW :dui,G G
]
+ Vc
[
CW :dc,Si,q Σ + CW :dci,G G
]
, (587)
FW−i =(Vuu+ bi|Vdu|2d¯+ bi|Vsu|2s¯)CW :du,Vi,q + (|Vdc|2d¯+ |Vsc|2s¯)biCW :dc,Vi,q
(biVuu¯+ |Vdu|2d+ |Vsu|2s)CW :du,Vi,m + (|Vdc|2d+ |Vsc|2s)CW :dc,Vi,m
+ biVu
[
CW :du,Si,q Σ + CW :dui,G G
]
+ biVc
[
CW :dc,Si,q Σ + CW :dci,G G
]
, (588)
where the singlet combination of quark PDFs is defined as
Σ = u+ u¯+ d+ d¯+ s+ s¯ . (589)
Note that the minus signs denoted by bi are due to the minus signs in the Feynman rules of the
W±q-vertex, as well as due to the charge conjugation antisymmetry of the fermion line to which
the W -boson is attached. This antisymmetry is due to the presence of a single γ5 and hence
only occurs in contributions to F3.
The emergence of these minus signs is shortly illustrated in the following. In these con-
siderations, factors of i or (−1) stemming from the Feynman rules are not of relevance, since
expressions with the same number of vertices and propagators are compared.
The fermion trace of the digram in Fig. 14(a) can be written as
TW
+,V
q =
∑
Spins
u¯(p′)Γ2
1 + γ5
2 γµΓ1u(p)u¯(p)Γ¯1
1 + γ5
2 γνΓ¯2u(p
′) , (590)
where the Γi denote products of Dirac matrices, multiplied by real numbers which also include
the denominators of the propagators, and Γ¯i = γ0Γ†iγ0 is just Γi with inverted order of the
factors. Assuming an antifermion in the initial state, the same trace has the form
TW
+,V
q¯ =
∑
Spins
v¯(p)Γ¯1
1 + γ5
2 γµΓ¯2v(p
′)v¯(p′)Γ2
1 + γ5
2 γνΓ1v(p)
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Γ2
Γ1
p
p′
W±
(a)
Γ4
Γ3
p′
W+
u
d¯
p′′
(b)
Γ¯4
Γ¯3
p′
W−
u¯
d
p′′
(c)
Figure 14: The QCD corrections, denoted by the gray area, are connected to the scattered quark line
through gluon exchange.
=
∑
Spins
v¯(p′)Γ2
1 + γ5
2 γνΓ1v(p)v¯(p)Γ¯1
1 + γ5
2 γµΓ¯2v(p
′) . (591)
Since the difference between fermion and antifermion spinors in the trace only affects the part
∝ m2, it contributes to the power corrections only, and due to antisymmetry of the γ5 part,
TW
+
q¯ and TW
+
q only differ by a minus sign in front of γ5. This leads to the relations among the
“valence” parts in Eqs. (586).
In case of the “sea”-contributions depicted in Figure 14(b) and (c) the traces read :
TW
+,S =
∑
Spins
u¯u(p′)Γ4
1 + γ5
2 γµΓ3vd(p
′′)v¯d(p′′)Γ¯3
1 + γ5
2 γνΓ¯4uu(p
′) , (592)
TW
−,S =
∑
Spins
u¯d(p′′)Γ¯3
1 + γ5
2 γµΓ¯4vu(p
′)v¯u(p′)Γ4
1 + γ5
2 γνΓ3ud(p
′′)
=
∑
Spins
v¯u(p′)Γ4
1 + γ5
2 γνΓ3ud(p
′′)u¯d(p′′)Γ¯3
1 + γ5
2 γµΓ¯4vu(p
′) . (593)
Here, bispinors of down-type (anti)quarks are marked by the subscript d and the ones of up-
type (anti)quarks are marked by u. One notes, that the relation of the down-(up-)type line to
the string Γ3(Γ4) of γ-matrices is only strict, if the flavors differ in mass, which is dominantly
related to the mass occurring in denominators of propagators. If this is not the case, Γ3 and
Γ¯4 are exchangeable and hence TW
+,S = TW−,S. Generally one further notes, that TW+,S and
TW
−,S only differ by the order of the indices µ and ν which leads to the relations among “sea”
contributions in Eqs. (586).
Note that combining the symmetry statement in the massless case and the antisymmetry of
the part proportional to γ5, leads to the vanishing of the corresponding “sea” contributions and
thus to Eq. (597).
So the sum of partonic structure functions has the form
FW+i + FW
−
i =
(
|Vdu|2(d+ bid¯) + |Vsu|2(s+ bis¯) + Vu(u+ biu¯)
) (
CW :du,Vi,q + CW :du,Vi,m
)
+
(
|Vdc|2(d+ bid¯) + |Vsc|2(s+ bis¯)
) (
CW :dc,Vi,q + CW :dc,Vi,m
)
+ (1 + bi)Vu
[
CW :du,Si,q Σ + CW :dui,G G
]
+ (1 + bi)Vc
[
CW :dc,Si,q Σ + CW :dci,G G
]
, (594)
FW+i −FW
−
i =
(
|Vdu|2(d− bid¯) + |Vsu|2(s− bis¯)− Vu(u− biu¯)
) (
CW :du,Vi,q − CW :du,Vi,m
)
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+
(
|Vdc|2(d− bid¯) + |Vsc|2(s− bis¯)
) (
CW+:dc,Vi,q − CW
+:dc,V
i,m
)
+ (1− bi)Vu
[
CW :du,Si,q Σ + CW :dui,G G
]
+ (1− bi)Vc
[
CW :dc,Si,q Σ + CW :dci,G G
]
. (595)
To make contact with the factorization of the heavy flavor Wilson coefficients [75, 76, 87], we
further separate the contributions to the Wilson coefficients depending on whether they only
consist of massless lines (C), whether they contain massive lines which do not couple to the
W -boson (L), or whether the W -boson couples to a massive line (H) :
CW :du,Vi,q + CW :du,Vi,m ≡ CW
++W−,NS
i,q + L
W++W−,NS
i,q ,
CW :du,Vi,q − CW :du,Vi,m ≡ CW
+−W−,NS
i,q + L
W+−W−,NS
i,q ,
CW :dc,Vi,q + CW :dc,Vi,m ≡ HW
++W−,NS
i,q ,
CW :dc,Vi,q − CW :dc,Vi,m ≡ HW
+−W−,NS
i,q ,
CW :du,Si,q ≡ CW,PSi,q + LW,PSi,q ,
CW :dc,Si,q ≡ HW,PSi,q ,
CW :dui,G ≡ CWi,g + LWi,g ,
CW :dci,G ≡ HWi,g . (596)
Due to charge conjugation invariance of QCD, the gluon and singlet coefficients associated to the
third structure function vanish, cf. [86], as well as the comment below Eq. (592). One therefore
finds
CW,PS3,q = CW3,g = 0 and L
W,PS
3,q = LW3,g = 0 . (597)
If not written explicitly, the light Wilson coefficients depend on nf light flavors :
Ci,j = Ci,j(nf ) . (598)
The heavy flavor Wilson coefficients are always assumed to depend on nf light flavors and the
heavy flavor. Writing the contributions to the structure functions explicitly one finds :
FW+2 + FW
−
2 =
(
|Vdu|2(d+ d¯) + |Vsu|2(s+ s¯) + Vu(u+ u¯)
)
(CW
++W−,NS
2,q + LW
++W−,NS
2,q )
+
(
|Vdc|2(d+ d¯) + |Vsc|2(s+ s¯)
)
HW
++W−,NS
2,q
+ 2Vu
[
(CW,PS2,q + LW,PS2,q )Σ + (CW2,g + LW2,g)G
]
+ 2Vc
[
HW,PS2,q Σ +HW2,gG
]
, (599)
FW+2 −FW
−
2 =
(
|Vdu|2(d− d¯) + |Vsu|2(s− s¯)− Vu(u− u¯)
)
(CW
+−W−,NS
2,q + LW
+−W−,NS
2,q )
+
(
|Vdc|2(d− d¯) + |Vsc|2(s− s¯)
)
HW
+−W−,NS
2,q , (600)
FW+3 + FW
−
3 =
(
|Vdu|2(d− d¯) + |Vsu|2(s− s¯) + Vu(u− u¯)
)
(CW
+−W−,NS
3,q + LW
+−W−,NS
3,q )
+
(
|Vdc|2(d− d¯) + |Vsc|2(s− s¯)
)
HW
+−W−,NS
3,q , (601)
FW+3 −FW
−
3 =
(
|Vdu|2(d+ d¯) + |Vsu|2(s+ s¯)− Vu(u+ u¯)
)
(CW
++W−,NS
3,q + LW
++W−,NS
3,q )
123
+
(
|Vdc|2(d+ d¯) + |Vsc|2(s+ s¯)
)
HW
++W−,NS
3,q
+ 2Vc
[
HW,PS3,q Σ +HW3,gG
]
. (602)
Since the combinations of structure functions behave uniformly under crossing, either even or
odd moments contribute to the combinations in Mellin space. One finds [33, 143–145] :
FW
+
2 + FW
−
2 : even N , (603)
FW
+
2 − FW
−
2 : odd N , (604)
FW
+
3 + FW
−
3 : odd N , (605)
FW
+
3 − FW
−
3 : even N . (606)
Now one can write the even-N combinations in terms of non-singlet combinations of PDFs
∆q = q + q¯ − 1
nf
Σ, (607)
leading to
FW+2 + FW
−
2 =
(
|Vdu|2∆d + |Vsu|2∆s + Vu∆u
)
(CW
++W−,NS
2,q + LW
++W−,NS
2,q )
+
(
|Vdc|2∆d + |Vsc|2∆s
)
HW
++W−,NS
2,q
+ Vu
nf
[
(CW,S2,q + LW,S2,q )Σ + 2nf (CW2,g + LW2,g)G
]
+ Vc
nf
[
HW,S2,q Σ + 2nfHW2,gG
]
, (608)
FW+3 −FW
−
3 =
(
|Vdu|2∆d + |Vsu|2∆s − Vu∆u
)
(CW
++W−,NS
3,q + LW
++W−,NS
3,q )
+
(
|Vdc|2∆d + |Vsc|2∆s
)
HW
++W−,NS
3,q
+ Vc
nf
[(
2nfHW,PS3,q +HW
++W−,NS
3,q
)
Σ + 2nfHW3,gG
]
, (609)
where a singlet combination of Wilson coefficients was defined analogously to the electromagnetic
case [76] :
CW
+±W−,S
2,q := 2nfCW,PS2,q + 2CW
+±W−,NS
2,q ,
LW
+±W−,S
2,q := 2nfLW,PS2,q + 2LW
+±W−,NS
2,q ,
HW
+±W−,S
2,q := 2nfHW,PS2,q +HW
+±W−,NS
2,q . (610)
In order to derive factorization formulae, we choose to take a safe detour via the relations of
parton distributions in the variable flavor number scheme (q′, q¯′) [75, 87], cf. (207–211) :
q′ + q¯′ = ANSqq,Q(q + q¯) + A˜PSqq,QΣ + A˜qg,QG ,
c′ + c¯′ = APSQqΣ + AQgG ,
Σ′ = (nf A˜PSqq,Q + APSQq + ANSqq,Q)Σ + (nf A˜qg,Q + AQg)G ,
G′ = Agq,QΣ + Agg,QG ,
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∆′q +
1
nf
∆′c = ANSqq,Q∆q ,
∆′c =
1
nf + 1
(
nfA
PS
Qq − nf A˜PSqq,Q − ANSqq,Q
)
Σ + 1
nf + 1
(
nfAQg − nf A˜qg,Q
)
G . (611)
Here the notation A˜ij defined in (212) was used. From this point on, the number of light flavors
contributing to the light flavor Wilson coefficients is written explicitly as an argument. The
four-flavor expressions read :
FW+2 + FW
−
2 = (Vd∆′d + Vs∆′s + Vu∆′u + Vc∆′c)C
W++W−,NS
2,q (nf + 1)
+ Vu + Vc
nf + 1
[
CW
++W−,S
2,q,(nf+1) Σ
′ + 2(nf + 1)CW2,g(nf + 1)G′
]
, (612)
FW+2 −FW
−
2 =
(
Vd(d− d¯) + Vs(s− s¯)− Vu(u− u¯)− Vc(c− c¯)
)
CW
+−W−,NS
2,q (nf + 1) , (613)
FW+3 −FW
−
3 = (Vd∆′d + Vs∆′s − Vu∆′u − Vc∆′c)CW
++W−,NS
3,q (nf + 1) , (614)
FW+3 + FW
−
3 =
(
Vd(d− d¯) + Vs(s− s¯) + Vu(u− u¯) + Vc(c− c¯)
)
CW
+−W−,NS
3,q (nf + 1) . (615)
Comparing the coefficients of Σ, G,∆q, Vu, Vc in eqs. (612) and (608) one finds
CW
+±W−,NS
2,q (nf ) + LW
+±W−,NS
2,q = ANSqq,QC
W+±W−,NS
2,q (nf + 1) ,
HW
+±W−,NS
2,q = ANSqq,QC
W+±W−,NS
2,q (nf + 1) ,
CW,PS2,q (nf ) + LW,PS2,q = A˜PSqq,QC
W++W−,NS
2,q (nf + 1)
+ CW,PS2,q (nf + 1)
(
nf A˜
PS
qq,Q + APSQq + ANSqq,Q
)
+ Agq,QCW2,g(nf + 1) ,
HW,PS2,q =
1
2
(
A˜PSqq,Q + APSQq
)
CW
++W−,NS
2,q (nf + 1)
+
(
nf A˜
PS
qq,Q + APSQq + ANSqq,Q
)
CW,PS2,q (nf + 1)
+ Agq,QCW2,g(nf + 1) ,
CW2,g(nf ) + LW2,g = A˜qg,QC
W++W−,NS
2,q (nf + 1)
+
(
nf A˜qg,Q + AQg
)
CW,PS2,q (nf + 1) + Agg,QCW2,g(nf + 1) ,
HW2,g =
1
2
(
A˜qg,Q + AQg
)
CW
++W−,NS
2,q (nf + 1)
+
(
nf A˜qg,Q + AQg
)
CW,PS2,q (nf + 1) + Agg,QCW2,g(nf + 1) ,
(616)
where the odd-N combinations are included in analogy to the even-N ones. From eqs. (614) and
(609) one can deduce similarly
LW
+±W−,NS
3,q = ANSqq,QC
W+±W−,NS
3,q (nf + 1)− CW
+±W−,NS
3,q (nf ) ,
HW
+±W−,NS
3,q = ANSqq,QC
W+±W−,NS
3,q (nf + 1) ,
HW,PS3,q =
1
2(A˜
PS
qq,Q − APSQq)CW
++W−,NS
3,q (nf + 1) ,
HW3,g =
1
2(A˜qg,Q − AQg)C
W++W−,NS
3,q (nf + 1) . (617)
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By inserting the odd-N factorization relations into (600) and (602), and comparing with (613)
and (615), respectively, one finds :
q′ − q¯′ = ANSqq,Q(q − q¯) ,
c′ − c¯′ = 0 . (618)
Expanding the above relations up to order a2s,
f(as) =
∞∑
l=0
alsf
(l) , (619)
one finds the asymptotic representations. The relations for the longitudinal structure function
FL are almost complete analogs to the ones for F2, so they are included using the index i = 2/L,
where the only structural difference, denoted by Kronecker symbols δi,2, derives from the fact,
that the coefficients CNSL do not have a Born contribution. On the Born level, one obviously has
H
W+±W−,NS,(0)
i,q = δi,2 ,
H
W+±W−,NS,(0)
3,q = 1 . (620)
At 1-loop level, one obtains
H
W+±W−,NS,(1)
i,q = C
W+±W−,NS,(1)
i,q (nf + 1) ,
H
W,(1)
i,g =
1
2δi,2A
(1)
Qg + C
W,(1)
i,g (nf + 1) ,
H
W+±W−,NS,(1)
3,q = C
W+±W−,NS,(1)
3,q (nf + 1) ,
H
W,(1)
3,g = −
1
2A
(1)
Qg , (621)
in accordance with (520–522). At 2-loop order, the asymptotic formulae take the form :
L
W+±W−,NS,(2)
i,q = δi,2A
NS,(2)
qq,Q + C
W+±W−,NS,(2)
i,q (nf + 1)− CW
+±W−,NS,(2)
i,q (nf ) ,
H
W+±W−,NS,(2)
i,q = δi,2A
NS,(2)
qq,Q + C
W+±W−,NS,(2)
i,q (nf + 1) ,
L
W,PS,(2)
i,q = C
W,PS,(2)
i,q (nf + 1)− CW,PS,(2)i,q (nf ) = 0 ,
H
W,PS,(2)
i,q =
1
2δi,2A
PS,(2)
Qq + C
W,PS,(2)
i,q (nf + 1) ,
L
W,(2)
i,g = A
(1)
gg,QC
W,(1)
i,g (nf + 1) + C
W,(2)
i,g (nf + 1)− CW,(2)i,g (nf ) ,
H
W,(2)
i,g = A
(1)
gg,QC
W,(1)
i,g (nf + 1) + C
W,(2)
i,g (nf + 1)
+ 12
(
δi,2A
(2)
Qg + A
(1)
QgC
W++W−,NS,(1)
i,q (nf + 1)
)
,
L
W+±W−,NS,(2)
3,q = A
NS,(2)
qq,Q + C
W+±W−,NS,(2)
3,q (nf + 1)− CW
+±W−,NS,(2)
3,q (nf ) ,
H
W+±W−,NS,(2)
3,q = A
NS,(2)
qq,Q + C
W+±W−,NS,(2)
3,q (nf + 1) ,
H
W,PS,(2)
3,q = −
1
2A
PS,(2)
Qq ,
H
W,(2)
3,g =
1
2
(
−A(2)Qg − A(1)QgCW
++W−,NS,(1)
3,q (nf + 1)
)
. (622)
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Comparing with results given in [86], one finds that the abve relations agree for HW,(1)2,g and
H
W,PS,(2)
2,q . They further correct H
W,(2)
2,g with regard to heavy quark loop contributions on external
lines, cf. [87], and correct signes in HW,(1)3,g , H
W,(2)
3,g and H
W,PS,(2)
3,g .
The non-singlet light flavor Wilson coefficients c(i),ns,±i,q defined in Eq. (94) of [85] are related
to the ones used above via
C
W+±W−,NS,(i)
i,q = c
(i),ns,+
i,q ± c(i),ns,−i,q , i = 2, 3 , (623)
where the ±-signs correspond to each other on the left and right hand sides. The splitting
denoted by superscripts + or − is the same as in Eq. (14) in [84]. The gluonic and pure singlet
Wilson coefficients can be taken over from the electromagnetic case. Using c(i)i,ps and c
(i)
i,g from [64],
one finds
C
W,PS,(i)
i,q (nf ) =
1
nf
c
(i)
i,ps, C
W,PS,(i)
i,g (nf ) =
1
nf
c
(i)
i,g, i = 2, L . (624)
The contributions to the non-singlet Wilson coefficients of the structure functions F2,3 were
given in [81–84], and confirmed in [85] (see also [339], where also the even-odd-N difference for
the Wilson coefficient of FL is published).
Note that although the complete set of Wilson coefficients up to the third loop order was
published as computer algebraic input in x- and N -space in [64] for the photon exchange case (see
also [295], for more compact representations), the implied odd-N expressions are not correct.
One either has to rederive the even-N combination with the correct (−1)N -factors from the
x-space representation of [64] and then use the differences given in [339] to obtain the odd-N
expressions, or just use the even-/odd-N combinations from [81].
10.5.3 The Asymptotic Representations at O(α2s) in Mellin and x-Space
The heavy flavor Wilson coefficients are constructed as described above, and are given explicitly
in Mellin space in the following. The appearing harmonic sums are reduced to the following
basis :
{S1(N), S2(N), S−2(N), S3(N), S−3(N), S2,1(N), S−2,1(N),
S4(N), S−4(N), S3,1(N), S−3,1(N), S−2,2(N), S2,1,1(N)} . (625)
For brevity, the arguments N will be omitted. The results are :
L
W++W−,NS,(2)
2,q = CF
83S2,1 − 49S13 + 43S2S1 − 44S39 − 29N
2 + 29N − 6
9N(N + 1) S1
2
+ 85N
2 + 85N − 6
9N(N + 1) S2 −
247N4 + 620N3 + 331N2 + 66N + 72
27N2(N + 1)2 S1
+ P66108N3(N + 1)3

+ CFTF ln2
m2
Q2
2(3N2 + 3N + 2)3N(N + 1) − 83S1

+ CFTF ln
m2
Q2
163 S2 − 809 S1 + 2(3N
4 + 6N3 + 47N2 + 20N − 12)
9N2(N + 1)2

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+ CFTF
 P6754N3(N + 1)3 − 22427 S1 + 409 S2 − 83S3
 , (626)
P66 = 1371N6 + 2517N5 + 1397N4 + 31N3 + 140N2 + 648N + 360 , (627)
P67 = 219N6 + 657N5 + 1193N4 + 763N3 − 40N2 − 48N + 72 , (628)
H
W++W−,NS,(2)
2,q = C2F
2S14 + 2(3N2 + 3N − 2)N(N + 1) S13 − 27N
4 + 26N3 − 9N2 − 40N − 24
2N2(N + 1)2 S1
2
− 16(−1)Nζ2S12 + 16ζ2S12 − 32(−1)NS−2S12 − 20S2S12 − P682N3(N + 1)3S1
− 8(−1)
N(4N − 3)
N(N + 1) S1ζ2 +
8(4N − 3)
N(N + 1)S1ζ2 + 32(−1)
Nζ3S1 + 16ζ3S1
+ 16(−1)NS−3S1 − 16(−1)
N(4N − 3)
N(N + 1) S1S−2 −
2(9N2 + 9N − 10)
N(N + 1) S1S2
− 24S3S1 + 32(−1)NS−2,1S1 + 16S2,1S1 − 645 (−1)
Nζ22 +
64ζ22
5 + 24S−2
2
+ 6S22 +
P69
8(N − 2)N4(N + 1)4(N + 3) −
4(−1)NP70
(N − 2)N2(N + 1)2(N + 3)ζ2
+ 4P70(N − 2)N2(N + 1)2(N + 3)ζ2 +
4(−1)N(4N − 5)
N(N + 1) ζ3
− 4(18N
2 − 2N + 7)
N(N + 1) ζ3 + 40(−1)
NS−4 − 32(−1)
N
N + 1 S−3
− 8(−1)
NP70
(N − 2)N2(N + 1)2(N + 3)S−2 − 24(−1)
Nζ2S−2 + 24ζ2S−2
+ 95N
4 + 162N3 + 35N2 − 32N − 16
2N2(N + 1)2 S2 + 8(−1)
Nζ2S2 − 8ζ2S2
+ 16(−1)NS−2S2 − 2(9N
2 + 25N − 10)
N(N + 1) S3 + 12S4 − 32(−1)
NS−3,1
+ 32(−1)
N(2N − 1)
N(N + 1) S−2,1 − 16(−1)
NS−2,2 +
4(3N2 + 3N − 2)
N(N + 1) S2,1
+ 40S3,1 − 24S2,1,1
+ CFTF ln2
m2
Q2
2(3N2 + 3N + 2)3N(N + 1) − 83S1

+ CFTF ln
m2
Q2
2(3N4 + 6N3 + 47N2 + 20N − 12)9N2(N + 1)2 − 809 S1 + 163 S2

+ CFTF
 P7154N3(N + 1)3 − 22427 S1 + 409 S2 − 83S3

+ nfCF
−49S13 − 29N
2 + 29N − 6
9N(N + 1) S1
2
− 247N
4 + 620N3 + 331N2 + 66N + 72
27N2(N + 1)2 S1 +
4
3S2S1 +
P72
108N3(N + 1)3
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+ 85N
2 + 85N − 6
9N(N + 1) S2 −
44
9 S3 +
8
3S2,1
+ CF
−49S13
− 29N
2 + 29N − 6
9N(N + 1) S1
2 − 247N
4 + 620N3 + 331N2 + 66N + 72
27N2(N + 1)2 S1 +
4
3S2S1
+ P72108N3(N + 1)3 +
85N2 + 85N − 6
9N(N + 1) S2 −
44
9 S3 +
8
3S2,1

+ CACF
229 S13 + (367N
2 + 367N − 66)
18N(N + 1) S1
2 + 8(−1)Nζ2S12 − 8ζ2S12
+ 16(−1)NS−2S12 + 4S2S12 + P7354N2(N + 1)3S1 +
4(−1)N(4N − 3)
N(N + 1) S1ζ2
− 4(4N − 3)
N(N + 1)S1ζ2 − 16(−1)
Nζ3S1 − 32ζ3S1 − 8(−1)NS−3S1
+ 8(−1)
N(4N − 3)
N(N + 1) S1S−2 −
2(11N2 + 11N + 6)
3N(N + 1) S1S2 + 24S3S1
− 16(−1)NS−2,1S1 − 16S2,1S1 + 325 (−1)
Nζ22 −
32ζ22
5 − 12S−2
2 − 4S22
− P74216(N − 2)N3(N + 1)3(N + 3) +
2(−1)NP70
(N − 2)N2(N + 1)2(N + 3)ζ2
− 2P70(N − 2)N2(N + 1)2(N + 3)ζ2 −
2(−1)N(4N − 5)
N(N + 1) ζ3
+ 2(27N
2 + 7N + 13)
N(N + 1) ζ3 − 20(−1)
NS−4 +
16(−1)N
N + 1 S−3
+ 4(−1)
NP70
(N − 2)N2(N + 1)2(N + 3)S−2 + 12(−1)
Nζ2S−2 − 12ζ2S−2
− (1067N
3 + 2134N2 + 929N − 66)
18N(N + 1)2 S2 − 4(−1)
Nζ2S2 + 4ζ2S2
− 8(−1)NS−2S2 + 2(121N
2 + 193N − 72)
9N(N + 1) S3 − 8S4 + 16(−1)
NS−3,1
− 16(−1)
N(2N − 1)
N(N + 1) S−2,1 + 8(−1)
NS−2,2 − 4(11N
2 + 11N − 6)
3N(N + 1) S2,1
− 24S3,1 + 24S2,1,1
 , (629)
P68 = 51N6 + 203N5 + 207N4 + 33N3 + 106N2 + 160N + 48 , (630)
P69 = 331N10 + 1179N9 − 848N8 − 4754N7 − 2157N6 + 4247N5 + 3474N4
− 2528N3 − 4976N2 − 2704N − 480 , (631)
P70 = 2N6 − 2N5 − 3N4 + 26N3 − 45N2 − 34N − 48 , (632)
P71 = 219N6 + 657N5 + 1193N4 + 763N3 − 40N2 − 48N + 72 , (633)
P72 = 1371N6 + 2517N5 + 1397N4 + 31N3 + 140N2 + 648N + 360 , (634)
P73 = 3155N5 + 11607N4 + 12279N3 + 3329N2 + 510N + 792 , (635)
P74 = 16395N8 + 47520N7 − 51416N6 − 162042N5 − 99843N4 + 7930N3
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+ 21432N2 − 25848N − 23760 , (636)
(637)
H
W+−W−,NS,(2)
2,q = H
W++W−,NS,(2)
2,q + CF (CF − CA/2)
64(−1)NS−3,1 − 64(−1)N(2N − 1)N(N + 1) S−2,1
− 64(−1)NS1S−2,1 + 32(−1)NS−2,2 + 16(2N
2 + 2N + 1)
N3(N + 1)3 S1
− 16P75(N − 2)N2(N + 1)2(N + 2)(N + 3)ζ2
+ 16(−1)
NP76
(N − 2)N2(N + 1)2(N + 2)(N + 3)S−2
+ 8(−1)
NP76
(N − 2)N2(N + 1)2(N + 2)(N + 3)ζ2
− 4P77(N − 2)N4(N + 1)4(N + 2)(N + 3) + 32(−1)
Nζ2S1
2
+ 48(−1)Nζ2S−2 + 16(−1)
N(4N − 3)
N(N + 1) S1ζ2 − 16(−1)
Nζ2S2
− 64(−1)Nζ3S1 + 64(−1)NS−2S12 − 80(−1)NS−4 + 64(−1)
N
N + 1 S−3
− 32(−1)NS−3S1 + 32(−1)
N(4N − 3)
N(N + 1) S1S−2 − 32(−1)
NS−2S2
+ 1285 (−1)
Nζ22 −
8(−1)N(4N − 5)
N(N + 1) ζ3
 , (638)
P75 = 2N5 + 6N4 − 3N3 − 33N2 − 26N − 24 , (639)
P76 = 2N7 + 2N6 − 11N5 + 8N4 + 13N3 − 58N2 − 64N − 48 , (640)
P77 = N9 + 6N8 − 3N7 + 75N6 + 278N5 + 239N4 − 186N3 − 386N2 − 264N − 72 , (641)
H
W,PS,(2)
2,q = − CFTF ln2
m2
Q2
 2(N2 +N + 2)2
(N − 1)N2(N + 1)2(N + 2)
− CFTF ln
m2
Q2
 4P78
(N − 1)N3(N + 1)3(N + 2)2
+ CFTF
 2P79(N − 1)N4(N + 1)4(N + 2)3 − 4(N
2 +N + 2)2S2
(N − 1)N2(N + 1)2(N + 2)

+ CF
 2(N2 +N + 2)2(N − 1)N2(N + 1)2(N + 2)S12 − 2(N
2 +N + 2)2
(N − 1)N2(N + 1)2(N + 2)S2
+ 4P80(N − 1)N3(N + 1)3(N + 2)2S1 +
2P81
(N − 1)N4(N + 1)4(N + 2)3
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+ 32(−1)
N
(N − 1)N(N + 1)(N + 2)S−2 +
16(−1)N
(N − 1)N(N + 1)(N + 2)ζ2
− 16(N − 1)N(N + 1)(N + 2)ζ2
 , (642)
P78 = 5N5 + 32N4 + 49N3 + 38N2 + 28N + 8 , (643)
P79 = N10 + 8N9 + 29N8 + 49N7 − 11N6 − 131N5 − 161N4 − 160N3 − 168N2
− 80N − 16 , (644)
P80 = N7 − 15N5 − 58N4 − 92N3 − 76N2 − 48N − 16 , (645)
P81 = 3N10 + 14N9 + 33N8 + 79N7 + 297N6 + 849N5 + 1373N4 + 1312N3
+ 840N2 + 368N + 80 , (646)
L
W,(2)
2,g = TF ln
m2
Q2
− 8(N2 +N + 2)3N(N + 1)(N + 2)S1 − 8(N
3 − 4N2 −N − 2)
3N2(N + 1)(N + 2)
 , (647)
H
W,(2)
2,g = ln2
m2
Q2
−T 2F 8(N2 +N + 2)3N(N + 1)(N + 2) + CFTF
3N4 + 6N3 + 11N2 + 8N + 4
N2(N + 1)2(N + 2)
− 4(N
2 +N + 2)
N(N + 1)(N + 2)S1
+ CATF
 4(N2 +N + 2)
N(N + 1)(N + 2)S1
− 8(N
4 + 2N3 + 4N2 + 3N + 2)
(N − 1)N2(N + 1)2(N + 2)2
+ ln
m2
Q2
TF
−8(N3 − 4N2 −N − 2)3N2(N + 1)(N + 2)
− 8(N
2 +N + 2)
3N(N + 1)(N + 2)S1
+ CATF
 4(N2 +N + 2)
N(N + 1)(N + 2)S1
2 − 16(2N + 3)(N + 1)2(N + 2)2S1
− 4P82(N − 1)N3(N + 1)3(N + 2)3 +
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) ζ2 −
4(N2 +N + 2)
N(N + 1)(N + 2)ζ2
+ 8(−1)
N(N2 +N + 2)S−2
N(N + 1)(N + 2) +
4(N2 +N + 2)
N(N + 1)(N + 2)S2

+ CFTF
− 8(N2 +N + 2)
N(N + 1)(N + 2)S1
2 − 2(3N
4 + 2N3 − 9N2 − 16N − 12)
N2(N + 1)2(N + 2) S1
+ 2(4N
6 + 5N5 − 10N4 − 39N3 − 40N2 − 24N − 8)
N3(N + 1)3(N + 2) +
8(N2 +N + 2)
N(N + 1)(N + 2)S2

+ CFTF
− 2(N2 +N + 2)3N(N + 1)(N + 2)S13 + 2(3N + 2)N2(N + 2)S12
+ 2(N
4 −N3 − 20N2 − 10N − 4)
N2(N + 1)2(N + 2) S1 −
2(N2 +N + 2)
N(N + 1)(N + 2)S1S2 +
P83
N4(N + 1)4(N + 2)
+ 2(N
4 + 17N3 + 17N2 − 5N − 2)
N2(N + 1)2(N + 2) S2 +
8(N2 +N + 2)
3N(N + 1)(N + 2)S3

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+ CATF
 2(N2 +N + 2)3N(N + 1)(N + 2)S13 − 2(N
3 + 8N2 + 11N + 2)
N(N + 1)2(N + 2)2 S1
2
− 2P84
N(N + 1)3(N + 2)3S1 +
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S1ζ2 −
4(N2 +N + 2)
N(N + 1)(N + 2)S1ζ2
+ 8(−1)
N(N2 +N + 2)
N(N + 1)(N + 2) S1S−2 +
6(N2 +N + 2)
N(N + 1)(N + 2)S1S2
+ 2P85(N − 1)N4(N + 1)4(N + 2)4 +
4(−1)N(N2 −N − 4)
(N + 1)2(N + 2)2 ζ2 −
4(N2 −N − 4)
(N + 1)2(N + 2)2 ζ2
− 2(−1)
N(N2 +N + 2)
N(N + 1)(N + 2) ζ3 +
2(N2 +N + 2)
N(N + 1)(N + 2)ζ3 +
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S−3
+ 8(−1)
N(N2 −N − 4)
(N + 1)2(N + 2)2 S−2 −
2P86
(N − 1)N2(N + 1)2(N + 2)2S2
+ 16(N
2 +N + 2)
3N(N + 1)(N + 2)S3 −
8(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S−2,1

+ CA
− 2(N2 +N + 2)3N(N + 1)(N + 2)S13 − 4P87(N − 1)N(N + 1)2(N + 2)2S12
− 2P88(N − 1)N3(N + 1)3(N + 2)3S1 +
4(−1)N(N − 1)
N(N + 1) S1ζ2 −
4(N − 1)
N(N + 1)S1ζ2
+ 8(−1)
N(N − 1)
N(N + 1) S1S−2 +
10(N2 +N + 2)
N(N + 1)(N + 2)S1S2 −
2P89
(N − 1)N4(N + 1)4(N + 2)4
+ 4(−1)
NP90
(N − 1)N(N + 1)2(N + 2)2 ζ2 −
4P90
(N − 1)N(N + 1)2(N + 2)2 ζ2
− 2(3N
2 + 3N − 14)
N(N + 1)(N + 2) ζ3 −
2(−1)N(3N2 + 3N + 2)
N(N + 1)(N + 2) ζ3 −
8(−1)N(N2 +N + 4)
N(N + 1)(N + 2) S−3
+ 8(−1)
NP90
(N − 1)N(N + 1)2(N + 2)2S−2 +
4P91
(N − 1)N(N + 1)2(N + 2)2S2
+ 4(5N
2 + 5N − 2)
3N(N + 1)(N + 2)S3 +
32(−1)N
N(N + 1)(N + 2)S−2,1 −
8(N2 +N + 2)
N(N + 1)(N + 2)S2,1

+ CF
− 10(N2 +N + 2)3N(N + 1)(N + 2)S13 − (9N
4 + 12N3 +N2 − 14N − 16)
N2(N + 1)2(N + 2) S1
2
+ 2P92
N3(N + 1)3(N + 2)S1 +
32(−1)N
N(N + 1)(N + 2)S1ζ2 −
32
N(N + 1)(N + 2)S1ζ2
+ 64(−1)
N
N(N + 1)(N + 2)S1S−2 +
6(N2 +N + 2)
N(N + 1)(N + 2)S1S2
− P93(N − 2)N4(N + 1)4(N + 2)(N + 3) +
4(−1)NP94
(N − 2)N2(N + 1)2(N + 2)(N + 3)ζ2
− 4P94(N − 2)N2(N + 1)2(N + 2)(N + 3)ζ2 +
8(3N2 + 3N − 4)
N(N + 1)(N + 2)ζ3
− 16(−1)
N
N(N + 1)(N + 2)ζ3 +
32(−1)N
N(N + 1)(N + 2)S−3
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+ 8(−1)
NP94
(N − 2)N2(N + 1)2(N + 2)(N + 3)S−2 +
9N4 + 8N3 + 9N2 + 6N − 8
N2(N + 1)2(N + 2) S2
− 32(N
2 +N − 1)
3N(N + 1)(N + 2)S3 −
64(−1)N
N(N + 1)(N + 2)S−2,1 +
8(N2 +N + 2)
N(N + 1)(N + 2)S2,1
 , (648)
P82 = N9 + 6N8 + 15N7 + 25N6 + 36N5 + 85N4 + 128N3 + 104N2 + 64N + 16 , (649)
P83 = 12N8 + 52N7 + 132N6 + 216N5 + 191N4 + 54N3 − 25N2 − 20N − 4 , (650)
P84 = N6 + 8N5 + 23N4 + 54N3 + 94N2 + 72N + 8 , (651)
P85 = 2N12 + 20N11 + 86N10 + 192N9 + 199N8 −N7 − 297N6 − 495N5 − 514N4
− 488N3 − 416N2 − 176N − 32 , (652)
P86 = 7N5 + 21N4 + 13N3 + 21N2 + 18N + 16 , (653)
P87 = N5 − 2N4 − 6N3 − 3N2 − 12N − 2 , (654)
P88 = 7N9 + 5N8 − 43N7 + 25N6 + 296N5 + 498N4 + 524N3 + 336N2 + 144N + 32 , (655)
P89 = 4N12 + 34N11 + 100N10 + 116N9 − 81N8 − 637N7 − 1677N6 − 3093N5
− 3998N4 − 3472N3 − 2064N2 − 816N − 160 , (656)
P90 = N5 −N4 − 5N3 + 3N2 + 14N + 12 , (657)
P91 = N5 − 10N3 − 9N2 − 4N − 2 , (658)
P92 = N6 − 7N5 − 3N4 − 5N3 − 30N2 − 40N − 16 , (659)
P93 = 2N10 + 18N9 + 98N8 + 98N7 − 425N6 − 1071N5 − 477N4 + 651N3 + 886N2
+ 484N + 120 , (660)
P94 = N6 + 7N5 − 7N4 − 39N3 + 14N2 + 40N + 48 , (661)
L
W++W−,NS,(2)
3,q = L
W++W−,NS,(2)
2,q + CF
2(38N3 + 27N2 − 17N − 12)9N2(N + 1)2 + 4(2N + 1)3N(N + 1)S1
 , (662)
H
W++W−,NS,(2)
3,q = H
W++W−,NS,(2)
2,q + C2F
1285 (−1)Nζ22 + 32(−1)NS12ζ2
+ 32P95(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)ζ2
+ 8(−1)
NP96
(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)ζ2 + 48(−1)
NS−2ζ2
− 16(2N − 1)
N(N + 1) ζ2S1 +
32(−1)N(N − 1)
N(N + 1) ζ2S1 − 16(−1)
NS2ζ2
− 4(2N + 1)
N(N + 1)S1
2 + 64(−1)NS−2S12
+ P97(N − 2)(N − 1)N4(N + 1)4(N + 2)(N + 3) −
40(2N − 1)
N(N + 1) ζ3
− 16(−1)
N(N − 2)
N(N + 1) ζ3 − 80(−1)
NS−4 +
16(−1)N(2N + 1)
N(N + 1) S−3
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+ 16(−1)
NP96
(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)S−2 +
2P98
N3(N + 1)3S1
− 64(−1)Nζ3S1 − 32(−1)NS−3S1 + 64(−1)
N(N − 1)
N(N + 1) S1S−2 +
4(2N + 1)
N(N + 1)S2
− 32(−1)NS−2S2 + 16(2N − 1)
N(N + 1) S3 + 64(−1)
NS−3,1 − 32(−1)
N(2N − 1)
N(N + 1) S−2,1
− 64(−1)NS1S−2,1 + 32(−1)NS−2,2
+ nfCF
2(38N3 + 27N2 − 17N − 12)9N2(N + 1)2
+ 4(2N + 1)S13N(N + 1)
+ CF
2(38N3 + 27N2 − 17N − 12)9N2(N + 1)2 + 4(2N + 1)S13N(N + 1)

+ CACF
−645 (−1)Nζ22 − 16(−1)NS12ζ2
− 16P95(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)ζ2
− 4(−1)
NP96
(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)ζ2 − 24(−1)
NS−2ζ2
+ 8(2N − 1)
N(N + 1) ζ2S1 −
16(−1)N(N − 1)
N(N + 1) ζ2S1 + 8(−1)
NS2ζ2 − 32(−1)NS−2S12
+ P999(N − 2)(N − 1)N4(N + 1)4(N + 2)(N + 3) +
20(2N − 1)
N(N + 1) ζ3
+ 8(−1)
N(N − 2)
N(N + 1) ζ3 + 40(−1)
NS−4 − 8(−1)
N(2N + 1)
N(N + 1) S−3
− 8(−1)
NP96
(N − 2)(N − 1)N2(N + 1)2(N + 2)(N + 3)S−2
− 2(46N
5 + 67N4 − 4N3 −N2 + 24N + 12)
3N3(N + 1)3 S1 + 32(−1)
Nζ3S1
+ 16(−1)NS−3S1 − 32(−1)
N(N − 1)
N(N + 1) S1S−2 + 16(−1)
NS−2S2 − 8(2N − 1)
N(N + 1)S3
− 32(−1)NS−3,1 + 16(−1)
N(2N − 1)
N(N + 1) S−2,1 + 32(−1)
NS1S−2,1
− 16(−1)NS−2,2
 , (663)
P95 = N7 +N6 − 7N5 −N4 + 16N3 − 6N2 − 4N − 12 , (664)
P96 = 2N8 + 4N7 − 5N6 −N5 − 17N4 − 67N3 − 16N2 + 4N + 48 , (665)
P97 = 34N11 + 161N10 − 135N9 − 1238N8 − 832N7 + 1573N6 + 2113N5
+ 1352N4 + 884N3 + 120N2 − 672N − 288 , (666)
P98 = 18N5 + 23N4 − 4N3 + 13N2 + 22N + 8 , (667)
P99 = − 430N11 − 2089N10 + 159N9 + 11688N8 + 11736N7 − 9189N6 − 16613N5 − 8006N4
− 3708N3 − 1260N2 + 2592N + 1296 , (668)
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H
W+−W−,NS,(2)
3,q = H
W++W−,NS,(2)
3,q + CF (CF − CA/2)
−64(−1)NS−3,1 + 64(−1)NS1S−2,1
− 32(−1)NS−2,2 − 16(2N
2 + 2N + 1)
N3(N + 1)3 S1
− 16(−1)
N(2N4 + 2N3 +N2 + 2N − 4)
(N − 1)N2(N + 2) S−2
+ 16(N
4 + 2N3 − 3N2 − 4N − 2)
(N − 1)N2(N + 1)2(N + 2) ζ2
− 8(−1)
N(2N4 + 2N3 +N2 + 2N − 4)
(N − 1)N2(N + 2) ζ2 +
4P100
(N − 1)N4(N + 1)4(N + 2)
− 32(−1)Nζ2S12 − 48(−1)Nζ2S−2 + 16(−1)
N
N(N + 1)S1ζ2 + 16(−1)
Nζ2S2
+ 64(−1)Nζ3S1 − 64(−1)NS−2S12 + 80(−1)NS−4 − 32(−1)
N
N(N + 1)S−3
+ 32(−1)NS−3S1 + 32(−1)
N
N(N + 1)S1S−2 + 32(−1)
NS−2S2
− 1285 (−1)
Nζ22 −
24(−1)N
N(N + 1)ζ3
 , (669)
P100 = 9N8 + 36N7 + 41N6 + 13N5 + 44N4 + 67N3 + 20N2 − 26N − 12 , (670)
H
W,PS,(2)
3,q = CFTF ln2
m2
Q2
 2(N2 +N + 2)2
(N − 1)N2(N + 1)2(N + 2)
+ CFTF ln
m2
Q2
 4P101
(N − 1)N3(N + 1)3(N + 2)2
+ CFTF
 4(N2 +N + 2)2(N − 1)N2(N + 1)2(N + 2)S2 − 2P102(N − 1)N4(N + 1)4(N + 2)3
 , (671)
P101 = 5N5 + 32N4 + 49N3 + 38N2 + 28N + 8 , (672)
P102 = N10 + 8N9 + 29N8 + 49N7 − 11N6 − 131N5 − 161N4 − 160N3
− 168N2 − 80N − 16 , (673)
H
W,(2)
3,g = ln2
m2
Q2
T 2F 8(N2 +N + 2)3N(N + 1)(N + 2) + CATF
8(N4 + 2N3 + 4N2 + 3N + 2)
(N − 1)N2(N + 1)2(N + 2)2
− 4(N
2 +N + 2)
N(N + 1)(N + 2)S1
+ CFTF
 4(N2 +N + 2)
N(N + 1)(N + 2)S1
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− 3N
4 + 6N3 + 11N2 + 8N + 4
N2(N + 1)2(N + 2)
+ ln
m2
Q2
CFTF
8(N2 +N + 2)S12
N(N + 1)(N + 2)
+ 2(3N
4 + 2N3 − 9N2 − 16N − 12)S1
N2(N + 1)2(N + 2) −
2P103
N3(N + 1)3(N + 2)
− 8(N
2 +N + 2)
N(N + 1)(N + 2)S2
+ CATF
− 4(N2 +N + 2)
N(N + 1)(N + 2)S1
2 + 16(2N + 3)(N + 1)2(N + 2)2S1
+ 4P104(N − 1)N3(N + 1)3(N + 2)3 −
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) ζ2 +
4(N2 +N + 2)
N(N + 1)(N + 2)ζ2
− 8(−1)
N(N2 +N + 2)
N(N + 1)(N + 2) S−2 −
4(N2 +N + 2)
N(N + 1)(N + 2)S2

+ CFTF
 2(N2 +N + 2)3N(N + 1)(N + 2)S13 − 2(3N + 2)N2(N + 2)S12
− 2(N
4 −N3 − 20N2 − 10N − 4)
N2(N + 1)2(N + 2) S1 +
2(N2 +N + 2)
N(N + 1)(N + 2)S1S2 −
P105
N4(N + 1)4(N + 2)
− 2(N
4 + 17N3 + 17N2 − 5N − 2)
N2(N + 1)2(N + 2) S2 −
8(N2 +N + 2)
3N(N + 1)(N + 2)S3

+ CATF
− 2(N2 +N + 2)3N(N + 1)(N + 2)S13 + 2(N
3 + 8N2 + 11N + 2)
N(N + 1)2(N + 2)2 S1
2
+ 2P106
N(N + 1)3(N + 2)3S1 −
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S1ζ2 +
4(N2 +N + 2)
N(N + 1)(N + 2)S1ζ2
− 8(−1)
N(N2 +N + 2)
N(N + 1)(N + 2) S1S−2 −
6(N2 +N + 2)
N(N + 1)(N + 2)S1S2
− 2P107(N − 1)N4(N + 1)4(N + 2)4 −
4(−1)N(N2 −N − 4)
(N + 1)2(N + 2)2 ζ2 +
4(N2 −N − 4)
(N + 1)2(N + 2)2 ζ2
+ 2(−1)
N(N2 +N + 2)
N(N + 1)(N + 2) ζ3 −
2(N2 +N + 2)
N(N + 1)(N + 2)ζ3 −
4(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S−3
− 8(−1)
N(N2 −N − 4)
(N + 1)2(N + 2)2 S−2 +
2(7N5 + 21N4 + 13N3 + 21N2 + 18N + 16)
(N − 1)N2(N + 1)2(N + 2)2 S2
− 16(N
2 +N + 2)
3N(N + 1)(N + 2)S3 +
8(−1)N(N2 +N + 2)
N(N + 1)(N + 2) S−2,1
 , (674)
P103 = 4N6 + 7N5 − 5N4 − 31N3 − 33N2 − 22N − 8 , (675)
P104 = N9 + 6N8 + 15N7 + 25N6 + 36N5 + 85N4 + 128N3 + 104N2 + 64N + 16 , (676)
P105 = 12N8 + 52N7 + 132N6 + 216N5 + 191N4 + 54N3 − 25N2 − 20N − 4 , (677)
P106 = N6 + 8N5 + 23N4 + 54N3 + 94N2 + 72N + 8 , (678)
P107 = 2N12 + 20N11 + 86N10 + 192N9 + 199N8 −N7 − 297N6 − 495N5
− 514N4 − 488N3 − 416N2 − 176N − 32 . (679)
Since QCD analyses of deep-inelastic scattering data are commonly performed in x-space,
the heavy flavor Wilson coefficients are also given after a Mellin inversion. Here the harmonic
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polylogarithms occur, which are reduced to the following basis set :
{H0(x), H1(x), H−1(x), H0,1(x), H0,−1(x), H0,0,1(x), H0,0,−1(x),
H0,1,1(x), H0,1,−1(x), H0,−1,1(x), H0,−1,−1(x)} . (680)
Also here, arguments x will not be written explicitly. The coefficients then take the form :
L
W++W−,NS,(2)
2,q = CF
45736 δ(1− x) +
 8H0,1
3(1− x) +
10H02
3(1− x) +
8H1H0
3(1− x) +
38H0
3(1− x)
+ 4H1
2
3(1− x) +
58H1
9(1− x) −
16ζ2
3(1− x) +
247
27(1− x)

+
− 43(x+ 1)H0,1
− 53(x+ 1)H0
2 − 23(19x+ 13)H0 −
4
3(x+ 1)H1H0 −
2
3(x+ 1)H1
2
− 49(17x+ 8)H1 +
8
3(x+ 1)ζ2 −
488x
27 −
158
27

+ CFTF ln
m2
Q2
23δ(1− x) +
 16H0
3(1− x) +
80
9(1− x)

+
− 83(x+ 1)H0
− 88x9 +
8
9
+ CFTF
7318δ(1− x) +
 4H02
3(1− x) +
40H0
9(1− x) +
224
27(1− x)

+
− 23(x+ 1)H0
2 − 49(11x− 1)H0 −
268x
27 +
44
27

+ CFTF ln2
m2
Q2
2δ(1− x)−
 8
3(x− 1)

+
− 4x3 −
4
3
 , (681)
H
W++W−,NS,(2)
2,q = C2F

64ζ22
5 + 8ζ2 − 72ζ3 +
331
8
δ(1− x) +
− 8H033(1− x) − 12H1H0
2
1− x
− 3H0
2
1− x −
32H12H0
1− x +
48ζ2H0
1− x −
36H1H0
1− x +
48H0,−1H0
1− x −
24H0,1H0
1− x
+ 61H01− x −
8H13
1− x −
18H12
1− x +
24ζ2
1− x +
64ζ3
1− x +
16ζ2H1
1− x +
27H1
1− x +
16H1H0,1
1− x
+ 12H0,11− x −
96H0,0,−1
1− x +
24H0,0,1
1− x −
24H0,1,1
1− x +
51
2(1− x)

+
+
x+ 5− 4
x+ 1
H03 +
40x− 16 + 40
x+ 1
H−1H02 + (10− 14x)H1H02
+
−56x+ 8− 32
x+ 1
H−12H0 + 16(x+ 1)H12H0 +
72x3
5 − 2x+ 12
H02
+
144x2
5 −
502x
5 −
132
5 −
16
x+ 1 −
16
5x
H0 +
−24x− 40 + 16
x+ 1
ζ2H0
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+
−144x35 + 40x+ 72 + 165x2
H−1H0 + 32(x+ 1)H1H0
+
−80x− 32
x+ 1
H0,−1H0 + (56x+ 8)H0,1H0 + 4(x+ 1)H13 + 144x25
+ (18x+ 14)H12 − 461x5 +
−144x35 − 8x− 32
ζ2
+
72x− 64 + 56
x+ 1
ζ3 +
−72x− 64
x+ 1 + 24
ζ2H−1
+ (16− 68x)H1 + (32x− 16)ζ2H1 +
144x3
5 − 40x− 72−
16
5x2
H0,−1
+
112x− 16 + 64
x+ 1
H−1H0,−1 + 16xH0,1 +
16x− 16 + 32
x+ 1
H−1H0,1
− 8(x+ 1)H1H0,1 +
−112x+ 16− 64
x+ 1
H0,−1,−1
+
−16x+ 16− 32
x+ 1
H0,−1,1 +
80x+ 32− 16
x+ 1
H0,0,−1
+
−60x+ 4− 16
x+ 1
H0,0,1 +
−16x+ 16− 32
x+ 1
H0,1,−1
+ 16(x+ 1)H0,1,1 +
16
5x −
124
5
+ ln2
m2
Q2
CFTF
2δ(1− x)
+
 8
3(1− x)

+
− 4x3 −
4
3
+ ln
m2
Q2
CFTF
23δ(1− x)
+
 16H0
3(1− x) +
80
9(1− x)

+
− 88x9 −
8
3(x+ 1)H0 +
8
9

+ CFTF
7318δ(1− x) +
 4H02
3(1− x) +
40H0
9(1− x) +
224
27(1− x)

+
− 23(x+ 1)H0
2
− 49(11x− 1)H0 −
268x
27 +
44
27
+ nfCF
45736 δ(1− x) +
+ 10H023(1− x)
+ 8H1H03(1− x) +
38H0
3(1− x) +
4H12
3(1− x) −
16ζ2
3(1− x) +
58H1
9(1− x) +
8H0,1
3(1− x)
+ 24727(1− x)

+
− 53(x+ 1)H0
2 − 23(19x+ 13)H0 −
4
3(x+ 1)H1H0
− 23(x+ 1)H1
2 − 488x27 +
8
3(x+ 1)ζ2 −
4
9(17x+ 8)H1 −
4
3(x+ 1)H0,1 −
158
27

138
+ CF
45736 δ(1− x) +
 10H02
3(1− x) +
8H1H0
3(1− x) +
38H0
3(1− x) +
4H12
3(1− x)
− 16ζ23(1− x) +
58H1
9(1− x) +
8H0,1
3(1− x) +
247
27(1− x)

+
− 53(x+ 1)H0
2
− 23(19x+ 13)H0 −
4
3(x+ 1)H1H0 −
2
3(x+ 1)H1
2 − 488x27 +
8
3(x+ 1)ζ2
− 49(17x+ 8)H1 −
4
3(x+ 1)H0,1 −
158
27
+ CACF

−32ζ225 − 4ζ2
+ 54ζ3 − 546572
δ(1− x) +
− 2H031− x − 8H1H0
2
1− x −
55H02
3(1− x) +
4H12H0
1− x
+ 8ζ2H01− x −
44H1H0
3(1− x) −
24H0,−1H0
1− x +
16H0,1H0
1− x −
239H0
3(1− x) −
22H12
3(1− x)
+ 88ζ23(1− x) +
4ζ3
1− x +
24ζ2H1
1− x −
367H1
9(1− x) −
16H1H0,1
1− x −
44H0,1
3(1− x)
+ 48H0,0,−11− x −
24H0,0,1
1− x +
24H0,1,1
1− x −
3155
54(1− x)

+
+
2x+ 2
x+ 1
H03
+
−36x35 + 115x6 + 556
H02 +
−20x+ 8− 20
x+ 1
H−1H02
+ (14x+ 2)H1H02 +
28x− 4 + 16
x+ 1
H−12H0 − 2(x+ 1)H12H0
+
−72x25 + 1693x15 + 8x+ 1 + 58315 + 85x
H0 +
−8x− 8
x+ 1
ζ2H0
+
72x3
5 − 20x− 36−
8
5x2
H−1H0 + 223 (x+ 1)H1H0
+
40x+ 16
x+ 1
H0,−1H0 − (28x+ 4)H0,1H0 − 72x25 + 113 (x+ 1)H12
+ 17626x135 +
72x3
5 −
104x
3 −
44
3
ζ2 +
−56x+ 12− 28
x+ 1
ζ3
+
36x− 12 + 32
x+ 1
ζ2H−1 + 49(167x+ 14)H1 − (32x+ 8)ζ2H1
+
−72x35 + 20x+ 36 + 85x2
H0,−1 +
−56x+ 8− 32
x+ 1
H−1H0,−1
+ 223 (x+ 1)H0,1 +
−8x+ 8− 16
x+ 1
H−1H0,1 + 8(x+ 1)H1H0,1
+
56x− 8 + 32
x+ 1
H0,−1,−1 +
8x− 8 + 16
x+ 1
H0,−1,1
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+
−40x− 16 + 8
x+ 1
H0,0,−1 +
36x+ 4 + 8
x+ 1
H0,0,1
+
8x− 8 + 16
x+ 1
H0,1,−1 − 12(x+ 1)H0,1,1 − 85x + 3709135
 , (682)
H
W+−W−,NS,(2)
2,q = H
W++W−,NS,(2)
2,q + CF (CF − CA/2)

−144x35 + 96x2 + 165x2
+ 64x+ 64
H0,−1 +
32x− 32 + 64
x+ 1
H0H0,−1
+
−224x+ 32− 128
x+ 1
H−1H0,−1 +
−32x+ 32− 64
x+ 1
H−1H0,1
+ 16(x+ 1)H0,1 +
224x− 32 + 128
x+ 1
H0,−1,−1
+
32x− 32 + 64
x+ 1
H0,−1,1 +
96x+ 32
x+ 1
H0,0,−1
+
16x− 16 + 32
x+ 1
H0,0,1 +
32x− 32 + 64
x+ 1
H0,1,−1
+
−144x25 + 292x5 + 32x+ 1 − 285 + 165x
H0 +
−72x35 + 48x2
+ 32x+ 8
H02 +
144x3
5 − 96x
2 − 165x2 − 64x− 64
H−1H0
+
−16x+ 16− 32
x+ 1
ζ2H0 +
144x− 48 + 128
x+ 1
ζ2H−1
+
4x− 4 + 8
x+ 1
H03 +
−80x+ 32− 80
x+ 1
H−1H02
+
112x− 16 + 64
x+ 1
H−12H0 − 32(x− 1)H1 +
144x3
5 − 96x
2
− 56x− 8
ζ2 +
−136x+ 40− 112
x+ 1
ζ3 − 144x25 − 164x5 − 165x + 3245
 ,
(683)
H
W,PS,(2)
2,q = CFTF

16x2
3 + 4x− 4−
16
3x
H0,1 + 8(x+ 1)H0H0,1 − 16(x+ 1)H0,0,1
+
8x2
3 + 5x+ 1
H02 +
−224x29 − 44x3 − 283
H0 +
−16x23 − 4x
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+ 4 + 163x
H1H0 − 23(x+ 1)H03 + 800x
2
27 + 16(x+ 1)ζ3 −
62x
3 −
224
27x −
2
3

+ CF

16x2
3 + 16x+ 16 +
16
3x
H0,−1 +
−32x23 + 4x− 4− 163x
H0,1
+ 8(x+ 1)H0H0,1 + 8(x+ 1)H0,1,1 +
−32x23 + 15x− 1
H02
+
−128x29 − 88x3 + 56
H0 +
−16x23 − 16x− 16− 163x
H−1H0
+
−16x23 − 4x+ 4 + 163x
H1H0 +
−8x23 − 2x+ 2 + 83x
H12
+
32x2
9 −
80x
3 +
104
3 −
104
9x
H1 − 16(x+ 1)ζ2H0 + 103 (x+ 1)H03
+
16x2 − 16x− 163x
ζ2 + 448x227 − 8(x+ 1)ζ3 − 422x9 + 34427x + 1589

+ CFTF ln2
m2
Q2
−4(x+ 1)H0 + 8x23 + 2x− 2− 83x

+ CFTF ln
m2
Q2

−32x23 − 20x− 4
H0 + 4(x+ 1)H02 + 224x29
− 24x+ 8− 809x
 , (684)
L
W,(2)
2,g = ln
m2
Q2
TF

−16x23 − 83 + 16x3
H0 +
−16x23 − 83 + 16x3
H1
− 64x
2
3 +
64x
3 −
8
3
 , (685)
H
W,(2)
2,g = ln2
m2
Q2
T 2F
−16x23 + 16x3 − 83
+ CFTF ((−8x2 + 4x− 2)H0
+
(
−8x2 + 8x− 4
)
H1 + 4x− 1) + CATF
(−16x− 4)H0 + (8x2 − 8x+ 4)H1
+ 62x
2
3 − 16x− 2−
8
3x
+ ln
m2
Q2
TF
−16x23 + 16x3 − 83
H0
+
−16x23 + 16x3 − 83
H1 − 64x23 + 64x3 − 83
+ CATF
16ζ2x+ (8x+ 4)H02
+
(
8x2 − 8x+ 4
)
H1
2 +
−176x23 − 32x− 4
H0 + (16x2 + 16x+ 8)H−1H0
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+
(
16x2 − 16x
)
H1 +
(
−16x2 − 16x− 8
)
H0,−1 +
872x2
9 − 100x+ 8−
80
9x

+ CFTF (+
(
−16x2 + 8x− 4
)
H0
2 +
(
−16x2 + 16x− 8
)
H1
2 +
(
32x2 − 24x+ 12
)
ζ2
+
(
−40x2 + 24x− 4
)
H0 +
(
−40x2 + 48x− 14
)
H1 +
(
−32x2 + 32x− 16
)
H0H1
+ (4− 8x)H0,1 − 8x2 + 34x− 18)
+ CA
23(14x+ 5)H03
+
−194x23 + 88x− 1
H02 + (12x2 + 8x+ 4)H−1H02 + (−8x2 + 12x− 6)H1H02
+ (8x+ 4)H−12H0 +
(
−12x2 + 12x− 6
)
H1
2H0 +
−2090x29 + 584x3 + 58
H0
+
(
16x2 − 64x− 8
)
ζ2H0 +
80x2
3 − 24−
16
3x
H−1H0 +
−268x23 + 80x
− 4 + 163x
H1H0 + (−8x2 − 16x− 8)H0,−1H0 + (24x+ 12)H0,1H0
+
−4x23 + 4x3 − 23
H13 − 4493x227 +
−122x23 + 36x− 2 + 83x
H12 + 1072x9
+
148x2 − 144x+ 8− 163x
ζ2 + (24x2 − 48x+ 4) ζ3 + (−16x2 − 8x− 4) ζ2H−1
+
−1570x29 + 454x3 + 623 − 1049x
H1 + (8x2 − 16x+ 8) ζ2H1
+
−80x23 + 24 + 163x
H0,−1 + (−16x− 8)H−1H0,−1 +
−176x23 + 64x
− 4− 163x
H0,1 + (16x2 + 16x+ 8)H−1H0,1 + (16x2 − 16x+ 8)H1H0,1
+ (16x+ 8)H0,−1,−1 +
(
−16x2 − 16x− 8
)
H0,−1,1 +
(
−8x2 + 16x+ 8
)
H0,0,−1
+ (−8x− 4)H0,0,1 +
(
−16x2 − 16x− 8
)
H0,1,−1 +
(
−24x2 + 56x− 4
)
H0,1,1
+ 34427x +
239
9
+ CFTF

4x2
3 −
2x
3 +
1
3
H03 +
10x2 − 6x− 12
H02
+
(
4x2 − 4x+ 2
)
H1H0
2 +
(
−24x2 − 9x− 8
)
H0 +
(
20x2 − 24x+ 2
)
H1H0
+
(
−8x2 + 16x− 8
)
H0,1H0 +
−4x23 + 4x3 − 23
H13 + (−6x2 + 4x+ 2)H12
+
(
12x2 − 24x− 4
)
ζ2 +
(
8x2 + 8x− 4
)
ζ3 +
(
26x− 24x2
)
H1
+
(
−32x2 + 48x+ 2
)
H0,1 +
(
8x2 − 24x+ 12
)
H0,0,1 +
(
−8x2 + 8x− 4
)
H0,1,1
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+ 40x2 − 41x+ 13
+ CATF
−23(2x+ 1)H03 +
23x2
3 + 4x+ 1
H02
+
(
4x2 + 4x+ 2
)
H−1H02 +
(
−8x2 − 8x− 4
)
H−12H0 +
(
−4x2 + 4x− 2
)
H1
2H0
+
−800x29 − 86x3 − 283
H0 + (8x2 + 8x)H−1H0 +
−130x23 + 32x
+ 6 + 163x
H1H0 + (−8x2 − 8x− 4)H0,−1H0 + (32x+ 8)H0,1H0
+
4x2
3 −
4x
3 +
2
3
H13 + 3176x227 +
(
5x2 − 4x− 1
)
H1
2 − 314x3 +
(
8x− 2x2
)
ζ2
+ (56x+ 16)ζ3 +
(
−8x2 − 8x− 4
)
ζ2H−1 +
(
8x2 − 8x− 2
)
H1 +
(
−8x2 − 8x
)
H0,−1
+
(
16x2 + 16x+ 8
)
H−1H0,−1 +
136x2
3 − 32x− 6−
16
3x
H0,1
+
(
−16x2 − 16x− 8
)
H0,−1,−1 +
(
8x2 + 8x+ 4
)
H0,0,−1 + (−64x− 16)H0,0,1
+
(
8x2 − 8x+ 4
)
H0,1,1 − 22427x −
2
3
+ CF

−20x23 + 10x3 − 53
H03
+
−48x35 − 36x2 + 22x3 − 32
H02 + (8x2 + 16x+ 8)H−1H02
+
(
−12x2 + 4x− 2
)
H1H0
2 +
(
−16x2 − 32x− 16
)
H−12H0
+
(
−16x2 + 16x− 8
)
H1
2H0 +
−216x25 + 113x5 − 23615 − 815x
H0
+
(
48x2 − 32x+ 16
)
ζ2H0 +
96x3
5 +
64x
3 + 48 +
8
15x2
H−1H0
+
(
−72x2 + 80x− 26
)
H1H0 +
(
16x2 − 32x+ 16
)
H0,−1H0
+
(
−8x2 + 16x− 8
)
H0,1H0 +
−20x23 + 20x3 − 103
H13 − 36x25
+
(
−36x2 + 40x− 13
)
H1
2 + 239x5 +
96x3
5 + 72x
2 − 104x3 + 16
ζ2
+
(
72x2 + 32
)
ζ3 +
(
−16x2 − 32x− 16
)
ζ2H−1 +
(
−24x2 + 40x− 14
)
H1
+
(
32x2 − 16x+ 8
)
ζ2H1 +
−96x35 − 64x3 − 48− 815x2
H0,−1
+
(
32x2 + 64x+ 32
)
H−1H0,−1 + (10− 24x)H0,1 +
(
−16x2 + 16x− 8
)
H1H0,1
+
(
−32x2 − 64x− 32
)
H0,−1,−1 +
(
−48x2 + 32x− 48
)
H0,0,−1
+
(
−8x2 − 8x+ 4
)
H0,0,1 +
(
24x2 − 32x+ 16
)
H0,1,1 +
8
15x −
647
15
 , (686)
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L
W++W−,NS,(2)
3,q = CF
457
36 δ(1− x) +
 8H0,1
3(1− x) +
10H02
3(1− x) +
8H1H0
3(1− x) +
38H0
3(1− x) +
4H12
3(1− x)
+ 58H19(1− x) −
16ζ2
3(1− x) +
247
27(1− x)

+
− 43(x+ 1)H0,1 −
5
3(x+ 1)H0
2
+ (−10x− 6)H0 − 43(x+ 1)H1H0 −
2
3(x+ 1)H1
2 − 49(14x+ 5)H1
+ 83(x+ 1)ζ2 −
302x
27 −
116
27
+ CFTF ln
m2
Q2
2
3δ(1− x)
+
 16H0
3(1− x) +
80
9(1− x)

+
− 83(x+ 1)H0 −
88x
9 +
8
9
+ CFTF
73
18δ(1− x)
+
 4H02
3(1− x) +
40H0
9(1− x) +
224
27(1− x)

+
− 23(x+ 1)H0
2 − 49(11x− 1)H0
− 268x27 +
44
27
+ CFTF ln2
m2
Q2
2δ(1− x) +
 8
3(1− x)

+
− 4x3 −
4
3
 ,
(687)
H
W++W−,NS,(2)
3,q = H
W++W−,NS,(2)
2,q + C2F

4x− 4 + 8
x+ 1
H03 +
−72x35 + 8x2
+ 28x+ 12
H02 +
−56x+ 40− 80
x+ 1
H−1H02 + (24x− 8)H1H02
+
64x− 32 + 64
x+ 1
H−12H0 +
−144x25 + 192x5 − 685
+ 32
x+ 1 +
16
5x
H0 +
−16x+ 16− 32
x+ 1
ζ2H0 +
144x3
5 − 16x
2 − 48x
− 80− 16
x
− 165x2
H−1H0 − 8(x+ 1)H1H0 +
80x− 48 + 64
x+ 1
H0,−1H0
+ (16− 48x)H0,1H0 − 4(x+ 1)H12 +
144x3
5 − 16x
2 − 44x− 12
ζ2
+
−136x+ 72− 112
x+ 1
ζ3 +
96x− 64 + 128
x+ 1
ζ2H−1 + (46x− 10)H1
+ (16− 48x)ζ2H1 +
−144x35 + 16x2 + 48x+ 80 + 16x + 165x2
H0,−1
+
−128x+ 64− 128
x+ 1
H−1H0,−1 + 12(x+ 1)H0,1
144
+
−32x+ 32− 64
x+ 1
H−1H0,1 +
128x− 64 + 128
x+ 1
H0,−1,−1
+
32x− 32 + 64
x+ 1
H0,−1,1 +
−48x+ 16 + 32
x+ 1
H0,0,−1
+
64x− 32 + 32
x+ 1
H0,0,1 +
32x− 32 + 64
x+ 1
H0,1,−1 − 144x25
+ 561x5 −
231
5 −
16
5x
+ nfCF
62x9 + 83(x+ 1)H0 + 43(x+ 1)H1 + 149

+ CF
62x9 + 83(x+ 1)H0 + 43(x+ 1)H1 + 149

+ CACF

−2x+ 2− 4
x+ 1
H03 +
36x3
5 − 4x
2 − 16x− 8
H02
+
28x− 20 + 40
x+ 1
H−1H02 + (4− 12x)H1H02
+
−32x+ 16− 32
x+ 1
H−12H0 +
72x2
5 −
478x
15 +
2
15 −
16
x+ 1 −
8
5x
H0
+
8x− 8 + 16
x+ 1
ζ2H0 +
−72x35 + 8x2 + 24x+ 40 + 8x + 85x2
H−1H0
+
−40x+ 24− 32
x+ 1
H0,−1H0 + (24x− 8)H0,1H0 +
−72x35 + 8x2
+ 28x+ 12
ζ2 +
68x− 36 + 56
x+ 1
ζ3 +
−48x+ 32− 64
x+ 1
ζ2H−1
− 23(47x− 1)H1 + (24x− 8)ζ2H1 +
72x3
5 − 8x
2 − 24x− 40
− 8
x
− 85x2
H0,−1 +
64x− 32 + 64
x+ 1
H−1H0,−1 − 8(x+ 1)H0,1
+
16x− 16 + 32
x+ 1
H−1H0,1 +
−64x+ 32− 64
x+ 1
H0,−1,−1
+
−16x+ 16− 32
x+ 1
H0,−1,1 +
24x− 8− 16
x+ 1
H0,0,−1
+
−32x+ 16− 16
x+ 1
H0,0,1 +
−16x+ 16− 32
x+ 1
H0,1,−1 + 72x25
− 3517x45 +
8
5x +
647
45
 , (688)
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H
W+−W−,NS,(2)
3,q = H
W++W−,NS,(2)
3,q + CF (CF − CA/2)

−16x2 − 16
x
H0,−1
+
−32x+ 32− 64
x+ 1
H0H0,−1 +
32x− 96 + 128
x+ 1
H−1H0,−1
− 16(x+ 1)H0,1 +
32x− 32 + 64
x+ 1
H−1H0,1
+
−32x+ 96− 128
x+ 1
H0,−1,−1 +
−32x+ 32− 64
x+ 1
H0,−1,1
+
32− 32
x+ 1
H0,0,−1 +
−16x+ 16− 32
x+ 1
H0,0,1
+
−32x+ 32− 64
x+ 1
H0,1,−1 + (−8x2 − 8x− 16)H02
+
16x2 + 16
x
H−1H0 +
16x− 16 + 32
x+ 1
ζ2H0
+
−48x+ 80− 128
x+ 1
ζ2H−1 +
−4x+ 4− 8
x+ 1
H03
+
32x− 48 + 80
x+ 1
H−1H02 +
−16x+ 48− 64
x+ 1
H−12H0
+
60x+ 28− 32
x+ 1
H0 + 32(x− 1)H1 + (16x2 + 8x+ 24) ζ2
+
40x− 72 + 112
x+ 1
ζ3 − 60x+ 60
 , (689)
H
W,PS,(2)
3,q = CFTF

−16x23 − 4x+ 163x + 4
H0,1 − 8(x+ 1)H0H0,1 + 16(x+ 1)H0,0,1
+
−8x23 − 5x− 1
H02 +
224x2
9 +
44x
3 +
28
3
H0 +
16x2
3 + 4x
− 4− 163x
H1H0 + 23(x+ 1)H03 − 16(x+ 1)ζ3 − 800x
2
27 +
62x
3 +
224
27x +
2
3

+ CFTF ln2
m2
Q2
4(x+ 1)H0 − 8x23 − 2x+ 2 + 83x

+ CFTF ln
m2
Q2

32x2
3 + 20x+ 4
H0 − 4(x+ 1)H02 − 224x29
+ 24x− 8 + 809x
 , (690)
146
H
W,(2)
3,g = ln2
m2
Q2
T 2F
16x2
3 −
16x
3 +
8
3
+ CATF
−62x23 + 16x+ (16x+ 4)H0
+
(
−8x2 + 8x− 4
)
H1 + 2 +
8
3x
+ CFTF(−4x+ (8x2 − 4x+ 2)H0
+
(
8x2 − 8x+ 4
)
H1 + 1
)+ ln
m2
Q2
CATF
−16ζ2x+ (−8x− 4)H02
+
(
−8x2 + 8x− 4
)
H1
2 +
176x2
3 + 32x+ 4
H0 + (−16x2 − 16x− 8)H−1H0
+
(
16x− 16x2
)
H1 +
(
16x2 + 16x+ 8
)
H0,−1 − 872x
2
9 + 100x− 8 +
80
9x

+ CFTF (14x2 − 40x+
(
16x2 − 8x+ 4
)
H0
2 +
(
16x2 − 16x+ 8
)
H1
2
+
(
−32x2 + 24x− 12
)
ζ2 +
(
40x2 − 28x+ 6
)
H0 +
(
40x2 − 48x+ 14
)
H1
+
(
32x2 − 32x+ 16
)
H0H1 + (8x− 4)H0,1 + 18)
+ CATF

4x
3 +
2
3
H03
+
−23x23 − 4x− 1
H02 + (−4x2 − 4x− 2)H−1H02 + (8x2 + 8x+ 4)H−12H0
+
(
4x2 − 4x+ 2
)
H1
2H0 +
800x2
9 +
86x
3 +
28
3
H0 + (−8x2 − 8x)H−1H0
+
130x2
3 − 32x− 6−
16
3x
H1H0 + (8x2 + 8x+ 4)H0,−1H0 + (−32x− 8)H0,1H0
+
−4x23 + 4x3 − 23
H13 − 3176x227 +
(
−5x2 + 4x+ 1
)
H1
2 + 314x3 +
(
2x2 − 8x
)
ζ2
+ (−56x− 16)ζ3 +
(
8x2 + 8x+ 4
)
ζ2H−1 +
(
−8x2 + 8x+ 2
)
H1 +
(
8x2 + 8x
)
H0,−1
+
(
−16x2 − 16x− 8
)
H−1H0,−1 +
−136x23 + 32x+ 6 + 163x
H0,1
+
(
16x2 + 16x+ 8
)
H0,−1,−1 +
(
−8x2 − 8x− 4
)
H0,0,−1 + (64x+ 16)H0,0,1
+
(
−8x2 + 8x− 4
)
H0,1,1 +
224
27x +
2
3
+ CFTF

−4x23 + 2x3 − 13
H03
+
−10x2 + 6x+ 12
H02 + (−4x2 + 4x− 2)H1H02 + (24x2 + 9x+ 8)H0
+
(
−20x2 + 24x− 2
)
H1H0 +
(
8x2 − 16x+ 8
)
H0,1H0 +
4x2
3 −
4x
3 +
2
3
H13
− 40x2 +
(
6x2 − 4x− 2
)
H1
2 + 41x+
(
−12x2 + 24x+ 4
)
ζ2 +
(
−8x2 − 8x+ 4
)
ζ3
+
(
24x2 − 26x
)
H1 +
(
32x2 − 48x− 2
)
H0,1 +
(
−8x2 + 24x− 12
)
H0,0,1
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+
(
8x2 − 8x+ 4
)
H0,1,1 − 13
 . (691)
With these expressions at hand, the asymptotic 2-loop corrections of charm production in
charged current DIS can be implemented numerically both in N - and in x-space, for phenomeno-
logical applications. This work is underway and the results will be given elsewhere. The respec-
tive relations will allow especially to access the charged current data at HERA, improving the
accuracy of the heavy flavor corrections used in global PDF analyses and the determination of
αs.
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11 Conclusions
The O(α3s) heavy flavor corrections to deep-inelastic scattering constitute a yet missing part in
the precision analysis of the HERA data to measure αs and the mass of the charm quark at
the 1% level. At the same time, the parton distribution functions are extracted, which are an
important input for measurements at the LHC, such as the measurement of properties of the
Higgs boson or new physics searches. The O(α3s) corrections are currently on the way to be
accomplished. In the present thesis several new contributions are made to achieve this goal.
While on the side of the Mellin moments up to N = 10(12..14) the O(α3s) corrections are fully
understood, the major task now consists in deriving general-N results. Therefore, different
gauge-invariant subsets of graphs, i.e. whole color factors, are calculated, in order to break the
ground for the systematic evaluation of new topologies and to develop corresponding computer-
algebra codes and computational algorithms to render a part of these problems. Furthermore,
also some new results are obtained on the 2-loop level.
The work focuses on the heavy quark corrections in the asymptotic region Q2  m2, where
the heavy flavor Wilson coefficients factorize into the light flavor Wilson coefficients and massive
operator matrix elements [76, 87]. This is not an essential restriction, since this representation
holds for Q2/m2 ≥ 10 [76] in case of the precisely measured structure function F2(x,Q2), which
forms the major data set to be analyzed. Since the light flavor Wilson coefficients are known at
next-to-next-to-leading order (NNLO), the massive operator matrix elements are needed to the
same precision, in order to obtain a complete NNLO description.
New contributions are obtained for the complete O(α3snfT 2F ) corrections to the operator
matrix elements Agq,Q and Agg,Q [131]. These operator matrix elements are needed for the con-
struction of a variable flavor number scheme, and thus for the definition of heavy quark parton
distribution functions at sufficiently high scales. The computation of the Feynman integrals is
performed using representations in generalized hypergeometric functions and finite sums. These
sums are performed using modern symbolic summation methods implemented in the packages
Sigma [93–101], EvaluateMultiSums [101–103], and SumProduction [101]. The results are renor-
malized as described in [87] and checked against the Mellin moments derived there. Furthermore,
also the 2-loop corrections to the polarized massive OMEs ∆Agq,Q and ∆Agg,Q are calculated.
Since the calculations are performed in dimensional regularization and Levi-Civita tensors are
present in the diagrams, the OMEs are subject to a finite renormalization. For the above OMEs,
together with the quarkonic corrections calculated elsewhere, the finite renormalization has to
be fully accomplished at general N . The solution of this problem is more complex than in case
of single (lowest) moments only.
At the technology side new methods are developed to calculate genuine 3-loop topologies of
ladder- and V -type, taking into account the number of heavy quark lines involved. The meth-
ods can now be applied for larger diagram classes. The calculation methods involves mapping
the Feynman parameterized representations onto multi-sums and using properties of Appell
functions and other generalizations of hypergeometric functions. In most cases, suitable sum
representations are sufficient for being solved by the afore mentioned summation packages. The
results involve generalized harmonic sums [111, 254], which in earlier calculations only occurred
at intermediate stages. The methods using symbolic summation are of interest, since they can
be applied to graphs with numerator structure in the same way as to the scalar graphs. Two
integrals are presented, for which the solution with summation methods remains yet an open
problem. Although these scalar prototypes have already been solved by the method of hyperlog-
arithms [315], making use of the finiteness in four dimensions, the corresponding QCD diagrams
contain ε-poles, and thus need a different treatment. The summation methods, on the other
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hand, are fully capable of treating diagrams with ε-poles, as shown e.g. in [88] and this thesis.
At three loops, for the first time also graphs with two distinct massive lines occur. A new
method is presented for the calculation of such diagrams with equal masses, contributing to the
OMEs Agg,Q and Agq,Q. The method uses a Mellin-Barnes representation instead of a generalized
hypergeometric function and keeps, for convergence reasons, one of the Feynman parameter
integrals unintegrated. The above symbolic summation methods are used to solve the sum of
residues in terms of cyclotomic harmonic polylogarithms. Many properties of these functions
are implemented in the package HarmonicSums [108–111]. The remaining integral can then be
performed in the space of iterated integrals using suitable limit procedures. Since the result is first
derived as a generating function, the symbolic summation machinery is applied a second time,
solving difference equations and simplifying sums needed to derive the Nth Taylor coefficient
for symbolic N . With this method at hand, the corresponding QCD graphs can be calculated,
and the results will be published subsequently.
Besides neutral current deep-inelastic scattering, also charged current processes are of im-
portance. They predominantly describe strange-charm quark transitions and are therefore well
suited to extract the strange quark distribution of nucleons at larger values of the virtuality
Q2. First the O(αs) contributions are revisited, due to partly different results in the foregoing
literature, which can be clarified. At 1-loop order, an efficient representation in Mellin space
allowing for fast numerical evaluations is designed, including power corrections. Also here errors
in the literature are corrected [134]. Additionally, the higher order heavy quark corrections in the
asymptotic region naturally emerge in Mellin space, so it is useful to have the 1-loop corrections
in a compatible representation. Here the 1-loop expressions are also expanded for 1  m2/Q2
up to the constant term. Comparing these asymptotic heavy flavor Wilson coefficients with
expressions derived in terms of massive OMEs and light flavor Wilson coefficients in [86], a sign
difference is observed for the gluonic contribution to F3. A careful recalculation of the gluonic
contribution is performed as well as a calculation in leading logarithmic approximation. Both
calculations provide evidence for a sign error in [86]. The leading logarithmic calculation shows
that the same sign error occurs for the pure-singlet contribution at two loops.
The heavy quark corrections of charged current deep-inelastic scattering are extended to
2-loop order. The factorization of the heavy flavor Wilson coefficients at large values ofQ2 [76, 87]
is derived for the charged current case, completing and correcting the expressions given in [86].
The above considerations concerning factors (−1) are confirmed. Using the light flavor Wilson
coefficients and operator matrix elements up to 2-loop order from the literature, x- and N -space
expressions for all heavy flavor Wilson coefficients at two loops are given. Hence the results are
ready for phenomenological applications to e.g. deep-inelastic neutrino-nucleon scattering data.
For this purpose a numerical implementation of the results is available.
The results of the present investigations extend the formerly known results for fixed mo-
ments in various cases to results at general values of the Mellin variable N . These are first
contributions of more to come in case of massive Wilson coefficients in the asymptotic region.
Structurally it is interesting that for the moments rational numbers appear, supplemented by the
constants ζ2 and ζ3. The general-N results describe the rational numbers in terms of rather com-
plicated mathematical structures comprising rational functions in N , the usual harmonic sums,
cyclotomic harmonic sums, generalized harmonic sums, generalized cyclotomic sums, and most
recently also binomially and inverse binomially weighted generalized harmonic sums, cf. [340].
In this way more and more structures are unraveled in different domains, when evaluating 1-
dimensional quantities, like massive Wilson coefficients in QCD at and beyond 2-loop order. At
the same time, further insight is gained in the beautiful hierarchy of mathematical structures
governing the micro cosmos.
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A The Γ-Function and Residues
For products and ratios of Euler’s Γ-function we sometimes use the notation
Γ
[
a1, . . . , an
b1, . . . , bm
]
=
n∏
k=1
Γ(ak)
m∏
l=1
Γ−1(bl) . (692)
The Legendre duplication formula
Γ(2z) = 2
2z−1
√
pi
Γ(z)Γ
(
z + 12
)
(693)
is sometimes useful, as well as the reflection formula of the Γ-function
Γ(ε−m) = Γ(ε)Γ(1− ε)Γ(m+ 1− ε)(−1)
m . (694)
Mellin-Barnes integrals (204) lead to complex contour integrals, which can be calculated
using Cauchy’s residue theorem
1
2pii
∮
∂G
dξf(ξ) = ±∑
y∈G
Res
x→yf(x) . (695)
The sign is positive if the contour encircles the area G counter clockwise, and negative otherwise.
The residue for an n-fold pole may be calculated via
Res
x→yf(x) =
1
(n− 1)! limx→y
(
dn−1
dxn−1
[(x− y)nf(x)]
)
. (696)
Especially for the Γ-functions we have
Res
x→−k
Γ(x) = (−1)
k
k! , ∀a, k ∈ N0 . (697)
B Coordinate Transformations of Feynman Parameter
Integrals
Two integrals may be shuﬄed and mapped back onto the hypercube :∫ 1
0
dx
∫ 1
0
dyf(x, y) =
∫ 1
0
dx
∫ 1
0
dy x f(x, xy) +
∫ 1
0
dx
∫ 1
0
dy y f(xy, y) . (698)
Furthermore, in the calculation of 2-loop massive OMEs [77–79, 341], the following transfor-
mations of double parameter integrals [342] were useful. We write them here in a self inverse
form :
x′ := 1− xy, y′ := 1− x1− xy , x := 1− x
′y′, y := 1− x
′
1− x′y′
x′(1− y′) = x(1− y),
∣∣∣∣∣ ∂(x, y)∂(x′, y′)
∣∣∣∣∣ = x′1− x′y′ . (699)
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The latter transformation is a representative of a whole class of coordinate transformations,
which can be constructed via the steps in Eq. (404) and which occur naturally when comparing
different ways of eliminating δ-distributions and θ-functions. For example :
f
[
x1,
x2
1− x1 , x3
] 1
1− x1 δ(1− x1 − x2 − x3)dx1 dx2 dx3
= f
[
x1,
x2
1− x1 , 1− x1 − x2
] 1
1− x1 θ(1− x1 − x2)dx1 dx2
= f [x1, x2, (1− x1)(1− x2)]dx1 dx2 (700)
= f
[
x1(1− x2), x21− x1(1− x2) , (1− x1)(1− x2)
]
(1− x2)
1− x1(1− x2)dx1 dx2 . (701)
So using (700)=(701) one rediscovers the transformation (699).
C Transformations of Sums
In the Feynman rules for the operator insertions the following sums occur :
N∑
j=0
AjBN−j = A
N+1
A−B +
BN+1
B − A , (702)
N∑
j=0
N−j∑
l=0
AjBlCN−j−l = A
N+2
(A−B)(A− C) +
BN+2
(B − A)(B − C) +
CN+2
(C − A)(C −B) . (703)
They can be reordered as follows :
N∑
j=0
AjBN−j =
N∑
j=0
(
N + 1
j + 1
)
(A−B)jBN−j , (704)
N∑
j=0
N−j∑
l=0
AjBN−j−lC l =
N∑
j=0
j∑
k=0
(
N + 2
j + 2
)(
j + 1
k + 1
)
(B − C)k(C − A)j−kAN−j . (705)
It is sometimes useful to consider their generating functions :
∞∑
N=0
κN
N∑
j=0
AjBN−j = 1(1− κA)(1− κB) , (706)
∞∑
N=0
κN
N∑
j=0
N−j∑
l=0
AjBlCN−j−l = 1(1− κA)(1− κB)(1− κC) . (707)
D An Argument Relation for Cyclotomic Polynomials
For the transformation of squared arguments of cyclotomic HPLs one needs the corresponding
transformation formula of cyclotomic polynomials. One finds
Φn(x2) = Φ2n(x), if n even
153
Φn(x2) = Φn(x)Φ2n(x), if n odd . (708)
For even n this can be seen from the definition
Φn(x2) =
∏
1≤k≤n−1
gcd(k,n)=1
(
x2 − e2ipi kn
)
=
∏
1≤k≤n−1
gcd(k,n)=1
(
x− e2ipi k2n
) (
x+ e2ipi k2n
)
=
∏
1≤k≤n−1
gcd(k,n)=1
(
x− e2ipi k2n
) (
x− e2ipi n+k2n
)
=
∏
1≤k≤2n−1
gcd(k,2n)=1
(
x− e2ipi k2n
)
= Φ2n(x) . (709)
Since for odd d obviously d - n ⇔ d - 2n, and for all even n and odd k one finds gcd(n, k) =
gcd(2n, n+ k). For odd n one finds by induction starting from prime numbers p
Φn(x2) =
x2p − 1
x2 − 1 =
xp − 1
x− 1
xp + 1
x+ 1 = Φp(x)Φp(−x) , (710)
with the inductive step
Φn(x2) =
x2n − 1∏
d|n
d<n
Φd(x2)
= x
n − 1∏
d|n
d<n
Φd(x)
xn + 1∏
d|n
d<n
Φd(−x)
= Φn(x)Φn(−x) . (711)
And by the property Φn(−x) = Φ2n(x) for odd n, the result follows.
E QCD Feynman Rules
For convenience, the QCD Feynman rules [343, 344] given in [87, 229] are summarized, which
follow the conventions of [141]. D–dimensional momenta are denoted by pi and Lorentz-indices
by Greek letters. Color indices are a, b, ... and i, j are indices of the color matrices. Solid lines
represent fermions, wavy lines gluons and dashed lines ghosts. Arrows denote the direction of
the momenta. A factor (−1) has to be included for each closed fermion– or ghost loop.
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ji
µ, a
igsγµt
a
ji
ρ, c, p3
↓
ν, b, p2
↓
µ, a, p1
↑
−gsfabc[(p1 − p2)ρgµν + (p2 − p3)µgνρ + (p3 − p1)νgµρ]
c, pb
µ, a
−gsfabcpµ
ρ, cν, b
σ, dµ, a
−ig2s
∑
e
{
fabef cde[gµρgνσ − gµσgνρ]
+facef bde[gµνgρσ − gµσgνρ]
+fadef cbe[gµρgνσ − gµνgρσ]
}
i p j
i
p/−m+i0δij
a, µ p b, ν
i
p2+i0
(−gµν + ξpµpν/(p2 + i0))δab
a p b
i
p2+i0
δab
The following Feynman rules for the quarkonic composite operators are again taken over from
[87, 229], see also [184, 307]. The terms γ± refer to the unpolarized (+) and polarized (−) case,
respectively. Gluon momenta are taken to be incoming. ∆ denotes a light-like 4-vector, i.e.
∆2 = 0.
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p, jp, i
δij/∆γ±(∆ · p)N−1 , N ≥ 1
p2, jp1, i
µ, a
gtaji∆
µ/∆γ±
∑N−2
j=0 (∆ · p1)j(∆ · p2)N−j−2 , N ≥ 2
p2, jp1, i
p3, µ, a p4, ν, b
g2∆µ∆ν/∆γ±
∑N−3
j=0
∑N−2
l=j+1(∆p2)
j(∆p1)
N−l−2[
(tatb)ji(∆p1 +∆p4)
l−j−1 + (tbta)ji(∆p1 +∆p3)l−j−1
]
,
N ≥ 3
p2, jp1, i
p3, µ, a p4, ν, b p5, ρ, c
g3∆µ∆ν∆ρ/∆γ±
∑N−4
j=0
∑N−3
l=j+1
∑N−2
m=l+1(∆.p2)
j(∆.p1)
N−m−2[
(tatbtc)ji(∆.p4 +∆.p5 +∆.p1)
l−j−1(∆.p5 +∆.p1)m−l−1
+(tatctb)ji(∆.p4 +∆.p5 +∆.p1)
l−j−1(∆.p4 +∆.p1)m−l−1
+(tbtatc)ji(∆.p3 +∆.p5 +∆.p1)
l−j−1(∆.p5 +∆.p1)m−l−1
+(tbtcta)ji(∆.p3 +∆.p5 +∆.p1)
l−j−1(∆.p3 +∆.p1)m−l−1
+(tctatb)ji(∆.p3 +∆.p4 +∆.p1)
l−j−1(∆.p4 +∆.p1)m−l−1
+(tctbta)ji(∆.p3 +∆.p4 +∆.p1)
l−j−1(∆.p3 +∆.p1)m−l−1
]
,
N ≥ 4
γ+ = 1 , γ− = γ5 . For transversity, one has to replace: /∆γ± → σµν∆ν .
The Feynman rules for the unpolarized gluonic composite operators were derived in [87, 229]
and compared to earlier results [185, 191]. Here ∆ is defined as above.
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p, µ, ap, ν, b 1+(−1)N
2
δab(∆ · p)N−2[
gµν(∆ · p)2 − (∆µpν +∆νpµ)∆ · p+ p2∆µ∆ν
]
, N ≥ 2
p1, µ, a
→
p2, ν, b
↑
p3, λ, c
←
−ig 1+(−1)N
2
fabc
(
[
(∆νgλµ −∆λgµν)∆ · p1 +∆µ(p1,ν∆λ − p1,λ∆ν)
]
(∆ · p1)N−2
+∆λ
[
∆ · p1p2,µ∆ν +∆ · p2p1,ν∆µ −∆ · p1∆ · p2gµν − p1 · p2∆µ∆ν
]
×∑N−3j=0 (−∆ · p1)j(∆ · p2)N−3−j
+
{
p1→p2→p3→p1
µ→ν→λ→µ
}
+
{
p1→p3→p2→p1
µ→λ→ν→µ
})
, N ≥ 2
p1, µ, a
→
p2, ν, b
↑
p3, λ, c
↑
p4, σ, d
←
g2 1+(−1)
N
2
(
fabef cdeOµνλσ(p1, p2, p3, p4)
+facef bdeOµλνσ(p1, p3, p2, p4) + f
adef bceOµσνλ(p1, p4, p2, p3)
)
,
Oµνλσ(p1, p2, p3, p4) = ∆ν∆λ
{
−gµσ(∆ · p3 +∆ · p4)N−2
+[p4,µ∆σ −∆ · p4gµσ]
∑N−3
i=0 (∆ · p3 +∆ · p4)i(∆ · p4)N−3−i
−[p1,σ∆µ −∆ · p1gµσ]
∑N−3
i=0 (−∆ · p1)i(∆ · p3 +∆ · p4)N−3−i
+[∆ · p1∆ · p4gµσ + p1 · p4∆µ∆σ −∆ · p4p1,σ∆µ −∆ · p1p4,µ∆σ]
×∑N−4i=0 ∑ij=0(−∆ · p1)N−4−i(∆ · p3 +∆ · p4)i−j(∆ · p4)j
}
−
{
p1↔p2
µ↔ν
}
−
{
p3↔p4
λ↔σ
}
+
{
p1↔p2, p3↔p4
µ↔ν, λ↔σ
}
, N ≥ 2
157
F Scalar Feynman Rules
For the calculation of scalar prototype diagrams we used the following Feynman rules :
p
1
(p2 −m2)
p
1
p2
p1 p2
p3
g
p1 p2
p3
g
p (∆.p)
N
p
1 + (−1)N
2 (∆.p)
N
p1 p2
g
N∑
j=0
(∆.p1)j(∆.p2)N−j
p1 p2
p3 p4
a) g2
N∑
j=0
N−j∑
l=0
(∆.p2)j(∆.p1)N−l−j(∆.p1 + ∆.p4)l
b) g2
N∑
j=0
N−j∑
l=0
(∆.p2)j(∆.p1)N−l−j(∆.p1 + ∆.p3)l
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