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We analyze the negative K-theory of rings with isolated singularities, with emphasis on 
2-dimensional rings. There is a local-global principle for the groups K, uzz -2) and for the Nh’, 
as well. For K- 1, the cohomology of sheafified K-theory appears. We give an example of a 
2-dimensional normal domain with K_ l (A)#0 but with sheaf K_ 1 equal to zero. 
0. Introduction 
The purpose of this paper is to discuss the lower K-theory of varieties with 
isolated singularities. For purposes of simplicity, we view the lower K-theory of 
local rings to be given, even though this is still the subject of active research; see 
[5],[14],[15],[19]. Our first result is: 
Theorem 0.1. (Local-global principle). Let X be a reduced quasiprojective variet_s 
for which Y = Sing(X) is finite. Let F be either Kj for some j= - 2 or else N’K, for 
i $0, and let F denote the associated sheaf on X. Then 
F(X) = H’(X, F) = u F( c’x, J. 
_vE I’
As an application, we note the immediate corollary that: 
In particular, when X= Spec(A) has isolated singularities, the case j= 0 is a 
strengthening of Quillen’s stable patching theorem ([ 121, [ 161, [ 171) that a projective 
M,, l **y t&module P is stably extended from an A-module if and only if each P@ 
A,, is stably free. We prove Theorem 0.1 in Section 1 below. Our second result 
deals with the 2-dimensional case: 
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Themm 0.2. Let X be a quasiprojective surface for which Y = Sing(X) is finite. 
; 
:f 
‘ 
Then K _ ,(X) has a filtration whose associated graded groups are: F s 
H*(X, K_ !)= UK- ,(l”‘x,,h 
M’(X, W,), a finite direct sum of copies of Z; 
H2(X, K + ,), a group related (in a way described in Section 2) to 
the divisor class groups of the @‘, Y. 
The second theorem describes explicitly how things change when we consider 
Laurent polynomial extensions instead of polynomial extensions. For example, let 
A be a normal domain finitely generated over a field, and let A [S, T] denote the ring : 
m,, ***9&p t1, t, -I ,..., t,,t,-‘1. 
Then N’(Spec(A), 2) = 0 and we have short exact sequences 
0 -, fl H2(Spec(A), K,) + K,(A[§, T])/Ko(A) + u KO(A,[S, T])/Z -+ 0. : 
i= I 
We prove Theorem 0.2 in Section 3 belo*w, describing how to compute the relevant :, 
cohomo1og.y groups in Section 2. To show that these obstructions are nontrivial, we : 
devote Section 4 to a presentation of the following example: r, :* 
Local-Global Counterexample 0.3. Let k be a field of characteristic #2, and set i 
A=k[u,o, w]~(uow+4=u2+v2+w$ 
I 
This ring is Ko-regular (and so &$-regular for all jl 0), and we have Kj(A) = 0 for 
js -2. However, K_,(A)#O; in fact, 
K- ,(A) = H2(Sgec(A), K,) = Z/2. 
This ring is a 2-dimensional normal domain with 4 singular primes: mi= 
(u + 2, u + 2, w + 2)A. We have K_ ,(A,) = 0 for every prime p of A, and the sheaf 
K _ I is zero. 
Examples of normal domains for which K_ ,(A) # 0 have been known since 1979 
(see [18], [19] and (141; examples may also be distilled from [IS] and [5]). To the 
author’s knowledge, the above ring is the first normal domain for which K_ 1 is 
0th nonzero and completely known. In addition, all of the previously known ex- 
amples had exactly one singular point; the ring in 0.3 presents an entirely new 
phenomenon, while Theorem 0.2 describes the extent of the phenomenon. 
Another interesting aspect of Counterexample 0.3 is that it shows that Quillen’s 
stable patching theorem has no analogue for Laurent polynomial rings (cf. [ 161, [7, 
p. 1481). To see this, choose a rank-3 projective A[t, t-*]-module representing the 
~zero element of K_ ,(A). From [ 161 we see that P, is a free A,[t, t - ‘]-module 
Avery aximal ideal m of A, yet P is not even stably free. 
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In the paper [20], 1 have shown that there is a spectral sequence 
Egq = HP(X, K_q) * K_,_,(X) whenever X has isolated singularities. If X has 
exactly one singularity, this is the spectral sequence of [4]. 
When X is quasiprojective over a field, the edge of this spectral sequence yields 
a filtration on K_ ,(X) by quotients of the groups HP “(X, K,), and we can recover 
Theorem 0.2 from this spectral sequence. However, in order to produce the spectra1 
sequence, I needed to introduce homotopy limits of presheaves of fibrant spectra. 
I have chosen to give an elementary presentation of the resulting filtration for 
K_ ,(X) in this paper because I think it better illuminates the underlying structure 
of K_,(X). 
1. Local-global principles 
Let A be a commutative ring. We will say that ‘A has isolated singularities if 
there is a finite set Y of maxima1 ideals such that A, is regular for every prime ideal 
p of A not in Y. In this section we prove the following result: 
Theorem 1.1. Let A be a commutative ring which has isolated singularities. Let Y 
denote the set of singular primes of A. Then: 
(i) NKj(A) s u I?? EY NKj(A,,) for jl0. If A is reduced, then the isomorphism 
holds for j > 0 as well. 
(ii) If i#O, then N’Kj(A)n Urn,=) N’Kj(A.1) for i 5 0. rf A is reduced, the 
isomorphism holds ft?r j > 0 us weii. 
(iii) Kj(A) s u n,E ytKj(A,) for every jc - 2. 
(iv) Let A y denote the semilocal ring S- ‘A, where S = (A - u s,,E ,m). Then 
K_ 1(A)z K_ I(A y) and the natural map K_ ,(A)-+ 11 K_ ,(A,,,) is onto. (Example 
0.3 shows that this map is not in peneral an isomorphism.) 
Remark. The hypothesis that A be reduceu is only used for the cases j> 0 (and not 
needed for j= 1,2), smce Kj(B)= Kj(B,,,) fJr jr0. At any rate, if we just assume 
that A has at most o.;e embedded prirr.d, the proof of Theorem 1.1 goes through 
with only minor chalges. I do not kcow if the result is true with the hypothesis 
‘reduced’ complptely removed. 
There is an analogous theorem for quasiprojective varieties. We will call a scheme 
X a ‘quasiprojective variety’ if X is quasiprojective over Spec of a noetherian ring, 
and will say that ‘X has isolated singularities’ if there is a finite set Y of ciosed points 
of X such that ox y is regular for every x not in Y. These hypotheses guarantee that 
there is a Cartier’divisor Z missing Y for which X-Z is affine. 
heorem 1.2. If X is a quasiprojective variety, and Y= Sing(X) is finite, let 
U = Spec(A) be an affine open subset containing Y. Then 
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(i) K’(X) = K’(A) = Kj(A y) for every j s - 1. If j 5 - 2 we also fiaws Kj (X) = 
Uye VK,(t'X,y)* 
(ii) N'K,(X) = NiKj (A) = NiKj(A y) if i # 0. !f j 5 0, or if X is reduced, we also 
haste N~Kj(X) = u YE y N’Kj( t’x,y)- 
To prove these results, we use the localization sequences for K-theory in [6] and 
121. Let S be a multiplicatively closed set of nonzero divisors in a ring A. Recall that 
dA) denotes the category of finitely generated A-modules M with sM= 0 for 
some s in S, and that Hs(A) is the subcategory of those modules in M,(A) ulith 
finite homological dimension. We say that ‘S is regular for A’ if, whenever a prime 
ideal g satisfies SQ #0, then A, is a regular ring; in this cast; Hs(A) = M,(A). For 
example, if Y= Sing(A) is a finite set, then S = A - lJ{m : m E Y} is regular for A. 
1 .S,. {{Bass [ 1, p. 6431). If S is regular for A, then 
K’Hs&4)=0 for all jl - 1, 
(b) Kj(A]z Kj(S-‘A) for all jl - 1, 
ff dA) = 0 for every integer j and every i # 0, 
(d) N’K,[A) = N’K,(S- ‘A) for every integer j and every i# 0. 
Prook By [ 1, (X11.4.3), p. (5431 we see that KoHs(A) =KOHs(A[t]) = 
KdHsA[t, t - ‘1). In fact, the proof of il,(XII.4.2)] applies verbatim to show that 
K,H,(A[t]) for ail jl0. Parts (a), k) are now formal consequences of the defini- 
tion of KjHsfA) = LKj + 1 H&s(A) fo T j< 0 and N’KjHs(A) = N(N’- ‘KjHs(A)) for 
i>O (see [I ,X11]). Parts (b), (d) follow from the localization sequence for K-theory 
(in [6] and y2]). 
Next, we give the scheme-theoretic analogue of Lemma 1.3. When 2 is a closed 
subscheme of X, let 121 denote the! support of 2. We shall write MZ(X) for the 
category of coherent fix-moduies wkth support in 121, and write HZ(X) for the sub- 
category of modules with finite hornological dimension. We say that ‘X is regular 
on 2’ if /Tx,r is regular for every z in 2. 
mma I .4. Let X be a quasiprojtm ive variety, and Z be a closed subscheme such 
t X is regular on Z. Then: 
z(X) + QH[.X) + Q (X - Z) is a fibration. 
CC) K,IX)=Kj(X- Z) for all j5r - 1. 
z(X) =0 for every ints?ger j and every i+O. 
(e) N’Kj(X) = N’K’(X- Z) for e’ilery integer j and every i+O. 
is closed under extensions, and the groups 
. Part (a) is an observation of M. Levine; the proof of [ll, 
verbatim to he sequence (X- Z) to show 
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that the sequence Q&(X) -+ QH(X) -+ QH(X- Z) is a fibration. From (a) we ob- 
tain a long exact sequence 
valid for jl0. From [2] we see that it is valid for negative j as well. Parts (c). (e) 
follow from (b) and (cl), which we can establish by copying the proof of Lemma 1.3 
above, mutatis mutandis. Here are the key points: Since X is quasiprojective, 
Hz(X) =MZ(X), and KjH,(X) =KjM(Z) by devissage. But NK,M( - ) = 0 by 
[11,(7.4.1)], and since Go(Z) = Go(Z[t, t-l]) we have LGO( - ) = 0 as well. 
Remark. We will not need the fancy version of the localization theorem stated here 
- only the pedestrian version found in [6], which requires that Z be a Cartier divisor 
and that X- Z be affine. 
Proof of 1.2. As remarked above, the hypotheses on X imply that there is a Cartier 
divisor Z disjoint from Y= Sing(X) with X - Z = Spec(f3). The ring BY is the same 
as AY, since it is independent of the choice of affine neighborhood of Y in X. 
Using Lemmas 1.3 and 1.4 we have 
F(X) = F(B) = F(B, = A y) = F(A), 
where F is either Kj for j< - 1 or N’Kj for i +O. Given Theorem 1.1, this proves 
Theorem 1.2. 
Proof of 1.1. The theorem holds when A is regular, because for such rings it is well 
known that N’Kj(A) = 0 if either i # 0 or jl - 1. The theorem holds if dim(A) = 0, 
because then A = nA, and Kj(A) is the direct sum of the Kj(Am). By 1.3 we can 
assume that A = A.Y and dim(A)1 1. We can also assume that A is reduced. If Y 
contains just one element, we are done, Otherwise, choose m E Y with dim(A,,,)r 1 
and set 
T=A--U(~E Y,p+m) - U{g:height(g)=O}. 
AT is a semilocal ring, and its localization R = T- ‘(A,,J is a regular ring. Since A 
s reduced, T consists of nonzero divisors. By [10,(6.1)], A -+ A,,, is an analytic 
i somorphism along T, so by [l&(1.3)] there are long exact sequences 
l ** Kj+ l(R) + Kj(A) * K,(A,,)OK,(A,) +Kj(R) *** 
1.5 
l ** N’Kj_+ l(R) + N’Kj(A) + NiKj(Anl)@NiKj(AT) + it”KJ(R)..* s 
Since N’Kj(R) = 0 for i#O and Kj(R) = 0 for jL - 1, Theorem I. 1 now follows 
from induction on the number of elements in Y. 
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2. The cohomology of Kj for j = - 1 ,I[), + 1 
fn this section X will be an arbitrary noetherian scheme with isolated singularities. 
sheaf on X associated to the preiheaf U w K$U) will be written K,ie We will 
a short, elementary descriptisri of the groups Hi(X, Kj) for j = 5: 1. The 
ptions wii1 help us prove the main theorem in the next section. 
e wilt adopt the following useful uotation in this section. Write Y for Sing(X), 
and let G denote the set of generic points of X. A small y (resp. g) will denote an 
lement of Y (resp. G), and ‘g>y’ will denote the fact that y is a specialization of 
(Le., y is in the Zariski closure of g). The set of specializations g>y will be called 
he results of section one imply that when j<O the sheaf Kj is the flasque sheaf 
Consequently, when j< 0 we have H”(X, Kj) = u Kj(Pk ,,) and *. 
r i#O. 
is the constant sheaf Z, and H’(X, Z) = Z’, where c is the number 
of connect 4 components of X. Since X has isolated singularities, we can give a pret- 
cription of H’(X, Z), following [ 131. Construct a graph r whose 
Y, and whose edge set is E; the edge ‘g>y’ connects g and y. Con- 
imensional simplicial complex allows us to talk about its 
mmrc 4,L For all i we have H’(X, Z) s H’(T, Z). Thus 
(a) H’(X, Z)r H”(T, Z)zZ’, where c = number of components of X, 
(b) H’(X,Z)zH’(T,Z)sZN, where N=c+ #E- #G- #I’, 
(c) H’(X, Z) = H’(T, 2) = 0 for i $0, I. 
roaf. The sheaf Z has the flasque resolution: 
0 4 Z + U (i,)*Z x l[d (i&Z -+ JJ (i&Z -+ 0. 
tz Y g>Y 
Therefore, H"(X, Z) is the cohomology of the chain compkx 
o-+~zx~z+~~z-+o. 
G Y E 
This is exactly the standard chain complex for computing H*(T, Z), so the result 
s. 
is more subtle. It is well nown that H’(X, K,) = {global 
8) - W(X). The group H2(X, ) is discussed in [10,§5] when X 
er a field. There it is shown that for X normal there is an exact 
being the divisor class group): 
-+ 
AY Cf(A,) -+ H2(X, 
YE y 
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When X is not normal, we have to replace the divisor class groups Cl by the 
generalizations IV1 defined by Claborn and Fossum 131. (The group I+‘, is 
sometimes called the group of Weil divisors modulo linear equivalence.) If A is any 
commutative noetherian ring, P’,(A) is the cokernel of a cycle map 
LI Ka*-+ LI z* 
hi(g) = 0 ht(r) = I 
(See [3,$2]). If A -+ B is a flat extension (e.g., a localization), then there is a natural 
map w,(A) --+ w,(B) by E3,(5.2)l. 
Proposition 2.2 ([10,(5.5)]). Let X be a noetherian scheme with isolated 
singularities. Then 
(a) For ir 3 we have H’(X, I&) = 0. 
(b) There is an exact sequence: 
o-, ~l(A.Y)-+ LI w,(A,)+H2(x,K,)+0. 
YEY 
Proof. When X is a regular noetherian scheme there is an exact sequence of sheaves 
on X: 
This sequence only dependsan the well known structure of regular local rings, and 
irot on [Q]. The explicit flasque resolution for K, given in [10,(5.4)] is therefore 
still valid. With this observation, the proof of Theorem (5.5) of [lo] goes through 
gel batim, only exchanging Cl for W,, to prove the result. 
As an immediate corollary, note that since W,(X) = lV,(X,,,) we have 
H2(X, K,) = H2(X,,,, K,). (This also follows from the fact that K,(X,,,) = K,(X) 
away from the O-dimensional set Y.) Here is another simple property of the 
cohomology group H2(X, K1): 
Lemma 2.3. Let X be a noetherian scheme with 
X 1, . . . , X,, denote the irreducible components oj’ X. 
H2(X, K,) s IJ H’(X;, K,). 
roof. In fact, if F is any sheaf on X, then we have 
p? 2. This fact follows easily from induction on 
sequence 
isolated singularities, and Ier 
Then there is an isomorphism 
Hp(X, F) is lJ W(X,, IF) for all 
n, using the Mayer-Vietoris 
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. A f$h&m far K _ I sf surfaces 
In thiiii sdxtion X will denote one ofr 
(1) S$ecl,.A), A a 2-dimensional commutative noetherian ring with isolated 
~t~ensi~nal quasiprojective ariety with isolated singularities. 
this section is to prove the following result: 
~~~~~ 3L Assurrle that X is as above. Then there is a filtration on K ._ ,(X) 
amuse ~,~s~c~~ated graded groups are Vk.m the top dswn): 
~J”(X,K_,)= u K_ ,(Q,,,), 
H2(X, K,), a quotient of u W,(C&, 
bf’(X, Ko), a finite direct sum of copies of %, 
t~wk 3.2, The order of the groups differs from the order given in (201. 011~ my 
~~c~~~ rk~t FDW order may be irnterchanged, butwe shall ignore this point as it follows 
CPartR i21Jj. 
WC MA11 prove ‘Theorem 3. I by means of a series of reductions. 
1. We can assume X = Spee(A) in order to prove Theorem 3.1. Indeed, 
if X is not affine, choose an ioffine open subset U = Spec(A) containing Y. Then 
:!I= +K &A) by Theorem 1.2, and Al’ ’ ‘(X, Ki)S W’ ’ ‘(U, Ki) for is 1 by See- 
I(ln Bract, if X is quaeiprojective over a field this holds for all integers i by 
1 lO,(S. I l)]),) We can assume A = Al, for the same reasons. 
lion 2. WC can assume that X is reduced. In fact, nothing in the statement 
m 3.1 changes if we replace X by Xred. (We saw in Section 2 that the 
roup H’(X, K,) does not change.) 
duc~fon 3, Next, we reduce to the case in which X is irreducible, i.e., in which 
is a domain. To do this, let SK _ ,(X) denote the kernel of the surjection 
) --) I[ K ,( fp,y,,,,). The reduction is a consequence of the following result and 
~~c~~~~~~~~ 3.3. Suppose that A is a noetherian ring with isolated singularities. 
en 
(a) There is an erect sequence 
,(A)-+ 11 SK ,(A/g)-=+O. 
G 
(b) (f' A is a local ring, Ihen SK ,(A) = 0 anci there is on isosmydtism 
K’-‘(A)z fl K --‘(A/g). 
Proof, Replacing A by A,.,,, we may assume that A is reduced, so that B = 11 A/g 
is a finite integral extension of A. The primes of B lying over the set Y 1-f Sin.g(A) 
correspond naturally to the set E:. Let I’ be the conductor from B to A; the support 
of A/t’ is a subset of Y= Sing(A). Let J be the intersection of the remaining primes 
in Y, and let r”= t’fW3; t is an ideal of both A and B. 
Lemma 3.4. The cmkerrre/ oj’ K(,(A/t)@ K@) -+ K,,(B/t) is H’(Spec(A), I!). 
Proof. We can identify the components of the artinian ring A/t with the set Y. The 
ring B//t is also artinian and we can identify the components of R/1 ?vith the set E. 
Since the connected components of B correspond to the set G, the map in question is 
The group &,(B) maps to zero since S/t is art him. From the proof ot‘ I_ct~ma 2.1 
WC see the eolmml is indeed H’(X, Z). 
Resuming the proof of 3.3, consider the conductor squaw 
A -+B 
1 1 
A/t -+ B/t. 
The long exact Mayer-Vietoris sequence of (1 ,X11(8.3)] yields the conmutatiw 
diagram with exact rows: 
As the A.,. are local, the lower left N’ terms are zero. The other vertical maps art’ 
onto by Theorem 1.1. The kernel sequence is therefore exact, which was to be 
shown. 
Constructian 3.5. The maps (I): W’,(A,,J -+ K ,(A). We assu~ne now thc~t .-l is :i 
2-dimensional semilocal domain with Y the sea of maximal ideals of -4. If ‘a’ contains 
just one element, we have no need of such a map, so we choose 1t1 E Y and adopt 
the notat ion of the proof of Theorem 1.1. The sequence 1.5 is 
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because R = T- ‘& is a Dedekind domain, so that K,(R) =Z@Pic(R) and 
K _ ll(R) ~0. 0n the other hand, Pit(R) = W,(R), and our map co is the composite 
W1(A,,,) + W,(R) = Pit(R) + K_ ,(A). 
3.5.2. The maps W,(A,,J -GC_ ,(A) are natural in A in the following sense. Let B 
be a 2-dimensional semikocal domain which is a localization of .4, and such that 
mB# B. Then BlrlB-- - A,,, and there is a commutative diagram 
CY,(A,) 3 W,(R) = Pit(R) *K_,(A) 
1 
1 
1 1 
FY;(BmB) + ~V~(l&JB) = Pic(R@B) + K_. ,(B). 
The left-ha,st3ld square commutes by naturality of WI with respect o flat maps. The 
-A- 1rUly 5 g, =+ BmB is an analytic isomorphism along T by [l g,( 1.4)1, so the right-hand 
square commutes by naturality of 3.5.1. 
Remark 3.5..3. If dim(A)> 2, there is a filtration on K_ ,(A), and we can construct 
maps from the W,(A,,) to the associated graded groups. The spectral sequence con- 
structed in 1201 performs the same task, so we omit the extra generality here. 
Lemmra 3.6 f 10,(5.3)]. There is a short exact sequence 
0 --) W,(A) --) W,(A,,)O W,(A r) + W,(R) -+ 0. 
Proof. Set Ui = Spec(A,,), c]2 = Spec(A T). Then U1 U cl2 = Spec(A) and U1 n Uz = 
Spec(R). TIiie result is now a straightforward combinatorial exercise, given the 
nzturality of the cycle map defining I+$ 
Theorem 3.1 announced at the beginning of this section is now 
the reductions we have made and of the following special caqe: 
a consequence of 
korem 3.7. Let A be a Z-dimensional semilocal domain with isolated sirlgularities. 
Then there is a short exact sequence 
0 --+ ff26pec(A), K,) -+ K _ ,(A) -+ u K_ *(A,“) -+ 0. 
Proof. We proceed by induction on the number of maximal ideals of A. If A i!l 
cal, the result holds because H2(Spee(A), -) = 0. (In fact, all higher cohomology 
vanish on Spec(A).j We therefore can adopt the notation of the proof o? 
oosing m in Y= Max(A). Consider the diagram: 
C. A. Weibe/ 
The four triangles commute by ndturality of W,,K_, and of the map 
W&A,) -+ K, ,(A). One of the three interleaved sequences i exact by Lemma 3.6, 
and another is exact by our inductive hypothesis. It follows from a diagram chase 
that the third sequence is also exact, which is what we had to show. 
4. A local-global counterexample 
We can now analyze the ‘Local-Global Counterexample’ 0.3. Set 
B=k[so, so ‘,s~,s; ‘1, and let 0 be the k-algebra involution a(+) =a&- I). The in- 
variant subring is our example: 
A=Bff=k[s~+s,-‘,sl+s,‘,s~‘s, +s&-‘j 
=k[u,v, w]/(uvw+4=u2+v2+ w’). 
A is a 2-dimensional normal domain with exactly 4 singular maximal ideals: 
mi=(soTt71,~I_tl).B~A=(~+2,~f2,~+2)A. 
These ideals are permuted by the involutions Si H -isi, so the local rings A,, are 
isomorphic. For convenience, we consider m = (II - 2, v - 2, w - 2)A. 
Lemma 4.1. The m-adic completion of A,n is k[[x, y, t]]/(xy = 2’). 
Proof. Another equation for A is (2w - UV)~ = (4 - u2)(4 - o’), so we can take 
x=2-u, y=2-v and z-(2w-tlv)/1//(2+14)(2+~). 
Lemma 4.2 (Murthy-Pedrini [W- Let B = k[x, y, z]/(sy = z’). Then 
Ko(B)=Z, K’(B)=0 fOr,iS - 1 nnd N’K,(B)=O forjr0, i#O. 
Proof. All groups described are direct summands of scme K,(B[t!, t; I, . ..])/Z. 
which is a subgroup of KO(B&k(fl, . . . ))/Z by [8,(1.5)]. I-Iowever, this latter group 
is zero by [8,(3.2)] and [9,(5.3)]. 
.3. Kj(A,)=O forjS - I and N’Kj(A,,)=O_forjSO, i#O. 
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Proof. Let F be either Kj,jS - 1, or N’Kj for jl0, c’+O. Ry Lemma 4.1, 
[l&(1.4),(1.6)], Lemmas 1.3 and 4.2 we have 
F$4J = F(k[[x, y, z]]/(xy = z2)) = F(B,,,) = F(B) = 0. 
All of Example 0.3 now follows from Theorem 1.1 except for the computation 
of AI_ ,(A). Theorem 3.7 states that there is an exact sequence 
0-M2(Spec(A),K_1)-,K_,(A)+ ~K_&4,)-+0. 
The rightmost erm is zero by CoPoIlary (4.3), and the leftmost term was computed 
to be Z/2 in [ 10,(5.9)]. This gives the desired equation K_ ,(A) = Z/2. 
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