This paper provides an empirical analysis of evolving networks of successful R&D collaborations in the IT industry in the United States between 1985 and 1995. We first show that the network has become more extensive, more clustered, and more unequal in the sense "stars" have emerged in the network. We then perform regression analysis in which we control for firm similarity, including unobserved similarities that we infer from the community structure of the network. The results indicate significant triadic closure as well as preferntial attachment biases.
I. Introduction
Acquisition of new knowledge is crucial for successful innovation. A large body of literature have consistently stressed the importance of knowledge spillovers between firms, and demonstrated that knowledge absorption through inter-firm partnership enhances innovative outputs (e.g., Jaffe 1986, Bernstein and Nadiri 1988) . Recently, researchers have analyzed inter-firm knowledge spillovers in a network setting (e.g., Goyal and Moraga-Gonzalez 2001 , Cowan and Jonard 2004 , Meagher and Rogers 2004 . On the empirical side there is ample evidence that positioning of firms within R&D network substantially affect their R&D performance (e.g., Powell, Koput and Smith-Doerr 1996 , Ahuja 2000 , Gomes-Casseres, Hagedoorn and Jaffe 2006 .
These studies assume the exogenous network architecture in measuring the effects of knowledge spillover on innovation performance. R&D collaborations, however, should be considered to form endogenously and evolve over time as firms decide with whom to collaborate. In contrast with the abundance of evidence relating network position and performance, little work has been done to understand the evolution of R&D network.
The importance of strategic network formation has been widely recognized theoretically in the R&D literature.
1 Yet, the empirical analyses of network formation have been underrepresented in the literature. This paper aims to contribute to the literature by analyzing evolutionary process of R&D network in the U.S. Information and Technology (IT) industry during the period of 1985-1995. We identify an R&D collaboration relationship between inovative IT companies if at least one common researcher is observed between them at a given period of time. In order to collect the information of inter-firm collaborations, we compile patent data of all IT companies provided by NBER patent database (Hall, Jaffe and Trajtenberg 2001) . The names of inventors are recorded with the name of the assignee for each patent. We match the lists of inventors' names across different assignee companies to see if they are connected via common researchers. A longitudinal data of evolving R&D network is created by collecting instantaneous networks that are yearly snapshotted.
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We assume that innovative IT firms collaborate with each other such that more knowledge spillovers are expected. Following Cassiman and Veugelers (2002) who emphasize the importance of distinguishing in-and out-flows of knowledge in R&D process, we focus on firm's incentives to strategically maneuver incoming and outgoing spillovers. We assume that IT companies maximize the incoming spillovers from partners, and at the same time, minimize outgoing spillovers to non-partners in order to manage the external information effectively.
These abilities of controlling patterns of knowledge spillovers may crucially depend on the R&D network structure. A company with many collaboration links in an R&D network can benefit from inter-firm network flows of information. Such a company has better access to knowledge flow through links to other companies. Thus, maximizing incoming spillovers implies that firms try to collaborate with "more connected" companies in order to access to novel information flows. Hence the more the network links a company participating in R&D network has, the more attractive the company is. Consequently, a company with more connection attract further connection with new partners. In terms of network theory, (e.g., Barabási and Albert 1999),
we can say that firms have "preferential attachment bias", that is, a firm with more 2 The patent data has been used in the literature to identify the collaborations among innovators. For example, Cantner and Graf (2006) constructs a network of innovators in Jena, Germany, based on the patent records. Singh (2005) analyzes the relationship between collaboration among innovators and patent citation. The use of coinventors data in patents to identify R&D collaborations among firms can be justified because coinventors of a patent collaborate intensively over extended period of time as Fleming, King III and Juda (2004) reports, and such intensive collaboration will be difficult without supports from the firms these inventors are working for. In addition, the fact that patent database is publicly available gives an advantage of its use over other databases such as MERTI-CATI database (Hagedoorn 2002) . On this other hand, using the patent has its drawback as we fail to capture those R&D collaborations that did not result in obtaining a patent. Our focus here is to analyze the evolution of successful collaboration where the success is defined in terms of obtaining a patent.
collaborations has a higher propensity to receive further. The firm's ability to protect their proprietary knowledge may also depend on network structures that facilitate cooperation between firms in an R&D network. The theoretical literature (e.g., Shapiro and Willig 1990) demonstrates that imperfect appropriability increases the incentive of firms to free ride on the R&D efforts. But, if firms can use effective reputation or sanction mechanisms that monitor and guide external knowledge flows, innovative idea or technology will be effectively protected from free-riding by outsiders. This is reminiscent of the social capital theory proposed by Coleman (1988b) . The gist of argument is that a network closure creates a reputation cost for inappropriate behavior which facilitates trustworthiness between agents involved. Thus, the firms' incentives to limit outgoing spillovers may lead to a "cyclic closure bias" (Kossinets and Watts 2006) , in particular, "triadic closure bias" (Rapoport 1953 , Watts 1999 , that is, a firm has propensity to form a network closure among a local circle of firms.
We first measure the properties of the network over time and demonstrate that the network has become more extensive, more locally clustered, and more unequal in the sense "star" companies have emerged in the network.
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We then estimate the strength of various mechanisms that have been proposed in the literature as driving forces behind the network evolution. The regression analysis reveals that, after controlling for characteristics of firms as much as possible, there are significant "triadic closure" and "preferential attachment" biases.
The rest of the paper is organized as follows: The data is described in Section II. Section III discusses the evolution of structure of networks over time. Section IV shows the framework of our statistical analysis. The empirical results are discussed in Section V, and Section VI concludes.
II. Data
We use NBER patent data (Hall et al. 2001) . For each patent granted, the names of the researchers, the assignee, the assignee ID, the application year, and the technological category are listed. We focus on the patents that are classified as category two, "computers and communications." We focus on this category because our empirical strategy, which will be discussed in Section IV, is to estimate the likelihood of formation of new partnership, and according to Hagedoorn (2002) , IT industry is the industry with the highest share of newly established R&D partnership among high-tech industries from the latter half of 1980s (about 40% or more).
A. Constructing network data
We use a three year moving window in constructing the collaboration network data, i.e., the patent applied (and consequently granted) between 1984 and 1986 are used to construct the network data for 1985, those applied between 1985 and 1987 are used to construct the network data for 1986, and so on.
We define that two companies have collaborated if the same researchers are listed in the patents owned by these two companies.
4 For example, in the example shown in table 1, company A 1 and A 2 has collaborated in the period in question because researcher R 1 and R 4 are involved in patents that are owned by the companies, namely, P 1 , P 2 , and P 3 . In the same way, company A 1 and A 3 have collaborated because researcher R 2 is listed in the patents P 1 and P 4 that are owned by A 1 and A 3 , respectively.
We follow Cantner and Graf (2006) in construct such network of collaboration.
We first define a n × m matrix X where n is the number of companies and m is the 4 We distinguish different researchers by their last name, first name, and the initial of the middle name. This procedure is common in constructing co-authorship network, (Newman 2004 , Goyal et al. 2006 . It is not perfect, of course, as Trajtenberg, Shiff and Melamed (2006) points out, two different researchers may have the same last and first name as well as middle name initial. 
Patent
Assignee
number of researchers in the data. The i-th row of the matrix represents the company A i , and the j-th column of the matrix corresponds to researcher R j . The element i, j of the matrix is set equal to one if researcher R j is listed in the patents owned by company A i , and zero otherwise. Using the example shown in table 1, the X will be as follows:
The n × n matrix that defines the structure of the collaboration network, or the weighted adjacency matrix, Γ , can be defined aŝ
as we do not consider a firm collaborating with itself, we replace the diagonal element ofΓ with zero and obtain
Since we consider the symmetric collaboration relations, Γ ij = Γ ji . The value greater than zero represents the existence of collaboration between two companies. And the larger the value is, the more intensive the collaboration was in the sense that there were more researchers involved in the collaboration activities. For example, researchers R 1 and R 4 are both listed in the patents owned by company A 1 and A 2 , which results in Γ 12 = Γ 21 = 2.
Most of the existing statistics to characterize the structure of network do not utilize the information regarding intensity of relationship. Also, our statistical analysis in Section IV studies only the formation the relationship and not its intensity. Therefore, what is needed is whether the relation exists or not. Thus, we can define the unweighted adjacency matrix, G, the element of which takes the value one, if the entry to the weighted adjacency matrix, Γ, is greater than zero.
Given the way we construct our network, it is possible that a link between two companies captures not only the genuine inter-firm collaborations but also researchers' job hopping. 5 Indeed, several surveys report that innovative companies recognize hiring away researchers from other innovative companies as an important strategic tool to acquire external knowledge. For example, Cassiman and Veugelers (2006) report that 42% of companies in their survey in Belgium replied that they actively engaged in hiring away personnel, while 37% of the companies replied that they actively engaged in R&D contracting in order to acquire external technologies. Besides this report, a study by Cantner and Graf (2006) on the local network formation in Jena, Germany,
shows that a firm is more likely to form R&D collaborations with firms that employ researchers who have worked for it before. A case study by Saxenian (1994) also pro-vides anecdotal evidence from interviews with Silicon Valley engineers that extremely frequent job-hopping enhanced inter-firm collaborations in the Silicon Valley in the 1970s. From these circumstantial evidence, we can intereprete that our R&D networks capture broader research collaborations among companies including potential ones that eventually facilitate knowledge spillovers among innovative companies.
III. Dynamics of the collaboration network
In the sample period between 1985 and 1995, we find that the total number of companies is 7773, while the number of observed collaborations between the companies is 9234. The average intensity per collaboration, i.e., the average number of researchers involved in one R&D collaboration activity, is 4.61. Table 2 shows the basic statistics that describe the structure of collaboration network. The number of nodes is simply the number of companies in the network.
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As there are many nodes that are not connected with others (isolated nodes), the table also report the number of linked nodes which excludes the isolated nodes. For the linked nodes, the average degree and the clustering coefficient (Watts and Strogatz 1998) are reported.
The average degree captures the average number of collaborating partners. While this has been quite stable until 1990, it has been increasing since. This shows that collaborations among companies have become increasingly more common in 1990s.
At the same time, the size of the largest connected components as a fraction of the number of linked nodes in the network is increasing. This illustrate that the companies are increasingly being connected to other companies, directly or indirectly, in the web of collaboration networks.
The clustering coefficient measures the degree of local connectedness of the net- work. 7 The clustering coefficient is much higher than expected if the connections are made randomly among the existing nodes in the network. 8 The high clustering have been found not only in various social networks, such as collaboration among economists (Goyal et al. 2006) or researchers in other fields (Newman 2004) , but also in the physical or neural networks (Watts and Strogatz 1998) . The clustering coefficient shows the increasing trend since 1990, which suggests that the search for the collaborating partners have become increasingly more local (Jackson and Rogers 2006) , and resulted to give a "triadic closure bias" (Rapoport 1953 , Watts 1999 in the way the collaboration network has evolved. The low variance of the Bonacich centrality across the nodes in the network implies that relative positions of nodes are similar to each other, while high variance represents "core-periphery" structure in which there are a small number of "star" companies that position themselves in the center of collaboration network. Table 2 shows that the variance of the Bonacich centrality has been increasing throughout the sample 7 It is defined as follows: let k i be the number nodes connected with node i (degree of node i). The possible number of connections among those k i nodes is k i (k i − 1)/2. The clustering coefficient for node i is defined as the ratio of the actual number of connection exists among these k i nodes to the possible number, k i (k i − 1)/2. Thus, the more collaborations there are among the collaborating partner for company i, the larger the clustering coefficient for company i becomes. The extreme case is where the clustering coefficient is one. In such a case, there are many isolated groups of companies that collaborate with all the other companies within the group, but do not collaborate with those outside of the group.
8 The clustering coefficient for random graphs with the same number of linked nodes are less than 0.002 for all the years.
9 The Bonacich centrality for node i, bc i , is defined as follows:
where α is set so that ∑ i bc i (α, β) 2 = 1, and β = 0.1. The value of β can be any value between 0 and 1.0. But it is common to set it to 0.1 (Haynie 2001) . Setting it to other values does not change the qualitative results much. Ballester, Calvó-Armengol and Zenou (2005) has recently demonstrated a relationship between Bonacich centrality measures and Nash equilibrium action of a player in a certain class of network games. It is of an interesting future research to exploit such relationship in R&D collaboration network.
period. Thus, as the collaborations have become more common, a few star companies seem to have emerged in the network.
IV. Statistical Model
In this section we turn to statistical analysis of the R&D collaboration formation by the innovating IT firms.
We use the standard latent utility framework to model the collaboration network formation between companies. We assume that the latent utility of company i from collaboration with company j at time t + 1 is given by the following linear function:
The first component incorporates the systematic utility from collaboration where X i and X j is the background characteristics (e.g., firm size) of company i, and Z ij is the common background characteristics of company i and j (e.g., similarity of production process). The second component involves the kth cyclic closure bias. We define d
as the dummy variable that takes one if the shortest distance between i and j is equal to k and zero otherwise. If ρ k > 0, then the company obtains a positive utility by forming the cycle of length k. So the parameter ρ k measures the degree of the tendency to form kth cyclic closure. It is the generalized notion of the triadic closure bias (Kossinets and Watts 2006) . The third component is an idiosyncratic random error shock ε ij . As in the standard random utility model, we assume that the random errors ε ij (t)s are independent across companies and over time, and are identically distributed from the logistic distribution.
Without the loss of generality, the utility from no collaboration can be normalized to be zero. Thus, if u ij > 0, the company i is willing to collaborate with company j at time t + 1. The probability is given by
where F is the cumulative distribution function of the logistic distribution.
Consider the collaboration formation between two companies, i and j, which are not connected at time t. We assume that the two companies i and j collaborate only if they are willing to collaborate at the same time. Let G ij (t) denote the R&D collaboration between company i and j at time t. The conditional probability that company i and j will initiate collaboration at time t + 1 given that they do not collaborate at time t is presented by
The equality follows from the assumption that ε ij (t) and ε ji (t) are independent. The possibility that the random shocks are correlated will be discussed later.
The conditional likelihood that currently unconnected companies initiate the R&D collaboration in the next period is given by
where θ is the vector of parameters such that θ = (α, β, γ, ρ k ). The product ∏ is taken over all possible pairs of (i, j) such that i < j. Because of Equation (4), the conditional likelihood can be rewritten as
Thus the total log-likelihood function over the sample periods is presented by
The structural parameter θ is estimated from the log likelihood function. Since the F is the cumulative distribution function of the logistic distribution, the standard logistic regression method is used for estimation.
One final note concerns the identification of parameters. It is found that two parameters β own and β other cannot be separately identified from the data. The reason is simple: Since these parameters are symmetric in the log likelihood function, any two sets of symmetric values of (β own , β other ), such as (b 1 , b 2 ) and (b 2 , b 1 ), yields the same log likelihood value for equation (6). Thus in the empirical analysis below, we simply report β = (β own + β other )/2. The parameter β can be interpreted as the average effect between own and other's background characteristics on link formation.
V. Empirical Results
We included a number of independent variables that are thought to influence the firm's decision to form R&D collaborations. Table 3 presents the definitions of the variables that we used in the estimation.
The first set of such variables contains information on firms' characteristics. These include firms' sales, R&D expenditures, and R&D intensity defined by the share of total R&D expenditures in total sales. These variables concerning firm size were shown to affect cooperation in R&D in previous literature, e.g., Colombo and Garrrone (1996) , and Hernán, Marín and Siotis (2003) , which argue that they will increase firms' "absorptive capacity" (Cohen and Levinthal 1989) of new innovation. We also included the number of R&D collaborations in the current period as a predictor of new collaboration in the next period. After controlling for firms' "absorptive capac- ity", this captures "preferential attachment bias" (Barabási and Albert 1999), i.e., tendency for those firms with many partners to form more collaborations in the future. This bias, if it exists, explains the emergence of a few "star" companies in the network of R&D collaborations we discussed in Section III.
The second set of control variables reflects similarities between firms. We expect that the firms share many of the characteristics are more likely to cooperate with each other than those are not. We computed similarity measure of firms' production processes using sub-industry grouping system by NAICS (North American Industry Classification System). The similarity index takes one if two firms fall into the same five-digit NAICS sub-industry class, and zero otherwise. As an alternative similarity measure, we also computed non-centerred correlation coefficients of the technological portfolios of applied patents between firms. We used a citation-probability-adjusted version of the correlation coefficient defined by Jaffe (1986) .
to measure a similarity or closeness among technological categories of firms' research activity. We also considered the similarities of firms' potential capacity. The similarity indices are computed from firms' sale size and R&D sizes, respectively.
In addition to these similarity indices, we included measures of geographical proximity between firms. We expect that the firms that are located in the same state or county are more likely to form R&D collaboration than those that are not.
Finally, we included the cyclic closure biases to measure tendencies for local clustering. To capture the k-th cyclic closure bias, we computed the shortest (geodesic) path between innovating firms in R&D collaboration network, and construct a dummy
ij , which takes one if the shortest-distance between a pair of firm i and j is k − 1, and zero otherwise. Since the pairs of firms that are connecting with more than 5 distances are very rare, we included up to 6-th cyclic closure biases in the estimation below.
Because the background characteristics are not available for all firms, we restrict our attention to the subsample to the innovating IT companies that are listed on the NYSE, NASDAQ, and AMEX in the sampling period. The data for these companies are obtained from S&P's COMPUSTAT. We find that there are 478,654 possible collaborations among those stock-market-listed firms, while only 288 collaborations (0.06 percent) are newly formed in the sample period. It should be noted that, although the sample are restricted by the stock-market-listed firms, the network related 10 The correlation coefficient is difined by
where f i is a row vector of the number of patent applications in each technological subcategory taken out by firm i, and W is the citation probability matrix among each technological subcategories that are computed from the entire U.S. patent citation data from 1981 to 1999. The citation probability matrix instead of the identity matrix is used as a weight so that the similrarity measure can pick up the similarity or closeness among technological categories. By doing so, we coped with the problem of a potential discrepancy between the artificial classification and the true linkage among technologies. measures, such as the shortest distance, are calculated based on the full sample.
The descriptive statistics on the independent variables are reported in Table 4 . Table 5 reports the marginal effect of the independent variables on the probability of forming new collaboration and the estimates of the k-th cyclic closure bias parameter ρ k for k = 3, 4, 5, 6. The specification (1) and (2) provide the baseline estimates of the structural parameters. The difference between these two specifications is whether the liner time trend variable is included or not. The estimation results present that the time trend coefficient is positive and statistically significant, and thus suggests that the growth of R&D collaborations might be explained by a secular technological progress in the sampling period.
A. Baseline Estimation Result
Not surprisingly, we found that the similarities of firms' production process and research activity have highly significant and positive effect on the likelihood of R&D collaboration. This suggests that the similar firms in line of industry are more likely to cooperate in R&D activity, as is consistent with our prior expectation. Notes: Standard errors are in parentheses. * Significant at the 10-percent level. * * Significant at the 5-percent level. * * * Significant at the 1-percent level.
Different results, however, are reported for firm size similarities. The estimated coefficients of similarities in sale size and R&D size are both negative at the 1 percent significance level. These results indicate that the firms that are asymmetric in size have strong incentive to participate in R&D cooperation.
We also found that geographical proximities matter for forming new R&D collaborations between innovating IT firms. The result suggests that the firms that are located in the same county and same state are more likely to collaborate with each other than those that are not.
An interesting difference emerges between the effects of firm's sizes, measured in terms of sales and R&D expenditures, on R&D collaboration formation. The estimation result indicates that R&D expenditure has significantly positive impact on R&D cooperation. 11 On the contrary, the estimated effect of sales on R&D cooperation is negative and statistically significant. Yet, as indicated by the estimates, the R&D size has far larger impact on joint R&D participation than the sale size does. All these results seem to suggest that the R&D expenditures is critical in building absorptive capacity.
It should be noted that the alternative specification (3) presents that R&D intensity, which is widely used in the previous literature (e.g., Colombo and Garrrone 1996) as a proxy for absorptive capacity, is insignificant. This suggests that the absolute level of R&D expenditure level, rather than relative level of R&D expenditure, might be relevant to a firm's absorptive capacity.
The estimated coefficient of the number of current collaborations is positive and statistically significant. It should be noted that this is after controlling for firm's absorptive capacity by R&D size or R&D intensity. Therefore, we can attribute this result to the existence of "preferential attachment bias" (Barabási and Albert 1999) , that is, firms try to collaborate with others that currently have many collaborating partners in order to gain access, although indirectly, to the novel information and technology pooled therein to increase incoming spillovers as much as possible. This bias explains why we observe a few "star" companies emerging in the R&D network.
The estimates of the closure biases are reported in the bottom rows of Table 5 .
The cyclic closure biases are all positive and statistically significant. This implies that innovating IT firms are willing to form new R&D collaboration with firms that are inside the circle of their current partners, i.e., within a chain of few intermediaries.
It should be noted that the strength of the cyclic closure bias decrease monotonically with distance between firms. Hence, two innovating firms with shorter chain of intermediates are more likely to cooperate in R&D research activities. This provides a reason why the R&D network clusters locally.
The results on cyclic closure bias shed light on how firms are managing the pattern of spillovers "to maximize the incoming spillovers from partners and nonpartners, while at the same time minimizing spillovers to nonpartners" (Cassiman and were former collegues at a company or former classmates at a business school and were in close promixity. Then their companies may be more likely to cooperate in R&D activities due to their parsonal association (see Saxenian 1994 ). If we cannot observe such common predisposition of research managers that leads their companies to collaborate, we may mistakenly attribute the effect to a cyclic closure bias.
To examine the possibility of omitted variables problem described above, we added to the model dummy variables that explicitly accounts for unobserved factors that are common to all companies in proximity in the R&D network. Two types of dummy variables are considered. First we include a dummy variable that takes value one for a pair of innovating firms that belong to the same connected subnetwork. Second we include a dummy variable that takes value one for a pair of innovating firms that belong to the same community subnetwork.
The primary assumption of the empirical strategy is that a common factor, which is unobservable to researchers, affects all firms in the same connected or community subnetwork. Thus the latent utility model of R&D collaboration formation is modified as follows:
where g ij is either a connected subnetwork dummy variable or community subnetwork dummy variable, which takes value one if i and j belong to the same connected or community subnetwork. We expect that δ ≥ 0 and thus the unobserved common factor facilitates R&D collaborations between firms that belong to the same connected or community subnetwork. The factor g ij yields correlation in the neighborhood of the network if it is not taken into account. In that case, the unobserved error term, (δg ij +ε ij (t)), is correlated between inovating firms that belong to the same connected or community subnetwork due to the common factor g ij .
To find community structure, we use a network partition method proposed by Girvan and Newman (2004) . Roughly speaking, a community is a subset of nodes within the network (i.e., subnetwork) such that connections among them are denser than connections with the rest of the nodes in the network. Their community detection algorithm is based on the idea of "betweenness" of links in the network, where betweenness of a link is a measure that favors links that lie between communities.
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Thus, if the links with high betweenness scores are removed, the community subnetworks are left behind out of the entire network.
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Given that the utility is specified by Equation (7), we can employ the same estimation method as we did for the baseline empirical model. We assumed the new R&D collaboration is formed between firm i and j only when both firms agree to do so. Thus the conditional likelihood is represented by Equation (5) with different u ij that is specified above. Table 6 reports the estimation results. We used the best-fit-specification (the specification (2) in the previous table) for selecting the independent variables. We 12 The betweenness of a link, or "edge betweenness" is measured by counting, among the shortestpath between all the pairs of nodes that are connected, the number of shortest-path going through the edge under consideration. Since a path between two nodes that belong to different communities must go through edges that lies between these communities, the edge betweenness of such edges will be higher.
13 How many communities should we expect in a network? This is a difficult question to answer without some prior knowledge about how the network is formed. Girvan and Newman (2004) proposes the use of modularity measure, and defines the community when the measure is the highest. The modularity measures the difference between the fraction of the edges in the network that connect nodes within the same community and the expected value of the same quantity with the same community division but connections between the nodes are random. They demonstrate that this procedure works very well for the network with a priori known community structure. include the connected subnetwork dummy variable to control for the unobserved group heterogeneity, which is presented by the specification (4).
In addition, we also included the community subnetwork dummy variable, which is presented by the specifications (5) and (6). To determine the community structure of the R&D network, we employed both the unweighted adjacency matrix G, which represents collaboration links as binary variables, and the weighted adjacency matrix Γ, where its collaboration links are weighted by the number of common researchers between firms. In other words, we took into account of the "strength" of the collaboration for identifying distinct communities in the R&D network. 14 The specification (5) and (6) present the estimation results for unweighted and weighted community structure respectively.
We found that the connected subnetwork dummy variable is positive and statistically significant for all the specifications. On the other hand, the community subnetwork dummy variable is not significant for the specification using the unweighted adjacency matrix (specification (5)), while it is positive and statistically significant for the specification using the network structure weighted by the number of common researchers (specification (6)). This result may reflect the fact that the more accurate community structure can be identified by using the information of the strength of R&D collaborations. We expect that the stronger the R&D collaboration between firms, or, equivalently saying, the more researcher are involved in the R&D projects between firms, the closer the connection becomes between them. Thus, those firms having closer connections with each other are more likely to belong to the same community subnetwork.
As far as the firms' individual and common background characteristics are concerned, the point estimates in Table 6 are very similar to those in Table 5 . All signs of the estimates are as before, and the variables that are significant in Table 5 are also significant in Table 6 .
Interestingly, all the estimates of cyclic closure biases become significantly smaller if the unobserved subnetwork factors are controlled for. For example, the estimate of the triadic closure bias ρ 3 decreases from 2.4268 for the specification (2) in Table 5 to 0.6114 for the specification (6) in Table 6 . Yet, it is important to keep in mind that the estimates the triadic closure bias is still positive and statistically significant at least at the 10 percent significance level. On the other hand, the cyclic closure biases with more than the third degrees become negative but statistically insignificant once the subnetwork dummy variables are included. These results suggest that at least some closure bias is not mainly driven by unobserved group factors. The evidence can be interpreted in favor of positive triadic closure bias in forming new R&D collaboration as its effect on limiting the outgoing spillover through reputation and sanction mechanisms is the greatest.
VI. Conclusion
In this paper we have studied the evolution of successful R&D collaboration in the U.S.
IT industry between 1985 and 1995 using the information contained in the granted patent in the U.S. The descriptive statistics of collaboration network suggest that the collaboration patterns have become more extensive, more locally clustered, and more unequal in the sense stars have emerged in the network. The regression analysis reveals that there is significant triadic closure bias and preferential attachment bias in the choice of collaboration partners even after controlling for characteristics of firms as much as possible, including some unobserved similarities between firms that we infer from the community structure of the network. The triadic closure and preferential attachment biases can be seen as firms trying to maximize incoming spillovers from partners and non-partners while minimizing out-going spillovers to non-partners in their search of collaborating partners.
While focusing on the evolution of the structure of collaboration networks, we have not addressed other interesting questions such as: How are such dynamics of collaboration network related with the dynamic patterns of knowledge flows among firms? What is the relationship between a firm's position in collaboration network with its R&D productivity? We await for future research to answer these questions.
