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Abstract
Continuous improvements to the state of the art have made it easier to create,
send and receive vast quantities of video over the Internet. Catalysed by
these developments, video is now the largest, and fastest growing type of
traffic on modern IP networks. In 2015, video was responsible for 70% of all
traffic on the Internet, with an compound annual growth rate of 27%. On
the other hand, concerns about the growing energy consumption of ICT in
general, continue to rise. It is not surprising that there is a significant energy
cost associated with these extensive video usage patterns.
In this thesis, I examine the energy consumption of typical video con-
figurations during decoding (playback) and encoding through empirical
measurements on an experimental test-bed. I then make extrapolations
to a global scale to show the opportunity for significant energy savings,
achievable by simple modifications to these video configurations.
Based on insights gained from these measurements, I propose a novel,
energy-aware Quality of Experience (QoE) metric for digital video - the
Energy - Video Quality Index (EnVI). Then, I present and evaluate vEQ-
benchmark, a benchmarking and measurement tool for the purpose of
generating EnVI scores. The tool enables fine-grained resource-usage
analyses on video playback systems, and facilitates the creation of statistical
models of power usage for these systems.
I propose GreenDASH, an energy-aware extension of the existing Dynamic
Adaptive Streaming over HTTP standard (DASH). GreenDASH incorporates
relevant energy-usage and video quality information into the existing
standard. It could enable dynamic, energy-aware adaptation for video
in response to energy-usage and user ‘green’ preferences. I also evaluate the
subjective perception of such energy-aware, adaptive video streaming by
means of a user study featuring 36 participants. I examine how video may
be adapted to save energy without a significant impact on the Quality of
Experience of these users.
In summary, this thesis highlights the significant opportunities for energy
savings if Internet users gain an awareness about their energy usage, and
presents a technical discussion how this can be achieved by straightforward
extensions to the current state of the art.
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1CHAPTER ONEINTRODUCTION
It is widely acknowledged that digital video is responsible for the largest proportion of
traffic on the Internet today. Cisco Systems’ annual Visual Network Index [1] estimates
that approximately 70% of all the traffic that traversed the Internet in 2015 was some
form of video - corresponding to an estimated 502 exabytes of data. Furthermore, at a
compound annual growth rate of 27%, video is also the fastest growing type of traffic
compared to other major classes of Internet traffic. Cisco further project that by 2020,
video will be responsible for at least 80% of all Internet traffic, which will correspond to
around 1600 exabytes of data - an increase of more than 300% to what is observed today
[1].
This prolific video usage suggests that a significant proportion of the Internet’s 3.2
billion users1 are often creating, transmitting and/or receiving video. This means that
on a global scale, Internet video consumes a significant amount of computing resources
(e.g. processor cycles, memory, disk storage and network bandwidth), as well as the
energy required to support these resources.
1.1 The energy usage of Internet Video
There are several avenues for consideration with respect to the resource and energy
usage requirements for Internet video. On one hand, there are the servers and entire
data-centres that are involved in the encoding, storage and delivery of digital video.
On the other hand, there exists a wide variety of client end-systems and devices,
which create, send, receive and decode/playback video streams. There is the also the
1Figure based on 2015 estimates from the International Telecommunication Union (ITU)[2]
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networking fabric and infrastructure i.e. routers, switches, content delivery networks
(CDNs) and other networking equipment over which this video traffic is transmitted.
The energy usage and associated carbon footprint of Information and Communication
Technology (ICT) systems in general is a topical issue which has recently gathered
interest from academia, industry and government over the last decade or so. A seminal
report authored by The Climate Group [3] in 2008, estimated that 2% of the world’s
carbon emissions was due to global ICT usage - similar to levels emitted by the global
aviation industry. Since then, ICT usage has continued to rise exponentially and at 3.2
billion, the current number of Internet users as at 2016 has doubled since 2008. Recent
work by Lambert et al. [4] suggested that in 2015, global ICT usage required over 1100
TWh of electrical energy – equivalent to 5.5% of all the electricity consumed globally.
They suggest that the global ICT energy usage grows at a rate of 6% annually, faster
than the overall average annual growth rate of 3% for electricity use globally for all
other sectors (e.g. transportation, manufacturing etc.).
Considering the significant proportions of video traffic on the Internet, it follows
there must be a commensurately significant energy consumption and carbon footprint.
Indeed, video is known to be much more resource-intensive than the other common
uses of the Internet and ICT – in terms of network capacity, device CPU utilisation,
memory, I/O, disk space requirements etc. When the potential for growth of Internet
video usage is also considered, it can be further seen why the energy usage of Internet
video should be of interest.
1.2 The potential for growth of Internet Video
This exponential growth in Internet video usage is being catalysed by continuous
developments in the state of the art. Most user devices – smart-phones, tablets, personal
computers, wearable devices, gaming consoles, smart television sets etc. - are capable
of receiving and sending video streams in a wide range of formats, resolutions and
capabilities e.g. High Definition (HD)(720P, 1080P), Ultra-High Definition (UHD) (2160P,
4K), three-dimensional (3D) video, 360° video [5] etc.
Furthermore, continuous improvements to networking technologies and infrastructure
continue to make it easier to guarantee the capacity requirements of sending and
receiving video over the Internet. Modern IP networks are able to support video at
higher bit-rates than ever before. There have been significant advances in software
and across the depth of protocol stack, which have enhanced video delivery over the
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Internet. A motivating example is the use of the ubiquitous HTTP protocol to stream
video through various mechanisms, most notably of which is the Dynamic Adaptive
Streaming over HTTP (DASH) standard [6]. This use of HTTP has greatly eased video
delivery by utilising ordinary web servers and HTTP streams, which can easily traverse
firewalls, application gateways and Network Address Translation (NAT) devices.
At present, the bulk of this video traffic is used for entertainment purposes, such as
Video-on-Demand (VoD) through popular providers like YouTube, Netflix and BBC
iPlayer. According to the Sandvine Global Internet Phenomena report for the 2nd half
of 2015 [7], ‘Real time entertainment’ (i.e. VoD) was responsible for 70% of all the
downstream traffic experienced on fixed networks, and 41% on mobile networks in
North America, with similarly significant proportions experienced in Europe, (46% on
fixed, 36% on mobile), Asia-Pacific, (47% on fixed, 50% on mobile) and Latin America
(46% on fixed, 33% on mobile) (summarised in Table 1.1). Video is much less prevalent
in the less developed regions of the world i.e. Sub-Saharan Africa and South Asia, but
this actually highlights the strong potential for growth in global video traffic.
Region Percentage of VoD trafficon fixed networks
Percentage of VoD traffic
on mobile networks
Africa 28.7 8.5
Asia-Pacific 47.2 50.8
Europe 45.5 35.9
Middle East N/A 34.7
North America 70.4 40.9
South America 44.8 22.9
Table 1.1: Global video-on-demand (VoD) downstream traffic proportions on fixed and mobile
networks in 2H 2015 by region (Sandvine [7])
1.3 The importance of Internet Video
Internet video is increasingly being incorporated in use-cases with a stronger societal
impact than entertainment, with applications in education, agriculture, surveillance
and healthcare. For example, traditional educational institutions i.e. schools, colleges
and universities, as well as newer educational institutions known as Massive Open
Online Courses(MOOCs) providers (e.g. Coursera2 and Udacity3), are increasingly
2www.coursera.org
3www.udacity.com
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using Internet video as a means for delivery of tutelage, such as through ‘blended
learning programs’. This model of educational delivery via digital video can be seen as
a lower-cost alternative, or at least a supplement, to the traditional brick-and-mortar
model where students may have to travel long distances and incur significant expenses
to receive tutelage in a physical classroom. High quality educational video content
could easily be delivered over the Internet to the students at their own locations. In
this manner, Internet video can be seen as a means of widening access to high-quality
education in under-developed regions, where students would otherwise have little or
no access to good quality education.
Digital video is also being incorporated into applications for Agriculture, e.g. the Digital
Green Project [8] in India and Sub-Saharan Africa, in which rural communities create
and share videos of relevant agricultural practices within small social networks. There
are similar Internet video applications for healthcare, wellbeing, security, surveillance
and so on.
With these examples, it is clear that digital video delivered over the Internet can
have a strong societal impact beyond just entertainment and leisure. Indeed, video
can be a great enabler for regions of the world where functional literacy is low:
video communication has greater utility for users than text-based communication.
Interestingly, some of these developing regions and countries of the world, for example
in some parts of Asia and Sub-Saharan Africa, have very large populations and already
significantly contribute to the global number of Internet users. However, these regions
still have relatively low Internet penetration rates (typically below 40%), compared with
more developed regions of the world which have up to 90% Internet penetration rates.
This highlights the potential for up to an additional 2 billion Internet users to come
online in the next decade – mostly from these developing regions – and video can be a
very important use-case for them.
Unfortunately, in such developing regions, the supply of energy can be unstable and
expensive. Thus, it is very important to consider the energy usage requirements of
Internet video-based solutions. Even in the more developed regions of the world, where
energy supply is stable and available, there are already concerns that energy usage and
carbon footprint of ICT systems in general can become unsustainable and pose a drain
on future energy systems. These concerns, by extension, apply to Internet video.
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1.4 Research Motivation and Approach
In this thesis, I present extensive work done on enabling energy awareness for Internet
video. This work is within the wider context of Green ICT – a recently emerged field
which has now become a key body of research and practice within the wider field of
Computer Science and Information Technology. Green ICT spans a number of focus
areas and endeavours, some of which are discussed in the background chapter of this
thesis (Chapter 2 – Background - Energy Awareness in ICT). Throughout this thesis, I
have focused on non-realtime, non-interactive video content delivered over the Internet.
However, the contributions I offer could easily apply to other forms of Internet video
such as live broadcast streams and interactive video communication.
The goal of this research is to integrate energy awareness into the pervasive Internet
video. I offer the following thesis statement:
It is feasible to trade-off energy and resource usage for performance for Internet
video for significant energy savings without significantly affecting user Quality of
Experience (QoE)
Towards achieving this goal, I formulate the the following sub-hypotheses:
• H1: The energy consumption (and resultant carbon footprint) of global Internet
video usage can be measured and quantified.
• H2: Users of Internet video can be enabled towards making conscious decisions to
improve their energy awareness.
• H3: Application-layer or software techniques can be used to enable this energy
awareness for Internet video, with a minimal impact on the perceived Quality of
Experience (QoE).
1.5 Novel Contributions
In answering these research questions, I present the following novel contributions of
this thesis.
First, through empirical measurements, I show that the energy consumed globally by
video is very significant. I present an examination of the energy consumption of the
most popular video codecs and resolutions, during decoding (playback) and encoding.
I make extrapolations to a global scale, and show the opportunity for significant energy
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savings by modifications to client-side video configurations. Then, I contribute a novel
quality assessment metric for digital video - the Energy-Video Quality metric (EnVI)
which combines energy usage and user Quality of Experience (QoE) metrics. I present a
custom benchmarking tool built for the purpose of deriving comparable EnVI scores on
diverse video streaming systems.
I contribute, to the best of my knowledge, the first user study to investigate user
attitudes and perceptions of energy awareness for Internet video. Through this study, I
investigated the possible trade-off between user perception of video quality and energy
savings/awareness.
Finally, I contribute GreenDASH, an extension to the existing Dynamic Adaptive
Streaming over HTTP (DASH) standard. GreenDASH extends DASH by incorporating
relevant energy usage and video quality information. It enables dynamic, energy-aware
adaptation for video in response energy-usage and user ‘green’ preferences, as well as
network conditions.
1.6 Structure and Organisation of the thesis
The rest of this thesis is organised as follows:
In Chapter 2 – Background - Energy Awareness in ICT, I present the background
information for this thesis, and cover work that has been done within the wider field of
Green ICT. This includes work done in green hardware and software, energy-efficient
data-centres and user studies regarding energy use in ICT. This chapter shows how
Green ICT/Computing has now developed into a mature and robust field within
Computer Science, with significant contributed efforts from academia, industry and
enterprise.
Chapter 3 – State of the Art: Energy Awareness in Video covers more specific work done
related to enabling energy awareness in video applications. First, I present the current
state-of-the-art for Internet video, which by itself is an interesting and challenging
workspace, and the subject of a significant amount of ongoing research. Then I discuss
recent work related to energy awareness and efficiency, pertaining specifically to Internet
video.
In Chapter 4 – Investigating the Energy Use of Video Codecs, I present empirical investiga-
tions into the energy usage of video codecs and applications on an experimental testbed.
I make extrapolations to a global scale to show the significant energy savings possible
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by client-side modifications. I then present our energy-based quality assessment metric
for video - Energy Video-Quality Index (ENVI).
Chapter 5 – An Energy Benchmarking Tool for Internet Video contains a detailed descrip-
tion and evaluation of our custom, open-source tool for energy measurements and
benchmarking of video, vEQ- benchmark. I discuss the motivation behind such a tool
and evaluate it by means of experiments across a range of hardware and software
configurations. I also discuss how the tool can generate statistical models of energy
usage for video systems.
In Chapter 6 – Investigating Subjective Perception of Energy-Aware Video Adaptation, I
present a user study conducted with the aim of evaluating user preferences towards
energy savings, as well as user perceptions of video quality while watching Internet
video. I investigate the trade-offs between energy usage and perceived, subjective user
Quality of Experience (QoE).
In Chapter 7 -GreenDASH: Energy-Aware Adaptation for Green Video, I present the work
done towards enabling automatic adaptation of video streams towards saving energy. I
propose GreenDASH, an extension of the existing DASH standard to incorporate energy
awareness.
Finally, I conclude the thesis in Chapter 8 and discuss possible avenues for future work.

2CHAPTER TWOBACKGROUND - ENERGYAWARENESS IN ICT
This chapter presents background information and state of the art for energy awareness
in ICT, commonly known as Green IT or Green ICT, with a focus on aspects of the field
that are most related or motivational to the work presented in this thesis.
This chapter is organised as follows: first, I introduce the larger field of Green ICT and
discuss the overall motivation for the field. Then, I discuss various focus areas within
Green ICT that are most relevant to work presented in this thesis, and discuss how these
focus areas relate to or motivate this thesis. As this thesis presents an intersection of two
interesting but diverse fields – Green ICT and Internet Video – I review the literature
with a specific focus on energy-awareness for Internet video in Chapter 3.
2.1 Green ICT: Energy Awareness in ICT
Although the focus of this thesis is an investigation into enabling energy-awareness for
Internet video, it is important to first gain a good understanding and appreciation of the
background knowledge of energy awareness in ICT in general - Green ICT. The field of
Green ICT, also referred to as Green Computing, Sustainable ICT or Sustainable Computing
is a relatively young one and has only gained prominence in the last decade or so. It
has now emerged as a timely and topical area of interest, with significant contributions
from academia, industry and even governments.
Murugesan defines Green ICT as:
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The study and practice of designing, manufacturing, using, and disposing of
computers, servers, and associated subsystems - such as monitors, printers, storage
devices, and networking and communications systems - efficiently and effectively
with minimal or no impact on the environment [9].
The Smart 2020 Report [3] is a comprehensive report authored by the Climate Group
1 in 2008, on behalf of the Global eSustainabilty Initiative 2 - a consortium of several
leading ICT companies. It discusses the different roles ICT plays in the on-going global
campaign to reduce carbon emissions and curtail global warming. ICT can be used
as a forefront tool against energy waste and in increasing energy efficiency through
such mechanisms as standardisation, monitoring and accounting in use-cases such as
smart meters, smart-homes, smart-grids, and tele-education, tele-working and so on.
However, apart from ICT being a tool against energy waste, the sector itself contributes
its own significant quota to global energy usage and carbon output. It was estimated
that at the time, 2% of global carbon emissions were due to ICT usage at the time [10].
The energy consumption and associated carbon emissions due to global ICT use
will only continue to grow if unchecked. On one hand, ICT adoption and Internet
penetration rates in the developing but well-populated regions of the world continues
to grow. On the other hand, ICT usage also grows horizontally as existing users demand
newer, more resource-intensive products and services [11]. Indeed, since the publication
of the Smart 2020 report in 2008, the number of Internet users has doubled from 1.6
billion to 3.2 billion. Furthermore, video usage has grown exponentially from 1.2
exabytes/year in 2008, to 502 exabytes/year in 2015. There has also been a proliferation
of newer classes of devices such as tablets, smart- phones and more recently, Internet-
enabled TVs and wearable technologies like smart-watches. These devices were not
widely available at the time, and as such were not even represented in the study.
Green ICT practitioners advocate that energy-awareness and sustainability need to
be considered as requirements for all aspects of ICT [12]. Otherwise, there is the
risk that ICT could become as environment-unfriendly as other older sectors - such
as manufacturing and transportation, which are only now being retrofitted with
sustainable solutions, often at great cost and at a slow pace of progress.
There are also real economic and financial benefits possible from implementing Green
ICT principles. Koomey et al. [13] show how the costs of powering ICT equipment
1www.theclimategroup.org
2www.gesi.org
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(operating expenditure (OPEX)) can equal and even surpass the costs acquisition of
said equipment (capital expenditure (CAPEX)). Therefore, a reduction in energy usage
through Green ICT techniques can lead to considerable reductions in OPEX costs. Gupta
et al. [14] present a different perspective and suggest that in regions of the world with
an unstable, expensive energy supply, deployment of energy-efficient ICT will mean
that more devices can be deployed for the same energy budget - meaning that reliability
and resilience can be improved. Similarly, this would be beneficial in times of crises or
disasters, when energy supply becomes limited. Energy-aware ICT equipment with the
notion of ‘low-power modes’ available, would still be able to function in such times,
albeit with a degraded but acceptable quality level.
2.2 Green ICT Focus Areas
Murugesan3 is considered an authority in the field, and presents a comprehensive
taxonomy on the various focus areas of the wider Green ICT area [9]. Some of these
focus areas he lists are:
• Energy-efficient software, hardware and networks;
• Data centre design, layout, and location;
• Power management;
• Server virtualization
• Design for environmental sustainability;
• Responsible disposal and recycling;
• Regulatory compliance;
• Green metrics, assessment tools, and methodology;
• Environment-related risk mitigation;
• Use of renewable energy sources;
• Eco-labelling of ICT products; and
• Green Incentives
3https://sites.google.com/site/san1profile/
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For the rest of this chapter, I discuss the Green ICT focus areas (according to this
taxonomy) that are most relevant to this thesis. These areas are energy-efficient computing
and green metrics, assessment tools and methodology. This work presented in this thesis also
briefly touches on concepts related to environment-related risk mitigation and eco-labelling
of ICT products.
2.3 Energy-Efficient Hardware
Gordon Moore’s well-known law [15], originally articulated in 1965 and then revised
in 1975, observed (and predicted) that that the transistor density (and by extension,
the performance) of computing circuitries would increase by a factor of 2.0 every 18
months. This observation has more or less held true for the past five decades - although
the cadence is starting to slow down. Some authors expect that Moore’s law will no
longer hold true by 2020, as physical and economic limits mean the expected doubling of
performance and integrated circuit (IC) density would be practically impossible [16] [17].
On the other hand, Dennard’s scaling law [18] was the observation which suggested that,
among other things, the power dissipation of silicon integrated circuits (ICs) improved
by a factor of 1.65 every 18 months as the size of these ICs reduced in concordance
with Moore’s law [19]. Unfortunately, Dennard’s scaling law was observed to have
broken down between 2005 and 2007 - the power density of computer chipsets have
stopped improving organically as capacity increases and size decreases. In fact, static
power losses dissipated as heat in modern chip-sets have increased more rapidly as the
proportion of overall power supplied to the chip has dropped [20]. Juxtaposing these
classic laws, it becomes apparent that there was a discordance between the organic
growth in the computing capabilities of modern chip-sets (growing at a factor of 2.0
per year) and the corresponding organic improvement in energy efficiency or power
dissipation (which grew at a factor of 1.65 per year) [21].
Furthermore, the breakdown of Dennard scaling suggests that it can no longer be taken
for granted that further organic improvements in hardware design and engineering will
lead to corresponding improvements in energy efficiency. Deliberate, novel approaches
must to be implemented for any improvements in energy-efficiency at the hardware
level. Koomey’s Law [22] is a more recent postulation from 2011, which takes the effect
of these novel approaches into consideration. It states that the number of computations
per KWh improves by a factor of 2 every 18 months, due to both hardware and software
improvements. It has been compared to Moore’s law in terms of both its historical and
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predictive significance, which has not only documented past trends, but could also
serve as an aspirational target for new and future developments in ICT. However, in
this thesis I provide evidence that this is not always the case, specifically with software.
In Chapter 4 (Section 4.6), I show that some newer generations of software codecs can
consume several factors more energy for the same tasks on the same hardware (due to
additional time to complete the task, and complexity).
Bolla et al. [21] present a detailed survey of some existing approaches and trends in
achieving energy-efficient computing hardware. They suggest that there are three
broad approaches are generally being followed to improve the efficiency of network
devices. It should be noted that these approaches are not mutually exclusive, and actual
implementations may overlap in their adoption of these approaches.
2.3.1 Re-engineering approaches
This class of approaches to energy-efficient hardware is the (sometimes unintentional)
introduction of energy-efficiency into the architecture, design and engineering of newer
generations of computing devices and hardware components. This accounts for the
organic improvements in the energy efficiency of successive generations of computing
devices [23], as explained by Moore and Dennard’s classic laws. For example, organic
improvements in microprocessor technology to support multiple cores and parallel
processing [24] have ensured that both general-purpose computing and specialised tasks
such as video encoding and decoding [25] can be achieved faster and more efficiently
for the same power budget. Another example is the emergence of relatively expensive
but more energy-efficient Solid State Drives (SSD) which make use of flash-based
memory compared to the traditional, cheaper Hard Disk Drives (HDD) which consist
of mechanical parts and spinning motors which consume more power [26]. These are
examples of how organic improvements in engineering of the state of the art can lead to
unintentional improvements in energy-efficiency.
However, these improvements in energy efficiency could also be due to deliberate,
standardisation efforts by academia, industry or governmental agencies to introduce
‘greener’ computing hardware. For instance, the Energy STAR4 is an international
standard for energy efficient computing products and peripherals such as PCs, laptops,
servers and monitors. Devices which are able to achieve this certification must meet
stringent requirements for average and maximum power usage and efficiency, resulting
in substantial gains in energy-efficiency over the market standards [27]. This serves
4https://www.energystar.gov
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as an incentive for hardware manufacturers to introduce energy-efficiency into their
hardware, as an Energy STAR rating may be attractive to certain, environmentally-
concious consumers.
2.3.2 Sleeping/Standby approaches
In this intuitive approach, devices and equipment (or their components) are placed
in a low energy states when not in active use, and only switched on when necessary.
PC architectures have long included power management features which allowed the
machines to enter a sleep or standby mode after given periods of inactivity. For instance,
both the Advanced Power Management (APM) API, released in 1992, and its successor
the Advanced Configuration and Power Interface (ACPI) specification standard (first
version released in 1996), enable advanced, OS-level power management of computing
systems through the Basic Input/Output System (BIOS). In these modes, during periods
of inactivity, the state of the machine is stored to Random Access Memory (RAM) which
is then put in a low power state, and other components such as the CPU and Disk are
turned off - thus saving energy.
Gupta and Singh suggested this approach of sleeping for networking equipment [14].
They discuss the impact on network routing protocols such as Open Shortest Path
First (OSPF) and Border Gateway Protocol (BGP) of saving energy by putting network
interfaces and other router and switch components to sleep. Unfortunately, with the
increasing expectation and requirement of very high availability e.g. 99.999% or ‘five
nines’ uptime for service providers, and the notion of being ‘always connected’ for
modern-day Internet users, the efficacy of this approach is diminishing. For instance,
Tauber and Bhatti [28] evaluated the Power Save Mode (PSM) mechanism stipulated
in the IEEE 802.11 standard [29] which attempts to put the wireless network interface
card (NIC) to sleep in times of inactivity based on a configurable interval known as
the Delivery Traffic Indication Map (DTIM) interval. However, the authors found the
effect of PSM to be negligible. With modern usage patterns e.g. real-time video and
audio streaming, and continuous light traffic from multiple push-based applications,
the inter packet arrival times on today’s networks are very short, meaning there is little
opportunity for the NIC to go into low power or idle modes.
2.3.3 Dynamic adaptation
In this approach, there is a dynamic trade-off between power consumption and
performance with the capacities of devices being modulated to meet actual work loads
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and requirements. This usually involves some cross-layer, energy-aware optimizations
at both hardware and software levels. In [23], using a networking use-case, Juniper
Networks discuss how to enable greenness: a considered combination of hardware
and software solutions have to be utilised to achieve required functionality under a
given energy budget. A classic example of such an approach can be found in using
Dynamic Voltage and Frequency Scaling (DVFS) in modern computing systems. Under
this approach, the power consumption of a processor can be reduced by dynamically
scaling down the operating frequency to any of some predetermined states, depending
on the current workload and using any of several available algorithms [30]. There
are several other similar dynamic power management schemes for various aspects of
computing that can be found in the literature.
In general, with this approach, there is the notion of a (software) optimisation or
adaptation policy, sometimes referred to as a governor [30], which modulates the various
energy-aware states and capabilities of the given device in response to either a workload
or a service-level requirement. These kinds of dynamic optimisations which require a
synergy between hardware and software, are in the same spirit as the work presented
in this thesis in Chapter 7. In this thesis, I investigate how varying video workloads
can run over existing hardware in an energy-aware and energy-efficient manner, while
providing an acceptable quality of experience to the user.
These approaches for energy efficient hardware are not mutually exclusive. A dynamic
adaptation approach may take advantage of re-engineered enhancements to save energy,
but may also revert to a ‘smart sleeping’ strategy, where components or indeed entire
devices go to sleep to save energy. However, while upgrading hardware to newer,
more energy-efficient models can be very effective in improving the energy efficiency
of computing devices, these kind of changes are usually not trivial to implement. It
often requires a significant investment in upgrading hardware to more energy efficient
models.
In this thesis, I take the position that changes made to the behaviour of software i.e.
algorithms, protocols and applications, can have a significant impact on improving the
energy efficiency, even without any hardware changes. Software approaches could work
in complement to hardware features. These energy-aware software artefacts can be
more easily deployed over existing hardware infrastructure and yield a comparatively
significant and cost-effective energy-use offset than relatively expensive, re-engineered
hardware upgrades. Additionally, replacing legacy equipment just to be green is counter-
intuitive when the full life cycle analysis of ICT products and services is considered;
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there is an environmental cost attached to the manufacturing as well as the disposal of
ICT equipment [31].
2.4 Energy-Efficient Software
Historically, software is not typically designed and implemented with energy-awareness
in mind. Requirements such as security, safety, scalability, resilience, computational
efficiency etc. are desirable parameters that have been considered desirable for software
and algorithms. This has led to the existing situation today where software is not
energy-aware, and indeed may actually be wasteful of energy resources in a bid to
deliver on one or more of these other desirable key performance indicators.
2.4.1 Energy-efficient algorithms
Computer Scientists often perform analyses on the algorithmic efficiency of code to
maximise computational efficiency i.e. to use the lowest possible amount of system
resources - asymptotic running time, space, processing, etc. to achieve a given task. The
same ideology can be adopted with energy efficiency in mind. The goal of this approach
would be to design algorithms that perform tasks using the smallest amount of energy
resources, while providing an optimal level and quality of service [32].
Generally speaking, high performance algorithms and data structures that complete
tasks faster and allow the processor and other components to enter an idle state quicker,
improve energy-efficiency [33]. However, complex algorithms – for example, those
which use recursion heavily and add overhead by using more stack memory than
non-recursive algorithms – can be energy-inefficient. An alternate approach in this case,
could be to use less complex algorithms which will consume less system resources.
Indeed, I shall show evidence of this in Chapter 4, where newer video codecs like HEVC
and VP9 perform worse i.e. consume much more energy than older codecs like H.264
and FLV, presumably due to algorithmic complexity.
Larrson [33] suggests that energy and context aware applications can also be augmented
with the ability to “hot switch” the algorithm depending on the machine power context.
He gives the instance of an energy aware video playback application which might select
a lower-quality video encoder/decoder when running on battery power. In this thesis,
I validate the efficacy of such an approach through extensive empirical experiments
presented in Chapter 4, and discuss my implementation of this approach in Chapter 7.
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The most energy-efficient algorithm or data structure for a given use-case would depend
on several factors and “a careful consideration of the architecture, design, algorithms, and data
structures can lead to an application that delivers better performance and lower power” [34].
For example, Demaine and colleagues at the Massachusetts Institute of Technology,
have recently started investigating the use of energy-efficient algorithms [35] for
common computational tasks such as searching and sorting, which, when run on
custom hardware could offer substantial savings in energy for specialised use-cases e.g.
big data processing in data-centres.
2.4.2 Energy-aware protocols and applications
Only recently has greenness, also referred to as sustainability or energy-efficiency started
to be considered a non-functional requirement for modern software [36]. Penzenstadler
et al. [12] propose sustainability as a new non-functional requirement for software
engineering. This is similar to requirements of safety or security which are now expected
for modern production software. The authors hope that greenness or sustainability
becomes as prominent as these other non-functional software engineering requirements.
Software can have not just direct, first-order impacts on the environment - such as a
reduction in the amount of energy used and associated carbon emissions; but indirect
second- and third-order effects – such as influencing changes in consumer behaviour
towards resource consumption, and rebound effects of increased software efficiency [37].
There are several examples in the literature of these direct, first- order effects of green
software across various aspects of computing. Intel Corporation have published a small
number of white papers on the topic [34, 38]. They present experimental results on
how the behaviour of software affects the energy usage of the hardware. For instance,
they show how a multi-threaded version of the same application can use up to 25% less
energy than a single thread [34]. They also present best practices and considerations for
developers who seek to optimize their applications for greenness [33].
Khan et al. [39] show that they are able to reduce the energy use of a compression
application by 35%, by optimizing its source-code. Grosskop et al. [40] present a model-
based approach to identify avenues for energy-aware software optimisation especially in
large-scale distributed systems. They estimate gains of up to 82% just by re-organising
how the high-level software runs over fixed infrastructure. Thiagarajan et al. [41]
investigate the energy usage of rendering some popular websites on mobile devices.
They are able to gain savings of up to 30% by discarding inefficient enhancements from
HTML webpages. Similarly, Tauber et. al performed empirical investigations on how
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application behaviour over the network can impact its energy usage and efficiency
[42, 43, 44]. In Chapter 4, I present results of empirical investigations which showed
differences of up to 35% in energy usage due to video codec, even on the same hardware
set-up and at the same bit-rate and resolution. These results are presented in greater
detail in Chapter 4
These works presented are a brief selection of the recent literature in energy-aware
software. However, they provide illustrations on how software across different
application areas (e.g. web, enterprise, networking, and of course, video) could be
optimised to be more energy-efficient, without any modifications to hardware. This also
highlights how software-based dynamic adaptation approaches could take system-level
factors into account (e.g. processor and memory capabilities or energy availability) and
other factors (such as user preferences) to achieve energy savings. I present a more
detailed discussion on energy-aware software and protocols specifically for Internet
video in Chapter 3
2.5 Data centre design, layout, and location
This Green ICT focus area has received a very large amount of attention from both
industry and academia in the last few years. This is largely due to the fact most of the
global giants in the ICT sector– Google, Microsoft, Amazon, Yahoo, Facebook, IBM
etc. – run several warehouse-sized data centres across the world. In the last decade or
so, these companies have become very aware of the need for their data centres to be
more energy-efficient, and have introduced several novel innovations to reduce their
overall energy usage. However, their motivations for energy-efficiency are not purely
environmental. At such a large scale of operations, a reduced Operational Expenditure
(OPEX) due to lower costs of energy is a desirable, financial incentive.
As such, these companies have pooled resources toward achieving more energy-efficient
data centers. The Green Grid Consortium5 and The Open Compute Project6 are
two relevant examples of collaborative consortia, which consist of over 200 member
companies involved in either one of both projects. These consortia focus on sharing
intellectual property – such as hardware and software designs, best practices, building
architecture and even civil engineering etc.– on energy-efficient solutions for data
centres. Some noteworthy paradigms that have been introduced in the last few years
5www.thegreengrid.org
6www.opencompute.org
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include the location of data centres close to cheaper and/or greener sources of energy,
or in temperate regions to enable the use of ambient air or water cooling. Other recent
innovations include the use of Direct Current power grids to eliminate losses, specialised
design of open chassis and racks for servers, and use of LEDs from Ethernet ports for
lighting [45, 46].
Another noteworthy contribution is the well-cited Power Usage Effectiveness (PUE)
Metric introduced by The Green Grid Consortium in 2006 [46]. It is a ratio of how much
of a facility’s power is used for computing (i.e. by ICT Equipment), to the overall power
used for all purposes including cooling, lighting and losses. It is defined thus:
PUE =
TotalFacilityPower
ICTEquipmentPower
(2.1)
PUE scores are now often quoted as metric of data centre efficiency. Recent improve-
ments in facility design mean that scores close to the ideal of 1.0 are achievable. For
instance, Facebook’s Prineville data centre is reported to have a PUE of between 1.06
and 1.17, and the University of St Andrews maintains a small data centre with a 1.2
PUE at optimal levels8. As PUE scores approach the theoretical ideal value of 1.0, the
possibility of a plateau with respect to future gains in energy efficiency when considered
at this high, data centre facility level becomes more evident.
A shortcoming of the PUE metric is that it does not consider how efficiently the actual
computing within the data centre is being done, as it considers this as a black-box. In
reality, a data centre could have a perfect PUE, but could have inefficient computing
components such as servers, using more energy than necessary [47]. Minas et al. [47]
discuss the power use of individual servers and identify how the components of a server
contribute to this power usage. Koomey et al. [13] also provide empirical evidence that
the annualised costs of powering (and cooling) a server over its useful life-time can
exceed its cost of purchase.
Thus, to achieve further gains in efficiency at facility level, it has become necessary
to take a more fine-grained level of focus. The individual computing components of
7http://www.opencompute.org/blog/learning-lessons-at-the-prineville-datacentre/ (last
accessed: 04/April/2016
8http://www.st-andrews.ac.uk/itsnew/newsletter/2010/08/datacentre.html (last accessed:
04/April/2016
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data centres for small individual gains, with the potential to cascade significantly when
considered at scale. This is the position I take throughout this thesis. I consider small
savings in energy usage per system (albeit on the client-side). I take the position that
these relatively small, individual client-side savings have a strong potential to cascade
when considered at global scale.
Some researchers have proposed novel means by which the energy usage of individual
computing units (i.e. servers) may be measured and monitored. Yu et al. [48] propose
a mechanism by which the energy used by individual cloud service customers may
be measured and presented to them, with the aim of incentivising them to be more
energy conscious. Kansal et al. [49] present a solution for metering virtual machines
co-located on servers with data centers, using power models to infer power consumption
from resource usage at runtime. Similarly, Murwarntra et al. [50] measure the power
usage of individual applications running on virtual machines and laptop devices by
levaraging information from ACPI information and battery levels. Motivated by these
kinds of measurement efforts, I present a power modelling and benchmarking tool and
methodology in Chapter 5.
2.6 Server Virtualisation
Server virtualisation is now a mature strategy that can be used to improve the utilisation
ratio and energy efficiency of a cluster of servers, such as in a data centre. Essentially,
with virtualisation technology, several underutilised physical servers can be migrated
to virtual machines (VMs), and then consolidated onto a smaller number of servers
i.e. 5 physical servers, each with an average utilisation of 10 - 15%, could be converted
to isolated virtual machines (VMs) and consolidated on a single server with 50% - 75%
average utilisation. A now dated study by Barroso et al. [51] revealed that in an
observational study consisting of 5000 production servers in one of Google’s data-
centres, these servers were most often loaded at between 10% and 50% workload
utilisation, when optimal energy-efficiency would be achieved at around 80%. In this
scenario, virtualisation would ensure that servers are more optimally loaded.
These VMs run as isolated applications on the server, while sharing the server’s
computing, power and other resource usage. This leads to direct savings in cost,
space and energy by a reduction in the number of the servers required. In practice, the
process of migrating and consolidating virtual machines is not as simple as presented,
and several considerations have to be made.
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Several researchers have proposed various strategies on how this VM consolidation
may be optimally and dynamically achieved. Smith et al. [52] have investigated energy-
aware strategies towards consolidating VMs on a given physical server to maximize
energy-efficiency and application-level performance. The work done by Diaconescu
et al. [53] and Takouna et al. [54] are in a similar spirit. Varghese and colleagues [55]
have implemented a benchmark methodology for measuring and modelling the ideal
VM configurations for maximizing performance on cloud stack hardware for given
applications.
Although virtualisation techniques are not used in the work presented in this thesis,
the literature provides many examples of how a virtualisation software application (in
this case a hypervisor) can be used dynamically to ensure an optimal use of underlying
hardware resources, leading to gains in energy-efficiency. Virtualisation also highlights
how small gains in efficiency due to per-system optimisations can cascade within
clusters, and become significant when considered at the scale of a data centre.
2.7 Ecolabelling of ICT products and services
Ecolabels are “a visual representation, such as a mark or trademark, of a sustainability
measurement to consumers” [56]. The concept is not unique to ICT and is used extensively
in a range of sectors such as transportation, building, consumer electronics and
agriculture. Within the Green ICT context, these ecolabels or ‘green stickers’ serve
the primary purpose of informing consumers that deliberate efforts have been made
to ensure that a labelled ICT product or service has either been manufactured through
environmentally-aware processes, or that it uses less energy and has lower carbon
emissions when compared to similar unlabelled offerings.
Ideally, the process of eco-labelling should involve a rigorous, impartial certification
process, such that the processes of certification itself serves to catalyse environmental
sustainability and awareness within the ICT industry. A motivating example where
this has largely been achieved is with the well-known Energy Star certification
programme [27]. This programme has been largely effective in incentivising Original
Equipment Manufacturers(OEMs) to introduce energy-efficient innovations, while
serving as a recognisable and trustworthy assurance of greenness to even the naïve end
user. In Chapter 4, I present a prototype of dynamic and familiar eco-label for video,
which, if implemented could have a similar effect of encouraging both Internet Video
service providers, as well as end users to be green.
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Unfortunately, the greenwashing problem is often manifested with eco-labelling
schemes [23]. This is when unsubstantiated or even misleading claims about the
environmental awareness of a product or service are made simply for public relations
or marketing benefits [57]. This often occurs when a product or service is labelled by its
own providers, using self-favouring criteria. This can however be countered through
the use of reputable eco-certification schemes which make use of clear, standardised
measurement and benchmarking methodologies with transparent metrics, such as
described in more detail below.
2.8 Green Metrics, Assessment Tools and Methodology
“If you can not measure it, you can not improve it” - Sir William Thomson, Lord
Kelvin
Energy usage is a physical quantity that can be measured in a straightforward manner,
such as through the use of power meters. In the simplest case, in comparing the ‘greenness’
of ICT systems, the less energy a system consumes, the better or greener it is. However,
other performance-related metrics would need to be taken into consideration for these
measurements to be comparable and fair across different systems. These metrics are
indicators of energy consumption related to relevant indices of computing resource
usage and environmental impact, but could also consider indirect effects such as
software development time and costs [58].
For example, in comparing the energy-efficiency of two different server-class systems,
it may be necessary to consider the energy usage in relation to the amount of relevant
work or throughput for a given use-case or application area that can be achieved for a
given power budget. These types of measurements must be performed using standard-
ised, scientific benchmarking procedure while minimising the effects of confounding
factors [59]. There are a good number of such as standardised energy-benchmarking
procedures such Standard Performance Evaluation Corporation (SPEC) PowerSSJ_2008),
Transactional Processing Performance Council (TPC), Storage Performance Corporation
(SPC) and the US Environmental Protection Agency (EPA) [59]. These tools provide
evaluators with the ability to compare different server-class systems across a standard
set of criteria by producing various objective metrics [58]. There are several other
performance related benchmarking tools for a range of use-cases and device classes,
some of which are comparatively discussed in Chapter 5.
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With respect to benchmarking Internet video systems, considerations have to be
made relating energy consumption to video-specific indices of performance, such
as the objective and subjective Quality of Experience (QoE) and Service (QoS) of the
video, as well as system resource utilisation. In Chapter 5, I present some further
discussion on system benchmarking tools, and contribute a working prototype for
a system benchmarking tool for energy, resource usage and QoE for Internet video,
vEQ-benchmark in Chapter 5.
2.9 Green Incentives
In some cases, Green ICT can offer reductions in OPEX due to savings in the cost of
energy. For data-centers, which may operate at very small profit margins, Green ICT
principles can offer a very tangible, economic incentive.
Unfortunately, the achievable savings in energy, carbon emissions and cost due to Green
ICT may seem insignificant or incorporeal to regular, individual end-users. However,
when the direct and indirect effects of these small energy savings by individual users
and systems are considered on a larger scale, the significance of these small savings
become apparent.
There is the need for users to be made aware of the energy consumption of their ICT
usage. One way to achieve this awareness is by the use of simple, intuitive energy-
concerned metrics which inform the user of the performance of their ICT systems.
However, there also needs to be some form of incentivisation for these users. In related
work, Yu et al. [60] showed that ICT users could be encouraged to change their behaviour
and when measurement-based feedback about energy usage was provided as well as
rewards to incentivise ‘non-green’ users to be green, as well as encouraging those users
who already considered themselves to be green.
2.10 Chapter Summary
As discussed in this chapter, Green ICT covers a wide spectrum of efforts. A very
considerable amount of background work has been done both in terms of research, and
commercial / industrial implementations of various aspects of Green ICT. This ranges
from hardware to software to measurement to information and incentives for users.
In the next chapter, I discuss work pertaining specifically to Internet video, and energy
awareness within this context.

3CHAPTER THREESTATE OF THE ART:ENERGY AWARENESS INVIDEO
This chapter reviews the current literature and the state of the art of energy-awareness
for Internet video. This chapter is organised as follows: First, I review the state of the
art of Internet video today, discussing the diverse range of systems and technologies
that underpin it. I also present some previous work that has considered energy usage
measurements for Internet video from various perspectives. This is towards addressing
my first research question regarding measuring energy consumption of Internet video
(Q1 in Section 1.4). Next, I review the literature on user Quality of Experience (QoE)
metrics and measurements for Internet video. This is towards addressing my second
research question (Q2), which considers end-user perception and perspectives for energy
awareness. Finally, in helping to answer Q3 which considers energy-aware adaptation
of Internet video, I review the literature on adaptation mechanisms for video.
3.1 Video Diversity
In Chapter 1, I highlighted the current significance and future potential of Internet
video. There are over 3 billion users connected to the Internet [2]. These users utilise
a significant proportion (70%) of the available capacity for video in several different
forms and applications [1]. The magnitude, scale and spread of video usage makes
it a diverse, interesting and challenging field of research. There is a wide range of
technology that supports this vast field. There are a plethora of devices, video codecs,
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hardware components, network protocols and applications that constitute the state of
the art of today’s complex Internet video ecosystem. As such, many researchers have
investigated several different aspects of Internet video.
The focus of this thesis is on streaming pre-recorded, non-interactive video e.g. Video-
on-Demand (VoD), which represents the bulk of the video traffic on the Internet [7].
However, Internet video is also widely used for live and real-time applications. These
could be interactive - such as video telephony and teleconferencing applications like
Skype and Facetime, or non-interactive such as live broadcasting (e.g. breaking news
or sporting events). The methodology and conclusions I present in this thesis could be
applicable to these other forms of Internet video. I leave this as an avenue for future
work.
3.2 Internet video ecosystem
I choose to classify this Internet video ecosystem using a simple client-server model as
shown in Figure 3.1 below. This model may not always be the most appropriate
approximation of the current state of the art. For example, video-conferencing
applications and peer-to-peer video streaming could be performed completely on the
client-side and obviate the need for servers. Similarly, some transactions such as batch
transcoding and Content Delivery Network (CDN) peering could occur completely on
the server-side (in cloud environments). This simple client-server model simplifies a
very complex ecosystem, and is sufficent to describe the producer-consumer Video on
Demand model within the context of this thesis.
Figure 3.1 also presents a non-exhaustive summary of some of the prominent areas, and
recent work done for today’s Internet video ecosystem
3.3 Server-side
Today, Video-on-Demand (VoD) is a lucrative industry with major providers like
YouTube, Netflix and Amazon earning several billions of dollars in revenue annually.
Many traditional TV networks such as the BBC (iPlayer) 1 and Sky (SkyStore and
Now TV) 2) now offer VoD services. Additionally, there is much user-generated video
1www.bbciplayer.com (last accessed: 01/06/2016 )
2www.nowtv.com (last accessed: 01/06/2016 )
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Figure 3.1: A non-exhaustive list of some of the interesting topics within the Internet Video
Ecosystem within the context of my work on VoD (VoD: Video on Demand, QoS: Quality of
Service, QoE: Quality of Experience).
content via the various social media services such as Facebook 3, Instagram 4, Vine 5
and Snapchat) 6 to name a few. These providers deliver video to a very large number of
users distributed around the world. For instance, YouTube, the industry leader, now
has over 1 billion users who collectively stream up to an estimated 250 billion hours
worth of video annually7. Similarly, Netflix - the world’s largest provider of premium
video content, has over 80 million fee-paying subscribers who collectively view over 40
billion hours of video annually8.
The sheer magnitude and scale of users has generated interesting research and
engineering problems for these video providers on the server-side. Several authors
have performed observational studies to better understand how these large providers
operate and evolve in response to ever growing demand. Studies have been performed
for YouTube [61, 62, 63, 64], Netflix [65, 66, 64], Vine [67] and other national/regional
VoD services like the BBC [68, 69]. The aim of such studies is to increase the level of
understanding of how such large and complex providers function; as well as to identify
current and future challenges and propose novel ideas to overcome them.
3www.bbc.com/iplayer (last accessed: 01/06/2016)
4www.instagram.com (last accessed: 01/06/2016 )
5www.vine.com (last accessed: 01/06/2016 )
6www.snapchat.com (last accessed: )
7www.youtube.com/yt/press/en-GB/statistics.html (last accessed 07/06/2016)
8www.ir.netflix.com/index.cfm (last accessed: 07/06/2016)
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Some published research has looked more specifically at the inner workings of the
technologies that provide these large scale services. For instance, video transcoding is the
process of using video codecs to convert video data from one format (e.g. raw footage) to
another (e.g. MP4 or WebM). It is a compulsory but resource- intensive task, especially
when considered at the scale of a large VoD provider. For instance, Netflix has said
they transcode every single title in their massive catalogue into as many as 120 different
target formats [70, 71]. The challenges are further exacerbated when the video has to be
delivered in real-time, such as in live broadcasts [72]. As such, many researchers have
proposed various novel mechanisms to improve and optimise this task [73, 74, 75, 76].
Netflix have also disclosed how they utilise parallel computing in the cloud to optimise
their encoding processes [77]. There are also several commercial cloud-based service
providers such as Zencoder9, Encoding.com10, Bitmovin11, Amazon Elastic Transcode12
and many others that offer video transcoding as a service. Typical customers of such
providers are non-technical media organisations such as film studios, news channels,
and other video content creators. These organisations generate massive amounts of
video content, but may not have the technical expertise or infrastructure to meet the
diverse requirements of today’s Internet users.
FFMPEG13 is worthy of mention. It is a popular open-source video transcoding and
streaming library that is developed by over 750 contributors from all over the world.
It is used in many commercial applications, and in other open-source projects such
as the VLC video player14. It is also freely available for the use of researchers and
enthusiasts, and used for some of the work presented in Chapters 4, 5 and 6 of this
thesis. Other interesting server-side topics include efficient storage, [78, 79, 80] search
and retrieval [81] of the exabytes of video content on the Internet. Of course, all this
video data will be delivered to clients using the existing Internet network.
3.3.1 Energy usage at the Server-side
Surprisingly, only a small amount of work has specifically considered the energy usage of
video transcoding and other server-side processes for video. Recall that in Chapter 2, I
identified the need for more fine-grained analysis into application-level energy usage to
gain any further improvements in energy-efficiency for data-centers and servers. Some
9www.zencoder.com (last accessed: 06/06/2016)
10www.encoding.com (last accessed: 06/06/2016)
11www.bitmovin.com (last accessed: 06/06/2016)
12www.aws.amazon.com/elastictranscoder/ (last accessed: 06/06/2016)
13www.ffmpeg.org retrieved 06/06/2016
14www.videolan.org (retrieved 06/06/2016)
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authors have modelled the computational costs (e.g. Gao et al. [82], Zhang et al. [76] and
Li et al. [83]) of video transcoding within a cloud computing environment. Although
none of these authors considered the energy in their work, the models they present can
easily be extended to estimate energy usage, as I do in Chapter 5.
However, a few authors have considered energy usage at this level: Darnegie et al. [84,
85] and Song et al. [86, 87] investigated the use of Dynamic Voltage and Frequency
Scaling (DVFS) mechanisms to optimise the energy usage of video transcoding servers.
In Section 4.5.1, I present a brief set of energy measurements from video encoding
experiments, collected from a single server in an experimental test-bed. Further analysis
on this was beyond the scope of this thesis as my focus is on the client-side energy
usage for Internet video. A video might be encoded a few dozen times into different
formats, but can potentially be viewed several millions or even billions of times by
users. Nevertheless, server-side energy usage is an interesting avenue for future work.
3.4 Network
Traditionally, the Internet Protocol (IP) as originally designed offers only a best-effort
packet-switched service which is not ideal for multimedia (video and audio) traffic. It
also does not offer any guarantees for the Quality of Service requirements of multimedia
traffic i.e. (delay, loss, jitter etc). As a result of this, several protocols and mechanisms
have been proposed over the years to address the challenges faced in sending video
over IP [88]. While the Transmission Control Protocol (TCP) is very mature and has
in-built reliability and congestion control mechanisms, it was initially criticised for
introducing latency on earlier IP networks. This was due to TCP’s retransmissions and
packet re-ordering behaviours [88]. The User Datagram Protocol (UDP) was used when
speedy packet delivery was required and when some packet loss could be tolerated
(e.g. for real-time video conferencing). However, UDP flows can potentially gobble up
all the available bandwidth on a link, effectively starving out other flows. To mitigate
this, standardized congestion control mechanisms for UDP were put forward in the
Datagram Congestion Control Protocol [89] and the TCP Friendly Rate Control [90].
These mechanisms aimed to add congestion control to the UDP transport protocol
and ensure timely delivery of packets without the added delay caused by TCP’s
retransmissions.
Several other transport and application layer protocols have been proposed for
multimedia data. Some notable examples are Real Time Protocol (RTP) which provides
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facilities for jitter compensation and detection of out-of- sequence packets [91], together
with Real Time Connection Protocol (RTCP) which provides informative QoS and
transmission statistics to RTP streams [91]; Real Time Streaming Protocol (RTSP) which
controls media sessions between end points using VCR-style commands (like play,
pause etc.) [92]; and Session Initiation Protocol (SIP) which is a signalling protocol
used for creating, modifying and terminating media stream sessions. Furthermore, a
considerable amount of work has also been invested in retrofitting QoS guaranteeing
mechanisms onto the current Internet protocol such as through resource reservation
(such as using Integrated Services via Resource Reservation Protocol (RSVP) [93]) or
by marking multimedia packets with priorities such as with Differentiated Services via
Differentiated Services Code Point (DSCP) [94]); TCP-Hollywood [95] is a new, wire-
compatible extension of TCP, engineered specifically for multimedia applications by
offering an unordered, partially reliable message- oriented transport service.
Although some of these novel protocols and mechanisms have found some use in
enterprise networks and proprietary multimedia solutions, most are not widely used
on the public Internet for various reasons. These reasons include the use of non-
standard ports which may be blocked by firewalls for security reasons, difficulties with
Network Address Translation (NAT), and the need for specialised networking hardware
to adequately process the packets. Furthermore, several advances in physical layer
networking technology such as the introduction of low- latency high-speed links (e.g.
Fast Ethernet, Gigabit Ethernet, fiber-optic links, newer IEEE 802.11 standards, and 4G
networks) mean that modern networks have the capacity to natively support real-time
and near real-time video.
Today, the protocol that is now most widely used for non or near real- time Internet
video is the ubiquitous and mature Hypertext Transfer Protocol (HTTP) (over TCP).
HTTP (delivered using TCP) is used as a streaming protocol for video in a so-called
‘progressive download’ methodology. In this methodology, a client issues a HTTP
request to a server, and begins to play content as soon as possible on reaching a
minimum buffer level [96]. The video continues to download at a rate that is not
slower than the playback rate. This tries to ensure seamless video playback. There are
a few proprietary implementations of this delivery model such as Apple’s HTTP Live
Streaming15, Microsoft’s Smooth Streaming16 and Adobe’s Dynamic Streaming17. This
model of video delivery has recently been standardised by the Moving Pictures Experts
15www.developer.apple.com/streaming/ (retrieved 06/06/2016)
16www.iis.net/downloads/microsoft/smooth-streaming (retrieved 06/06/2016)
17www.adobe.com/uk/products/hds-dynamic-streaming.html (retrieved 06/06/2016)
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Group (MPEG) as Dynamic Adaptive Streaming over HTTP (DASH). The standard -
MPEG-DASH ISO/IEC 23009-1:2014 - was originally published in 2011 and revised in
2014. The standardised DASH protocol offers a more structured, flexible, cross-platform
solution when compared with the earlier proprietary approaches that also use HTTP
[96]. It provides an extensible framework which can be modified for context-aware
adaptive video streaming mechanisms (discussed below in Section 3.7). In Chapter 7, I
present a proof-of-concept for an energy-aware implementation of DASH.
Using HTTP (over TCP) as the delivery protocol offers seeveral practical advantages
over other custom multimedia protocols such as RTP or RTSP. For instance, HTTP can
easily traverse Network Address Translation (NAT) devices, firewalls and gateways
and other middle- boxes, without the need for any special configurations. Another
advantage is that video data can be served by ordinary web servers, removing the
need for complicated server configuration at the server side. Existing Content Delivery
Networks can be used to serve video traffic, thus helping with scaling video delivery. It
also offers a familiar interface to software developers, and Internet video can be viewed
within modern web browsers.
3.4.1 Energy usage at the network
A considerable amount of work has been done regarding the network energy usage at
various levels of abstraction. Some have investigated energy usage at PHY and MAC
level. There are protocol-level enhancements and standards for energy efficiency such
as IEEE 802.3az (Energy Efficient Ethernet) [97] and IEEE 802.11 Power Save Mode [98].
Both these mechanism utilise the concept of ‘smart sleeping’, where idle or underutilised
components are put into low power modes (as discussed in Section 2.3.2).
Although de la Oliva et al. [99] present promising results based on simulations for
IEEE 802.3az in a video streaming scenario, studies in which actual measurements were
performed suggest that little or no gains are achievable in practice from using these
mechanisms in multimedia use-cases. This is due to the persistent and continuous
nature of streamed multimedia traffic. Short inter-packet arrival times means there is
little opportunity for such mechanisms to be effective [28]. Furthermore, some vendors
advise that these energy-efficient settings be disabled for multimedia use-cases, as
sleeping network ports can have adverse effects on QoS18.
For considerable gains in energy usage at the network level, a higher level of abstraction
18www.goo.gl/AzJ1zm (retrieved 06/06/2016)
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than MAC and PHY layers is required [100]. It is necessary to take a higher view of
the entire network path. The Internet is heterogeneous in nature - the various links that
the video traffic traverses are under different administrative domains and use different
physical media. Data transmission over fibre optic links, copper and radio/wireless
access networks has varying energy costs and carbon emissions. For instance, Baliga et
al. [101] estimate that the energy consumption of data transmitted over the Internet is 2
- 4 µJ/b at higher access rates (≥ 100Mbps), to 75 µJ/b at lower access rates. Similarly,
Tauber et al. [42] investigated how various IEEE 802.11 technologies can consume a
varying amount of energy at the client, varying between 0.5 - 1.1 µJ/bit for large packet
sizes to 2.3 - 10 µJ/b for smaller packet sizes. From the metric used in these studies -
Energy per Bit - it can be assumed that there is a direct relationship between the amount
of bits sent over the network and the amount of energy consumed. The fact that Internet
video requires relatively high data rates reiterates the importance of focused studies on
its energy usage.
CONVINcE [102] is an ongoing research project led by Thomson Video Networks and
Blekinge Institute of Technology. The goal of the project is to addresses the challenges
of reducing the power consumption in IP-based video distribution networks. The
project adopts an “end-to- end approach from the Head End, where contents are encoded and
streamed, to the terminals, where they are consumed, also embracing access and core networks,
Content Distribution Networks as well as Video Distribution Networks” [102]. Unfortunately,
there are not many published results from the project at the time of writing. A recent
publication from the authors involved in the project which uses a theoretical model
to evaluate the energy usage of video streaming through Open Flow switches [103].
Although not the core focus of this thesis, I present a brief analysis on the impact of
video data on network energy usage in Chapter 7.5.
3.5 Client-side
Today, almost all consumer computing devices - mobile phones, tablets, PCs etc - are
enabled with sufficient hardware capabilities to create, send and receive video over
the Internet. These hardware components include cameras [104], central and graphics
processing units [24], memory and disk space [105] and network interfaces. Furthermore,
the Internet has the increasing capacity to support video data traffic. As such, there has
been an upsurge in the number of client-facing applications which utilise Internet video.
There is a large amount of user-generated video content (UGC) through popular social
networking sites like Facebook, YouTube, Vine, Instagram, Snapchat and Periscope, to
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name a few. These services have motivated many different studies, from technical to
social to psychological perspectives [67, 106, 107]. There are also several client-side
desktop software applications such as VLC, QuickTime, MPlayer etc; as well as web
browser plug-ins and frameworks such as Microsoft Silverlight, DASH-IF dashjs [108]
and Adobe Flash, which enable video playback on client devices. The HTML5 standard
specification from the World Wide Web Consortium (W3C), also makes it very easy to
embed video content directly into web-pages with the video tag19.
3.5.1 Client-side energy-awareness
Throughout this thesis, I take the position that small savings in energy at this level have
the potential to cascade and be very significant when considered at global scale, due to
the large proportions of Internet and video users. Furthermore, it is my thesis that it
is feasible to trade-off energy and resource usage for performance for Internet video,
without compromising user Quality of Experience (QoE).
Although some efforts have been made to investigate energy-aware video, most of these
efforts have focused solely on mobile systems and use-cases - such as phones and tablets.
The motivation behind this is obvious; these mobile devices have a constrained energy
supply in the form of a battery. Even naive users will seek to extend battery life of their
devices to prolong utility - especially when not close to a charging point (such as when
commuting).
Zhang et al. [109] provide a detailed survey of some of the hardware, software and
hybrid techniques to improve energy efficiency of mobile multimedia. Trestian et
al. [110] explored the different factors that could impact battery drain during video
streaming, on an HTC Nexus One smart-phone running the Android 2.3.4 operating
system. Some of these factors included distance from the access point, bit-rate stream
used and network protocol. Liu et al. [111] investigated the network characteristics and
resource usage of various popular video applications such as YouTube and Netflix. Lin’s
work [112] is similar, although they focus on the energy usage of codecs on a mobile
platform (Acer N300). Sharrab et al. [113] present a mathematical model of the power
consumption of capturing and encoding using H.264 and MPEG4 codecs. Li et al. [114]
present a novel dynamic cache management mechanism called ‘GreenTube’, which
optimises the usage of the 3G/4G radios during video downloads. By considering user
behaviour, they show impressive energy savings of up to 40% on the mobile device.
19https://goo.gl/wDC1lK (retrieved 07/06/2016)
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Indeed, these ‘mobile-centric’ works presented motivate the work I present in this thesis.
They address a very real and perceivable challenge of elongating battery life during
video streaming on mobile devices. Unfortunately, the wide impact of this focus, in
terms of overall energy usage, is relatively small. Somavat et al. [115] suggested that
mobile devices consume a relatively small proportion (10%) of the overall ICT energy
usage. Desktop clients devices on the other hand, are estimated to consume 41% of
the total ICT usage, even more than that consumed by the Internet (28%) and by data
centers (16%). Shehabi et al. [116], Chandaria et al.[117] and Seetharam et al. [118] have
performed Life Cycle Analyses on the Internet video ecosystem. They also show that the
most significant avenues for energy savings exist with non-mobile client-side devices.
Although the empirical work I present in this thesis was performed mainly on desktop
devices, the overall contributions presented are intended to be applicable to all of
client-side energy usage. In doing so, the intention is to impact on the energy usage
of all client-side devices, and by proxy, address 51% of ICT energy usage according
to Somavat et al. [115]. These suggestions will also have knock-on effects on the
server-side and network as well. Although the bulk of the empirical work presented in
this thesis was performed on desktop clients, the contributions I present are intended to
be general and relevant to all client-side devices.
3.6 Quality of Experience
Quality of Experience (QoE) is a topical issue for Internet video, particularly at the client-
side. It has been defined as “the degree of delight or annoyance of the user of an application or
service.” [119]. This simple definition belies the complex, multifaceted nature of actually
measuring human perceptions of quality, especially for an application area as variable
and as diverse as Internet video. In recent years, QoE has emerged as a multidisciplinary
field with facets in mathematics, statistics, psychology, and engineering – all focused on
understanding overall human perceptions and requirements of quality. However, it is
widely acknowledged that there is no single, all-encompassing QoE metric for Internet
video today [120]. There are several different, well-known methodologies, metrics
and approaches which are used in different scenarios, but have various shortcomings.
Careful consideration is often required in order to suggest the most useful QoE metric
and methodology for a given scenario or use case. This ambiguity makes QoE a very
vibrant area of research, with several periodicals, and even entire conferences and
journals dedicated to it.
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To the best of my knowledge, energy usage or greenness have never been considered as
a parameter for Quality of Experience, despite all the attention. Using the mobile phone
scenario as an example, the energy usage of a video will have a direct impact on the
overall quality of experience that will be achievable by the device user. If the battery
drains quickly and the user can no longer use the phone, then the overall Quality of
Experience attained by the user will be much degraded. In Chapter 4, I introduce a
novel means of combining energy usage into existing QoE metrics to derive a new,
energy-aware QoE metric for video.
3.6.1 Objective Quality Assessments
In the ideal case, measuring the QoE of an application should involve assessments
of real human perceptions of that application. Considering the scale and diversity of
Internet video, this is often impracticable. Objective measures of video quality offer
relatively quick and repeatable means of evaluating quality of video through statistical
and mathematical analysis which aim to approximate the human perception of video
quality. The most often-used objective metrics in the literature today, are the Peak Signal
to Noise Ratio (PSNR) and the Structural Similarity Index Metric (SSIM).
Mean PSNR is a very mature and popular metric used for measuring objective quality
of video. PSNR is the ratio between the maximum possible power of a signal and the
power of corrupting noise that affects the fidelity of its representation. The signal in
the case of video, is an original, uncompressed video format - such as a raw YUV file,
and the noise is the error introduced by the encoding process. For a video sequence, the
mean PSNR across all the individual video image frames in the sequence is computed.
As an original source has to be used in the comparison, PSNR is an example of a
Full-Reference objective metric.
PSNR is derived from the Mean Square Error (MSE) as follows:
MSE =
∑nj=1∑
m
i=1(xi,j − yi,j)2
mn
(3.1)
PSNR = 10 log
MAX2I
MSE
(3.2)
where:
x is an uncompressed video image of size m× n pixels
y is the compressed video image of size m× n pixels
36 CHAPTER 3. STATE OF THE ART: ENERGY AWARENESS IN VIDEO
MAX I is the maximum possible pixel value of the image (e.g. 255 for 8-bit video)
A higher PSNR generally indicates that the encoded video is of higher quality. For 8-bit
video, typical values of acceptable to good quality lie between 30dB and 48dB. However,
although PSNR is often used due its simplicity and speed, it is quite a controversial
metric. Many authors have argued for and against [121] the correlation of PSNR with
real human perception of video quality. Other authors have claimed it is only valid
when comparing quality within codecs [121]. Regardless of this criticism, it has been
very well used in comparing different codecs in numerous studies. In any case, this
further highlights the fact that there is no single all-encompassing metric for assessing
video quality.
The Structural Similarity (SSIM) Index was proposed in 2004, and was designed to
have a better approximation to human perception [122]. SSIM is a based on a human
perception model that considers image degradation as perceived change in structural
information between images. The SSIM index is calculated on various windows of an
image. The measure between two windows x and y of common size N × N is calculated
as:
SSIM(x, y) =
(2µxµy + ci)(2σxy + c2)
(µ2x + µ
2
y + c1)(σ2x + σ2y + c2)
(3.3)
where:
x and y are two non-negative, spatially aligned image signals for comparison
µx is the mean of x ;
µy the mean of y ;
σ2x is the variance of x ;
σ2y is the variance of y ;
σxy is the covariance of x and y ;
c1 = (k1L)2 , c2 = (k2L)2 are variables ;
k1 = 0.01 and k2 = 0.03 by default L is the dynamic range of the pixel-values (i.e.
2#bits per pixel − 1 ) e.g. 28 − 1 = 255 for 8-bit video image; [122].
As the calculated SSIM index value approaches 1, the greater the degree of fidelity or
the structural similarity of the encoded copy is to the original. Typical SSIM values for
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acceptable to excellent quality will fall between 0.90 to 0.99.
In recent literature that presents objective measurements, both the PSNR and SSIM are
calculated and presented [123, 124]. Both metrics are also widely used in commercial
applications, such as by VoD providers, ISPs, telecommunications companies and
cable/satellite TV, as these providers will want to continuously ensure that their video
offerings are of acceptable quality. Additionally, there are several other objective quality
metrics in existence - Multiscale-SSIM [125], Temporal Variation Metric (TVM) [126],
Video Quality Metric (VQM), Video Multimethod Assessment Fusion (VMAF) [127] and
others too numerous to cover in detail [128]. Recently, Dobrian et al. [129] presented
metrics that quantified user engagement for Internet VoD using metrics such as QoS-
related metrics such as join time, buffering ratio and network bitrate. Ammar et al. also
suggest the use of network-level fairness as a QoE metric[130, 131]. In Chapters 4 and 5,
I present a novel but straightforward means of combining any of these objective metrics
such as SSIM and PSNR, with energy usage as a combined, energy-aware quality metric.
3.6.2 Subjective Quality Assessments
Subjective measurements of video quality offer a more detailed, human-centric approach
to video quality assessment. Ultimately, videos will be viewed by any number of
humans, ranging from the tens to the hundreds of millions. Therefore, it makes logical
sense for these videos to be assessed, at least, by a small but representative subset of
human assessors - rather than by synthetic, mathematical approximations of human
perceptions of quality. This is why subjective measurements of video quality are often
necessary.
Unfortunately, these subjective assessments with real human users are relatively
expensive to perform in terms of time and money. A complete objective assessment on
a single video can be completed in seconds using standard software and hardware. On
the other hand, a comprehensive subjective assessment of that same video could take
several man-hours to complete. For statistical significance, it is required that at least 4
human evaluators (must be involved in a subjective assessment of video [132]. However,
in practice, most studies will involve 15 - 40 human evaluators [132]. Nevertheless,
several subjective assessments of video have been, and will continue to be performed
for research and commercial purposes, as they deliver a higher level of confidence and
accuracy in video qualit assessments, when compared to objective measurements.
As such, there are a plethora of subjective studies on video in the literature for a range
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of purposes. The International Telecommunication Union (ITU) have published a
number of recommendations on how such studies can be performed with scientific
rigour [132, 133, 134]. These recommendations were authored by experts in the
field and describe several different methods by which subjective studies of video
quality can be performed. Some of these methods are: Absolute Category Rating
(ACR), Degradation Category Rating (DCR), Pair Comparison (PC), Double Stimulus
Continuous Quality Scale (DSCQS) Single Stimulus Continuous Quality Evaluation
(SSCQE) and Subjective Assessment Methodology for Video Quality (SAMVIQ). The
choice of which subjective method to use depends on the particular video application
being evaluated e.g. interactive or non- interactive.
Many scientific studies have included the use of subjective assessments of video quality.
Some have been performed to compare the performance of various codecs to one
another [135, 136], while others have been done to investigate the impact of different
network conditions or other impairments on the video streams [137, 138, 139]. With the
recent emergence of adaptive video streaming systems like DASH over the last few years,
a small number of researchers have performed subjective assessments specifically on
DASH video. For example, Robinson et al. [140] performed one of the earliest published
subjective assessment of HTTP adaptive streaming using the proprietary solutions
that were available at the time (the experiment pre-dates the DASH standard. They
evaluate these solutions on a range of network conditions including varied bandwidth,
packet loss and latency profiles. Yitong et al. [141] also evaluate subjective user QoE
for MPEG-DASH. They emulate network conditions according to collected traces to
evaluate the human perceptions of the bandwidth adaptation behaviour of DASH,
under pre-determined network conditions. Additionally, many VoD providers make
use of simple rating schemes and feedback forms (e.g. through ’stars’ and ’likes’) to get
information from their users on the quality of thier videos. While these methods may
lack scientific rigour, the large sample sizes enable the collection of valid and useful
insights.
In Chapter 6, I present the first user study that investigates consider human perceptions
of energy-aware DASH adaptation, as well as user preferences and inclinations for
energy savings while using Internet video.
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3.7 Context-Aware Dynamic Adaptation of Video
Adaptive platforms such as DASH provide efficient solutions in scenarios where static
design choices would fail to provide acceptable levels of service to end users [142]. For
instance, a DASH system can deliver diverse video content to heterogeneous client
devices under varying network conditions. Schilit et al. [143] defined context-awareness
as the ability to sense operating environment and react appropriately to any changes in
operating conditions. Going with this definition, it can be seen that DASH is designed to
be context-aware. Using the currently available network capacity as an input signal into
its feedback mechanism, it chooses the most appropriate video stream representation
for the input signal.
Many researchers have also identified this latent opportunity with DASH, and have
proposed or implemented novel context-aware applications on it. This can be achieved
changing the input feedback signal into a DASH adaptation system from bandwidth
to any other signal that is of interest. For instance, Mok et al. [144] propose a Quality
of Experience (QoE)-aware DASH system called Q-DASH which tries to improve the
user-perceived quality of video watching, and evaluate this using out-of-band subjective
measurements from real human users. Similarly, Georgopolous et al. [145] built an
implementation of DASH which uses quality (represented by the SSIM metric) as the
parameter for adaptation. They show that they are able to provide optimum levels of
quality to contending video steaming users on a home network, as compared to when
bandwidth solely is used, as in the default implementation.
Further to evaluating of user quality on adaptive systems, some researchers have
proposed novel applications which utilise these subjective perceptions of video quality.
For instance, Ciubotaru et al. [146] suggest that there are certain areas of images and
videos where viewers pay maximum attention to, and will base their perception of
quality for an entire video on these regions. They propose a Region of Interest-based
Adaptive Multimedia Streaming (RIAMS) system which uses adaptive streaming to
modulates quality based on distance from these Areas of Maximum User Interest in a
video. They then analyse the performance of their proposed system using subjective
and objective means.
Moldovan et al. [147] used subjective methods to evaluate BitDetect - a power-saving
mechanism for mobile devices that uses adaptive streaming and objective video metrics
to maintain a perceived user quality. However, their work is specific to mobile systems,
and pre-dates DASH standardisation. As such the actual mechanisms for adaptation
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are not discussed in detail or implemented.
Wilk et al. [148] propose an environment-aware DASH system called envDASH. In this
context, the term ‘environment’ refers to the immediate, physical surroundings and
operating conditions of the video device/user - such as ambient noise levels and device
stability retrieved from several sensors on modern mobile devices - not the overall
environment in terms of sustainability and energy-awareness.
DASH offers the opportunity for energy-aware adaptation mechanisms to be built on
top of it. A few authors have realised this opportunity. For instance, Hosseini et al. [149]
present cursory ideas towards energy-aware DASH (for mobile video) but have not
yet published any actual implementations of these ideas, and offer no suggestions on
how this would be achieved in reality. Oyman et al. [150] describes to some detail,
an energy-aware adaptation mechanism built on DASH. They present a concept of an
‘energy-characterisation’ of DASH representations based on statistical analyses. I have
built such an energy-characterisation system for video, but used a measurement-based
approach (presented in Chapter 5). Furthermore, I discuss the MPEG- DASH standard
in greater detail in Chapter 7. I also present a proof of concept for GreenDASH, an
energy-aware video adaptation mechanism built on the DASH standard.
3.8 Chapter Summary
In this chapter, I covered the state of the art and current literature on energy-awareness
for Internet video, in relation to the research questions presented in Chapter 1. I used a
client- network- server model to summarize the Internet video ecosystem, and discussed
recent works that have considered energy usage at the various parts of the ecosystem. I
then covered the current literature pertaining to assessing the quality of Internet video,
through subjective and objective means. Finally, I discussed context-aware adaptation of
video, with a specific focus on building energy-aware dynamic adaptation mechanisms
for video.
4CHAPTER FOURINVESTIGATING THEENERGY USE OF VIDEOCODECS
Allowing Internet video users to make choices of picture size and codec would
significantly reduce energy usage, electricity costs and the carbon footprint of Internet
users. This empirical investigation shows a difference of up to a factor of 3 in energy
usage for video decoding using different codecs at the same picture size and bitrate, on
a desktop client system. With video traffic already responsible for the largest and fastest
growing proportion of traffic on the Internet, a significant amount of energy, money
and carbon output is due to video. I present a simple methodology and metrics that
can be used to give an intuitive, quantitative and comparable assessment of the energy
usage of video decoding. Providing energy usage information to users would empower
them to make sensible choices. I demonstrate how small energy savings for individual
client systems could give significant energy savings when considered at a global scale.
4.1 Overview
Today, there are many video codecs that are widely used. The diversity of video codecs
also provides an opportunity for users to exercise choice in their usage. There are several
trade-offs involved in such a decision. Some codecs might offer a wider range of options
and configurability than others, while some perform best for particular use-cases and
scenarios. Consequently, there are several metrics for Quality of Service (QoS) and
Quality of Experience (QoE) involved in benchmarking and selection of codecs. While
41
42 CHAPTER 4. INVESTIGATING THE ENERGY USE OF VIDEO CODECS
energy usage is of some concern to users, especially for mobile devices which have a
constrained energy supply in the form of a battery, there are currently no well-defined
metrics which specifically take energy usage of codecs into consideration in a way that
can be (i) integrated into applications, and (ii) be understood by users so that they can
be empowered to make appropriate choices.
4.2 Contributions
I have investigated client-side energy usage of a number of popular and important video
codecs: Flash video (Sorenson Spark/FLV1); MPEG-4 Part 2 (two variants); MPEG-4
Part 10 / H.264; H.265 / High Efficiency Video Codec (HEVC); and Google’s VP8 &
VP9. I have used a simple testbed to examine the energy and compute-resource usage
of these codecs. My contributions are:
1. I define a simple methodology and metrics to provide intuitive, quantitative and
comparable energy usage and quality assessment for video codecs.
2. Applying our methodology in an inexpensive desktop testbed, I present empirical
measurements and assessment of significant differences in energy usage across the
codecs.
3. I propose ways in which the energy metrics can be integrated into video applications
and how users can be empowered to make choices about codec usage based on
measured energy usage information.
I focus here on decoding (playback) of pre-existing video content, as video decoding
events today far outnumber video encoding (creation) events, e.g. consider the number
of videos streamed from YouTube daily. However, services like YouTube, Instagram,
Snapchat and Vine are prime examples of how user-generated video creation has become
widespread, so I also include a discussion of how our methodology and findings would
apply to encoding of video. I also consider some hardware issues for video decoding.
The energy savings I present are complimentary to energy-efficient hardware and can be
applied to legacy systems that are not ‘green’. There is the potential to offer huge energy
savings globally, from relatively small individual client-side and server-side savings,
especially as use of ICT grows.
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4.3 Experiment Methodology
The aim of our experiment was to perform an empirical investigation of the energy
and resource consumption of various popular codecs during encoding and decoding
(playback). Based on that energy usage, I have defined how energy usage information
can be presented to users to enable choice of codec to be made.
4.3.1 Overview
I chose two open-source, high-definition (HD) video files, as summarised in Table
4.1. These were then re-encoded at different picture sizes, and with several different
codecs, using the opensource FFMPEG1 software. The picture sizes I chose cover a
range of common use-cases, as described in Table 4.2. The video codecs are, or have
been commonly used over the Internet and are listed in Table 4.3. Only default settings
were used for encoding the test video files, whilst varying only the picture size of the
output video and target bit-rate to obtain similar file attributes.
Big Buck Bunny (bunny): A popular animation
video, featured in a number of published experi-
ments, e.g. [110].The first 2 minutes of this video
were used.
Tears of Steel (tears): A science-fiction, CGI-
enhanced, live-action movie. I used 2 minutes starting
from the 6:00 mark, containing fast-paced action
scenes.
Both files are from the Blender Project (http://www.blender.org – an open- source movie project) were retrieved
from an open, public repository (http://www.media.xiph.org) in YUV format.
Table 4.1: Opensource video files used in experiments.
4.3.2 Codecs Evaluated in Experiment
I present a brief overview of the codecs profiled in this experiment. These codecs,
together with the library versions used for the experiment, are listed in Table 4.3.
Flash - FLV The Flash codec (flv), also known as Sorenson Spark, is a proprietary codec
that was initially released in 2002. It was used extensively by the popular browser plugin
of the same name until around 2010. It is a closed-source, proprietary implementation
1http://ffmpeg.org
44 CHAPTER 4. INVESTIGATING THE ENERGY USE OF VIDEO CODECS
Label Picture size Target
Bitrate
(Kbps)
Common use cases
QCIFa 176x144 128 Older handheld devices, wearables
CIFb 352x288 256 Handheld mobile devices
360p 480x360 640 Smartphones
480p 720x480 728 Smartphones, tablets
720p 1080x720 1456 HD, laptops, desktops, TV
1080p 1920x1080 2912 ‘Full’ HD, desktops, TV
aAlso known as 144p.
bAlso known as 288p.
Table 4.2: Video picture sizes used in experiment and example use cases. 4K resolution
(4096x2160) was not yet widely available at the time the experiment was conducted, so was not
assessed.
of the ITU H.263 standard, and as such has been superseded by more recent standards
as detailed below. The original H.263 codec implementation was designed as a low-
bit-rate compressed format for video-conferencing. The codec is still supported by
current implementations of the popular Flash player, as there is still much video content
encoded in this format available online. Many video streaming websites (e.g. BBC
iPlayer, YouTube until 2014) still use the ‘Flash’ player. However, new video content is
more likely to be encoded in more recent codecs such as H.264.
MPEG-4 Part 2 MPEG-4 Part 2 was initially defined in ISO/IEC Recommendation
14496 (Coding of audio-visual objects) in 1999, with revisions introduced until 2004. It
was used extensively on the Internet in the early 2000s, and implemented by popular
video plugins such as DviX and Xvid. Like Flash, there are still a significant number
of videos encoded in this format, from the period of its popularity in the early 2000s.
Microsoft have proprietary implementations of this codec, denoted as MSMPEG4 for
this experiment.
H.264/MPEG-4 Part 10/AVC H.264 is arguably the most popular video codec standard
for Internet video today. It was standardised by an ITU Video Quality Experts Group
(ITU-VQEG) and Moving Pictures Expert Group (MPEG) collaboration in 2003, and
was updated in April 2013. H.264 has gained widespread use as the de-facto codec
of the Internet. It has been mandated for use by the W3C for HTML5, and enjoys
support across all major browsers, as well as within major web multimedia frameworks
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and browser plugins such as Adobe Flash Player, Apple QuickTime and Microsoft
Silverlight. It is also widely used for other digital video applications such Digital
TV (DVB-T2 terrestrial and DVB-S2 satellite), Bluray and digital cameras. It also has
hardware support in devices such as smartphones and tablets.
HEVC/H.265 High Efficiency Video Coding (HEVC), also known as H.265 is the
successor to the popular H.264 codec - also from ITU and MPEG collaborative efforts.
HEVC theoretically improves the data compression ratio by a factor of two at the same
level of video quality. The first version of the codec standard was published in 2013,
and it still being developed. HEVC is being used today especially with newer 4K Ultra
High Definition TVs supporting resolutions of up to 8192x4320 (8K). However, it has
not yet found widespread adoption on the Internet due to high costs of patent licenses.
VP8 and VP9 VP8 was released by On2 Technologies in 2008, who were then acquired
by Google in 2010. Google then made the codec open-source and royalty-free. VP8 was
designed as a competitor for the H.264 codec, and is also mandated for use by the W3C’s
HTML5 video tag. However, it lacks hardware support from the most mainstream
manufacturers, thus giving H.264 an advantage. VP8 was used extensively on Google’s
video streaming website YouTube, until it was superseded by their next generation
codec, VP9.
VP9 was initially published in 2013 with a design goal of halving the bit rate of VP8 at
the same video quality, and to be better than HEVC standard. Similar to its predecessor,
VP8, it is unencumbered by any royalties or licensing fees for all users. It has enjoyed a
greater reach and success than its predecessor, with all new YouTube videos encoded in
this format. It supports the 4K video resolution, and has hardware support from a good
number of vendors, due the influence of Google, its owner.
Other codecs There are a few other noteworthy codecs that were considered for this
experiment. These were excluded after a pilot study for practical or scientific reasons (e.g.
lack of popularity and low ‘market share’ on the Internet, low levels of configurability
and poor quality output with default settings). These codecs are MPEG-1, MPEG-2,
BBC Dirac and Ogg Theora.
4.3.3 Testbed
The testbed is shown Figure 4.1. A single host was used to decode and playback the
encoded video files – two of these units are shown in the left of the figure. Each system
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is a Shuttle XPC Glamor S G31G22, with Intel® Core™ 2 Quad Q6600, 2.40GHz CPU
with an Intel 82G33/G31 chipset and an Express Integrated Graphics Controller core,
4GB RAM (128MB used for graphics, set in BIOS). To examine the effects of hardware-
assisted video decoding, I performed experiments with a PCI-express Nvidia® G86
GeForce™ 8400GS with 256MB GDRAM. This is considered a mid-range desktop
configuration. The machine ran a minimal installation of Ubuntu Linux 13.10 64-bit
(x86-64) Server installation, with no desktop environment, and with a minimal set
of background processes running. This was to avoid any unnecessary load on the
machines when measuring energy usage. However, to enable video playback on the
client machine, I used the lightweight Openbox3 window manager. I played-back
the video files using the opensource VLC media player application, version 2.2.git
Weatherwax (revision 2.1.0-git-2995-dgf36375)4.
The machine used for encoding the video files from the YUV source was a mini-tower
workstation (on the right in Figure 4.1) with an Intel Core i5 4440, 3.1GHz, Quad-Core
(Haswell) processor, 4GB (2x2GB) Corsair DDR3 (1333MHz) memory, and a C220 Series
Chipset. This ran the Ubuntu Linux 13.10 64-bit (x86-64) Desktop installation. This is
considered a mid-range workstation configuration, which is affordable for home use.
At the time I conducted this experiment, hardware assistance for video encoding was not
commonly available and so this was not assessed. 4K video was also unavailable for
common usage and was also not assessed. This was fairly typical at the time of writing,
though both hardware assisted encoding and 4K video playback have become more
widely available today.
Label Library & Software version
FLV from fmpeg-libavcodec v55.52
H264 libx264 v0.125
H265 libx265 v0.8
MPEG4 from fmpeg-libavcodec v55.52
MSMPEG4 from fmpeg-libavcodec v55.52
VP8 libvpx VP8 v1.3.0-1780-g1f08824a
VP9 libvpx VP9 v1.3.0-1780-g1f08824a
aFrom the WebM Project http://www.webmproject.org/
Table 4.3: Video codecs used in experiments: libraries and software.
2http://global.shuttle.com/unique/productsSpec?productId=646
3http://openbox.org
4http://www.videolan.org
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The black Shuttle systems on the left were used for the decoding experiments, and are connected to the
Kill-A-Watt/MoteWatt power meters in the centre. The mini-tower on the right is the workstation used for
encoding the videos form the YUV HD source.
Figure 4.1: Desktop testbed for energy measurement experiment.
I obtained power readings for the experiments using our modified Prodigit ‘Kill-a-
Watt’ 2000MU power meter5, dubbed the ‘WattMote’ (the two units in the centre). The
unmodified meter is a cheap but sensitive and accurate real-time home power meter.
Using instructions available online [151], the meter was modified with an RFM12B radio
to enable captured readings to be sent to a receiver (one of the other Shuttle units, on
the left).
4.3.4 Measurement regime and observables
I took power measurements for decoding and encoding for each combination of the
7 codecs (vid) and 6 picture sizes (pic), a total of 42 combinations. The measurement
was for the system as a whole, as this is the power usage seen by the user when
undertaking the {de,en}encoding tasks. Each power measurement was repeated 20
times for decoding, and 5 times for encoding, which I found to give acceptable variations
for either experiment. As each video sample was 2 minutes long, for the 2 films this is
a total of 3360 minutes of measurements for decoding. Encoding times varied greatly,
depending on codec and picture size, from 0.5 seconds to 360 minutes.
Each vid − pic combination used only the software codecs and the main system
CPU. The NVIDIA graphics card supports hardware assist for H.264 decoding using
5http://www.p3international.com/products/p4400.html
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libVDPAU v304.88, so a separate set of measurements were conducted for H.264 with
hardware assist – 6 picture sizes, 20 runs, 2 minutes per run for each film, for an
additional 480 minutes of tests. I also measured the system power usage when idle to
assess the additional power usage of the systems as a whole due to the {de,en}coding
tasks.
The observables I capture for this experiment are summarized in Table 4.4. The derived
metrics I used are explained in Section 4.4. Our results are detailed in Section 4.5.
Observable Units Measured using
Power Watts MoteWatt power meter
{De,En}coding Time Seconds (s) time(1)a
Energy K Joules (KJ) Power × time for
{de,en}coding
CPU usage Percentage time(1)a
RAM usage MiB time(1)a
PSNR dB tiny_ssimb
SSIM – tiny_ssimb
aNote that this is /usr/bin/time and not the time command that is built into the default bash shell on linux.
bhttp://ffmpeg.org/doxygen/trunk/tiny_ssim_8c_source.html
Table 4.4: Summary of observables for experiments
4.4 Energy and Quality metrics
I describe the metrics that have been used to
1. evaluate our measurement-based study; and
2. demonstrate how energy information could be used within video applications.
4.4.1 Energy usage for video
For video, I am concerned with the average energy usage with respect to the video
stream, so I choose to define a metric which measures mean energy used per second of video
stream content. Such a definition is independent of the way the video is encoded, and so
can be used to make comparisons across different codecs. It is also a simple metric for
users and developers to understand. Note that the units of our metric, which I call Pxv
(where x = d for video decoding and x = e for video encoding) , are then Joules per second
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(of video content), i.e. J/sv . These are the same units as electrical power (Watts, W = J/s),
but I choose to write the units as J/sv to make the different assessment being made here,
clearer. The goal is to emphasise that I am quantifying the amount of energy being used
for each second of video. This does mean that I can translate directly from measured
power usage for a system to our video energy metric Pxv, which is very convenient.
Pxv =
energy usage for video {en,de}coding
tv
= Pa − Pidle (4.1)
where Pxv is the mean energy usage per second of video (J/sv ) by video encoding (Pev)
or decoding (Pdv), and tv is the duration of the video stream in seconds. Pa is the mean
measured power of the system during encoding or decoding of the video. Pidle is the
mean measured power when the system lies idle. This is summarised in Table 4.5.
Pxv mean energy usage per second dur-
ing video encoding(x=e) or decod-
ing(x=d) [J/sv ]
Pa measured mean system power us-
age during video encoding or de-
coding [W]
Pidle mean system power usage when
idle [W]
Table 4.5: Definitions for Pxv (Eqn. (4.1)).
4.4.2 The Energy-Video Quality Index (EnVI) - Combining quality
and energy for video:
To be able to assess the energy usage of the codec along with its quality, I define the
energy-video quality index metric (EnVI) as Q:
Q = αQv + (1− α)Ev (4.2)
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0 ≤ Qv ≤ 1 (4.3)
0 ≤ Ev ≤ 1 (4.4)
0 ≤ Q ≤ 1 , 0 ≤ α ≤ 1
each of Q, Qv and Ev has a value of zero to signify a ‘worst’ level, and a value of one to
signify the ‘best’ level, with the meanings summarised in Table 4.6.
Both Qv and Ev are derived metrics, based on measured values taken from the operation
of the codec, but transformed so that they are in a convenient form. That transformation,
in this case, was a simple normalisation, making the assumption that the linear range
[0,1] is appropriate, and that it was suitable for use in a simple arithmetic mean for Eqn.
(4.2). Such a transformation might not always be suitable to compose the energy usage
value into the application, and this is discussed further in Section 4.4.7.
Qv a quality metric derived from an
objective quality measure for a
video codec
Ev an energy metric derived from the
measured energy usage for a video
codec
α weight (use 0.5 for equal weight-
ing)
Table 4.6: Definitions for Q (Eqn. (4.2)).
4.4.3 Energy metric
I wish to assess the amount of energy used for a system (workstation or server) as a
whole in either encoding or decoding video. It would also be possible to assess the
energy usage for individual components of a system, including hardware components
(e.g. CPU memory, graphics card) and software (e.g. operating system, graphics driver,
etc). For now, our concern is with energy usage as a whole, but more detailed analyses
of energy usage of individual components may yield benefits for targeting or optimising
energy efficient operations – I leave this for future work.
4.4.4 Decoding video
I wish to create a normalised decoding metric, Edv. I define vidEdv−pic as the energy
metric for decoding video using codec vid (from Table 4.3) at picture size pic (from Table
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4.2). I define vidEdv−pic for decoding video:
vidEdv−pic =
Pidle
Pa
(4.5)
=
Pidle
vidPdv−pic + Pidle
(4.6)
with Pa, Pdv and Pidle as defined in Section 4.4.1. Note that the denominator is simply
the mean power measured during the decoding process. For example, for decoding
using H.264 to 720p, I would define:
h264Edv−720p =
Pidle
h.264Pdv−720p + Pidle
(4.7)
4.4.5 Encoding video
For these experiments, I chose to use the measured energy required to convert the
full-quality source, which is a YUV encoding of picture size 1920x1080 and 30fps, to
the encoding scheme supported by the video codec while maintaining picture size and
frame rate. So, using similar notation to that for decoding, I define Eev:
vidEev−pic =
Pidle
vidPev−pic + Pidle
(4.8)
where vid, pic and Pidle are as defined for the complementary decoding expression given
in Eqn. 4.6. For example, for encoding using H.264 at 720p, I would define Eqn 4.9:
h264Eev−720p =
Pidle
h.264Pev−720p + Pidle
(4.9)
4.4.6 Limitations of Exv
From the discussion above, the metric, Exv is defined in terms of real energy measure-
ments. This has the advantage that, being defined in terms of Pxv from Eqn. (4.1),
values are comparable across the system for different codecs. Creating a purely analytic
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model for evaluating an energy metric might be more convenient from a methodical
viewpoint, but it is not practical: it would need to encompass the complexities of the
different video encoding/decoding algorithms, the specific implementations of those
algorithms, and the range of hardware and software components that are involved.
Our measurement-based approach removes that complexity by treating the system as a
black box.
However, one drawback of a measurement-based approach is that all measurements
are system-specific: the same methods used to conduct the same measurements on a
different system would yield different results. Differences in implementation of the
same video encoding and decoding algorithms, as well as differences in hardware and
software components and configuration mean that the actual values of vidPdv−pic and
vidPev−pic could be very different for the same coding scheme (vid) when measured
on different systems (or even on the same system but with different configurations of
codecs, drivers, etc). Additionally, some systems might have hardware assist for specific
algorithms, reducing their values of vidPdv−pic and vidPev−pic, where as other systems
might use only software. For example, many modern smartphones will have hardware
assist for H.264, but many low-end desktop machines may not. However, where a
set of measurements are made relative to the same system, the values of vidPdv−pic
and vidPev−pic do provide indicative energy performance comparisons, and additional
measurements can be made to cater for hardware assist for direct comparison also.
Indeed, this is what I have done in these measurements.
4.4.7 Generalised Energy-Video Quality Index (EnVI)
To demonstrate how the energy values could be incorporated into an application, I take
a simple approach, using a compound metric as in Eqn. (4.10) and Table 4.7.
QM =
M
∑
m=1
αmQm (4.10)
0 ≤ Qm ≤ 1 (4.11)
M
∑
m=1
αm = 1 , 0 ≤ αm ≤ 1 (4.12)
With respect to Eqn. (4.10), Exv (from Eqn. 4.6 or 4.8) would be treated as a quality
measure. This is very convenient to incorporate into applications, allowing application
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Table 4.7: Definitions for QM (Eqn. 4.10).
Qm an application quality metric, e.g. for a video
codec or some other relevant quality metric
αm a weight
control and decision policies to use energy along with traditional quality measures.
Additionally, if more than one video quality metric was required for assessment of
quality, then those multiple metrics could also be integrated as different Qm, using
appropriate weights αm.
However, if such a method of composing the energy metric into an application is not
suitable, then a more appropriate algorithm could be used, as required. The intention
of our presentation here is to demonstrate that from a measurement-based approach, it
is possible to derive an energy metric that could be incorporated into applications.
4.4.8 Examples of codec quality metric Qm
There has been much debate within the community about which objective video metrics
are appropriate for measuring video quality, e.g. [152]. Rather than take a position in
that discussion, our quality assessment leaves the choice of metric to the user and only
requires that it conform to the normalised range and semantic as given in expression
(4.11). Existing quality metrics should be transformed in order to be used as I have
expressed in Eqn. (4.10).
For example with SSIM [122], the value is already normalised to the range [0,1].
However, PSNR must be converted in a way that makes sense to the applications.
One method for converting PSNR is to note that some studies have observed a near-
linear correspondence between PSNR and MOS [124], allowing normalisation and
mapping to the appropriate range for Qm as given in expression (4.11).
4.5 Results
The focus of this chapter is on our decoding results, but I also consider briefly some of
our encoding experiments.
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4.5.1 Encoding Measurements
The resource usage during encoding is shown in Figure 4.2. The file sizes of the encoded
video files are shown in Table 4.8. We can observe that the HEVC codec consistently
creates files of the smallest size for the target bitrate (presented in Table 4.2), with file
sizes up to 40% smaller in some cases. However in Figure 4.2, we can see that HEVC
encoding consumes much more resources and energy than older encoding formats.
FLV H264 H265 MPEG4.II VP8 VP9
bunny tears bunny tears bunny tears bunny tears bunny tears bunny tears
QCIF 2.2 2.1 1.9 1.9 1.7 1.8 2.1 2.1 1.9 1.9 1.9 1.9
CIF 4.0 4.0 3.7 3.8 3.2 3.4 4.0 4.0 3.6 3.8 4.4 3.9
360p 9.5 9.5 8.9 9.5 7.6 8.9 9.5 9.5 8.5 9.4 12.0 9.4
480p 11.0 11.0 11.0 11.0 8.9 11.0 11.0 11.0 9.6 11.0 13.0 11.0
720p 26.0 24.0 24.0 27.0 21.0 27.0 26.0 25.0 23.0 26.0 33.0 25.0
1080p 52.0 55.0 50.0 56.0 45.0 57.0 52.0 52.0 45.0 54.0 66.0 50.0
Table 4.8: Resultant file sizes of the encoded videos (in MB).
4.5.2 Decoding measurements
Figure 4.3 shows the results from the decoding experiments entirely by software using
the CPU without the video graphics card installed. The H265 codec, overall, consumes
the greatest amount of energy, followed by VP9. H264 and VP8 consume an equal
amount of energy and system resources during playback, while FLV consumes the least
amount of resources during playback. It is important to note that these differences in
energy and resource usage are at roughly the same target bit-rates. There are differences
in the perceived quality of the decoded file, which I capture using SSIM and PSNR
values in Figures 4.4. While the use of such metrics (especially PSNR) remain in debate,
they do give indications of the level of perceived video quality (especially the SSIM
metric), and help us to explain how video quality and energy usage can be used together
(Section 4.6). More suitable metrics could be substituted as requirements dictate.
4.5.3 Limitations of QoE measurements
The results of the PSNR and SSIM assessments are shown in Figure 4.4. I observed that
the popular opensource x264 codec (considered to be the best implementation of the
H264 codec standard [124]), produced poor results when analysed by the tiny_ssim
tool [153]. However, a quick visual examination of the resultant videos shows that the
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Figure 4.2: Resource usage during encoding video files. 5 runs were used to plot each point,
with 95% confidence (error bars not always visible as they are very small in some cases). The
lines joining the points are visual aids only and do not imply interpolation to intermediate
picture sizes.
quality is good, comparable to VP8, VP9 and H.265, and visibly better than MPEG4 and
FLV. A possible explanation is that x264’s default psycho-visual optimisations provide
improved visual quality to human viewers, but negatively impact calculated PSNR
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Figure 4.3: Resource usage for decoding of video files. 20 runs were used to plot each point,
with 95% confidence (error bars not always visible as they are very small in some cases). The
lines joining the points are visual aids only and do not imply interpolation to intermediate
picture sizes.
and SSIM scores. I used tiny_ssim as it allowed us to assess all the codecs. Other tools
available at the time (e.g. the widely-used MSU Video Quality Measurement tool [154],
did not support H265, VP8 and VP9.
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Figure 4.4: QoE measurements for both video sources at various picture sizes. The lines joining
the points are visual aids only and do not imply interpolation to intermediate picture sizes.
4.6 Trade-offs and savings
I focus on discussing decoding, for the sake of brevity, but similar analysis is possible
for encoding also.
4.6.1 Software only decoding
Values for metrics for Pdv, Edv, and QdSSIM are shown in Fig. 4.6. Pdv is as from Eqn.
4.1, and the graph shows the energy consumption of video playback. We observe very
small differences among the various codecs for picture sizes up to 360p. For example, at
360p (which is YouTube’s default size) all but one of the codecs consume approximately
4-5J/sv . H.265 consumes the most energy at this picture size, ∼7J/sv . From 480p,
we begin to notice significant differences among the codecs. At 1080p we can see a
difference of factor of 3 between FLV (lowest Pdv) at 15J/sv (3 times more than at 360p),
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and H.265 (highest Pdv) at 53J/sv for ‘Tears of Steel’ (∼8 times more than at 360p).
The Edv graphs show the normalized values of Pdv as calculated using Eqn. (4.8). These
values for Edv are used to create QdSSIM as in Eqn. 4.10, along with measured SSIM
values to represent quality, each with equal weight. For QdSSIM, I find that at QCIF
picture size, the VP9 codec provides the best energy-quality tradeoff for the ‘Big Buck
Bunny’ movie, whereas for ‘Tears of Steel’, it is the HEVC codec. MPEG4 and H.264
rank lowest at this picture size, because for approximately the same amount of energy,
they provide a relatively poor quality. At 360p, the MSPEG4 codec provides the best
energy-quality trade-off, while at 1080p it is FLV (for ‘Tears of Steel’). However, please
note our comments in Section 4.5.3 on our use of tiny_ssim.
We have observed that at different picture sizes, different codecs may provide the
best trade-off between energy use and picture quality. Based on this, an energy-aware
application could dynamically adapt its picture-size and/or video codec selection with
the aim of conserving energy while maintaining the best possible quality [155, 42]. (A
similar analysis is possible for the encoding results.)
4.6.2 Hardware assisted decoding
The results presented above were all performed using software codecs on the CPU.
Our NVIDIA G86 (Geforce 8400) graphics card supports only decode for H.264 from
our chosen codecs. However, we can still draw some general conclusions. I compared
the energy use of the system using hardware and software and present results in Fig.
4.5. Using hardware can make the playback process more energy efficient. At 360p,
while software decoding consumes ∼5J/sv , hardware-assisted decoding consumes
just ∼3J/sv . The difference is greater at 1080p, with software decoding consuming
∼25J/sv compared to ∼10J/sv using hardware assist. System resource usage (i.e. CPU
and RAM) is also much reduced using hardware assist, leaving the system available to
perform other tasks. However, the video card adds∼25W to the system’s idle power. So,
it is only when there is an energy saving of at least 25J/sv that we gain from hardware
assist.
In future systems, energy savings could be gained by turning on hardware assist only
when it would yield an energy benefit. This would require changes to hardware and
software (e.g. drivers), and would also require new interfaces for the user to control this
behaviour. A system profiling tool would need to execute in order to determine when
the hardware control should be applied, the result being stored as part of a configuration
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Figure 4.5: Energy for video decoding of H.264 with and without hardware assistance. 20 runs
were used to plot each point, with 95% confidence (error bars not always visible as they are
very small in some cases). The lines joining the points are visual aids only and do not imply
interpolation to intermediate picture sizes.
file on the system, which is updated when system configuration changes (hardware or
software).
4.6.3 Impact of energy savings
From Figures 4.3 and 4.6, we can see how the differences in energy consumption of the
codecs and picture sizes can be significant. For the same picture size, by using different
codecs, we can see that there are small and large differences in in energy usage, e.g.
1J/sv between FLV and H.264 at 360p for ‘Big Buck Bunny’, and 40J/sv between FLV
and H.265 at 1080p for ‘Tears of Steel’. Also, even with the same codec, we can see large
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Figure 4.6: Derived energy metrics for decoding. 20 runs were used to plot each point, with 95%
confidence (error bars not always visible as they are very small in some cases). The lines joining
the points are visual aids only and do not imply interpolation to intermediate picture sizes.
differences with energy usage depending on picture size, e.g. 40J/sv difference between
1080p and 480p for ‘Tears of Steel’ with H.265. This allows us to gain some measure of
upper and lower bounds of savings that could be made by users exercising choice in
the video stream they select. Our evaluation of the related impact is in the spirit of a
Fermi estimate.
4.6. TRADE-OFFS AND SAVINGS 61
It is estimated that there are 6 billion hours of video streamed from YouTube every
month6, a total of 72 billion hours per year, and I use this with UK energy consumption
data in Table 4.9 to give an estimate of impact.
Table 4.9: Estimate of potential annual impact of energy savings based on 72 billion YouTube
hours per year and UK energy consumption data.
J/sv KWh Costa KgCO2b
1 72M GB£10.8M (US$17.8M) 12.2M
40 2880M GB£432.0M (US$712.8M) 189.6M
aFrom [156], mean cost of GB£577 / year per household.
bUK government data, 10 May 2014, 0.17 KgCO2/KWh7.
At energy savings of just 1J/sv (the difference between FLV and H264 software decoding
at 360p) for example, and assuming similar savings could be made on all client systems
(in reality, it would vary), this would be enough to power 18947 homes in the UK for a
year (mean annual home usage is 3800KWh [156]). In monetary terms, this represents
∼£10.8M (∼US$17.8M) per year, and in terms of carbon emissions, 12.2M KgCO2
emissions. The second row in Table 4.9 shows equivalent numbers for a reduction of
40J/sv (the difference between using 480p instead of 1080p with H.265). Real savings
will depend on the choices users make and the specific software, hardware and video
sources, and will be subject to regional variations (e.g. the US emits 0.69KgCO2 / KWh8,
over 3 times as much as the UK). It is clear that the potential benefits economically and
environmentally are significant at a global scale.
However, I believe these numbers in Table 4.9 are likely to be an underestimate by at
least an order of magnitude because (i) I do not include other substantial video sources
similar to YouTube (e.g. TED and news agencies such as the BBC), or movie services (e.g.
Netflix, Amazon, etc.), or real-time video (e.g. Skype, Facetime, etc.); and (ii) I do not
assess the impact of transmitting fewer video bits across network infrastructure to the
client and possible savings in network systems and devices [14]. There are also likely to
be secondary impact factors, e.g. the energy use of content caches and proxies. Both of
these will be significant when considered at a global scale. Also, different platforms will
behave differently, e.g. on smartphones and tablets with hardware support for H.264,
the situation is likely to be different, with other codecs decoded in software having
much higher energy-consumption than H.264.
6http://www.youtube.com/press/statistics.html
7http://www.rensmart.com/Information/KWHToCO2Conversion
8http://www.epa.gov/cleanenergy/energy-resources/refs.html
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4.7 Empowering users
Users must be given enough information to be empowered to make choices about video
streams [157]. I make suggestions in this section with different levels of detail for client
systems. These schemes would allow users to make assessments based only on codec
and picture size. So, for example, if a video stream provider only gives a choice of
picture size and not of video codec, the user is still empowered with suitable knowledge
to make a choice with respect to energy usage. As our methodology is measurement-
based, I discuss first the use of a benchmark tool to provide data on the client system.
Providing appropriate information in the correct format would require further analyses,
additional experimentation, software development, testing and human factors work for
real use.
4.7.1 Motivation for a system benchmark tool
Users are familiar with the use of benchmarks in order to assess the performance of
equipment. For example, the Standard Performance Evaluation Corporation (SPEC)9
is a non-profit organisation that produces many benchmarks10 that are widely used
for IT equipment and components, e.g. SPEC CPU2006 for CPU, SPECvirt_sc2013 for
virtualisation, etc. SPEC also produces SPECpower_ssj200811, which assesses power
usage using a suite of Java code that can be downloaded and executed on systems.
Consider a similar benchmark tool for video, which I shall call vEQ-benchmark. This
would be downloaded by client systems, executed, and result in the creation of a system
file containing information about energy usage of the system when decoding (and
encoding) video. That is, it would be a suite that would produce a machine-readable
summary, which I shall call vEQ-summary, based on the methodology presented in this
paper, along with other data (e.g. video hardware information). The vEQ-summary file
would contain information on codec types, estimates on energy usage for those codec
types, QoE information, and other relevant information for users. It would be executed
on system initialisation and when the system configuration changes. Especially at the
larger picture sizes, there is a difference in energy usage between the two different
types of content I have used in our experiments, both for encoding and decoding. So a
benchmark would need to allow for such variation, e.g. by using a suite of reference
video files.
9http://www.spec.org/
10http://www.spec.org/benchmarks.html
11http://www.spec.org/power_ssj2008/
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SPECpower_ssj2008 relies on power analyser hardware to provide power information.
However, future hardware would have power usage information available through
an API much like the Advanced Configuration & Power Interface (ACPI)12 already
provides today for a range of systems.
Based on the contents of the vEQ-summary file, a video playback component could
provide an interface to the user to inform them about the energy usage and other
information for a specific video file. A future application adaptation mechanism could
use that information along with user preferences to automatically adapt video quality
to trade-off energy usage and QoE as required.
I present an implementation of this benchmark tool in the next chapter (Chapter 5).
4.7.2 Simple user information
A simple way of presenting feedback to the user would be to indicate how ‘green’ a
video file is, with a simple visual symbol, indicating the relative ‘greenness’ of a video
file with respect to another. Figure 4.7 shows a mock-up for such an indicator from
the YouTube video playback control bar in a web browser. The video plugin for the
browser would, based on the contents of the vEQ- summary file, place green markers (a
‘leaf’ logo in this case) next to the different video formats that are already offered for
playback. More green leaf markers indicate a ‘greener’ file. The impact of this could
then be evaluated through A/B testing. I leave this for future work.
4.8 Chapter Summary
Suitably informed users could provide economic and environmental benefits when
using video. I have presented empirical results from our test-bed evaluations of the
system energy usage of decoding and encoding of video streams. I examined seven
popular codecs: FLV, H.264, H.265 (HEVC), MPEG4-II, Microsoft MPEG4-II (MSMPEG4),
VP8 and VP9. Using a simple, measurement-based methodology, I have shown that
the differences in energy usage between these codecs can be significant, e.g. a factor of
3 between decoding FLV and H.265 at a large picture size (1080p), and up to a factor
of 10 for encoding. Both picture size and video codec choice impact energy usage. I
presented simple energy metrics and demonstrated how these could be used with QoE
to make an energy performance trade-off. When considered across a global population
12http://acpi.info
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Figure 4.7: A YouTube control panel (left), modified to show ‘green’ choices for video playback
for the different picture size options (right). More green ‘leaf’ markers indicate a more energy
efficient stream.
of video users, individual client-side savings sum to show a potential for significant
energy and cost savings, as well as environmental impact.
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Significant research has been done on measuring user’s Quality of Experience (QoE)
through different metrics. I take the position that energy use can be incorporated
into quality metrics for digital video. I present our open-source, extensible, energy
measurement benchmarking tool for digital video, vEQ-benchmark, and its associated
metric, the Energy-Video Index (EnVI). I then present a series of experiments and results
showing how 4K-UHD (2160p) video can use ∼30% more energy on a client device
compared to HD (720p), and up to 6 times more bandwidth than FHD (1080p), without
significant improvement in objective QoE measurements. vEQ-benchmark can also
generate statistical models of power usage for benchmarked systems. These models
could then be utilised in the absence of power measurement devices for energy-aware
dynamic adaptation of video.
With the prevalence and continued growth of video usage, a significant amount of
work has focused on studying and quantifying the quality of video. As networks have
matured, the Quality of Service (QoS) requirements of networks to support video are
now well understood, and the sufficient capacity is available on well-behaved networks.
These QoS parameters are typically objective, network-based metrics such as delay,
loss and jitter. On the other hand, Quality of Experience (QoE), is measured via several
different metrics, and is highly dependant on the context of measurement. System-level
or network-based measurements of user experience, such as buffering times, skips, lags,
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etc. may be measured [129]. Additionally, there are several subjective measurement
methodologies which are based on real human users’ perception of video quality such
as DSIS (Double Stimulus Impairment Scale) and ACR (Absolute Category Rating)
[132]. Objective evaluations for video quality, such as Peak Signal to Noise Ratio (PSNR)
and Structural Similarity Index Metric (SSIM), may be used to generate relatively quick,
reproducible results. However, it is generally agreed that there is no single, universal
metric for measuring video QoE [120].
I take the position that ‘greenness’ – energy usage – should also be considered as a
Quality of Experience (QoE) metric for video. As Internet video continues to be
widely used today, it is important that its energy usage is well understood. In this
chapter, I demonstrate how this measurement may be facilitated. I present our novel
benchmarking tool, vEQ-benchmark, which is capable of measuring and comparing the
energy usage and QoE of various video configurations and hardware. vEQ-benchmark
is capable of measuring the objective Energy Video quality Index (EnVI) metric (as
introduced in Chapter 4). This metric, EnVI, is our novel video quality metric which
combines the energy usage of a video with normalised quality metrics (such as SSIM or
PSNR) for the same video.
5.1 vEQ-benchmark: An energy benchmarking tool for
Internet video
Various stakeholders may have different motivations and incentives to be energy-aware
when using video. Mobile device users may wish to conserve their battery; System
and network administrators may wish to conserve resources and ensure fairness for
other users and applications in their domains [130]; Service providers may wish to keep
Operational Expenditure (OPEX) low while providing optimal services to customers;
and environment-conscious individuals may be concerned about the carbon footprint
of their regular ICT usage, and its impact on the environment.
Today, there are many diverse video configurations available for use over the Internet.
These video configurations can have several varying properties such as codec, picture
size, target device, service provider, network protocol etc. To achieve widespread
energy-awareness, quantitative metrics of the energy usage of these diverse characteris-
tics need to be made available. Currently, there are no software tools or frameworks
that offer this specific level of flexibility for energy usage of diverse video.
5.2. BENCHMARKING ICT SYSTEMS 67
5.2 Benchmarking ICT systems
The ideology behind benchmarking ICT systems is not new. Many ICT users will
already be aware of measurement and benchmarking activities and tools for a variety
of purposes. These benchmark tools aim to provide objective metrics of performance,
across various hardware or software configurations. The benchmarking procedure
typically consists of running, and then scoring standard tests or tasks on relevant
workloads for a given system-under-test (SUT) configuration. According to the System
Performance Evaluation Council (SPEC) [158], these tests could be:
(i) throughput-based – the score is based on the number of tasks on the workload that the
system under test completed in a fixed time period;
(ii) time-based – the score is based on the amount of time required to complete a fixed
number of tasks on the workload); or
(iii) hybrid – the score is derived from a mix of both throughput and time-based
approaches [158].
Typical workloads could include CPU-intensive FLoating point OPerations (FLOPs),
disk-intensive I/O reads and writes, graphics rendering operations etc. A well-
known, motivating example is the Standard Performance Evaluation Corporation
(SPEC) SPECpower_ssj20081 tool and methodology [158]. This is a throughput-based
benchmark that assesses power usage in relation to the processing capabilities of a
server system. It uses a suite of Java code to emulate server-side business transactions,
and then scores the system’s performance on these tests while considering the amount
of energy used to deliver that performance.
vEQ-benchmark is presented in a similar spirit, albeit with the function of measuring
the amount of energy a client system requires to play video of various qualities. To the
best of our knowledge, there are only a few benchmarking tools in existence that use
video playback as the workload for benchmark measurements. I highlight four existing
tools that are, at least, relatively well-known. These are the Microsoft Assessment
Console [159], Phoronix Test Suite [160], PCMark [161] and Video BenchLab [162]. A
brief summary of these and other related benchmarking tools in presented in Table 5.1
below. Three of the four benchmark tools surveyed do not consider diverse video
streams representative of usage on the Internet today, with varying codecs, bit-rates,
qualities or resolutions. These tools assess a full suite of system performance indicators
– of which video playback happens to be one (of many). These tools are shipped with
a single video at a single resolution, hard-coded as part of the benchmark’s workload.
1www.spec.org/power_ssj2008/
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However, video delivered over today’s Internet is heterogeneous and diverse. Of all
four tools, Video Benchlab [162] is the only benchmarking platform that does consider
diverse video. However, it only considers system and network level performance,
and does not consider energy usage at all. Although the other tools do take energy
usage into some consideration, they do so solely to measure battery drainage on mobile
devices.
To the best of my knowledge, there are no benchmarking tools that take the growing
heterogeneity of Internet video, energy usage, and varying Quality of Experience (QoE)
into consideration. As such, our tool, vEQ-benchmark 2 is a timely contribution as it
enables these functionalities.
5.2.1 Design Goals and Implementation
Our tool is designed to measure system performance and energy usage during the
playback of diverse video content on non-mobile client devices i.e. laptops and desktops.
The tool is written in the Python programming language, and was tested and evaluated
on the major desktop platforms - Windows 8.1, Linux Ubuntu 14.04 and Mac OS X
Mavericks 10.9. Future versions could target mobile platforms such as Android and
iOS. For now, I prioritise non-mobile devices as they are responsible for the largest
proportion of both energy usage [115] and video traffic consumption [163] on the
Internet today. Other potential target device- classes for our benchmark tool are smart
TVs and over-the-top (OTT) video devices. It is worth mentioning that most smart TVs
today run a variant of the Linux kernel, so our tool could easily be modified to work on
those systems.
A high-level schematic overview of our tool’s architecture and application programming
interface (API) is presented in Figure 5.1. In the figure, I show the various internal and
external components of the tool, and how they serve as inputs for our benchmarking
purposes. I adopted a modular design principle, with several loosely-coupled individual
components. This design choice makes the tool flexible and easily extensible.
Video Playback: The video playback block in Figure 5.1 represents an API to vEQ-
benchmark which can be implemented to support playback via any media player
application such VLC Player, MPlayer, or a web browser that supports video playback.
For the experiment presented below (Section 5.3), the tool interfaced with the popular
2https://github.com/oche-jay/vEQ-benchmark
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libvlc (version 2.2.1) 3 library, using its Python bindings. vEQ-benchmark also supports
other video playback applications. At the simplest level of integration, all that is
required is a means to call the said video playback application within vEQ-benchmark.
The simplest way to do this is by passing the commands which start the application
from the command line (e.g. /usr/bin/firefox for the Firefox browser on a Linux
system) to vEQ-benchmark (through code or as arguments to vEQ-benchmarks own
command-line options). Further levels of integration e.g. to allow vEQ-benchmark to
send playback instructions, or to overlay text on the video player application with the
playback application, are possible through code. This can be achieved by extending
the provided interface through polymorphism. Further details on this can be found in
Appendix A.
Process Monitoring: For playback to commence, vEQ- benchmark spawns a system
process within which the chosen playback application (or browser or library) will
exist. The processMonitor module highlighted in Figure 5.1 then begins to monitor
the process, and records its computing resource utilisations and performance of that
process. This is achieved using the psutil 4 system monitoring Python library. These
resources monitored are CPU utilisation (percentage), GPU Utilisation (percentage),
memory usage (megabytes), network bitrate (bits per second) and file I/O (bytes). Data
is collected every second by default, but this interval can be changed by command line
arguments (See Appendix A for further details). If desired, it is possible to extend this
module to monitor other system parameters using the psutil library.
System Information: The systemInfo module facilitates the collection of information
about system setup and configuration. This includes software and hardware details
such as the Operating System and kernel version, C/GPU make and model, total
RAM available etc. This information is useful for collation and comparison purposes.
Furthermore, if the system configurations change, this can be detected by the tool. The
effects of these changes can then be measured via the benchmarking process.
Energy Usage Monitoring: The novelty of vEQ-benchmark is that it enables fine-
grained investigation into the energy usage of diverse video configurations. The
powerMonitor API as shown in Figure 5.1 facilitates the collection of power usage
information. This interface is designed to be flexible as power usage data may be
collected from any of various possible sources. For the experiments described in this
3www.videolan.org/vlc/libvlc.html (last accessed: 18/06/2016)
4https://github.com/giampaolo/psutil (last accessed: 17/06/2016
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paper (Section 5.3), I used a highly accurate, calibrated Voltcraft VC8705 power meter.
The VC870 actively measures the power consumption of the system under test via a
connected power socket, and returns this information via a USB interface. The VC870 is
recommended for use with other industry-standard benchmarking exercises6.
It is possible to retrieve energy usage information from other sources. In previous
experiments, I used cheap, consumer power meters, which had been modified to send
data to a USB receiver. Another possible source of energy information is battery usage
information from mobile devices and laptops. Additionally, future computer systems
may have energy monitoring functionality built in, e.g. via the ACPI API or System
Management Control (SMC) on Apple computers [60]. In any case, information from
any of these various sources can be supplied to the tool by using the powerMonitor
interface.
Video Quality Assessment: vEQ-benchmark also has functionality to perform objec-
tive quality assessments of video (SSIM and PSSNR). This is achieved by interfacing
with external libraries – FFMPEG tiny_ssim [153] and the EPFL VQMT [164] are included
with the tool. Objective video quality assessment is a very resource-intensive task by
itself. As such, it cannot be performed during a regular benchmarking session. It is
performed out-of-band, and the results are stored in the database.
Storage: The data collected from the various components mentioned above are stored
in a persistent, lightweight sqllite37 database - vEQdB. Sqlite3 is ideal for use for the
benchmark because of its low resource usage. It is lightweight, server-less and does not
require complex configuration or set up. Additionally, it also offers all the advantages
of transactional SQL database such as consistency, durability and support for structured
queries on the data collected.
Data Analysis: The data stored in the database is processed by the dataAnalyser
module. This module abstracts several SQL queries to retrieve data from the database.
There are also functions for data cleaning, outlier detection, statistical analyses and data
visualisation in this module. Additionally, this module facilitates the generation and
training of models of power usage based on collected data. This is discussed in further
detail in Section 5.5 below.
5www.conrad.de/ce/de/product/124603 (last accessed: 17/06/2016)
6www.notebookcheck.net/Our-Test-Criteria.15394.0.html (last accessed: 17/06/2016)
7www.sqlite.org (last accessed: 22/06/2015)
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Tool Description Video
Workload?
Power
Measurements?
Video QoE
Measurements?
Windows Assessment
Console [159]
A client-side assessment tool for Microsoft
Windows deployments which can measure
battery drainage during HD video play-
back.
Yes
(single video
workload)
Yes
(battery-
powered
devices only)
No
Phoronix Test Suite
[160]
A large, open-source benchmark testing
framework for UNIX-based systems (user
systems and servers) with over 850 tests,
including 4 tests which consider video play-
back.
Yes
(single video
workload)
No No
FutureMark [161] A proprietary, client-side, benchmarking
suite which measures system performance
for a range everyday tasks like web brows-
ing, document editing and watching video
on Windows and Android.
Yes
(single video
workload)
Yes
(battery
drainage for
Android devices
only)
No
Video BenchLab [162] An open, server-side platform for bench-
marking streaming media workloads.
Yes
(multiple video
workloads)
No No
SPEC ssj2008 [158] A benchmark tool for server-class systems
which measures energy use and perfor-
mance for business-type applications.
No Yes No
vEQ-benchmark Our client-side power and performance
benchmark tool for diverse Internet video.
Yes
(multiple video
workloads)
Yes Yes
Table 5.1: A brief survey of some popular benchmark software tools
72
C
H
A
PTER
5.
A
N
EN
ER
G
Y
BEN
C
H
M
A
R
K
IN
G
TO
O
L
FO
R
IN
TER
N
ET
V
ID
EO
Figure 5.1: A high-level schematic diagram for vEQ-benchmark, showing the various functional blocks. The blue arrows depict internal
data/information flows. The white arrow depicts the information output of the tool. The tool can use video streamed across the network,
or from a local source, e.g. local disc.
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5.2.2 Usage of the tool
The reference video samples used as benchmark workloads by our tool are highly
configurable. Local video samples, perhaps downloaded from research repositories
such as [165], could be used. The tool can also benchmark direct streaming from
popular services (e.g. YouTube, Vimeo and Netflix) through a web-browser, via its
video playback interface. These on-line samples are heterogeneous, and will exist
in many different formats and resolutions. This makes it possible to run many
interesting experiments using the tool. For instance, it can be used to measure how
the characteristics (picture size, codec, etc) of these diverse videos affect the resource
and energy usage of the video of a given system-under-test (SUT). It could also be
used to compare the performance and energy consumption of different hardware
configurations between themselves. It is also possible to observe the trade-offs between
watching local video (local file I/O) and streaming over the Internet (network I/O)
on various configurations. Another experiment could compare the energy usage and
performance of different VoD services. Indeed, there are many interesting avenues for
empirical, measurement-based research that can be enabled using vEQ-benchmark.
5.3 Experiments
I describe various experiments that I performed to evaluate the vEQ-benchmark
tool. These experiments also present interesting insights towards supporting energy-
awareness for video.
5.3.1 Methodology
I ran vEQ-benchmark on a number of hardware configurations. These included two
identical, high-end, hardware configurations (but with different operating systems
installed), a mid-range desktop configuration and a Raspberry PI-2 device. These
configurations are summarised in Table 5.2. For the workloads, I selected 10 popular
videos on YouTube that are available in the 4K UHD (3096x2160 – 2160p) resolution
and below. I found that YouTube makes such videos available in up to 32 different
formats, identified by a 2 or 3 digit value referred to as an itag. For the purposes of
this experiment, I only used itags corresponding to the following picture sizes: 320p,
480p, 720p, 1080p and 2160p, There are there are 16 different itags available for these
formats. I benchmarked the first 120s of each of these videos, and repeated each
measurement 5 times. Based on experience from previous work, I have found that 120s
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Figure 5.2: Generated output from a single vEQ-benchmark benchmarking session. It shows a
section of measurements for power, CPU, memory and ingress network usage. (Other data
excluded for brevity.)
of strategically captured video is sufficient to characterise the resource usage of the
entire video. Additionally, a significant proportion of Internet videos (e.g. on Youtube,
Instagram and Vine) are less than 200 seconds [63]. Thus, I performed a total of 800
measurement sessions of 120 secs for each of the devices benchmarked.
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Workstation Operating
System
GPU Codecs Powermeter Video player
Intel X99 chipset,
Intel i7-4920 CPU @ 4GHz,
16GB DDR4 DRAM
Ubuntu
Linux 14.04
Nvidia GTX 960,
2GB
H.264(libx264
version r2538),
VP8/VP9
(libvpx version
1.4.0.8)
Voltcraft VC870
(with USB inter-
face)
libVLC version
2.2.2
Intel X99 chipset,
Intel i7-4920 CPU @ 4GHz,
16GB DDR4 DRAM
Windows 8.1 Nvidia GTX 960,
2GB
H.264(libx264
version r2538),
VP8/VP9
(libvpx version
1.4.0.8)
Voltcraft VC870
(with USB inter-
face)
libVLC version
2.2.2
Intel i5-4440 CPU @ 3.1
GHz,
8GB DDR4 DRAM
Ubuntu Linux
14.04
None H.264(libx264
version r2538),
VP8/VP9
(libvpx version
1.4.0.8)
Voltcraft VC870
(with USB inter-
face)
libVLC version
2.2.2
Raspberry Pi 2
ARMv7 BCM2709 Quad-
core CPU @ 900MHz,
1GB RAM
Ubuntu Linux
MATE 14.04
Videocore 4
GPU
H.264 (omx-
h264 version
1.1)
Voltcraft VC870
(with USB inter-
face)
omxplayer ver-
sion
Table 5.2: Summary of the hardware and software benchmarked for evaluation.
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Figure 5.3: Screenshot of vEQ-benchmark showing measurement of a video from [165]. The
video playback has a minimal interface, with real-time measurement (in the top-right corner)
that is refreshed every second. All experiments are run in windowed mode, at the size of the
video resolution.
5.3.2 Results
I present results from the various experiments.
Single Run Results:
During a benchmarking session, the tool captures various measurements for the video
workload. Some of these measurements, such as the instantaneous power, CPU and
Memory utilisation, may be displayed as overlaid text on the video being decoded, and
serves an immediate indicator of the resource usage of the particular video. This is
shown in Figure 5.3. At the end of a single benchmarking run, these measurements
are collated, and our tool is able to automatically generate graphical visualisations of
measurements taken for that run as a time-series example(shown in Figure 5.2). This
makes it possible to examine the points within the video that consumed the most, or
the least, amount of resources. In this respect, our tool could be modified to facilitate
very fine-grained studies of the characteristics of video files through statistical analysis
or machine learning. This is an avenue for future work.
Summary Results:
As stated previously, I selected 10 videos from YouTube as workloads for the
benchmarking exercise. The results presented in Figures 5.4 and 5.5 are aggregate
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values of all 10 video samples for the various hardware configurations. There are
no real surprising results considering the picture sizes: larger picture sizes consume
more system resources - CPU, memory, network capacity and thus, more energy and.
However, it is interesting to see the relative differences between pictures sizes (left to
right across the columns in each of the figures (Fig. 5.4 and Fig. 5.5). For instance,
we can see that there is a statistically significant difference between the energy usage
full-HD (1080p) video and a 4K/Ultra High Definition (2160p) video of around 12W
(at 95% confidence intervals). There is also the intermediate 1440p resolution between
FHD and UHD. This suggests that a dynamic adaptation that switches between these
resolutions over a long period of time could lead to significant energy savings. I analyse
the possible impact on objective quality in Section 5.3.2.
Another interesting observation is the difference in energy usage between Ubuntu Linux
14.04 and Windows 8.1 (on identical hardware) in Figure 5.4, due to a larger idle power
overhead. due to a larger idle power overhead. This was possibly due to a larger
number of background processes on a Windows platform It can be observed that the
Linux platform consumes less energy (about 10W) overall than Windows 8.1, suggesting
that it is a more energy-efficient platform for video playback. We can also observe that
the i5 platform uses less energy than both i7 workstations. This is understandable as the
i5 is a lower-end CPU, and the workstation does not have an GPU installed. However,
the CPU struggled with playing back 4K video. As such, there was a noticeable amount
of lag observed during 4K video playback. This would have severe impacts on the user
QoE.
Finally, we observe that the Raspberry Pi 2 device consumes a relatively negligible
amount of energy (compared to the workstations). It consumes between 2.7W (at
480p) and 3.1W (at 1080p), with an idle power of just 2.5W. The Raspberry Pi device
is equipped with a VideoCore IV BCM2763 GPU 8 which is capable of playing back
H.264 video at up to 1080p resolution. This low energy usage makes it a very energy-
efficient device. It highlights the potential of these types of device for educational
purposes and in regions where power supply is expensive or limited. This device does
have a shortcoming that is common to all hardware-assisted playback in general. This
shortcoming is that of rigidity - the hardware is hard-coded to support only the H.264
codec up to 1080p resolution, which means it is impossible for it to support 4K playback
or other codecs such as VP8, VP9 and HEVC.
8https://goo.gl/zJx45q (last accessed 17/07/2016)
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Comparing HD, FHD and UHD formats:
In Figure 5.8, I show a more fine-grained result for playback of High Definition (720p),
Full High Definition (1080p) and Ultra High Definition (2160p or 4K-UHD) resolutions
on the i7 workstations. We can observe the expected trend, as the larger formats require
more energy to playback. However, this difference is significant, e.g. for the ‘Samsung
Galaxy S’ video9’, we observe a difference of 26J/sv or 36% (HD compared to UHD)
and 18J/sv or 22% (HD compared to FHD).
The energy usage is grouped by the YouTube itag value - each represents a different
codec-resolution combination, showed in Table 5.3. I also show a summary of the
bandwidth resource requirements of the videos aggregated by picture size (height) in
Figure 5.6.
Quality Assessment I performed an objective quality assessment using the well-
known SSIM [122] metric for the ten YouTube videos used in our experiment. A
representative set of this is shown in Figure 5.10. SSIM is often described as having
a very good approximation to human perception. It requires that an uncompressed
source video be used as a reference for comparison with a compressed, scaled source.
As the source of the YouTube videos are not made available, I have made our SSIM
measurements relative to the best quality of video available (i.e. the 4K video at the
highest bitrate – usually corresponding to an itag value of 272). This means our
measured objective quality values, as well as EnVI metrics, are relative to the best
quality available for that source. Making the measurements in this way is very relevant
to our approach, as then the benchmark output has a reference that is the highest quality
source.
I observe, as expected, that all the videos show a strong similarity to the best quality
video (>0.95). This is not surprising with YouTube videos. YouTube (owned by Google)
possess the technical expertise to encode optimally for video quality for a given video
format. However, our SSIM measurement results indicate that most human viewers
might not see a strong difference in these videos. Of course, in reality there would
be several other factors and considerations to be made, which the SSIM metric does
not capture. These could include screen size, distance of the viewer from the screen,
brightness and ergonomics (amongst others). These human factors are often taken into
consideration during standardised, subjective measurements, e.g. [132], and these
factors cannot be assessed by our tool. However, I do present a subjective assessment
9www.youtube.com/watch?v=onXpKXbnbE0 (last accessed: 15/05/2016)
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of video using real human participants in Chapter 6, where I consider some of these
human factors in relation to energy usage.
5.4 EnVI: Energy-Video quality Index
Having measured the differences in energy usage and objective quality for the videos, it
is then possible for us to objectively evaluate the trade-off between quality and energy
for our sample videos. As discussed in Chapter 4 (Section), given the running idle power
of a system being benchmarked, and the power usage during playback of a given video,
we can calculate the normalised, measurement-based energy metric Ev, using Eqn. 4.6,
and combine this with an objective quality metric, such as SSIM, to get an EnVI value
(Q) using Eqn. 4.10.
This is demonstrated in Figure 5.9, with an example video from our experiment, ‘Go
Pro 4K’, evaluated on Windows 8.1. For each mean value of Pdv, I calculated the Ev
value, using Eqn. 4.6. Then, using the SSIM value for that format as the value for Qv,
I calculate the EnVI value, Q, using Eqn. 4.2. To show the potential impact of user
preferences, I use varying weights (α), which allows weighting between energy and
QoE. For α = 0, only the video quality metric, SSIM, is taken into consideration), and for
α = 1, only our energy metric, Ev, is under consideration. Thus, we are able to observe
the trade-off ‘envelope’ between objective quality and energy with EnVI.
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Figure 5.4: Summary values of system power usage by YouTube videos during the benchmarking exercise for the i7-4920 workstations
Windows (left) and Linux (right).The lines joining points are visual aids only. Error bars are 95% confidence intervals.
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Figure 5.5: Summary values of system power usage by YouTube videos during the benchmarking exercise for the i5 workstation(left) and
Raspberry PI 2(right). The blue line shows the idle system power of the systems. The lines joining points are visual aids only. Error bars
are 95% confidence intervals.
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Figure 5.6: A summary of the bit-rate requirements of the videos grouped by the video height
(vertical picture size), as the widths of YouTube videos can vary. Error bars are 95% confidence
intervals.
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Figure 5.7: Summary values from the benchmarking exercise for the Windows i7 (a) and Linux i7 (b) workstation configurations as
described in Table 5.2. The power usage is grouped by itag value of the video (see Table 5.3 for itag keys).The lines joining points are
visual aids only and do not imply extrapolation to intermediate picture sizes.
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itag format resolution codec
18 mp4 640x360 AVC (H.264)
22 mp4 1280x720 AVC (H.264)
43 webm 640x360 VP8
134 mp4 640x360 DASH VP9
135 mp4 854x480 DASH AVC (H.264)
136 mp4 1280x720 DASH AVC (H.264)
137 mp4 1920x1080 DASH AVC (H.264)
138 mp4 3840x2160 DASH AVC (H.264)
243 webm 640x360 DASH VP9
244 webm 854x480 DASH VP9
247 webm 1280x720 DASH VP9
248 webm 1920x1080 DASH VP9
264 mp4 2560x1440 DASH AVC (H.264)
266 mp4 3840x2160 DASH AVC (H.264)
271 webm 2560x1440 DASH VP9
272 webm 3840x2160 DASH VP9
313 webm 3840x2160 DASH VP9
Table 5.3: YouTube formats (itags) used in experiment
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Values on each coloured line represent the Q score at various values of α. When α = 0, only quality (SSIM) is
considered. The lines are a visual aid and do not infer interpolation to intermediate picture sizes. For a single line,
the value of picture size closest to 1 represents the best choice.
Figure 5.9: Example Energy-Video Index (EnVI) values for a single YouTube video (‘Go Pro 4K’).
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Figure 5.10: SSIM Scores for a selection of the YouTube titles across formats and grouped by video heights. The closer the score is to
1, the higher the similarity between that video and the reference source. All formats show a very strong similarity to the source video
(>0.95) All other titles show a similar trend. Lines joining plotted points are visual aids only, to show the trend in values, and do not imply
interpolation to intermediate picture sizes.
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5.5 Modelling system energy consumption for video
playback
vEQ-benchmark facilitates the collection of time-series data points of the system resource
usage of video playback (i.e. CPU, Memory, I/O, bit-rate etc), as well as the associated
power consumption due to the use of these system resources. With this data, it becomes
feasible to develop and train mathematical models of the power usage of each system,
using statistical and machine learning techniques. Many authors have also taken this
approach of using machine learning techniques to model the power usage of ICT
systems [166, 52, 167, 168]. However, the focus of most of these approaches have been
on the energy consumption of individual servers in data-centres. Sharrab et al. [113]
do focus on client-side video and present a mathematical power model for encoding
video. I have previously mentioned that while important, encoding events occur far
less frequently than decoding events. This means that there is a greater opportunity for
energy savings in considering decoding.
These power models could then be used to approximate the energy consumption of
systems when a power meter is not available. Furthermore, the energy usage of systems
that have never actually been benchmarked could be approximated using these models
(if a model for an identical or similar system exists). Systems with identical specifications
(e.g. same model and running the same operating system), will have similar energy
usage profiles for video playback. However, I have shown that there can be significant
differences in energy usage between identical systems running different operating
systems. Wide-ranging benchmarking efforts (using vEQ-benchmark) would mean the
creation of a sufficiently large database containing representative results for a wide
variety of systems. Such large databases for other benchmarking platforms exist today,
such as those maintained by Phoronix [160] and SPEC [158] benchmarking platforms
mentioned earlier.
Linear Models I assume that there is a linear relationship between the response
variable i.e. the system power usage, and the predictor variables – the measurements
taken from individual system components CPU, memory, network etc. Although a few
authors such as Arjona et al. [167] have presented non-linear models of system power
usage, many other authors have used linear models for this purpose [51, 52, 168]. As
such, I chose to model the power and energy usage of a given system linearly, as in the
general form below:
88 CHAPTER 5. AN ENERGY BENCHMARKING TOOL FOR INTERNET VIDEO
P = β0 + β1.C + β2.M + β3.N + β4.D (5.1)
E = P.tv (5.2)
where βn are coefficients, β0 is the intercept – an estimate of the idle power of the system
under test
P is the mean system power usage over the duration of a video
C is mean CPU utilisation (%) over the duration of a video
M is mean memory utilisation (%) over the duration of a video
N is mean network bandwidth (Mb/s) used over the duration of a video
D is mean measure of disk usage (KB/s) over the duration of a video
tv is the duration of a video in seconds (s)
E is the total energy used by the video playback
Our tool makes use of the Python scikit-learn machine learning library [169] to generate
and train the linear models. Similar to Smith et al. [52], I use the Ordinary Least squares
(OLS) linear regression method to determine the coefficients. The OLS algorithm is very
mature and well understood. However, using OLS can lead to negative coefficients.
This is a somewhat counter-intuitive result. One would expect that an increasing usage
of individual system components would have an additive effect on overall energy
usage, and never a diminishing one. As such, I also use the Least Absolute Shrinkage
and Selection Operator (LASSO) regression method [170] to force positive coefficients
for a more intuitive result. LASSO regression ‘enhances the prediction accuracy
and interpretability of the predicted statistical model by using variable selection and
regularisation’ [170].
Another shortcoming of the OLS method is that it does not perform well when there are
outliers in the data. Outliers may appear in the data due to random or experimental
errors, especially when there is a long benchmarking process. Indeed, the presence
of outliers may cause the negative coefficients. To overcome this, I use the Random
Sample Consensus (RANSAC) Linear Regression method [171]. RANSAC is an iterative
method to estimate parameters of a mathematical model from a set of observed data
which contains outliers. It performs better than OLS when the observed data contains
outliers - which can happen with large and varied datasets.
The linear models for the benchmarked systems are presented in Table 5.4 and plotted
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in Figure 5.12 and 5.12. I have chosen to use CPU (C), MEMORY (M) and NETWORK
(N) as the independent variables for the models. Table 5.4 also presents the coefficient
of determination (R2) for the each of the models. This value represents the proportion
of the variance in the dependent variable (P) that is predictable from the independent
variables (i.e C, M and N). R2 values closer to 1 suggest that the model is a better fit
to the collected data. The plots in Figure 5.12 and 5.13 show the predicted values of
power usage from the various models, juxtaposed on the data used to create the models.
However, to be clear, the contribution here is to show that vEQ-benchmark is capable
of generating linear models of system power usage based on collected data. Further
training and tuning of models is a possible avenue for future work.
These models could then be used to enable dynamic, energy- aware dynamic adaptation
scenario, where an adaptation algorithm needs to make a quick, low computation-cost
decision on switching video representations to save energy. This is discussed in further
detail in Chapter 7, where we present an energy-aware adaptation mechanism called
GreenDASH.
5.6 Dynamic Ecolabels for Video
For many appliances, standard energy labelling is being used to indicate energy usage.
For example, the “Directive 2010/30/EU of the European Parliament and of the Council
of 19 May 2010”10 defines the indication by labelling and standard product information
of the consumption of energy and other resources by energy-related products11. Many
regions of the world have similar schemes and labelling. Such labels are now required
on many appliances in the EU.
I propose that such a labelling scheme also be devised for video. However, rather than
a printed label, a dynamic, adaptive label would be displayed on screen, using the
vEQ-summary information to generate detailed energy and performance information.
For example, in place of the YouTube display above in Figure 4.7, when a video file is
selected the video file meta-data, along with the information from the vEQ-benchmark
summary data could be used to generate a label as shown in the mock-up of Figure
5.11. Qualitative indicators (top) as well as detailed quantitative information (bottom,
for more technically aware users) allow users to make their selection. The qualitative
indicators would be evaluated from using EnVI - our combined quality/energy measure,
10http://ec.europa.eu/energy/efficiency/eed/eed_en.htm
11http://www.newenergylabel.com/
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using appropriate weights. Like other labels, e.g. for domestic appliances, this label
contains other relevant information, such as QoE, file size, detailed video coding
information, and availability of hardware assist. (Such a scheme could be applied to
software components and systems more generally, not just video codecs, to complement
labelling on hardware components and systems. This is an item for future study.)
Figure 5.11: A future interactive, video energy and performance label. A qualitative indicator
allows quick and easy evaluation by the user. Detailed information at the bottom of the label
could include: a QoE measure; energy usage; file size (downloading more bits uses more energy);
and the availability of hardware assist for video encode and decode.
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Workstation/OS System Power Model R2
Intel i7-4920 - Ubuntu 14.04
OLS: 52.5+ 0.091 ∗ C + 7.164 ∗M + 0.211 ∗ N 0.76
LASSO: 54.7+ 0.105 ∗ C + 4.500 ∗M + 0.416 ∗ N 0.84
RANSAC: 56.2+ 0.094 ∗ C + 6.315 ∗M + 0.044 ∗ N 0.79
Intel i7-4920 - Windows 8.1
OLS: 57.3+ 0.106 ∗ C + 11.846 ∗M− 0.009 ∗ N 0.76
LASSO: 57.9+ 0.150 ∗ C + 10.294 ∗M + 0.001 ∗ N 0.89
RANSAC: 64.5− 0.056 ∗ C + 6.734 ∗M + 1.658 ∗ N 0.65
Intel i5-4440 - Windows 8.1
OLS: 60.7+ 0.159 ∗ C− 0.392 ∗M− 0.386 ∗ N 0.57
LASSO: 59.2+ 0.084 ∗ C + 0.001 ∗M + 0.001 ∗ N 0.53
RANSAC: 58.2+ 0.083 ∗ C + 0.076 ∗M + 0.240 ∗ N 0.57
Raspberry PI - Ubuntu 14.04
OLS: 2.7+ 0.030 ∗ C + 0.012 ∗M + 0.001 ∗ N 0.82
LASSO: 2.9+ 0.008 ∗ C + 0.001 ∗M + 0.001 ∗ N 0.61
RANSAC: 2.3− 0.063 ∗ C + 0.183 ∗M + 0.106 ∗ N 0.61
Table 5.4: Summary and Evaluation of vEQ-benchmark power models
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5.7 Chapter Summary
I presented vEQ-benchmark, our open- source, extensible, benchmarking tool for
measuring the energy and resource usage of diverse video content. I followed this
with an evaluation of the tool, through results gathered from our experimental test-bed.
We observed that 4K-UHD video consumes over 30% more energy, and up to 6 times
more data than full HD (1080p), for a marginal increase in objective quality. I showed
that the tool is capable of generating scores of our novel metric - the Energy-Video
Quality Index (EnVI), which I introduced in an earlier chapter. I also showed how the
tool can generate system power models from video playback measurements. These
models can be useful for energy-aware dynamic adaptation mechanisms where a quick
and reliable estimate of energy use is required.
I only presented a brief set of experimental results on a small range of hardware, vEQ-
benchmark can enable more fine-grained analysis on diverse video systems in the future.
I hope to deploy the tool publicly and solicit the help of the community towards building
a comprehensive dataset of energy usage information for various video titles, codecs,
operating systems and hardware, towards achieving green and sustainable video.
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Figure 5.12: Comparison of power models (CPU vs Power) for the benchmarked systems
(Windows and Linux i7’s). The original data is represented by black markers. The power
predictions by the various linear regression models are represented by the red (OLS), blue
(RANSAC) and green (LASSO). The equations for the models are presented in Table 5.4. The
plots show a non-linear variation due to effects from other dimensions (Memory and Network).
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Figure 5.13: Comparison of power models (CPU vs Power) for the benchmarked systems (i5 and
Rpi2). The original training data is represented by black markers. The power predictions by the
various linear regression models are represented by the red (OLS), blue (RANSAC) and green
(LASSO). The equations for the models are presented in Table 5.4. The plots show a non-linear
variation due to effects from other dimensions (Memory and Network).
6CHAPTER SIXINVESTIGATINGSUBJECTIVE PERCEPTIONOF ENERGY-AWARE
VIDEO ADAPTATION
In this chapter, I evaluate the hypothesis that environment-conscious Internet video
users will choose video streams which consume less energy for a trade-off on quality. In
previous chapters, I showed how varying video configurations may have very different
energy usage characteristics; and how these could lead to considerable savings in
energy on a global scale. Current adaptive video streaming mechanisms such as the
recent Dynamic Adaptive Streaming over HTTP (DASH) standard, could be used as a
framework for delivering energy-aware adaptation of video.
I evaluate how human users may perceive and respond to this manner of energy-aware
adaptations of video quality. This evaluation is performed by way of a user study. I
contribute, arguably the first subjective evaluation of adaptive video with a focus on
energy usage.
6.1 Experiment Objectives and Hypotheses
In previous chapters, I showed significant differences in the energy usage for various
representations of the same video content, depending on factors such as codec,
resolution and hardware. I also showed that these differences could potentially lead
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to significant energy savings when considered at a global scale, now and especially in
the future as video usage continues to increase. I posited that concerned users may
be willing to trade-off on video quality to save energy. Adaptive video streaming
mechanisms like DASH could be used as a framework to enable this energy-aware
video adaptation.
The main objective of the user study presented in this chapter was to measure and
analyse the subjective, human perception of video quality, with a specific focus on
this energy usage. I evaluated how users might perceive energy-aware adaptation
of video and establish the extent to which our proposed energy-aware adaptation of
video might affect a user’s overall Quality of Experience (QoE). I also evaluated the
general energy-saving preferences of a small population sample, and what effect these
preferences would have on their video viewing habits.
The main hypothesis for this study is that certain users may not notice a difference
in quality for some video scenes, and as such, may find lower levels of video quality
acceptable, while saving energy in the process. I have shown in previous chapters how
these lower levels of quality may consume less resources, including energy and network
bandwidth. I also hypothesise that some users will consciously accept lower quality of
video to achieve savings in energy and/or cost.
6.2 Experiment Design
This experiment was designed in concordance, as far as possible, with the International
Telecommunication Union (ITU) Recommendation P. 910: ‘Subjective video quality
assessment methods for multimedia applications’ [132]. That document was authored
by the Video Quality Experts Group (VQEG) on behalf of the ITU, and describes “non-
interactive subjective assessment methods for evaluating the one-way overall video
quality for multimedia applications”. Methods described in this recommendation were
implemented for the purpose of evaluating that quality level during an energy-aware
adaptive audio-visual streaming connection in a controlled environment.
However, that document was initially published in 1996, revised in 2008, and as
such, it pre-dates modern adaptive video streaming systems such as DASH. The
recommendations in it were proposed for homogeneous video content encoded to
a specific set of requirements. Nowadays, with adaptive streaming, a video streaming
session can feature several switches between video resolutions, bit- rates, codecs and
quality. As a result of this, it was necessary to extend the suggested methods in the
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document to suit the purposes of this user study.
6.2.1 Test Methods
Absolute Category Rating: I used the Absolute Category Rating with Hidden Refer-
ence (ACR-HR) method as described in the ITU P-910 recommendation document [132].
In this method, video test sequences are presented to users one at a time, and then
rated independently on a category scale. One of these test sequences will be the hidden
reference video (RV). This reference video must be considered by an expert, to be of
Excellent quality (i.e. a rating of 9 on the 9-point rating scale presented in Table 6.1). The
score given to this reference video serves as a normalisation value for the rest of the test
scores (known as Differential Video Scores). The video participants are not explicitly
told which video is the reference video (hence the term ‘hidden’).
I also chose to use a 9-point scale to obtain a greater level of discriminative power in
these assessments (rather than the typical 5-point scale). Both scales are acceptable for
use according to the ITU-P.910 recommendation.
Score Subjective Assessment
9 Excellent
8
7 Good
6
5 Fair
4
3 Poor
2
1 Bad
Table 6.1: Nine-point quality ranking scale [132]
The ITU P-910 recommendation [132] suggests that the test video sequences used in
ACR-HR should be approximately 10 seconds in length. Unfortunately, such a short
length is not fit for our purposes of evaluating adaptive video streams. With adaptive
video streaming, a video session will dynamically switch quality between available
representations. It would not be possible to measure user perceptions of these quality
switches if the video is of too short a length. Thus, the overall length of the test sequences
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to was increased to 60 seconds, comprised of six 10-second chunks of video, each chunk
being of a different characteristic - i.e bit-rate, resolution and quality.
Continuous Quality Evaluation: To ensure conformance to a standardised, scientific
methodology for video quality assessment, I reused concepts from the Single Stimulus
Continuous Quality Evaluation (SSCQE) method. SSCQE is presented in another
ITU recommendation (ITU-R BT.500-9) [133], which was originally designed for the
terrestrial, cable and satellite TV industry. SSCQE takes into consideration, the
possibility of deviations of video quality over the playback time, and expects a longer
playback time of at least 5 minutes. This makes it very pertinent to our current
experiment. The SSCQE method utilises a specialised sliding-scale input device to
collect ratings of perceived video quality at a rate of 0.5Hz. The output of this is a time-
series of subjective quality values. The drawbacks of this method are that it requires
special equipment and participants must be well trained. Furthermore, complex data
analyses would be required for valid results, thus increasing the time and complexity of
this approach.
So, rather than continuously evaluate the subjective video quality at a relatively high
frequency, and in a manner that can lead to highly variable results, I decided to take
discrete, unary measurements of user satisfaction or happiness, and dis-satisfaction or
unhappiness as the video sequence progresses, i.e. a user indicates (dis)satisfaction with
video quality by pressing an appropriate key. This is congruent with a recent definition
of Quality of Experience (QoE) as “the degree of delight or annoyance of the user of an
application or service.” [119]. The time-stamp at which these happiness or unhappiness
event occurs is recorded, and correlated with the switch in video representation being
shown at that point. With a combination of ACR scores and the happiness/unhappiness
events, I am able to make confident assessments of the perception of video quality for
our energy-aware adaptation profiles.
6.2.2 Participants
36 participants were recruited for this study (recall from Section 3.6.2, that the ITU
recommend between 15 and 40 evaluators for a subjective video evaluation [132]). This
comprised of 24 males and 12 females, between the ages of 18 and 41 (mean: 26.6
years, standard deviation: 5.16 years, See Figure 6.4). All but one of the participants
were either students (undergraduate and postgraduate) or staff of the University of St
Andrews, and mostly from the School of Computer Science. None of these participants
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were professionals or experts involved in video quality evaluation. Half of participants
normally require eye correction (i.e. the use of glasses or contact lenses), and the other
half do not. All but one participant reported to have a normal visual acuity (20:20) with
or without correction (i.e. one participant normally requires eye correction but this was
not available during the experiment). The data collected from this participant was not
excluded from the overall data.
Ethics Ethical approval for this human-based study was sought and approved by the
University Teaching and Research Ethics Committee (UTREC). Please see Appendix
C.2.
6.2.3 Test Video Sequences:
I selected appropriate 60-second sequences from longer lengths of four, openly available
test video sequences (summarised in Table 6.2). The full versions of these videos are
all freely available under a Creative Commons licence (CC-BY). I chose videos that are
available in at least the 4K-UHD resolution (3840 x 2160) resolution. I then transcoded
lower resolution representations using ffmpeg (version 2.8)1 and the H.264 codec. To
enable DASH playback, I created a Media Presentation Document using GPAC (version
0.5.1-DEV-rev5619)2.
As recommended by the ITU, I captured the Spatial Perceptual Information (SI) and the
Temporal Situation Information (TI) of our video sequences. The SI is an indicator of
the amount of spatial detail of a picture or video, and the TI is an indicator the amount
of temporal changes of a video sequence. A more detailed discussion on the collation of
these values is presented in Appendix B.
6.2.4 Energy-Aware Adaptation Profiles
To evaluate energy-aware video adaptation within this user study, I emulated the
expected behaviour of video samples undergoing energy-aware adaptation. As such, I
defined the following profiles:
• No adaptation - I defined two control sequences in which there was no adaptation.
The first is a 4K sequence which forms the Hidden Reference video for each test,
and provides an upper bound for calibrating user evaluation (denoted as high_only
1www.ffmpeg.org (last accessed: 15/05/2016)
2www.gpac.wp.mines-telecom.fr (last accessed: 19/5/2016)
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Big Buck Bunny (bunny): A popular animation
video, featured in a number of published experi-
ments.
FIFA World Club Cup 2012 (fifa): A sports (foot-
ball) video created by Sony for the FIFA 2012 World
Club Cup in Japan.
Spring in 4K (spring): A documentary style video
featuring scenic shots of flora and fauna in Spring
time.
Tears of Steel (tears): A science-fiction, CGI-
enhanced, live-action movie.
bunny and tears are from the Blender Project (www.blender.org –an open-source movie project) were retrieved from
an open, public repository (www.media.xiph.org) in YUV format. spring is available as part of the DASH.js test
vectors for 4K video and contributed by Akamai Technologies (www.dash.edgesuite.net/akamai). fifa was created
by Sony to showcase their 4K video cameras and is hosted by the Demo U3HD website (www.demo-uhd3d.com).
Table 6.2: Test video files used in subjective experiments.
Video SI (Max) SI (Mean) TI (Max) TI (Mean)
bunny 80.76 53.83 77.27 5.88
fifa 93.43 73.94 51.86 5.92
spring 93.11 56.54 82.98 8.45
tears 98.77 60.50 73.26 15.31
Table 6.3: Spatial Information (SI) and Temporal Information(TI) for sample videos.
adaptation). It is expected that most users should score these videos very high i.e. a
rating of 8 or 9. The second sequence is a 480P resolution sequence which serves as
the lower bound of the evaluation (denoted as low_only adaptation). These quality
scores for these videos form a quality ‘envelope’ – an upper and lower bounds of a
subjective perception of video quality for the samples evaluated in this experiment.
These are illustrated in Figures 6.2(a) and 6.2(b).
• Aggressive energy-aware adaptation - I emulated an aggressive energy-aware
adaptation scheme. This adaptation mechanisms aims to save energy by switching
and staying at lower quality levels as much as possible. Switches to higher quality
levels may occur if feasible (e.g. the mechanism is aware that there will be no
excessive rise in energy usage by doing so). This is illustrated in Figure 6.1(a).
• Conservative energy-aware adaptation - I emulated a more conservative, energy-
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aware adaptation scheme (similar to [146]). This scheme is aware of certain portions
of a video that can be arbitrarily switched portions of the video to a lower quality,
where it can infer that reduction of quality of these particular segments will not
impair the overall QoE of the video. This is illustrated in Figure 6.1(b).
(a) Aggressive Adaptation: Always tries to reduce energy usage as much
as possible, often to the detriment of picture size, and thus user QoE,
but will raise picture size in response to user input.
(b) Conservative Adaptation: Similar to [146] which adapts certain
video frames or sequences based on content and level of interest in the
particular scene.
Figure 6.1: Adaptation Profiles emulated for the subjective experiment. The arrows signify the
direction of a hard-coded adaptation switch, to emulate a response to any given stimulus e.g.
user input, preference change or an energy-aware adaptation decision.
6.2.5 Apparatus
Hardware Set-up The videos were displayed on a 40-inch, 4K-UHD (3840x2160),
backlit LED screen from LG®(Model No: 40UF77) 3. The system that received
3www.lg.com/uk/tvs/lg-40UF770V (last accessed 19/05/2016)
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(a) No Adaptation at 4K (2160P) - Hidden Reference for experiment.
(b) No Adaptation at 480P
Figure 6.2: Adaptation Profiles emulated for the subjective experiment. The arrows signify the
direction of an adaptation switch in response to any given stimuli e.g. user input, preference
change or an energy-aware adaptation decision.
and decoded the video streams was a SCAN 3XS custom build featuring an Intel
i7-4920, 4GHz CPU, 16GB DDR4 DRAM and a 2GB Nvidia®GTX™ 960 GPU (the
same system was used in Chapter 5) and connected to the display unit via a HDMI
2.0 connection. The use of relatively powerful consumer hardware is necessary to
enable 4K video playback. This is due to the fact that 4K video is resource-intensive
and beyond the capabilities of most currently available consumer hardware. The
LG display unit is capable of playing back 4K video using its own HEVC decoding
hardware. I chose not to use this functionality as this is a closed-source functionality
hard-coded for specific video providers, and thus, would not be suitable for the
purposes of this experiment. However, investigating the energy usage of the HEVC
decoding hardware is an interesting avenue for future work.
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Software The playback computer ran the Microsoft Windows 10 Operating System
(version 1511). The entire user study consisted of surveys, video playback and
quality assessment. All of this was performed within a web browser environment
- Google Chrome (Version 50.0.2661.94). The dashjs4 player (version 2.0-MASTER)
from the DASH-Industry Forum5, together with its corresponding JavaScript
API), was used for the actual HTML5 enabled video playback within the Google
Chrome environment. To emulate the energy-aware adaptation through the profiles
mentioned above, I leveraged the dashjs API. I disabled the default behaviour of
the player, which switches video quality based on available network bandwidth
(avail_bw) (under our controlled conditions, avail_bw ≈ 1Gbps). I then hard-coded
the expected switching behaviour for each of the aforementioned adaptation profiles.
I achieved this by making API calls which forced upward or downward switches
in the video representations. This is done at given intervals of 10 seconds, and
according to the current profile being evaluated. I used 10 seconds as the minimum
length of video at each quality level, in adherence to ITU P-910 recommendations.
Like most Internet video applications, dashjs makes use of a playback buffer to
ensure smooth video playback. A quality switch will be visible to the viewer occur
only after the playback buffer has run out. For the experiment, the dashjs playback
buffer length was set to 2 seconds from its default value of 12 seconds. This enabled
quick switches of quality - i.e. in at most two seconds. The default dashjs buffer
length of 12 (or 30 seconds for long form content) might be more appropriate in
real environments with variable network bandwidth. Buffering is used to alleviate
packet delivery problems due to network QoS variations, and a large buffer could
mean smoother video playback for an improved Quality of Experience. However,
the one of aims of this experiment was to evaluate the user perception of these
quality switches. Furthermore, in our controlled experiment environment, there
were no variations in QoS or network capacity.
6.3 Procedure
The study took place in a tutorial room in the Jack Cole Building of the School of
Computer Science, University of St Andrews. The room was booked for the purpose
of the experiment and to ensure that participants were not disturbed during their
sessions. The participants were first presented with a web-based questionnaire (see
4https://github.com/Dash-Industry-Forum/dash.js (last accessed 19/05/2016)
5http://dashif.org (last accessed 19/05/2016)
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Appendix C.2) to collect some basic demographic information (age and gender), as
well as information on their regular viewing preferences and habits. I also captured
information about the participants’ energy saving habits and preferences by means
of Likert Scale responses to various questions with similar questions from related
work done by Yu et al. [60]. This was to gauge their existing positions on energy
savings and sustainability in general, and observe if these would have any effect on
their video viewing preferences.
For the video evaluation, I adopted a within-subjects design. I presented the
4 aforementioned test videos each of 60 seconds length, combined with the 4
adaptation profiles for a total of 16 video sequence combinations per participant.
Each of these combinations were viewed and evaluated by each of the 36 subjects.
Thus, a total of 576 unique subjective evaluations of video quality were performed in
this subjective user study. Each participant session took approximately 30 minutes.
This consisted of the following: time to fill questionnaire and sign ethics form
(approximately 5 minutes); time to watch and then evaluate the 16 video sequences
(approximately 20 minutes); and time for debriefing and questions (approximately
5 minutes).
I chose not to have any replications within subjects. This was to avoid experiment
fatigue due to repeated runs, and learning effects in which the participants learn the
patterns of adaptation in the video streams. To assess the reliability of individual
measurements, I took advantage of the within-subjects experimental design which
intrinsically reduces the error variance due to individual peculiarities. Group
statistics were used to assess reliability of individual measurements and detect
outliers using Tukey’s Honest Significant Difference (HSD) test. I decided to not
randomise the order of playback to the various participants. This is because I
wanted the participants to always view the Reference Video (RV) first, and so rate
all subsequent videos relative to the quality of the RV.
Participants were sat at a distance of 3 metres from the screen (i.e. ∼ 6H, where the
height of the display H = 0.513m). This was to emulate a home entertainment usage
scenario, rather than an office or mobile usage scenario [172].
Video Quality Assessment During the video playback, participants were in-
structed to indicate when they noticed an increase or improvement in video quality
by pressing the ‘up’ key on the keyboard to indicate a happiness event, and similarly
to press the ‘down’ key to indicate an unhappiness event when they noticed a
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(a) A photograph of a participant viewing a test video during the
experiment
(b) A schematic diagram of the experiment setup.
Figure 6.3: Subjective quality evaluation experiment setup.
degradation or decrease of video quality. The timestamps of these happiness and
unhappiness events were recorded, and then correlated with the adaptation profile
quality change for the profile being tested. At the end of each video-adaptation
profile combination, participants were then asked to give the video an overall rating
based on quality between 1 and 9 as described in Section 6.2.1.
Finally, before exiting the experiment the participants were asked closing questions
about their potential viewing habits to ascertain if they would accept a lower quality
video to save money or energy, followed by a debriefing and a brief, unstructured
discussion on the experiment, and about their experience and views of online video
in general.
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6.4 Results and Analysis
6.4.1 User Demographics and Descriptive Statistics
Age and Gender: Descriptive statistics on the age and gender of the participants
are illustrated in Figure 6.4. The mean age of the participants was 26.6, Standard
Deviation: 5.18, N=36. 33% are female. Most of the participants are university
students at postgraduate and undergraduate levels. This suggests they are well
educated, intelligent and conversant with modern technology.
Figure 6.4: Age and Gender distribution of participants: Age µ = 26.6, σ = 5.18, N = 36. 33%
of the sample population are female.
Normal Viewing Habits By means of the questionnaire (see Appendix C.1), data
was collected on the participant’s regular online video viewing habits, device usage
and preferences. The most popular class of device for online entertainment by this
cohort is the laptop (Figure 6.5(b)). This could be attributed to the fact that most of
the participants are students, and thus they use these laptop devices for their daily
academic activities. The next most popular device for watching online content was
the TV. Among these devices, there is a good variety of screen resolutions without
any single dominant one (See Figure 6.5(c)).
Energy-saving habits, preferences and motivators The vast majority of the partic-
ipants are aware of their own energy usage, and its impact on the environment. They
make conscious efforts to save energy when they can. 84% of all the participants
have, at least, a slightly positive approach towards energy savings suggesting that
they will try to save energy when they can, with 36% agreeing that they have a
very positive approach and “will try to save energy all the time”. Only one participant
agreed with the statement that “I do not try to save energy as I am not conscious of
my energy usage” (Figure 6.6). Furthermore, 97% of the participants affirmed that
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(a) Screen Size of device most used for Internet
video
(b) Type of device most used for Internet video
(c) Screen Resolutions most used for Internet
video
(d) Hours spent per week using device for all
purposes
Figure 6.5: The majority of participants make use of laptops of multiple resolutions for online
entertainment. They use these laptop devices for more than 22 hours every week.
they understood the impact of energy usage on the environment as a whole, with
one-quarter of the all of the participants (9) agreeing that “I am very aware and often
do my own research and keep abreast of developments”(See Figure 6.7). These results
suggest that our cohort of participants are very well aware of the environment,
and conscious of the challenges and the ongoing debate on sustainability. These
participants are well-educated – university students and staff. These high levels of
energy-awareness and environment-consciousness, may be due to a sample bias,
and may not be representative of the entire population [173].
I then assessed possible motivating factors and incentives for the participants to save
energy in general by means of 5-point Likert Scale responses. These are summarised
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Figure 6.6: Energy-saving attitudes of the participants: 84% of participants have a positive
attitude towards saving energy in general.
Figure 6.7: Awareness of impact: 97% of participants are aware of the impact of energy usage
on the environment.
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in Figure 6.8. It is apparent that a very strong motivator to save energy is the
associated cost savings of using less energy - 91% of the participants were positive
that they would be motivated to save energy to keep costs down, with 50% of all the
evaluators affirming that they would always find this as a motivator. The respondents
also showed varying levels of general positivity towards altruistic motivators such
as “not being wasteful”, “protecting the environment”, and “motivating others”.
Interestingly, 81% of the respondents agreed that they would be motivated to save
energy in order to comply with rules, instructions and policies in environments,
such as offices, schools or managed residences. Finally, the idea of “impressing
others” by saving energy did not seem to be a good motivator, as only around 20%
were positive about this, suggesting that this is not a strong incentive for users
to save energy. Additionally, two participants suggested that they would be save
energy to conserve battery life while using mobile devices.
Figure 6.8: Motivators and Incentives for saving energy
6.4.2 Video Quality Evaluation Results
In this section, I present results from subjective assessments of how the participants
perceived the overall quality of the energy-aware adaptive video playback.
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Absolute Category Rating (ACR) Scores
I captured the overall quality rating for each of the video-profile combination
sequences using the ACR-HR methodology discussed in Section 6.2.1. At the end of
each video sequence, participants are presented a 9-star rating system as shown in
Figure 6.9. This star rating system as presented, will be familiar to many Web users
today. The subjective assessment of the rating score is presented to the participants
by hovering on one of the stars as demonstrated in the figure. The mean, standard
deviation and mode of the ACR scores for each video-adaptation profile combination
is presented in Table 6.4 and visualised in Figure 6.10.
Figure 6.9: 9-Star rating system used to collect individual Absolute Category Rating (ACR)
scores from the evaluators.
I also present the mode (Mo) of the ACR scores to show the more appropriate
measure of central tendency, if we choose to consider the subjective ratings as a
nominal measure, rather than ordinal. The median is omitted, as it was found to be
the exact same value when rounded to zero decimal places as the mean for all cases.
Discussion
The high_only adaptation profile represents the Reference Video (discussed in
Sections 6.2.1 and 6.2.4 above). This is a 4K resolution video throughout the duration.
As expected, it is observed that the overall trend is that this video profile scores the
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Mean (µ), Standard Deviation from the mean (σ), and mode (Mo) of rating scores
given for videos
Video
Adaptation Profile
low_only aggressive conservative high_only
µ σ Mo µ σ Mo µ σ Mo µ σ Mo
bunny 4.9 1.17 4 6.2 1.21 7 6.9 1.07 7 7.7 0.89 7
fifa 3.9 1.61 2 5.6 1.14 5 6.3 1.12 7 7.5 0.82 7
spring 5.6 1.69 7 6.8 1.13 7 6.8 1.48 8 8.0 1.28 9
tears 5.1 1.51 5 6.8 0.91 7 7.0 1.33 8 7.1 1.49 8
Table 6.4: Mean, Standard Deviation and Mode of ACR Scores given to the video/profiles
combinations.
highest subjective rating – always above 7 on the 9 point scale – translating to a
subjective assessment that is in between 8 (‘Almost Excellent’) and 7 (‘Very Good’).
It should be noted that the conservative energy aware adaptation – which consists of
video slowly adapting from 4K down to 720P (See Figure 6.1(b)) – scores a mean
of between 6 (’Good’) and 7 (’Very Good’) for all four videos. However, when we
consider the modal values, it can be observed that the majority of the participants
actually considered this ‘conservative’ adaptation to be ‘Very Good’ (7) or ‘Almost
Excellent’. Similarly, most of the participants considered the ‘aggressive’ adaptation
to be of ‘Very Good’ quality, although this consisted of significant drops from 4K to
480P (See Figure 6.1(a)). However, through the mean values, we can see the overall
trend was that this adaptation was less than conservative and high only. Finally, the
‘low _only’ profile consists of 480p resolution video, and serves as a lower boundary
for the ACR scores. As expected, these videos score the lowest on average, with
many participants considering the fifa video to be of very poor quality (2), at this
profile.
Normalised ACR Scores
The ITU P.910 recommends that a differential quality score is computed between
each test sequence and its corresponding (hidden) reference using the formula
below:
DV(PVS) = V(PVS)−V(REF) + 9
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Figure 6.10: ACR scores - raw and normalised, with 95% confidence intervals
where:
DV(PVS) is the differential video score per processed video sequence(PVS)
V(PVS) is the viewers ACR score per video sequence
V(REF) is the viewer ACR score for the reference video
The results of this evaluation are shown in Figure 6.10. This figure shows the overall,
relative comparisons to the high_only video profile (i.e. 4K resolution video), with
the assumption made that videos in this profile are of ‘Excellent’ quality (a rating of
9).
Statistical Analysis: The most interesting observation is with the tears video
sequence (Mean SI: 60.5, Mean TI: 15.3). This video sequence consisted of fast-
moving action scenes featuring several scene cuts composed of Computer Generated
Imagery (CGI) robots and human actors engaged in a fire- fight with several
explosions. Such scenes are typical of moves in the action or science-fiction genre.
I hypothesise that the participants could not notice any differences in quality due
to the fast motion and scene changes. This is apparent in Figure 6.10, as we
observe the overlapping 95% confidence interval bars for high_only, conservative
and aggressive adaptation profiles. To formalise this, I present a null hypothesis
(tearsH0), that there is no statistically significant difference in the subjective Quality
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of Experience received for the adaptation profiles for the tears particular video.
Similarly, I formulate the alternate hypothesis that there are significant differences
in the QoE of the various profiles.
tearsH0 : tearsµhigh =tears µconservative =tears µaggressive (6.1)
tearsHA : tearsµhigh 6=tears µconservative 6=tears µaggressive (6.2)
To test this hypothesis, I performed a Friedman Test. This is a non-parametric
statistical test to determine differences between related groups when the dependent
variable (i.e. ACR) being measured is ordinal. In this case, I fail to reject the null
hypothesis, as it is observed that there was no statistically significant difference
in perceived QoE for the tears video for the high_only, conservative and aggressive
adaptation profiles (χ2(2) = 3.057, p = 0.217). The Friedman test only reveals
that there are no statistically significant differences between the three groups. To
test this further, I performed two-tailed, paired sample T-tests to compare the high
only adaptation with the aggressive and conservative adaptations respectively. These
tests corroborate the Friedman test, and show that for the tears video, there is
no statistically significant difference between the ACR scores for high_only and
conservative adaptation (t31 = −1.071, p = 0.293) , as well as for high_only and
aggressive (t34 = −0.223, p = 0.825) adaptation.
I performed the same hypothesis tests for the other video/profile combinations (i.e.
bunny, fifa and spring). The results of this analysis, suggest that the differences in
perceived QoE between high only and the other adaptation profiles are statistically
significant for these videos (See Table 6.5), and generally across all four profile
groups (i.e. not considering the video as a factor)
video conservative aggressive low_only
bunny 1E-3 1.6E-9 4.9E-15
fifa 7.0E-7 4.2E-10 2.5E-14
spring 3.0E-6 2.7E-6 1.8E-9
tears 0.825 0.293 2.9E-8
all 3.0E-6 2.7E-6 1.8E-9
Table 6.5: Paired Sample T-Test p-values for adaptation profiles when compared with high-
only adaptation. α = 0.05. The cell colours are a visual aid and represent significance, red is
insignificant, green is significant
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The key result from this analysis is that there are certain videos, or scenes that can be
adapted without a statistically significant difference in the QoE perceived by users.
This presents an opportunity for energy savings if this is taken advantage of.
6.4.3 Analysing Continuous User Perception of Video Quality
As mentioned in Section 6.2.1, I captured unary measurements of timestamps at
which the participants noticed either an increase (which is termed as a happiness
event), as well as a decrease or degradation in video quality (which is termed as an
unhappiness event). In Figures 6.11 and 6.12, we can see the trends for happiness
and unhappiness events for each of the video and adaptation profiles, as well as
summary results across the videos for the 4 adaptation profiles.
The video quality switches due to the adaptation profile are shown by the red
line graph in Figures 6.11 and 6.12. This line shows how the video quality is
adapted every 10 seconds based on the current adaptation profile being evaluated
(as discussed in Section 6.2.4). The individual measurements of happiness and
unhappiness are aggregated across all participants and plotted as histograms with
1 second bins. From the figures, we can see the magnitude of happiness and
unhappiness events at each second, and correlate them with a switch in video
quality. For instance, for the bunny video under conservative adaptation, we can see
that there is a large magnitude of unhappiness events from the 50s timestamp, when
video quality drops from 720P to 480P. Similar observations can be made for the fifa
and tears videos. For the spring video however, many participants notice a drop in
quality from 1080P to 720P, but not a drop from 720P to 480P.
We can also observe, in Figure 6.12, that although there was no adaptation for the
low_only and high_only profiles, there were quite a few events registered, suggesting
that participants assumed they were changes in video quality. This might have been
reactions to the content of the video playing (i.e. an ‘happy’ or ‘sad’ event in the
video), rather than the quality of the video. Nevertheless, as would be expected, the
overall trend is that significantly higher frequency of happiness events is observed
with the 4K video, and a significantly higher frequency of unhappiness is observed
with the 480P video.
In Tables 6.6, 6.7, 6.8 and 6.9 below, I present the observed probability values for
happiness (p(H)) and unhappiness(p(U)), computed using the following formulae:
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p(X) = n(X)/N (6.3)
where:
n(X) is the observed number of X (X = H for Happiness or X = U for Unhappiness)
events over a time interval
N is the maximum number of events possible in the interval
In Tables 6.6 - 6.9 , I have highlighted any significant p-values (greater than 0.25) with
a green background as a visual aid. Insignificant p-values have a red background.
This 25% significance level was chosen based on results from the survey, discussed
in more detail in Section 6.5.1 below. These cells with a green background highlight
when 25% or more of the participants where either happy or unhappy with the
scene. This allows us to evaluate which scenes were adapted without many
participants noticing. For instance, in Table 6.6 (conservative adaptation), we can
observe insignificant p-values for unhappiness when quality drops from 2160P to
1080P (at the 10s mark and represented by the ‘2160P->1080P’ column). In fact, we
can observe significant levels of happiness for this switch. This is an unexpected
result. This suggests that the participants could not notice this adaptation and in
fact where significantly happy with overall quality at this level.
On the other hand, for aggressive adaptation highlighted in Table 6.7, the quality
drops considerably from 2160P to 480P at the 10s mark. As expected, there is
a significant amount of unhappiness observed for this drop, across all the videos.
Interestingly, we can observe that with the spring video - the p-value for happiness
is as at least as significant as that for unhappiness, despite the dramatic drop. This
suggests that, depending on the actual content of the video, aggressive drops in
video quality can be tolerated by some end-users.
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(a) Conservative Adaptation
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Figure 6.11: Happiness and Unhappiness events for conservative and aggressive adaptation profiles (See
Section 6.2.4). On the primary vertical axis, the red line indicates the hard-coded switches in video quality
due to the adaptation profile being considered. On the secondary vertical axis, the coloured histograms
show the frequency of happiness and unhappiness events, grouped in 1-second bins. The total number
of either event is shown.
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(a) High Only (4K video playback)
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Figure 6.12: Happiness and Unhappiness events for high_only and low_only profile. (See Section 6.2.4).
On the primary vertical axis, the red line indicates the hard-coded switches in video quality due to the
adaptation profile being considered. On the secondary vertical axis, the coloured histograms show the
frequency of happiness and unhappiness events, grouped in 1-second bins. The total number of either
event is shown.
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N
timeline 10s 20s 30s 40s 50s
aaaaaaaavideo
quality 2160P->1080P 1080P->720P 720P->1080P 1080P->720P 720P->480P
p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U)
bunny 0.19 0.04 0.19 0.15 0.35 0.12 0.38 0.00 0.04 0.54
fifa 0.42 0.19 0.27 0.31 0.46 0.12 0.50 0.19 0.04 0.99
spring 0.62 0.12 0.35 0.23 0.58 0.15 0.46 0.46 0.27 0.38
tears 0.27 0.15 0.15 0.27 0.65 0.04 0.08 0.12 0.12 0.23
mean 0.38 0.12 0.24 0.24 0.51 0.11 0.36 0.19 0.12 0.55
Table 6.6: P-values of happiness and unhappiness for Conservative Adaptation
timeline 10s 20s 30s 40s 50s
aaaaaaaavideo
quality 2160P->480P 480P->720P 720P->480P 480P->720P 720P->480P
p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U)
bunny 0.12 0.50 0.35 0.19 0.27 0.23 0.69 0.00 0.12 0.19
fifa 0.04 0.99 0.58 0.19 0.27 0.88 0.99 0.15 0.23 0.69
spring 0.38 0.31 0.58 0.42 0.31 0.35 0.38 0.31 0.38 0.27
tears 0.08 0.31 0.31 0.12 0.38 0.23 0.46 0.04 0.27 0.08
mean 0.15 0.59 0.45 0.23 0.31 0.42 0.69 0.12 0.25 0.31
Table 6.7: P-values for happiness and unhappiness for aggressive adaptation
6.4.
R
ESU
LTS
A
N
D
A
N
A
LY
SIS
119
timeline 10s 20s 30s 40s 50s
aaaaaaaavideo
quality 2160P (no adaptation)
p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U)
bunny 0.27 0.27 0.08 0.23 0.15 0.23 0.27 0.15 0.12 0.04
fifa 0.23 0.27 0.27 0.19 0.19 0.19 0.46 0.19 0.31 0.08
spring 0.65 0.04 0.50 0.27 0.54 0.12 0.19 0.15 0.62 0.08
tears 0.42 0.35 0.23 0.12 0.50 0.15 0.15 0.04 0.23 0.08
mean 0.39 0.23 0.27 0.20 0.35 0.17 0.27 0.13 0.32 0.07
Table 6.8: P-values for happiness and unhappiness events for high_only (4K video)
timeline 10s 20s 30s 40s 50s
aaaaaaaavideo
quality 480P (no adaptation)
p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U) p(H) p(U)
bunny 0.08 0.42 0.15 0.15 0.19 0.27 0.19 0.15 0.08 0.08
fifa 0.08 0.69 0.12 0.69 0.04 0.42 0.15 0.46 0.15 0.31
spring 0.08 0.65 0.42 0.15 0.23 0.42 0.27 0.31 0.19 0.31
tears 0.00 0.42 0.12 0.23 0.23 0.50 0.08 0.12 0.08 0.19
mean 0.06 0.55 0.20 0.31 0.17 0.40 0.17 0.26 0.12 0.22
Table 6.9: P-values for happiness and unhappiness events for low_only (480p video)
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6.5 Potential for Energy Savings
In the previous sections, I showed that it is feasible to modulate the quality of video
with little or no impact on the users’ perception. I used our tool, vEQ-benchmark
(presented in Chapter 5) to measure the actual energy savings possible from this
experiment. I also measured the system resource usage of the various adaptation
profiles. The results are presented in Figure 6.13 below.
(a) Mean system Power usage and CPU Utilisation by the adaptation profiles
(b) Mean network bandwidth by the adaptation profiles
Figure 6.13: Resource usage by the adaptation profiles
We can observe that both the aggressive and conservative adaptation profiles use
around 12% less system power (approximately 10W or J/sv), and between 73 - 78%
less network bandwidth when compared to the full 4K video profile (high_only). We
will recall that for some videos (e.g. the tears video), the difference in video quality
perceived by users for aggressive and conservative adaptation, was not statistically
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signifcant when compared to high_only. For the other videos, the difference in QoE
was statistically significant but minimal.
This evidence suggests that it is indeed feasible to have an energy- aware video
adaptation mechanism without a negative effect on user QoE. Although the
individual energy savings are not massive, I have already showed the significance
of these small savings when considered at a global scale. I have only considered 60
seconds of video, but billions of hours of video are being streamed. Furthermore,
there are indirect energy savings possible as well, when the reduced energy used
at the network is considered. I briefly discuss the energy usage at the network in
Chapter 7 (Section 7.5.2).
6.5.1 User Choices
At the end of the evaluation, I asked the users if they would actively choose lower
quality video to save energy or cost as summarised in Figure 6.14 below.
25% of the participants responded that they would trade-off on video quality to
save energy, and 35% would be interested in saving money (e.g. on a monthly
subscription cost). This suggests that potentially, a quarter of video users would
opt-in to use energy-aware adaptation mechanisms if they knew they would be
saving energy, and even more would opt-in if there were financial incentives i.e.
savings to be made. Significant proportions of our participants were neutral towards
making energy (35%) and money (27%) savings. However, our results suggest that
these individuals could be persuaded to use energy-aware adaptation mechanisms
if there is no perceptible loss of quality (as observed with the tears video). Given
the large numbers of Internet video users, even this relative minority of users could
have a significant impact on overall energy usage. There is a strong possibly that this
population of participants, recruited from an academic community, has a sample
bias. This is one limitation of our experiment. Future work could involve a more
representative population sample.
However, we can observe that a significant proportion of users are unlikely to
consider reducing video quality to save energy or cost (approximately 40% for each
of energy and cost). Additionally, around 28% of all the users responded that they
would not reduce quality under any of the circumstances presented, even though
our results suggest that they may not perceive a quality change. It would be possible
to adapt the video quality and save energy, while still satisfying such users.
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(a) Energy-saving attitudes in relation to video quality
(b) Mean network bandwidth by the adaptation profiles
Figure 6.14: Money saving attitudes in relation to video quality
6.6 Conclusion
In this chapter, I presented the first subjective evaluation of video which considers
energy awareness and usage. 36 human participants were recruited in the study.
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They evaluated four different video sequences presented in four different adaptation
profiles, for a total of 16 combinations per user.
Through measurements using our custom benchmark tool presented in a previous
chapter, I observed that the energy-aware profiles saved more than 10% energy, and
more than 75% bandwidth compared to the high- quality 4K video stream.
I measured the impact of the energy-aware video adaptation profiles, on the quality
of experience perceived by the users. The results suggest that, depending on the
content of the video, it is possible to adapt video streams with insignificant or
minimal differences in the quality of experience perceived by the user, but with
significant savings in energy and network bandwidth usage.
Almost all the participants (97%), claimed to be conscious of the environment and
the impact of energy usage on it. However, only 25% - 30% of all the participants
reported that they would specifically choose to adapt their quality to save energy, or
cost. Although this is a minority of users, the overall impact is still considerable if the
number of global Internet video users is considered. Additionally, even more users
were neutral about making energy and cost savings through adaptation. However,
this suggests they may indeed opt for energy-aware adaptation mechanisms if there
is no perceivable impact on quality.

7CHAPTER SEVENGREENDASH:ENERGY-AWAREADAPTATION FOR
GREEN VIDEO
This chapter presents a concept for enabling automatic, energy-aware adaptation
for green video – GreenDASH. GreenDASH is an extension of the Dynamic Adaptive
Streaming over HTTP (DASH) standard from the Moving Pictures Experts Group
(MPEG). I present a brief technical background about the DASH standard, followed
by a description of proposed extensions to the standard to enable energy-awareness.
I propose algorithms which can enable this automatic energy-aware adaptation
based on these proposed extensions. To evaluate GreenDASH, I present a case
study on Netflix - the world’s largest premium Video-on-Demand service provider. I
show how an energy-aware adaptation mechanism like GreenDASH could facilitate
energy savings of up to 34% at the client-side.
7.1 Background
In previous chapters, I showed how different configurations of the same video
content may have varying energy usage. I also showed how small, individual energy
savings due to these variations, could become very significant when considered at a
global scale. Then, I showed that there exist suitably informed and concerned users,
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who will make the conscious decision to modulate their video streams towards
saving energy. Furthermore, I showed that it is possible to achieve this with little or
no difference in their perceived Quality of Experience.
Within the context of the overarching research goals of this thesis, it would be
ideal to enable automatic energy-aware video adaptation for these concerned users.
With this, if a user indicates a preference to be green, video streams would be
automatically adapted towards using the least amount of energy to deliver an
acceptable level of quality. Automatic adaptation of video based on existing network
conditions (e.g. available bandwidth) is already widely available today for both
real- time video conferencing (e.g. on Skype) and recorded video streams through
DASH and other similar video streaming mechanisms, some of which have been
previously discussed in Chapter 3.
7.2 Overview of MPEG-DASH
Dynamic Adaptive Streaming over HTTP (DASH) is an open standard from the
Moving Pictures Experts Group (MPEG) - (ISO/IEC - originally published in 2011
and revised in 2014). It is sometimes referred to as MPEG-DASH [6] to distinguish
it from similar adaptive HTTP video streaming mechanisms such as Apple’s HTTP
Live Streaming, Microsoft’s Smooth Streaming and Adobe’s Dynamic Streaming.
MPEG-DASH is an open standard with a good number of freely available open-
source implementations. It provides a flexible and mature framework on which
an implementation of energy-aware adaptation for video can be built. Some of
the desired functionality for our ideal energy-aware video adaptation mechanism
is already inherent in the standard. This includes a robust mechanism for the
automatic, adaptation of video streams without the need for any manual user
intervention.
Figure 7.1 shows the default behaviour of DASH-enabled clients. This involves an
estimation of the currently available network bandwidth. This value is used as an
input parameter for an adaptation feedback loop, and the most appropriate video
representation for the current network capacity is requested from the server as time
progresses. Although available bandwidth is the default parameter, the open nature
of the standard specification allows for flexibility in how this adaptation might be
performed. Many researchers have taken advantage of this flexibility and have
proposed many interesting context-aware adaptive video applications. Some of these
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Figure 7.1: A typical control loop for DASH. The best video rate is selected based on current
bandwidth estimates [174]
have been discussed in Chapter 3.
7.2.1 Technical Overview of MPEG-DASH
Figure 7.2: A visual representation of the MPEG-DASH end-to-end model.
A simple visual representation of the MPEG-DASH system model is shown in
128 CHAPTER 7. GREENDASH: ENERGY-AWARE ADAPTATION FOR GREEN VIDEO
Figure 7.2. First, a source video is transcoded into multiple bit-rates and sizes
or representations, using a DASH-compliant encoding library such as GPAC 1 or
FFmpeg2.
MPEG-DASH is a codec-agnostic solution. The specific codecs used to encode the
video are not important and not stipulated by the standard. The only requirements
in terms of the codec used is that the resultant encoded video stream can be
encapsulated in one of two DASH-compliant video container formats - ISO/IEC
14496-12 ISO Base Media File Format (popularly known as MP4), and ISO/IEC
13818-1 MPEG-2 Transport Stream (MPEG-TS) [6]. Additionally, to support seamless
switching between adaptation sets, the DASH-compliant encoding library will
ensure that encoded video files must have the same temporal characteristics such
as Group-of-Pictures (GoP) structure. This codec-agnostic behaviour of DASH
provides an opportunity for making energy savings, as I previously showed that
different codecs can have very different energy usage profiles.
As well as the various video encodings, the DASH encoder will also generate a
manifest file containing detailed meta-data about the available representations of the
media that have been created. This could include information about the bandwidth,
resolution, codec and quality of the available files. This manifest file is formally
referred to as the Media Presentation Document (MPD). The MPD file is a key
component of the DASH architecture and is described in greater detail in Section
7.2.2 below.
For playback to commence, a DASH-compliant client needs to retrieve the MPD file
normally via a HTTP GET request. The client will then parse the file, and become
aware of the locations and meta-data of the various multimedia representations
that are available. Based on current network characteristics, and possibly any other
client- specific operating parameters such as screen size, device capability or user
preferences, the client will then dynamically select and request the most appropriate
segments , also via HTTP GET requests. The client will then continue to probe the
network for existing conditions, and as they change (e.g. available network capacity
drops or rises), the client will adapt by choosing to request the most appropriate
video segments for the given conditions. This is normally done with minimal user
input, although some video players may allow the user to override the automatic
video selection.
1http://gpac.wp.mines-telecom.fr
2http://ffmpeg.org (last accessed: 15/03/2015)
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Figure 7.3: DASH High-level MPD data model from the ISO/IEC 23009-1:2014 document[6]
7.2.2 Media Presentation Document (MPD) file format
The Media Presentation Document (MPD) is a key component of the MPEG- DASH
system. A representation of the hierarchical document object model of the file is
shown in Figure 7.3 (directly from the standard [6]). From the diagram, we can
see that the MPD represents the complete set of a given media content stream as
a series of Periods at the top level. This Period is a temporal representation of all
the multimedia content (video, text, images, audio) that can be played within that
a given time duration. For instance, for a given duration of 60 seconds, a Period
encapsulates all the multimedia that should be played for those 60 seconds. This
can then be followed by other Periods.
Within a Period, there are one or more Adaptation Sets. Essentially, these are sets
of independent multimedia content streams that may or may not be presented in
parallel with one another. For example, a common design pattern is to have one
Adaptation Set for video, which contains all the availableRepresentations (i.e. video
encoded at various different resolutions and bit-rates), and one or more Adaptation
Sets containing the available audio representations available (for example, one
Adaptation Set each for audio in different languages, and each Adaptation Set, for
instance for English - will have one or more Representations of the same audio in
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Figure 7.4: Descriptive diagram showing hierarchical arrangement of objects on the DASH MPD
file. This is an alternative representation of the diagram in Figure 7.3.
various bit rates. Additional Adaptation Sets could contain special features such as
text for subtitles in various languages, or other multimedia overlays within can be
multiplexed with a main video stream.
The next level in the MPD hierarchy is the Representation Set. The individual
Representations within a set identify the available encodings of a given media content,
and may not be presented in parallel. For instance, the representations could be
several video encodings at varying bit-rates, resolutions and codecs. There are also
several qualifying tags, named attributes, which annotate these available content
representations. Some examples of these attributes are @bandwidth, @qualityRanking,
@height, @width etc. These attributes describe various meta-data about the video
encoding contained in that Representations. These Representations are then divided
into Segments (and Sub-Segments), which encapsulate actual chunks of the video
and audio data that can be requested from the server. If an adaptation switch needs
to occur, e.g. the available bandwidth changes, then Segments from the appropriate
Representation Set will be requested. A descriptive diagram showing how these
components of the MPD data structure are arranged in practice is shown in Figure
7.4.
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7.3 GreenDASH: Energy-Aware DASH
7.3.1 Incorporating Energy-Awareness into DASH
First, I discuss the mechanisms by which energy usage information can be incor-
porated into the existing DASH MPD framework. This makes it possible for our
GreenDASH algorithms to have some notion of the energy usage of the various
video representations available to it.
As mentioned, the MPD file already contains information on the several attributes
of the media to be streamed. It is these attributes, e.g. @bandwidth, @qualityRanking
that are then used as parameters for adaptation.
In the simplest, most easily deployable form, we could reuse the @qualityRanking
attribute in the existing MPD space as described by the DASH standard. This
method is most easily deployable because it would work ‘right out of the box’,
and would be backwards-compatible with existing DASH implementations. This
@qualityRanking attribute is defined in the standard as the specifier of ‘a quality
ranking of the Representation relative to other Representations in the same Adaptation
Set. Lower values represent higher quality content. If not present then no ranking is
defined” [6]. Therefore, in this case we would simply choose to rank the available
video representations in ascending order of the appropriately weighted EnVI metric.
In this manner, any existing DASH-player could become an energy-aware one, and
could simply use the most energy efficient video segments by selecting those with
the lowest value in the @qualityRanking field.
1 <Representation id="1"
2 mimeType="video/mp4"
3 codecs="avc1.640033"
4 width="1280"
5 height="720" frameRate="24000/1001"
6 sar="1:1" startWithSAP="1" bandwidth="2859078"
7 qualityRanking="2"/>
8 <BaseURL>Spring_3000k_track1_dashinit.mp4</BaseURL>
9 <SegmentBase indexRangeExact="true" indexRange="896-1419"/>
10 </Representation>
Listing 7.1: A snippet of an MPD File featuring the @qualityRanking attribute (highlighted
in red on Line 4)
This approach is straightforward to implement without any modifications to the
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existing DASH standard. However, the major drawback of this approach is a lack of
granularity. The value of the @qualityRanking.
If the quality of the videos in the set of alternative video segments are simply ranked
as an ascending list of integers in this manner, we lose a sense of the significance
and magnitude of the differences in the metrics being represented. In other words,
the client will only know that a given video representation vid1 (qvid = 1) has been
ranked better than video representation vid2 (qvid = 2), but cannot know what
metric was used for this ranking. The current MPEG-DASH standard places no
requirements on the measure of quality used for the @qualityRanking. While this
enables flexibility in terms of how this ranking is implemented by clients, it can also
lead to ambiguity.
To overcome this shortcoming, I propose minor extensions to the current MPD
file structure by proposing two new attributes that explicitly address our energy-
awareness requirements. The MPD file is written in XML - Extensible Markup
Language format, and can easily be extended to include additional fields to hold
this information. Thus, the current MPD schema can be extended, to include energy
information for video.
These attributes I propose are as follows: @qualityMetric and @energyMetric metric
attributes, as well as identifiers for these – @energyMetricName and @qualityMetric-
Name . The @qualityMetric attribute is an explicit quantifier of the quality metric
being used. This could be Peak Signal to Noise Ratio (PSNR), Structural Similarity
Index Metric (SSIM), Mean of Opinion Scores (MOS), Energy Video-Quality Index
(EnVI) etc. The information on the type of quality attribute being used will be
stored in the @qualityMetricName tag. This removes the ambiguity of which metric
is being used in the @qualityranking field, and compliant DASH players can then
respond appropriately to the various types of quality rankings, or at least be certain
of which metric is being used to qualify and rank the video segments. The proposed
extensions to the existing XML schema for MPEG-DASH are highlighted in Listing
7.2 above.
The @energyMetric attribute is introduced to specifically fit our purposes of energy-
aware adaptation. It will contain an estimate of the Ev value (as presented in
Chapter 4) and offers more granularity for adaptation based on energy-quality
metric values. To make this flexible and extensible, I also introduce the specifier tag
@energMetricName, which will enable various kinds of energy metric to be used.
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The extensible nature of the MPD file (i.e XML) makes this easy to implement.
Introducing this additional parameter to an MPD file will not affect backwards
compatibility - existing DASH players that do not know how to deal with this
attribute can simply ignore this. There is very little added overhead or complexity
introduced from adding our own custom attributes to the MPD file.
1 <!-- Representation -->
2 <xs:complexType name="RepresentationType">
3 <xs:complexContent>
4 <xs:extension base="RepresentationBaseType">
5 <xs:sequence>
6 <xs:element name="BaseURL" type="BaseURLType" minOccurs="0" maxOccurs="
unbounded"/>
7 <xs:element name="SubRepresentation" type="SubRepresentationType" minOccurs=
"0" maxOccurs="unbounded"/>
8 <xs:element name="SegmentBase" type="SegmentBaseType" minOccurs="0"/> <xs:
element name="SegmentList" type="SegmentListType" minOccurs="0"/> <xs:
element name="SegmentTemplate" type="SegmentTemplateType" minOccurs="0"/
>
9 </xs:sequence>
10 <xs:attribute name="id" type="StringNoWhitespaceType" use="required"/
11 <xs:attribute name="bandwidth" type="xs:unsignedInt" use="required"/>
12 <xs:attribute name="qualityRanking" type="xs:unsignedInt"/>
13 + <xs:attribute name="qualityMetric" type="xs:float" />
14 + <xs:attribute name="energyMetric" type="xs:float" />
15 + <xs:attribute name="qualityMetricName" type="xs:string" />
16 + <xs:attribute name="energyMetricName" type="xs:string" />
17 <xs:attribute name="dependencyId" type="StringVectorType"/>
18 <xs:attribute name="mediaStreamStructureId" type="StringVectorType"/>
19 </xs:extension>
20 </xs:complexContent>
21 </xs:complexType>
Listing 7.2: XML Schema for DASH Media Presentation Document (MPD). The proposed
extensions to the file are highlighted from Lines 13 to 16
1 <Representation id="1"
2 mimeType="video/mp4"
3 codecs="avc1.640033"
4 width="1280"
5 height="720" frameRate="24000/1001"
6 sar="1:1" startWithSAP="1" bandwidth="2859078"
7 qualityMetric="0.8975"/>
8 qualityMetricName="SSIM"/>
9 energyMetric="0.56"/>
10 energyMetricName="EnVI"/>
11 <BaseURL>Spring_3000k_track1_dashinit.mp4</BaseURL>
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12 <SegmentBase indexRangeExact="true" indexRange="896-1419"/>
13 </Representation>
Listing 7.3: A snippet of an GreenDASH-compliant MPD File featuring the proposed
additional attributes (highlighted in red on Lines 7 - 10)
Having introduced new attributes in the MPD file structure which are a better fit
for our purposes, and that can appropriately accommodate energy-quality metrics,
the next issue I address is that of determining the exact values that will populate
these fields. The simplest approach would be to benchmark the energy usage of the
given video segments on a given hardware configuration using the methodology
introduced in Chapters 3 and 4, and use the EnVI values retrieved from this as
a relative energy-usage metric for all systems. The hardware set-up would be
considered as a global, canonical, point of reference. This means that rather than to
have a simple (but ambiguous) ranking of video quality for an adaptation set Qrank,
we now have a more useful set of discrete values representing the relative energy
usage of the various representations in the set Qvalues = {q1, ..., qn} where qi is a
discrete value representing a quality metric value for the i-th video representation
in the adaptation set, and n is the number of video representations available.
Limitations
In this quick approach, there is a large assumption being made that all systems will
have a similar trend of resource and energy usage with the canonical benchmark
equipment. In reality, the differences in energy usage between different video
configurations will vary across systems. I have shown in previous chapters that the
differences in energy usage for two video configurations may be very large on some
systems, but very small or even negligible on other systems. This necessitates a
more accurate approach using active measurement and widespread benchmarking
efforts as described below.
Using Active Measurements to Improve GreenDASH:
To improve the accuracy of our energy usage metrics (EnVI), I propose the use of
continuous measurement. In Chapter 5, I introduced vEQ-benchmark together with
its underlying database, and statistical models of power consumption trained using
the collected data. The summary data contained in this database could be collated
for multiple devices and streams at a global scale, and then these metrics would be
representative of a wider range of devices.
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Consider a hypothetical video application which actively measures the energy usage
of diverse video streams using our benchmarking methodology. Over time, such a
video application will collect very useful data about the energy usage characteristics
of various video streams, and will lead to strong models of energy usage for that
particular system. This process could be scaled to crowd-source data from thousands
or even millions of different systems. This will generate a very rich dataset of the
energy usage of a large range of devices. This will mean that the accuracy of the
energy usage metric will be much improved, as specific devices can be targeted.
Similar, crowd-sourced, client-side measurement mechanisms are already in place
today for Internet video. For instance, the Netflix ISP Index [175] is generated using
data collected from millions of individual Netflix users. Similarly, Conviva Inc.
[129] collect and process terra-bytes of data from over a hundred million users on a
weekly basis. This collected data is used to determine aggregate statistics for Quality
of Experience metrics. These examples show that it is feasible to crowd-source video
energy usage information from a very large number of users. However, for this to
work there would need to be a standardised, in-built power measurement for all
systems.
7.3.2 GreenDASH Algorithms
Having discussed the approaches to changing the current MPD structure and
populating the appropriate field, I can now discuss GreenDASH algorithms that
perform the actual energy aware adaptation. I take an iterative approach with
successive algorithms building on each other.
GreenDASH1:
I denote the first iteration of our algorithm as GreenDASH1. In this most basic
implementation of GreenDASH, the @qualityRanking attribute is used to rank and
select the best quality video - but strictly in terms our energy-usage metric. Recall
that, in this case, GreenDASH must pick the best ranked video - which is the lowest
qvid in Qrank. However, I have changed the semantic of the @qualityRanking attribute
from an ambiguous ranking of video quality, to our energy-aware quality metric,
EnVI.
The merits of this approach are its simplicity, and that it works with the current
DASH standard without any modification. All that is being done in this case, is a
simple change in the semantics of an existing field. However, apart from a lack of
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granularity with this approach, there is also lack of flexibility in that the ranking
cannot be done on the fly. For instance, the weighting factors (αm from Chapter 4)
will have had to be specified during the benchmarking process, and fixed into the
MPD file. Furthermore, this is not a clean approach and can be viewed as a hack.
This re-iterates the need for my proposed extensions to the MPD data structure.
GreenDASH2:
In this next iteration of GreenDASH, I consider the energy usage of the video
representations and use this as a parameter for adaptation. This is presented in our
proposed, modified MPD structure as highlighted in Listing 7.2, which includes the
@energyMetric and @qualityMetric fields.
The @qualityMetric field would contain a visual quality using a metric such as SSIM,
PSNR, MOS. The @energyMetric field would contain the energy measurement
component of EnVI i.e. (Ev.) Recall from Equation 4.2, that we calculate EnVI (Q) as:
Q = αQv + (1− α)Ev (7.1)
where Q is the normalised objective or subjective quality metric (such as SSIM or
MOS) component of EnVI Ev is the normalised energy component of the EnVI metric
With the necessary parameters for adaptation loosely coupled into the MPD file,
deductions could easily be made on the fly. as to which representation to select for
adaptation. The value for the weighting parameter, α, will not be fixed within the
MPD as these values can vary even within a single streaming session. Recall that α
is a weighting value that suggests the relevance of one metric compared to that of
other. We can think of these α values as presets for a user ’green’ preferences.
For a simple illustration, let us denote the associated weight for the normalised
quality metric as αquality and that for the normalised energy metric Ev as αenergy
(1− αquality).
A user watching a large 4K screen at home, connected to mains electricity and
a fibre optic connection would likely prefer video quality over energy usage, so
we could ascribe appropriate weights to these parameters (such as αquality = 0.7,
αenergy = 0.3). However, such a user could choose to be more energy-efficient and
prefer to have prioritize energy-efficiency over video quality. Such a user could then
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choose a preset where αquality = 0.6, αenergy = 0.4). On the other hand, a laptop or
mobile device user’s weighting preferences can be highly variable based on their
own current context. A common scenario is that the said user might start watching a
video stream at home, on her home 802.11 network which can afford her a reasonably
high-quality video stream (αquality = 0.5, αenergy = 0.5). If she then unplugs her
laptop or mobile, and goes on a long commute, her energy-saving preferences
may change, she will now place a higher weight on saving energy than on video
quality, and bit-rate. As her battery drains out, her preference for energy savings
will continue to increase (αquality = 0.1, αenergy = 0.9). These weights could be preset
as defaults for various scenarios. The user could then either manually select and
tune a pre-set profile, or the profiles could be automatically set in response to system
and environment factors e.g. switching to battery power from mains could trigger
a certain preset profile, and then going below a certain battery level could trigger
an even more energy-conservative profile. Indeed, many operating systems for
battery-powered devices like laptops and smartphones have similar energy-saving
modes triggered by events such as these, and GreenDASH could be complementary
to those mechanisms.
7.4 Evaluation: A case study of energy-aware
adaptation on Netflix
To evaluate GreenDASH, I performed an analytical investigation of the energy,
bandwidth and resource consumption of Netflix, the world’s largest premium VoD
service. Netflix is available worldwide with over 50 million subscribers. It is single-
handedly responsible for 34% of the downstream traffic in the US [7]. This makes
Netflix a prime candidate for a case study to investigate how an energy-aware
dynamic adaptation mechanism like GreenDASH would work within its ecosystem.
7.4.1 Incentives and a question of quality
Netflix users pay subscription fees per month to be able to view standard definition
video content (GB£5.99). These fees are higher to access HD (+GB£1.00) and UHD
(+GB£3.00) (for content viewed in the UK3. It would be difficult for a subscriber who
has paid for HD or UHD content to rationalise a conscious decision to adapt video
quality to save energy - thus wasting the extra money paid for the subscription.
3https://www.netflix.com/getstarted?locale=en-GB (last accessed: 19/05/2016))
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We could look at this from another angle – Netflix can be seen to be implicitly ‘in-
centivising’ subscribers to watch lower quality video by offering lower subscription
charges. Indeed, we saw in Chapter 6 that 30% of users might choose lower quality
video just to make monetary savings. We have seen in previous chapters, that videos
of lower resolution, bitrate or quality will often use lower computing resources and
energy, lowering carbon emissions on client systems, servers and networks. While
the incentive in this case is financial, we have also seen that some users (25%) may be
incentivised additionally by environmental concerns, and an even large proportion
of users would be neutral to energy-aware adaptation if there is no discernible loss
in QoE (See Section 6.5).
Netflix, as well as similar VoD service providers like YouTube and BBC iPlayer,
could offer explicit incentives to save energy and resource usage. For example,
YouTube, which is an entity within the wider Google ecosystem, could perhaps
offer some form of ‘green kudos’ points, perhaps on Google+ or on other social
media networks, showcasing the user’s environmental consciousness to friends and
followers. A mechanism like GreenDASH would enable this kind of energy-aware
adaptation and playback.
7.4.2 Enabling Green Preferences within Netflix
On personal computers, laptops and smart TVs, Netflix users are given the option
to select one of three preferred quality levels (LOW, MEDIUM and HIGH), or may
allow Netflix to automatically choose based on current network conditions (using
DASH). This quality selection page is shown in Figure 7.5.
In Figure 7.6, I present a modified mock-up of the quality selection page, which
includes a simple ‘energy saving preference’ check-box. Suitably informed Netflix
users could then select this option to enable energy-efficient playback using
GreenDASH of a similar mechanism.
7.4.3 Experimental Procedure
The Netflix homepage presents a wide selection of titles which a user may be
interested in. These videos are selected using Netflix’s recommender algorithm,
which takes user viewing preferences and viewing history into consideration. I was
presented with 202 unique titles for viewing. To gain a wide and representative
sample space, across many different genres and video content types, I decided to
7.4. EVALUATION: A CASE STUDY OF ENERGY-AWARE ADAPTATION ON NETFLIX 139
Figure 7.5: Netflix regular playback quality settings for selection by the user.
Figure 7.6: Modified Netflix quality selection page with very simple energy usage information
and energy-saving preferences (compare to Figure 7.5).
run experiments on them all.
I used vEQ-benchmark to collect energy and resource usage measurements at the
available quality levels. For 202 titles and at 3 quality levels, repeated 5 times, this
gives a total of over 3030 minutes of measurements.
7.4.4 Testbed
The testbed is shown Figure 7.7, with hardware similar to that used in Chapter 4.
For each experiment run, a single client host was used to playback videos streamed
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from Netflix – two of these units are shown in the left of the Figure 7.7. Each system
is a Shuttle XPC Glamor SG31G2 with an Intel® Core™ 2 Quad Q6600, 2.40GHz
CPU, Intel 82G33/G31 chipset using an Express Integrated Graphics Controller core,
with 4GB DRAM (128MB used for graphics, configured in the BIOS). Both clients
were connected to the Internet using 1Gbps Ethernet links to the University’s Joint
Academic Network (JANET) connection, the UK NREN. This connectivity offers
download rates that are well above the UK household average – a download rate of
600 Mbps has been observed, compared to the UK household average in 2015 of 28
Mbps [176]. So, I was able to observe Netflix traffic in near ideal network conditions
(little or no capacity bottleneck and/or congestion on the end-to-end path).
The client hosts ran a minimal installation of Ubuntu Linux (v13.10 64-bit x86-64
server), and with a minimal set of background processes running. This was to avoid
any unnecessary load on the machines when measuring energy usage. We used
the lightweight Openbox window manager, and the Mozilla Firefox (v29.0) web
browser with the Pipelight plugin (v0.2.6, a Linux port of Silverlight, version 0.2.6)
for playback of video content from the Netflix UK website.
Figure 7.7: The video playback testbed.
7.4.5 Energy Usage Measurements
I captured the system wide energy usage when playing back video streams at the
three available video qualities. As discussed in Chapter 5, this energy usage is the
result of a combination of several individual components of the computer such as the
CPU, Memory and Network. In Figure 7.8, I present standard boxplots of the mean
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Figure 7.8: Summary of the energy usage for playback of the entire corpus of Netflix videos at
the available quality levels. (202 videos. Each data point is the mean of 5 runs, each run is 120
seconds.)
energy used for video playback (Pdv) at the three available quality levels (i.e. LOW,
MEDIUM and HIGH). This chart is a summary of our entire experiment’s corpus
of 202 Netflix videos, grouped by the three quality levels. Each data point used for
the boxplot is the mean energy used in decoding (as calculated by equation 4.1) of 5
repetitions of a 2-minute playback (from a random, but repeated start point) of a
single video title. I obtained average values of 10.8 J/sv , 12.7 J/sv and 14.5 J/sv for
the respective quality levels. This corresponds to a difference of 34% between LOW
and HIGH quality levels. We can observe that there is some significant variability
in the energy and system resource usage over the entire corpus, even at the same
quality levels.
In Figure 7.9, I present a more fine-grained analysis of the corpus. I further group the
energy usage data by genre. The aim of this particular exercise was to investigate
quantitatively whether the general spatial and temporal characteristics of these
genres have an effect on the overall energy and system resource used by the various
genres. This is in a similar spirit as the analyses presented in Chapter 6 (Section
6.4.3), where we found considerable differences in user QoE based on the video
content characteristics. This genre classification system used by Netflix is highly-
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specific, and is part of its recommendation mechanism. A subscriber interested
in SciFi and Fantasy films is more likely to watch other films in this genre (or a
closely-related one) and as such will be recommended similar movies.
This is because the genre system used by Netflix is based more on subjective
classification of the artistic content of the video titles. However, future work could
make a more detailed investigation of the relationship between the spatio-temporal
characteristics of videos and energy/system resource usage. In Table 7.1, I list the
videos which consumed the least (best-case) and the most (worst- case) energy usage
(Pdv). The values are the mean of 5 runs, with a 95% confidence interval that is less
than 1 J/sv to adjust for experimental variation.
Quality-Level MOS Title Genre Pdv
Low 6 ‘The Hobbit (Part 1)’ AAA 7.9 (Best)‘Parade’s End’ BRF 12.8 (Worst)
Medium 7 ‘Would You Rather’ HRF 9.8 (Best)‘Fresh Meat (S1E1)’ BRT 15.9 (Worst)
High 8 ‘Peter Pan’ CFF 9.7 (Best)‘Toy Story’ CFF 17.3 (Worst)
Table 7.1: Comparison of the videos with the best (lowest) and worst (highest) energy usage
metrics. Genre classification is presented in Table 7.10
7.4.6 Energy-Aware playback on Netflix
In Section 7.4.5, I presented the mean Pdv energy metric values for the videos
that were measured for this experiment. As shown in Table 7.1, even at the same
quality level, different videos can show significant differences in energy usage. This
variability supports the case for wide-ranging benchmarking efforts on a variety of
videos and client devices, and further study into the characteristics of video that
affect energy usage.
To enable energy-aware dynamic adaptation with GreenDASH, we would affix these
benchmarked measurements into the Media Presentation Document (MPD) for each
video, as described in Section 7.3.1. Then, based on user preferences, the energy-
aware DASH player (GreenDASH) would take this energy metric into consideration,
and select the most appropriate video segments for playback. I present an evaluation
of how this energy-aware selection of video streams would work. I compute the
EnVI values using Eqn. 7.1. For the quality component of the EnVI metric (i.e. Qv
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in 7.1), I make use of Netflix’s own subjective assessment of their video quality i.e.
LOW, MEDIUM and HIGH, mapped and normalised to the nine-point Absolute
Category Rating (ACR) scale discussed in Chapter 6, .
In Figures 7.11 and 7.12, I present a range of EnVI scores for varying weights (α)
for a selection of videos. In practice, these α-values could correspond to different
energy-saving preferences (as discussed earlier, in Section 7.3.2). For an actual
implementation of GreenDASH, there would be a preset range of α-values which
could either be tuned by the user, or set automatically in response to system events.
Each line on the graphs represent the calculated EnVI metrics for the various quality
levels for the given weight (α). When α = 0, only video quality (MOS from Netflix)
is taken into consideration for the EnVI metric. Similarly, when α = 1, only energy-
usage (Edv) is taken into consideration. I also present results for when α = 0.25,
and α = 0.5, representing two possible levels for energy-aware preferences. The
GreenDASH algorithm would then rank the available video representations based
on the distance from the ideal score of 1, i.e. values closer to 1 are better for that
given α-value.
Following this configuration, we can observe some interesting results in Figures 7.11
and 7.12. For all the videos, we observe the expected trend that HIGH quality videos
generally consume more energy than MED and LOW qualities respectively (α = 1,
the blue line). In this case, GreenDASH would rank and pick the videos accordingly
i.e. the LOW quality videos always have Edv values closest to 1. However, once
we start to consider quality, as well as energy usage (i.e. the EnVI scores when
0 < α < 1), we begin to observe varying trends for the videos. For some videos
(e.g. 7.11(b), 7.11(d) and 7.12(d)) - we observe that the MEDIUM and even the LOW
quality videos provide the best perceptual trade-off on quality and energy usage.
Interestingly, we can also observe that there are many cases in which the HIGH
quality video presents the better trade-off between energy usage and quality than
the LOW and MED quality videos. This means that for such videos segments, it
would be possible to deliver the best quality of video at little or no extra energy
usage. To put it another way, for certain videos, the energy savings achievable at
lower qualities are insignificant, so it is a more effective use of resources to stay at
that quality level. However, in this case, available bandwidth is not considered.
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Figure 7.9: Summary energy usage for several genres from the corpus of Netflix videos at the
available quality levels. (The lines joining the boxplots are visual aids only, showing variation in
median values.)
Genre Key
action and adventure AAA
british films BRF
british tv programmes BRT
children and family films CFF
crime films CRF
films popular on netflix FPN
gay and lesbian films GLF
horror films HRF
romantic comedies RMC
romantic dramas RMD
sci-fi and fantasy SFF
sports films SPF
tv comedies TVC
tv dramas TEV
us tv programmes UST
wacky films WCF
Figure 7.10: Summary energy usage for several genres from the corpus of Netflix videos at the
available quality levels. The lines joining the boxplots are visual aids only, showing variation in
median values.
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Figure 7.11: EnVI scores for a selection of videos from the Netflix corpus.
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Figure 7.12: EnVI scores for a selection of videos from the Netflix corpus.
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Figure 7.13: Mean bitrate across the corpus of Netflix videos.
7.5 Energy Savings and Trade-offs
Similar to Chapter 4, we can make estimates on what these observations might
translate to when extrapolated to VoD usage at global scales. These estimates are all
in the spirit of a Fermi estimate, just to illustrate the significance of impacts from
even small savings at individual client systems.
7.5.1 Estimating the potential for energy savings by user devices
I observed that different videos and genres can have widely varying energy usage
profiles even at the same quality level, due to the different spatial and temporal
characteristics of these videos. For example, a certain video / genre (such as a drama
or documentary), may typically have fewer screen changes or inter-frame motion
than, say, intense action films. These characteristics will have an impact on how
much CPU, and thus energy, is required to playback a given video. This is clear in
Figure 7.8, where it was observed that some videos which are LOW quality actually
consume as much energy as other videos which are MEDIUM and HIGH quality.
Overall, I did observe a discernible trend in the difference in the median values
for energy (and other system resource usage) with values of 10.8J/sv , 12.8J/sv and
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Figure 7.14: Snapshot of bitrates for playback a single video, ‘House of Cards (S1E1)’, at each
Netflix quality level.
14.6J/sv for Pdv at the three available quality levels on Netflix over the whole
corpus. Considering that J/sv is equivalent to the Watt (W), these differences of
∼2J/sv between each quality level, might not seem significant for a single system or
user.
However, the impact of these differences at a global scale are significant. According
to Sandvine [7], the top 15th percentile of Internet Users in North America are ‘cord-
cutters’ – users who no longer have normal TV subscriptions and watch all their
content via the Internet. These users consume ∼100 hours of video per month. So,
for such a single Netflix subscriber, with the assumption that the energy difference
on their equipment will be similar to our measurements, we can estimate the energy
impact of their viewing habits.
Based on our measurements, the average savings possible for this user, if they were
energy-aware and adopted GreenDASH for all their video streaming, would be
approximately 3.7 J/sv (Joules per second of video playback). For 100 hours of video a
month, that sums to 1,332 KJ (0.37 KWh) per month or 15,946 KJ (4.43 KWh) per year.
Note that this figure does not consider the idle power of the devices used to watch
video, just the extra energy required for playback, and does not consider network
usage.
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Superficially, this amount of energy appears negligible, so it may be difficult for
this individual user to rationalise a decision to adopt an energy-aware streaming
mechanism, especially if they have paid for high quality video.
Let us scope our Fermi estimate to a global scale. Netflix have claimed that they
have over 50 million subscribers4, and Nielsen5 suggests that roughly 60% (∼30
million) of Netflix subscribers watch via a personal computer [163]. Netflix has
recently expanded globally, so this figure is likely to be an underestimate.
Netflix claimed that 2 billion hours of video are streamed from their servers every
month in 2015. For the purpose of this estimate, we shall assume that all this video
is streamed to equipment that is similar to ours. Again, at savings of 3.7 J/sv by
watching all video at LOW quality instead of HIGH, this would be a total of ∼7.4
million KWh a month or 88.8 million KWh a year. To appreciate the scale of these
savings, I shall make an assessment of the impact of what this energy represents in
various parts of the world. If these savings where achieved, this would be enough
energy required to power 21,382 homes in the United Kingdom or 114,138 homes in
India for a year (based on available estimates) – see the summary in Table 7.2, which
also presents estimates of CO2 emission savings that are possible in different parts
of the world.
Table 7.2: Estimate of potential annual impact of 88.8GWh savings by user devices based on 12
billion hours of Netflix video playback.
Country
Mean
KWh
/homea
No of
homes Cost
b (US$) KgCO2c
India 778 114,138 710 M 34.2M
Nigeria 604 129,824 1,598 M N/A
UK 4153 21,382 1,770 M 15.9M
US 11789 7,532 1,065 M 19.9M
a From World Energy Council Data for 20116
b From various local electricity boards.
c http://www.wec-indicators.enerdata.eu/
Of course, this is by no means intended as an authoritative or comprehensive
estimate of the impact of GreenDASH, and that is not the aim of this exercise. I
simply wish to show the sheer scale of the energy savings potentially possible if
4http://ir.netflix.com
5http://www.nielsen.com
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an energy-aware video streaming mechanism like GreenDASH was implemented.
I have made the generalisation that all users have equipment that has similar
performance to our testbed and will see similar differences in energy usage. This
will not be the case as some users may make use of more (or less) efficient computing
hardware, and devices will have larger differences in energy usage. I have made
use of mid-range, inexpensive commodity hardware in these experiments, of a class
which might be used by a large proportion of every day Internet users. I have
also made these estimates solely based on published statistics for Netflix. There
are several other VoD services which have very significant numbers of users and
viewing hours, so our numbers are likely to be an underestimate of the overall
energy impact of VoD.
7.5.2 Estimating the potential for energy savings at the network
7.5.3 Network usage and energy implications
Although the focus of most the work presented in this thesis has been on the energy
use at individual client-side systems, network usage has energy implications on end-
to-end delivery. These experiments were performed within an office environment at
the University of St Andrews, Scotland, UK. However, almost all the video traffic
originated from Netflix servers located in London, England, UK, ∼725 Km (∼450
miles) away (with some small levels of signalling traffic from Amazon Web Services
(AWS) servers in Luxembourg and Northern Ireland). Using traceroute, we can see
that this traffic had to traverse an average of 11 hops, using energy at all the network
devices and systems along the path.
In Figure 7.13, we see that the bit rate for HIGH quality (mean 5.98 Mbps, maximum:
8.3Mbps) is ∼2.4 times more than for LOW quality (mean: 2.39 Mbps, maximum:
2.97 Mbps) for our experimental runs. In Figure 7.14, I show a snapshot of bitrates
sampled over each second for the playback of one video title: ‘House of Cards
S1E1’. This graph highlights Netflix’s default streaming behaviour [66]; a large
playback buffer is filled at the beginning of a streaming session and then smaller
chunks of video are downloaded at intervals as viewing progresses. Transcoding
of Netflix’s content is done using cloud-based infrastructure, with a single title
reportedly encoded into ∼50 formats. In Chapter 4, I showed that there can be
significant differences in energy usage for encoding, using different codecs (up to
3 orders of magnitude depending on picture settings and codecs). However, this
encoding would typically take place in specialized, energy-efficient data centres,
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along with several other workloads. In this kind of environment, energy usage
would be highly controlled and the scope for energy savings may be smaller.
Some authors ([177] [14]) have estimated that the network infrastructure of the
Internet consumes up to 2% of the World’s generated electricity, corresponding
to approximately 420 TWh per year, with variable energy consumption rates
observed between 23 KWh to 109 KWh per year per subscriber [3]. Current energy
consumption is due to an estimated 600 exabytes of Internet traffic (2013 estimate),
which is expected to triple by 2018 [1], of which, as stated previously, an increasing
proportion is video. Other studies have also investigated energy consumption at
the network to the bit level. Baliga et al. [101] estimate that the energy consumption
of data transmitted over the Internet is 2 - 4 µJ/b at higher access rates (<100Mbps),
to 75 µJ/b at lower access rates. Similarly, in previous work [42] investigated how
various wireless access networking technologies (802.11) can consume a varying
amount of energy at the client, varying between 0.5 - 1.1 µJ/bit for large packet sizes
to 2.3 - 10 µJ/b for smaller packet sizes.
Extending our Fermi estimation exercise from Section 7.5.1, the figures for data
transmitted per second at the various quality levels are shown in Figure 7.13. We
can extrapolate to a global scale using these values. Firstly, let us estimate the energy
usage for a single cord-cutter who views 100 hours of Netflix video every month.
Using the upper bound of Baliga et al’s [101] estimated values of energy usage on
wide area networks (4 µJ/b), and based on our measurements for bitrates, we can
estimate the amount of data required for 100 hours of Netflix video at the different
quality levels. For LOW, MEDIUM and HIGH quality, a single user consumes
0.115 KWh, 0.192 KW and 0.289 KWh per year, respectively. Furthermore, since we
are informed that 24 billion hours of video are streamed from Netflix yearly, we
can estimate the amount of energy that would be used annually for the network
globally as 27.64 GWh, 44.92 GWh and 68.78 GWh, for LOW, MEDIUM and HIGH
quality respectively. We can see that there is a difference of 41.14 GWh between
playing LOW quality and HIGH quality Netflix video in terms of network usage.
The impacts of this energy usage is summarised in Table 7.3 using the UK as an
example.
7http://www.rensmart.com/Information/KWHToCO2Conversion
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Table 7.3: Estimate of potential annual impact of energy usage in the network based on 24
billion hours of streamed Netflix video
Quality
Mean
bitrate
(Mbps)
KWh Costa KgCO2b
LOW 2.40 27.64M GB£4.14M 4.70M
MEDIUM 3.90 44.92M GB£6.72M 7.62M
HIGH 5.98 68.78M GB£10.30M 11.68M
aFrom [178], mean cost of GB£577 / year per household.
bUK government data, 10 May 2014, 0.17 KgCO2/KWh7.
7.6 Chapter Summary and Future work
In this chapter, I presented an early concept towards enabling energy-aware
adaptation for video - GreenDASH. I discussed how GreenDASH extends the current
MPEG-DASH standard to include functionality of energy-awareness, using metrics
and methodologies previously introduced in this thesis. GreenDASH is backwards-
compatible with the existing MPEG-DASH standard, and may be implemented by
re-using existing. The work presented here is preliminary, and there is a large scope
for future work.
The work presented here on GreenDASH, and the state of the art of energy-aware
video adaptation in general, is preliminary. A considerable amount of work, in
terms of software development, testing and end-to-end deployment, as well as
further research and experiments will need to be done to bring this to reality. For
instance, future work could extend this work presented here and investigate how
values for the energy- and quality-aware attributes introduced in this Chapter can
be accurately and effectively generated (e.g. through widespread benchmarking
efforts or through statistical analysis of video files). While the work presented in
this Chapter was performed on desktop hardware, such adaptation could also be
beneficial towards extending battery life on mobile devices.
Future work could also include the development and evaluation of GreenDash-
complaint, or energy-aware video players. On the network end, future work could
also examine what the effect of using newer transport layer protocols such as HTTP
QUIC and TCP-Hollywood[95], on energy usage at the network.
8CHAPTER EIGHTCONCLUSION
The work presented in this thesis is within the larger field of Green ICT. Green
ICT encompasses a wide spectrum of efforts and focus areas, which considers the
environmental impact of various aspects of the ICT life-cycle. This includes the
manufacture, design and usage of computing systems and sub-systems (e.g. servers,
networks, software, hardware etc), as well as other pertinent issues. In Chapter 2, I
discussed some of the extensive work that has been done on investigating the energy
usage and environmental impact of these various ICT systems and sub-systems.
The bulk of the traffic on the Internet today is video. This means it is arguably the
Internet’s most popular use case, and at least a very popular use-case of ICT systems
in general. As the concern of the energy usage of these systems and sub-systems
grows, it follows that the energy usage of Internet video should also be investigated.
However, as I highlight in Chapter 3, very little work has specifically investigated
the energy usage of Internet video on a global scale. Most of the work that has
looked at energy usage of video has done so in the context of mobile devices, where
energy supply is constrained by a battery.
The thesis presents some of the earliest work done towards enabling energy-
awareness for Internet video. Through this thesis, I have shown that it is feasible for
energy-aware users to make small individual savings in energy usage which can
combine significantly when considered on a global scale, but without a significant
impact on their perceived Quality of Experience (QoE). Towards achieving this
conclusion, this thesis formulated and answered the following research questions:
• Q1: How the energy consumption (and resultant carbon footprint) of global
Internet video usage be measured and quantified.
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• Q2: How the users of Internet video can be enabled towards making conscious
decisions to improve their energy awareness.
• Q3: How application-layer or software techniques can be used to enable this
energy awareness for Internet video, with a minimal impact on the perceived
Quality of Experience (QoE).
8.1 Measuring the energy usage of Internet Video
Towards addressing Q1, I presented the first empirical investigation into the
energy usage and objective quality of seven popular video codecs (FLV, H.264,
H.265 (HEVC), MPEG4-II, Microsoft MPEG4-II (MSMPEG4), VP8 and VP9) on
an experimental test-bed in Chapter 4. I used a simple, measurement-based
methodology to show significant differences in energy usage between these codecs.
For instance, I observed a difference of 300% in energy usage between decoding
with the FLV codec and H.265 codec, at a large picture size (1080p). For encoding,
the differences were even more significant. I observed a difference of a factor of 10
between the FLV and H.265 codecs.
Based on these empirical measurements, I made extrapolations to a global scale to
show the significant energy savings possible by accumulating small individual client-
side modifications. Using the number of hours of video streamed from YouTube
annually in 2014 (72 billion hours), I made Fermi estimates which considered the
accumulation of small, individual energy savings at global scale. Savings of just 1
J/sv (Joule per second of video playback) for all the hours of video streamed from
Youtube annually, would be enough to power over 18,000 homes in the UK for a year.
This would be equivalent to ∼£10.8M (∼US$17.8M) per year in terms of financial
cost, and 12.2 million KgCO2 in terms of carbon emissions annually. Interestingly, I
observed much higher differences in the experiments. For instance, the difference
between using 480p instead of 1080p with the H.265 codec was around 40J/sv on the
experimental testbed. This was just an approximation exercise to show the potential
for significant savings when considered at global scale. Real savings would depend
on many factors, such as the choices users make and the specific software, hardware
and video sources.
Based on the empirical work in this chapter, I also presented new metrics for energy-
aware video playback. The key metric I introduced is the Energy-Video Quality
Index (EnVI). This novel metric is essentially a weighted mean which can combine
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energy usage of a video stream with any number of objective or subjective video
quality metrics such as SSIM, PSNR or MOS.
The results from this chapter motivated the work done in the rest of the thesis. For
instance, the results from this single test-bed environment highlighted the need
for a system benchmarking tool capable of working across various combinations
of video configurations such as device types and capabilities, codec, picture size,
video player etc. This chapter also highlighted how suitably informed users could
be empowered to make choices which could provide economic and environmental
benefits after their regular usage of Internet video.
I presented vEQ-benchmark, an open-source tool for benchmarking energy-usage,
resource usage and objective quality of diverse Internet video in Chapter 5. There are
a number of similar benchmarking tools in existence, such as Microsoft Windows
Assessment Console, FutureMark and Phoronix Test Suite, which consider the
energy usage of video streams in one way or another. However, they are quite
limited in the scope and functionality. Specifically, they only consider the energy
usage of the playback of a single hard-coded video stream, mostly on battery
powered devices like phones or laptops. Internet video today is very diverse, and
will be presented to users in a wide array of formats, resolutions, picture sizes,
codecs and devices. vEQ-benchmark was designed to be flexible and modular, and
takes this video diversity into consideration. I presented a high-level description of
the tool’s design and architecture showcasing this modular design.
I also highlighted the capabilities of vEQ-benchmark through an experiment-based
evaluation on a range of desktop computing hardware. I demonstrated the tool’s
capabilities of benchmarking both local video files (stored on disk), and online video
streams (Youtube streams) as an example. However, the tool can be used for any
online video content, through its web browser interface.
vEQ-benchmark generates EnVI metric scores using these video workloads. This is
useful for observing the energy characteristics of the videos themselves, as well
as for benchmarking the energy and performance of a range of desktop playback
devices. The version presented in this thesis was tested on Ubuntu Linux, Mac OSX
and Microsoft Windows environments. Future work could involve development
for mobile platforms such as Android and iOS. As data is collected, vEQ-benchmark
trains three statistical linear models of energy usage for benchmarked systems from
the collected data. The appropriate model to use will depends on nature of the data
collected.
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8.2 Enabling Users
My second research question Q2 considers the role and preferences of users of
Internet video in its energy usage. In Chapter 6, I presented a user study which
involved a subjective evaluation of video with a special focus on user energy-
awareness. This was, to the best of my knowledge, the first study of its kind.
I used several concepts from the Absolute Category Rating with Hidden Reference
(ACR-HR) method for designing subjective video evaluation experiments, as
outlined by the International Telecommunication Union (ITU). However, as this
mature methodology does not capture many of the requirements of dynamic, diverse
video streaming today, I had to introduce some concepts of my own design to fit the
purposes of the experiment.
Thirty-six individuals, between the ages of 18 and 41, participated in the experiment.
They were all members of University of St Andrews community (staff or students).
They evaluated a set of four videos with varying spatial and temporal characteristics.
Each of the videos was presented to the users in four different adaptation profiles,
for a total of 16 combinations per user (576 evaluations in total). Two of these
profiles were emulated ‘energy-aware’ profiles, simulating how an automatic,
energy-aware adaptation mechanism would modulate video quality to save energy
during streaming and playback.
The key findings from this study revealed that it is possible to dynamically adapt
the resolution and bandwidth of these videos towards saving energy, with little or
no statistically significant difference in the Quality of Experience (QoE) perceived
by the users. There are certain video sequences, such as fast moving action scenes,
which can be switched to lower resolutions without users noticing a change in
quality. In terms of user attitudes towards energy savings, I found that slightly more
than a quarter of the participants would willingly choose lower quality video to
make energy or monetary savings. An additional, larger percentage of the users
(around 40%), are neutral, and may not mind if energy-aware adaptation takes place,
as long as it does not affect their perceived video quality. For this experiment, we
observed an average of 10% energy savings and 75% bandwidth savings using the
emulated energy-aware profiles.
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8.3 Energy-Aware Adaptation
Finally, in addressing Q3, which is concerned with enabling energy-aware Internet
video through software, I presented preliminary work on GreenDASH in Chapter
7. GreenDASH is an extension of the existing MPEG Dynamic Adaptive Streaming
over HTTP (DASH) standard, and is designed to enable automatic, energy-aware
adaptation of Internet video streams. The current DASH standard enable automatic
adaptation of video based on network conditions. The Media Presentation Docu-
ment (MPD) file is central to the DASH standard implementation. It is a manifest
file which contains meta-data for a given video, including locations and information
various representations of the same video. It is these representations that can be
seamlessly adapted in response to changing conditions and requirements.
These representations can have various attributes, including an ambiguous “@quali-
tyRanking" attribute which holds a ranking value of a Representation in comparison
to others. I proposed extensions to the MPD data structure. These extensions
introduce explicit quality and energy metrics to DASH.
This means that the available representations in the MPD are ranked using our
energy-aware metric (EnVI), and the results of the ranking are stored as the
attribute value. I also propose a small number of extensions to the current MPD
structure to explicitly associate quality metrics and energy usage metrics to video
representations. In doing so, I show how the metrics and methodologies introduced
in earlier chapters can be used by GreenDASH to enable automatic, energy-aware
adaptation of video.
To evaluate GreenDASH, I performed an analytical study using Netflix, the world’s
largest provider of premium video content. Netflix uses DASH to stream video
content to over 50 million customers around the world. Using the benchmarking
tool and methodology discussed in previous chapters, I collected and analysed
energy usage measurements of over 200 Netflix video titles, at three quality levels.
I demonstrated how GreenDASH would rank and select video segments with the
best trade-off between quality and energy-efficiency. This will vary depending on
the video content and device being used. I showed that savings of up to 34% are
achievable on that particular experimental setup. I then made an analysis of how
much energy would be saved globally if energy-aware mechanisms like GreenDASH
are widely adopted by Netflix.
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8.4 Future Work
In this thesis, I have outlined several avenues for continuous and future work.
Real-time video applications were considered out of scope for this research.
However, future work could examine it using the same methodologies and tools
presented in this thesis.
Software development for video artefacts such as codecs, encoders, decoders,
playback applications, browser plug-ins, etc. is a continuous and ongoing task.
Through this thesis, I have shown that there can be significant differences in the
energy usage of various software components. However, it is very important
for this energy usage to be continuously monitored on an ongoing basis as these
various software artefacts for client-side video mature. In the ideal case, successive
generations of software artefacts should be more sustainable and use less resources.
In Chapter 4, I have shown that this is not currently the case with video codecs.
This continuous analysis of the energy usage of video software, as well as hardware
can be enabled by our vEQ-benchmark tool. However, the tool as presented is an
early development version authored and maintained by a single developer (myself).
Like any other software application, there is a need for continuous development and
improvement of the tool. Future work could focus on the development of versions
targeted at mobile operating systems such as Android and iOS.
Widespread use of the tool could facilitate the creation of a large database which
will contain useful data on the energy usage of a wide variety of client devices and
systems. With such a large database, the energy usage of diverse video systems will
be better understood. This will lead to more accurate power usage models for these
systems, as well as better energy-aware adaptation behaviour.
There is also an avenue for more fine-grained analysis of the energy usage of video
streams. There are several characteristics of video content that will affect how much
energy is consumed in its decoding. This could include factors such as Spatial and
Temporal characteristics (see Appendix B), Group-of-Pictures (GoP) structures (i.e.
ratio and arrangement of I-, P- and B-frames) etc. Using statistical analysis and
machine learning techniques, it may be possible to infer the energy usage of video
streams based on these factors without the need for power measurement hardware.
All the power measurement experiments presented in this thesis required the
use of external power measurement hardware. This makes a case for accessible
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and standardised, power-measurement mechanisms at OS- level. Although a few
mechanisms exist on various systems (e.g. SMC on Apple Computers, battery level
information on various mobile platforms etc., ACPI), there is no single standardised
and accurate approach of retrieving the actual power usage from computing devices
today. This is a call to Original Equipment Manufacturers (OEMs) to consider
including standardised power monitoring chipsets and APIs in their equipment.
This proposal will fit well with theirs ongoing efforts to be more energy-aware (as
evidenced by programmes like the Energy Star Certification programmes discussed
in Chapter 2).
This work focused on client-side energy usage of video. Whilst there might be a
smaller opportunity for global energy savings - the energy usage of the server-side
and network could be an interesting avenue for future work. Indeed, many of our
client-side modifications would lead to savings in energy as well as cost, on both
the network and the server side. The relationship and magnitude of these savings
need to be investigated.
The subjective video evaluation user study presented in Chapter 6, featured a
relatively small sample population (N = 36), recruited from an academic community.
Almost all of the participants reported to be aware and conscious of ongoing
environmental issues. However, there is a possibility of a sample bias within this
population. Future work could extend this study to a larger, more representative
population.
Finally, the work done on GreenDASH, the energy-aware video adaptation mech-
anism presented in this thesis, is preliminary. However, I believe that the overall
work done in this thesis shows the timeliness and usefulness of such a mechanism. I
have illustrated how this energy-awareness can be easily included into the existing
mechanisms with little additional complexity, and without affecting backwards
compatibility. Future work could focus on end-to-end deployments and evaluation
of an improved, energy-aware, DASH standard. The focus of my work has mainly
been on the client-side. Future work could examine the full life-cyle and path of
energy-aware and efficient video, from its creation of content, to its transportation
over networks, to its final delivery and consumption. These efforts will go a
long way towards be enabling energy-awareness of Internet video, and ensure
the sustainability of ICT usage in general.
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8.5 Final thoughts
In this thesis, I discussed why energy-awareness is important for Internet video,
and suggested ways in which this can be enabled. The concerns, ideas and
methodologies I presented in this thesis will become more pertinent as the use
of Internet video continues to grow. It is my hope that, in the near future, energy
awareness becomes a forefront consideration for both providers and users of Internet
video. A small amount of recent research efforts, including the 2015 launch of
standardization efforts by Moving Pictures Experts Group (MPEG) [179, 102]
suggest that the wider research community has identified the same challenge I
address in this thesis.
AAPPENDIX ARUNNINGVEQ-BENCHMARK
To get help on using vEQ-benchmark, enter ./vEQ-benchmark -h into the console:
Console Ouput:
usage: vEQ_benchmark.py [-h] [-y format] [-m meter] [-d Duration]
[-D location for database file or 'memory'] [-P]
[-S]
[-p player] [--hwdecode]
VIDEO
vEQ-benchmark: A Benchmarking and Measurement Tool for Video
positional arguments:
VIDEO A local file or URL (Youtube, Vimeo etc.) for the
video
to be benchmarked
optional arguments:
-h, --help show this help message and exit
-y format, --youtube-format format
For Youtube videos, a value that corressponds to
the
quality level see youtube-dl for details
-m meter, --power-meter meter
The meter to use for power measurement
-d Duration, --duration Duration
The length of time in seconds for the benchmark
to
run.
-D location, --Database-location location for database file or `memory'
to use in-memory database
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-P, --plot Flag to set if results from this session should
be plotted and saved to disk
-S, --show Flag to set if the plot of this session should be
displayed on
the screen after a session is completed
-p player, --player player
The player or broswer to use to playback video -
default is VLC
MediaPlayer
--hwdecode VLC Specific, turn hardware decoding on
A.1 Examples
To benchmark a local session for 60 seconds, and then plot and show the results of
the session:
vEQ_benchmark.py -d 60 --power-meter voltcraftmeter --plot --show
local_video.mp4
To benchmark a Youtube session using Google Chrome for 60 seconds:
vEQ_benchmark.py -d 60 --plot --show --player chrome --meter
voltcraftmeter www.youtube.com/watch?v=onXpKXbnbE0
To benchmark a Youtube session, forcing a particular itag format (i.e. codec and
resolution), for 60 seconds:
vEQ_benchmark.py -duration 60 --plot --show --youtube-format 138 www.
youtube.com/watch?v=onXpKXbnbE0
BAPPENDIX BUSER STUDYSUPPLEMENTARY DATA
The SI is an indicator of the amount of spatial detail of a picture, The higher the
value, the more spatially complex the sequence is. It is calculated as thus: for each
video frame (n), the luminance plane of the frame (Fn) is filtered with the Sobel-
Feldman operator (or simply the Sobel filter) [180]. The Sobel filter is often used
within computer vision algorithms to accentuate the edges of images [181, p271].
The standard deviation over the pixels in each Sobel-filtered frame is computed. This
is repeated for every frame in the video sequence resulting in a Spatial Information
(SI) time series. The maximum values in this time-series is chosen to represent
the Spatial Information value for the entire sequence. This is represented formally
below:
SI = maxtime
{
stdspace[Sobel(Fn)]
}
(B.1)
The TI is an indicator the amount of temporal changes of a video sequence. It is
based upon the motion difference feature, Mn(i, j), which is the calculated difference
between pixel values at the same location in adjacent video frames (also on the
luminance (Y) plane). A time series of the TI for all adjacent frames in a video
sequence can easily be calculated, and the maximum value of this will be used to
represent TI value for the video sequence. The higher the amount of motion between
adjacent frames, the higher the TI. This can be represented formally as below:
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Mn(i, j) = Fn(i, j)− Fn−1(i, j) (B.2)
TI = maxtime
{
stdspace[Mn(i, j)]
}
(B.3)
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Figure B.1: Boxplot showing summary of Spatial Information (SI) and Temporal Information
(TI) for the four video files used in the experiment. The red square shows the mean of each
distribution.
Graphs for the Spatial Perceptual Information (SI) and Temporal Situation Informa-
tion (TI) for the four videos are presented in Figure B.2 and B.1. The custom code
used to collate these figures are available online as part of vEQ-benchmark1.
1https://github.com/oche-jay/vEQ-benchmark/blob/master/tools/siti_analysis.py
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Figure B.2: Spatial Perceptual Information (SI) and Temporal Perceptual Information (TI) for the four video files used in the experiment.
The blue crosses show the TI outlier values, which are plotted as such to enhance readability. Many of these points are due to a change of
scene.
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C.1 Questionnaire for Subjective Experiment
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Welcome
Welcome to this video quality evaluation experiment. 
First, you will need to answer a short questionnaire to get some
demographic information from you, as well as your regular Internet video
viewing habits and energy saving preferences.
Then, you will be asked to watch four versions of a set of 4 video
sequences. While watching each video sequence, every time you become
unhappy with the quality of the video, or you notice a degradation in video
quality , please press the 'down' key on the keyboard. Similarly, every time
you notice an improvement in the video quality and you become happy /
happier with this quality, please press the 'up' key on the keyboard to
register this. You will then have to give each video an overall score between
1 and 9.
The entire experiment should take no longer than 30 minutes. Thank you for
your time.
Personal information
Age:
Eye correction required (glasses, contact lenses etc.):
Eye correction worn:
Normal viewing properties
Please specify the properties of the primary screen that you use most often for online entertainment (i.e. watching
TV shows, movies, Youtube, Netﬂix etc.)
Gender: Prefer not to say
Yes No
Yes No
Type of
screen:
Phone
Tablet
Laptop
Desktop monitor
Flatscreen TV
Other
Size of
screen: 0" (0 cm)
(Pick the one that is closest)
(Note: This is the amount of time spent using this
screen/device for ALL purposes during the week)
(Note: This is the percentage of total time you spend using
this device for entertainment purposes to the total number
of hours of usage for ALL purposes)
Resolution:I don't know
320x240 (XGA)
480x320 (iPhone)
640x360 (360p)
640x400 (NTSC)
640x480 (VGA)
720x576 (PAL)
800x600 (SVGA)
960x640 (iPhone 4S)
1024x768 (QVGA)
1136x640 (iPhone 5 Retina)
1280x720 (720p HD)
1280x800 (WXGA)
1280x1024 (SXGA)
1334x750 (iPhone 6)
1366x768 (HD Ready)
1440x900 (WSXGA)
1600x900 (HD+)
1600x1200 (UXGA)
1920x1080 (1080p Full HD)
1920x1200 (WUXGA)
2560x1440 (1440p iMac Retina)
2732x2048 (iPad Pro)
2880x1800 (MacBook Pro Retina)
3000x2000 (Microsoft Surface Book)
3840x2160 (2160p 4K UHD)
How many
hours a week
do you spend
using this
screen?
less than 7 hours
between 7 and 13 hours
between 14 and 27 hours
between 28 and 35 hours
more than 35 hours
Usage ratio: <20%20-40%
40-60%
60-80%
>80%
Energy saving preferences
Please choose the options which most closely match your attitude.
What is your general attitude towards saving energy
How aware of you of the environmental impact of energy use?
Which of these ideas currently, or could potentially motivate you to save energy, and to what extent?  
Very positive - I actively try to save energy almost all the time and believe I can make a diﬀerence.
Slightly positive - I occasionally try to save energy but it is not part of my daily practices.
Neutral - I do not often try to save energy but I am concious of energy usage in general
Slightly negative - I do not try to save energy as I am not concious of energy usage
Very negative - I never try to save energy and I use as much energy as I can.
Very aware - I am very aware and often do my own research and keep abreast of developments.
Slightly aware - I am quite aware of the situation and interested in it to a good extent
Neutral - I am aware of the current debate but not convinced that energy usage has an impact on the environment
Unaware - I am not aware that energy usage has an impact on the environment
Cynical - I do not care about the impact of energy usage on the environment
Never Rarely OcassionallyOften Always
Keeping
energy costs
down
Protecting the
environment
Not being
wasteful
Following
instructions
(rules,
policies etc.)
e.g. at school,
oﬃce or
residence.
Progress to ﬁrst video >
n
Motivating
and
encouraging
others by
setting a
good example
Impressing
others
Other (please
give details
below)
7/13/2016 Energy Aware Adaptation Experiment
http://localhost/Website/evaluation.php 1/1
Energy saving preferences 2
Having watched videos of varying quality, please choose the options which most closely match your attitude.
Finish Experiment
How likely are
you to choose
a lower
quality video
to save
money (e.g.
on a monthly
subscription)?
Very likely - I would always choose a lower quality video to save money.
Quite likely - I may consider choosing a lower quality video to save money.
Neutral - I am neutral either way.
Quite unlikely - I am unlikely to choose a lower quality video to save money.
Very unlikely - I would never choose a lower quality video to save money.
How likely are
you to choose
a lower
quality video
to save
energy?
Very likely - I would always choose a lower quality video to save energy.
Quite likely - I may consider choosing a lower quality video to save energy.
Neutral - I am neutral either way.
Quite unlikely - I am unlikely to choose a lower quality video to save energy.
Very unlikely - I would never choose a lower quality video to save energy.
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