Abstract. Let f (x) ∈ Fq[x] be an irreducible polynomial of degree m and exponent e, and n be a positive integer such that νp(q − 1) ≥ νp(e)+ νp(n) for all p prime divisor of n. We show a fast algorithm to determine the irreducible factors of f (x n ). We also show the irreducible factors in the case when rad(n) divides q − 1 and gcd(m, n) = 1. Finally, using this algorithm we split x n − 1 into irreducible factors, in the case when n = 2 m p t and q is a generator of the group Z * p 2 .
Introduction
An important problem in finite field theory is how determine when a polynomial is irreducible, and in the case when the polynomial is reducible, how to find explicitly the irreducible factors of the polynomial. These problems have important practical and theoretical consequences in a wide variety of technological situations, including error-correcting codes, cryptography, efficient and secure communications, deterministic simulations of random processes and digital tracking systems.
The following classical result shows necessary and sufficient conditions in order to verify the irreducibility of the polynomial of the form f (x n ).
Theorem 1.1 ([5] Theorem 3.35).
Let n be a positive integer and f (x) ∈ F q [x] be an irreducible polynomial of degree m and exponent e. Then the polynomial f (x n ) is irreducible over F q if and only if the following conditions are satisfied:
(1) rad(n) divides e; (2) gcd(n, (q m − 1)/e) = 1 and (3) if 4|n then 4|q m − 1.
In addition, in the case when the polynomial f (x n ) is irreducible, then it has degree mn and exponent en.
Observe, in particular, this theorem gives necessary and sufficient condition to determine that polynomial x n − a ∈ F q [x] is irreducible (see Theorem 3.75 in [5] ). In addition, if a = 1 and n > 1, the polynomial x n − 1 is always reducible, and the problem of finding the irreducible factors of x n − 1 ∈ F q [x] are strongly related with the problem of finding irreducible factor of cyclotomic polynomial Φ n (x). In fact x n − 1 = d|n Φ d (x), where Φ d (x) denotes the d-th cyclotomic polynomial (see [5] Theorem 2.45). In general, a "generic efficient algorithm" to split Φ n (x) in F q [x] for arbitrary n and q is an open problem and just some particular cases are known. We note that the problem of determining the irreducible factors of x n − 1 and Φ n (x) in F q [x] has been consider for several author: Mey [10] and Blake, Gao, Mullin [1] consider the case when n = 2 m ; Fitzgerald and Yucas [9] found explicit factors of ciclotomic polynomial Φ 2 m 3 (x) and studied the polynomial Φ 2 n r (x) in the case when r is prime and r|(q − 1); the same problem was studied by Wang and Wang for the cyclotomic polynomial Φ 2 m 5 (x) and Tuxanidy and Wang [14] find the irreducible factors when the factorization of Φ r (x) is known; Chen, Li and Tuerhong [4] consider the polynomial x 2 m p t − 1 in the case that p|(q − 1) and in [2] the authors found the explicit factorization of x n − 1, in the case when rad(n)|(q − 1). In this article, we are going to consider f (x) and n as in Theorem 1.1, but satisfied some special condition in order that condition (1) or (2) of Theorem is not true. Therefore f (x n ) is reducible polynomial and we show a computational fast algorithm to find every irreducible factors.
Finally, as application, we use our method to split x a particular case of the results obtaion by Tuxanidy and Wang, but with the advantage that each factor is explicitly shown.
Preliminaries
Throughout this paper, F q will denote the finite field with q elements. For all prime p and k = 0 integer, ν p (k) denotes the maximum power of p that divides k. In the case when gcd(k, n) = 1, ord k (n) denotes the order of n modulo k and for all β ∈ F * q , ord(β) denotes the order of β in the multiplicative group F * q . Finally, U(k) := {β ∈ F q ; ord(β) = k}, i.e., U(k) is the set of primitive k−th roots of unity in F q . Notice that U(k) = ∅ if and only if k|(q − 1) and, in this case, |U(k)| = ϕ(k).
For each monic polynomial f (x) ∈ F q [x] with f (0) = 0, the exponent e of f (x) is the minimal positive integer such that f (x) divides x e − 1. Since f (x) divides x q m −1 − 1, where m is the degree of f , it follows that e divides q m − 1. The following lemma is a classical result about the structure of the roots of an irreducible polynomial in F q .
be a monic irreducible polynomial of degree m and exponent e, and α be any
Proof: Let α be an arbitrary root of f (x) = 0 and u = ord e q. Observe that α ∈ F q m is a primitive e−th root of unity. Let define the polynomial
Since the coefficients of g(x) are invariant by the Frobenius automorphism
. In addition, since τ j (f (x)) = f (x) for all j ∈ N, we conclude that α q j are also roots of f (x) for all j. So, g(x) divides f (x). But, by hypothesis, f (x) is irreducible, therefore f (x) = g(x) and m = deg f (x) = deg g(x) = ord e q as we want to prove.
The following Lemma shows a case when is possible to find every irreducible factor of f (x p t ), when one irreducible factor is known. Lemma 2.2. Let f (x) be an irreducible polynomial of degree m and exponent e. Let n > 1 be a positive divisor of q − 1 and ν p (n) + ν p (e) ≤ ν p (q − 1) + ν p (ord rp q), for all p prime divisor of n, where r p is the largest divisor of e prime with p. Then the polynomial f (x n ) splits as product of n irreducible polynomials of degree m. In addition, if g(x) is any monic irreducible factor of f (x n ) and c is any element of U(n), then
is the factorization of f (x n ) into irreducible factors.
Proof: It is enoght to prove the Lemma in the case when n = p
Finally, we have to prove that every irreducible factor of f (x p t ) can be generated by this method. In fact, we need to prove that if 0
] have no roots in common. Since the polynomials are monic and irreducible, we just have to show that they are different. But, if there exist
then, we can suppose without loss of generality that j = 0. Let β be any root of g(x). Since the exponent of g(x) is p t e, then β is a primitive p t e−th root of unity and by lemma 2.1, we know that
By the equation (1), we have that c
is a multiple of p t e, which is equivalent to e|q l − 1. Again by Lemma 2.1, we know that m = ord e q, therefore m divides l, but this is a contradiction because 0 < l < m. We conclude that the polynomials [c −mi g(c i x)], where 0 ≤ i < p t , are monic irreducible polynomials with no factor in common, such that each one divides f (x p t ). In particular
is a monic polynomial that divides f (x p t ) and it has degree mp t . Thus
Remark 2.3. Observe that, the conditions (1) and (2) of Theorem 1.1 can be rewritten as
for all p prime divisor of n. Since ord rp q divides ord e q = m and
for all p prime divisor of n, then the condition of Lemma 2.2 is a sufficient (but not necessary) condition in order to f (x n ) be a reducible polynomial.
It is clear that this lemma does not give any information in order to construct an irreducible factor of f (x n ). Assuming the following condition, that implied the condition of Lemma 2.2, we are going to show an algorithm to construct one of those factors. Definition 2.4. We say that the pair f (x), n satisfies the reducible condition, if f (x) is a monic irreducible polynomial of degree m and exponent e and
for all p prime divisor of n.
The main result of this paper is the following Theorem 2.5. Let f (x) ∈ F q [x] be a monic irreducible polynomial of degree m and exponent e, and p t such that f (x), p t satifies the reducible condition. Suposse that k = ν p (e) and e = p k r. Then (a) There exists a unique element c ∈ F q such that f (x) divides x r − c. In addition, c = b
Let A be any matrix with coefficients in F q such that f (x) is the characteristic polynomial of A, s be the solution of sr ≡ 1 (mod p t ) with 0 < s < p t , and l = sr−1
Proof: Let α be the class of x in the extension
we obtain that α r ∈ F q m is a root of the polynomial y (x) ). It is easy to see that when c = 1 we can take b ∈ U(p t ). This proves item (a).
In order to prove (b), since ord(α) = e = p k r, by the previous item, we have that
. By lemma 2.1 we have , and since g(x) and det(x − b −s A l ) are monic polynomials of the same degree, we conclude g(x) = det(x − b −s A l ). Finally, since a ∈ U(p t ) and g(x) is a monic irreducible factor of f (x p t ), by lemma 2.2 we have that
is the factorization of f (x p t ) into irreducible factors over F q , as desired.
Remark 2.6. If f (x), n satisfies the reducible condition, where n = u i=1 p βi i , then iterating the process for each prime divisor, we obtain n irreducible factors of f (x n ). In addition, in Theorem 2.5 (b), we can take
Corollary 2.7. Let f (x) ∈ F q be a monic irreducible polynomial of degree m and exponent e. Let n be a positive integer such that
Every factor of f (x n ) is of the form g(x n/ρn,q,e ), where ρ n,q,e = p|n p min{νp(n),νp(q−1)−νp(e)} and g(x) is any irreducible factor of f (x ρn,q,e ) obtained from the process described in Theorem 2.5.
Proof: Since e divides q m − 1, for every p prime divisor of n, we have that gcd(p, m) = 1 and
hence it follows that ρ n,q,e is well defined integer. In addition, we can see ρ n,q,e as the great divisor of n such that f (x), ρ n,q,e satisfies the reducible condition. Now, suppose that g(x) ∈ F q [x] is an arbitrary irreducible factor of f (x ρn,q,e ), then by Theorem 2.5, we know that g(x) has degree m and exponent e · ρ n,q,e . On the other hand, for each p prime divisor of n ρ n,q,e , we have that ν p (ρ n,q,e ) = ν p (q − 1) − ν p (e) and then
Thus, the previous relation implies that g(x n/ρn,q,e ) satisfies the condition of Theorem 1.1 and therefore it is a monic irreducible factor of f (x n ).
is a monic irreducible polynomial of odd degree m and exponent e, and n = 2 t with t + ν 2 (e) ≥ ν 2 (q − 1) + 2, then we cannot applied the Corollary 2.7 directly. However, since f (x) is also an irreducible polynomial in F q 2 [x], we can see f (x) as an irreducible polynomial with coefficient in F q 2 = F q ( √ −1) and then, using the Corollary, we obtain irreducible factors of the form
. At this point, we have two cases to consider:
, we have nothing else to do.
, where h(x)
where it appears. In fact, h(x) is equivalent to applying the Frobenius map α → α q in each coefficient of h(x).
Numerical Examples
Since disc(f (x)) = 11 2 − 4 ≡ −1 (mod 59) and −1 is a quadratic non-residue, it follows that f (x) has no roots, hence it is irreducible. Observe that Φ 12 (x) = (x 2 − 11x + 1)(x 2 + 11x + 1) and so f (x) has exponent e = 12. We are going to find the complete factorization of f (x
Firstly, we are going to consider the case d = 0. Notice that gcd(12, 29) = 1 and 29|(59 − 1). Using the notation of Theorem 2.5, we have r = 12 and 12s ≡ 1 (mod 19). Directly, we can see that s = 17 is a solution of this congruence and then we can define l = rs−1 29 = 7. Now, we just have to find some element in U(29) ⊂ F 59 . Since 59 − 1 = 2 × 29, it follows that any quadratic residue b = 1, must be a primitive 29−th root of unity. Using the quadratic reciprocity law, it is easy verify that 5 is a quadratic residue. So, using the notation of our Theorem, we have k = 0 and a = b = 5.
Finally, notice that
is the companion matrix of f (x) and, in particular, the characteristic polynomial of A is f (x). By the Theorem, we know that
is a factor of f (x 29 ). Using a direct computation we find
Moreover, every monic irreducible factors of f (x 29 ) are of the form
where j = 0, . . . , 28. In other words
Now, observe that each factor g j (x) has degree 2 and exponent 12×29, then by Theorem 1.1, the polynomials
is the decomposition into irreducible factors.
, where q = 2 2 3 + 1 = 257 is the fourth Fermat prime. Since q ≡ 2 (mod 5) and 2 is primitive element of Z 5 , it follows that f (x) is irreducible and has exponent 5.
We are going to split the polynomial f (x 2 8 ) ⊂ F q . Since q − 1 = 2 8 , it follows that any quadratic non-residue b, must be a primitive 2 8 −th root of unity. By the Quadratic Reciprocity Law, it is easy to verify that b = 3 is a quadratic non-residue and again, using the notation of the Theorem, we have k = 0 and a = b = 3. Finally, we notice that
is the companion matrix of f (x) and, then f (x) is the characteristic polynomial of A. Therefore, we have that The previous example is a particular case when Φ p t (x) ∈ F q [x] is an irreducible polynomial. This case will be consider in the next section, where we are going to explicit every irreducible factor without use of the companion matrix of the polynomial.
Explicit factors of x
In this section, we give an explicit factorization of polynomials x
, where p is an odd prime, q is primitive element modulo p 2 , n ≤ ν 2 (q − 1) and t ≥ 1 is any fixed integer. We note that a more general result was proved by Tuxanidy and Wang [14] , where they obtain the explicit factorization of the cyclotomic polynomial Φ 2 n r (x) ∈ F q , where r ≥ 3 is odd with gcd(r, q) = 1 and n is a positive integer, under the assumption that the explicit factorization of Φ r (x) ∈ F q [x] is known.
Since
, we put our focus on cyclotomic polynomials. First, let us recall two simple (but strong) results about cyclotomic polynomials It is a well known result in number theory that if q is a primitive element Z p 2 then q is also a primitive element in Z p k for any k ≥ 1. Therefore, by our hypothesis, q is a primitive element modulo p j for each j ≥ 1 and then, by Lemma 4.2, Φ p j (x) is an irreducible polinomial for all 1 ≤ j ≤ k. By the recursive relation of ciclotomic polynomials, we know that
and by Lemma 4.1, we obtain
It follows that, if n = 0 or n = 1, then
is the decomposition of the polynomial x 2 n p t − 1 into irreducible factors. Therefore, we only need to find the factor of Φ 2 i p j (x), where 2 ≤ i ≤ ν 2 (q −1) and j ≥ 1. By Lemma 4.1 we know that
. So, the problem is equivalent to factorize f (x 2 i−1 ) where
Observe that, the exponent of f is e = 2p j and ν 2 (e) + ν 2 (2 (i−1) ) = i ≤ ν 2 (q − 1), therefore f (x), 2 i−1 satisfies the reducible condition. Thus, by Lemma 2.2, f (x 2 i−1 ) splits into 2 i−1 irreducible factors and, by the same Lemma, it is enough to find one irreducible factor in order to determine all other. Now, suppose that ζ is primitive p j -th root of the unity in some field K ⊃ F q , then In addition, both sets {s; s < p j , (s, p) = 1} and {2 i−1 s; s < p j , (s, p) = 1} generate the same set of invertible residues module p j and U(2 i−1 ) ⊂ F q is not empty, for all i ≤ n. We point out that, an explicit element of U(2 i−1 ) can be found choosing a random element θ ∈ F * q that is not a square in F q , or equivalently, θ such that θ (q−1)/2 = 1, and we define b i := θ (q−1)/2 i−1 ∈ U(2 i−1 ). This element θ can be found after d random choices with probability 1 − 
