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Abstract. For a class of second-order discrete Hamiltonian systems ∆2x(t−1)−L(t)x(t)+V ′x(t, x(t)) = 0, we
investigate the existence of homoclinic orbits by applying variational method, where L and V (·, x) are periodic
functions. Further, we show that there exist either uncountable many homoclinic orbits or multibump
solutions under certain conditions.
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1. Introduction
After Poincare´, Birkhoff, and Smale’s work on celecical mechanics and general dynamical systems theory,
we know that if a system has a transversal homoclinic orbit, then it has complicated dynamical behavior and
it is chaotic in the sense of Li-Yorke or Devaney. So, the research of the existence of homoclinic orbits plays a
very important role in the understanding of the complicated dynamical behavior, For Hamiltonian systems,
thanks to the variational structure, the variational methods have contributed greatly to the investigation of
the existence of homoclinic orbits. Please refer to [24, 31] for more interesting materials about variational
approaches. Even though, it is still difficult to verify the transversal condition of the stable and unstable
manifolds, that is, it is hard to show that the homolcinic orbit is transversal. A kind of relatively weaker
solution “multibump solution” is introduced to study the complicated dynamics of Hamiltonian systems.
In the research of the existence of homoclinic orbits of Hamiltonian systems, Rabinowitz obtained the
existence of a homoclinic orbit of a type of second-order differential equations, where the homoclinic orbit is
the limit of a series of periodic orbits [25]. Coti-Zelati and Rabinowitz studied the existence of homoclinic
orbits of second-order Hamiltonian systems under the superquadratic potential assumptions at both the
origin and at the infinity [8]. In [30], Se´re´ depicted the complicated dynamical behavior combined with the
Bernoulli shift by introducing the multibump solutions.
For the research of the existence of heteroclinic orbits of Hamiltonian systems, Felmer studied the
existence of heteroclinic orbits of a class of one-order Hamiltonian system under the periodic assumption
of one spatial variable and superlinear in another one [13]. Bertotti and Montecchiari studied a class of
second-order almost periodic system, showing that there are infinitely many heteroclinic solutions connecting
degenerate equilibria [2]. Caldiroli and Jeanjean proved the existence of a heteroclinic orbit connecting the
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origin and a minimal non-contractible periodic orbit under certain conditions [5]. Coti-Zelati and Rabinowitz
investigated the existence of heteroclinic orbits connecting two stationary points at different energy levels
and studied the multibump solutions [9].
For the research of dynamical systems, the method of modeling and simulation of a real system plays an
important role. Since the continuous systems can not be directly applied in the real computation, we need to
transform the continuous equations into their corresponding difference equations such that we could observe
the dynamical behavior of the systems through simulations. Hence, the research of difference equations
gradually becomes important and useful. Discrete Hamiltonian system can be applied in many different
areas, such as physics, chemistry, and so on. Please refer to [1] for more information on discrete Hamiltonian
systems. There are many good results on existence of periodic, homoclinic, and heteroclinic orbits of discrete
Hamiltonian systems [14, 15, 17, 18, 19, 33, 34]. Deng et al. investigated the existence of homoclinic orbits
of a kind of discrete Hamiltonian systems with potential changing sign [11]. Lin and Tang obtained that
there exist infinitely many homoclinic orbits of a class of difference equations the equation with general
assumptions on the potential function [17]. Ma and Guo studied the existence of homoclinic orbits of a type
of difference equations provided that the potential function grows superlinearly both at origin and at infinity
or the potential function is odd with respect to the spatial variables [18]. Ma and Guo proved the existence
of homoclinic orbits of scalar difference equations with under the periodicity assumptions on the potential
functions and other assumptions [19].
For the multibump solutions of certain systems, Se´re´’s firstly investigated multibump solutions of a kind
of first-order Hamiltonian system under certain conditions [30]. Later, similar construction of the orbits is
obtained in different situations. For example, systems in the degenerate case [27], the damped systems [3],
systems with the potential changing sign [6]. However, the construction of multibump solutions in difference
equations is just beginning, there is few work about the existence of multibump solutions of homoclinic orbits
of difference equations.
The procedure to show the existence of multibump solutions is to first use a variational argument,
minimax method, to find a special family of non-trivial homoclinic orbits which can be regarded as the “one-
bump” solutions. Secondly, variational arguments are applied to get multibump solutions, i.e. solutions near
sums of sufficiently separated translates of the “one-bump” solutions. A key assumption for the existence of
multibump solutions is that the critical points of the corresponding functional are isolated. This hypothesis
is used to replace the classical transversality conditions, which are applied to the study of the complicated
dynamical behavior of dynamical systems.
In 1994, Caldiroli and Montecchiari studied the existence of multibump solutions of the following type
of second-order differential equation
x¨− L(t)x+ V ′x(t, x) = 0, t ∈ R, (1.1)
where x ∈ Rn, L(t) is a periodic, n × n real positive definite matrix, V ∈ C1(R × Rn,R), and V (t, x) has
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changing sign in x with V ′x(t, 0) ≡ 0. They obtained that equation has either uncountable many homoclinic
orbits or multibump solutions under certain conditions [6]. Inspired by Caldiroli and Montecchiari’s work,
we investigate the existence of multibump solutions of the corresponding difference equation
∆2x(t− 1)− L(t)x(t) + V ′x(t, x(t)) = 0, t ∈ Z, (1.2)
where ∆x(t − 1) = x(t) − x(t − 1), ∆2x(t − 1) = ∆(∆x(t − 1)), L(t) is a periodic, n × n positive definite
matrix for each t ∈ Z, and V (t, ·) ∈ C1(Rn,R) for each t ∈ Z with V ′x(t, 0) ≡ 0. Our results can be regarded
as a discrete analog of Caldiroli and Montecchiari ’s results obtained in [6].
Assume that the second-order difference equations (1.2) satisfying the following assumptions:
(A1) there is a positive integer T such that L(t+ T ) = L(t) and V (t+ T, ·) = V (t, ·) for any t ∈ Z;
(A2) L(t) is symmetric, positive definite, for any t ∈ Z;
(A3) V (t, 0) = 0 and |V ′x(t, x)| = ◦(|x|) as x→ 0;
(A4) there are two constants β > 2 and 0 < α < β/2− 1 such that
βV (t, x)− 〈V ′x(t, x), x〉 ≤ α〈x, L(t)x〉, ∀(t, x) ∈ Z× R;
(A5) there exists (t0, x0) ∈ Z× Rn with x0 6= 0 such that V (t0, x0)− 〈x0, L(t0)x0〉/2 > 0.
The rest is organized as follows. In Section 2, we introduce some basic definitions and lemmas. In Section
3, the existence of homoclinic orbits of the equations (1.2) is investigated. In Section 4, the properties of
the Palais-Smale sequences are studied. In Section 5, we investigate some properties of the functionals by
applying the construction of certain vector fields, which are useful in the investigation of the existence of
homoclinic orbits. In Section 6, the main theorem is shown. We show that there are either uncountable
many homoclinic orbits of (1.2) or multibump solutions under certain conditions. In Section 7, the proof of
an important lemma is given.
2. Preliminaries
In this section, we introduce some basic notations and results.
For any u, v ∈ Rn, denote 〈u, v〉 as the usual inner product. Let
lp :=
{
u = {u(t)}+∞t=−∞ ⊂ Rn :
∑
t∈Z
|u(t)|p <∞
}
, 1 ≤ p <∞,
and the norm is given by
‖u‖p :=
{∑
t∈Z
|u(t)|p
}1/p
;
l∞ :=
{
u = {u(t)}+∞t=−∞ ⊂ Rn : sup
t∈Z
|u(t)| <∞
}
,
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and the norm is defined by
‖u‖∞ := sup
t∈Z
|u(t)|.
For convenience, denote
〈u, v〉2 :=
∑
t∈Z
〈u(t), v(t)〉, u, v ∈ l2.
Next, we introduce several concepts about minimax systems and a related result [29].
Definition 2.1. Let E be a Banach space. A map ϕ : E → E is said to be of class Λ if it is a homeomorphism
onto E, and both ϕ and ϕ−1 are bounded on bounded sets.
For any A ⊂ E, set
Λ(A) := {ϕ ∈ Λ : ϕ|A = id}.
Definition 2.2. For a nonempty set A ⊂ E, a nonempty collection K, consisting of sets of E, is said to be
a minimax system for A if it has the following property:
ϕ(K) ∈ K, ∀ϕ ∈ Λ(A), ∀K ∈ K.
Lemma 2.1. Let K be a minimax system for a nonempty set A of E, and let J be a C1 functional on E.
Define
a := inf
K∈K
sup
u∈K
J(u),
and assume that a is finite and satisfies
a > a0 := sup
u∈A
J(u).
Let φ(t) be a positive, non-increasing, and locally continuous function on [0,∞) such that∫ ∞
0
φ(r)dr =∞.
Then, there is a sequence {uk}∞k=1 ⊂ E such that
lim
k→∞
J(uk) = a, lim
k→∞
DJ(uk)/φ(‖uk‖) = 0.
Now, we introduce the concentration-compactness principle [31, Page 39].
Lemma 2.2. Suppose a sequence {ρk}∞k=1 ⊂ l1(Z,R) with ρk(t) ≥ 0 and |ρk|1 = 1 for each k ∈ N.
Then there exists a subsequence of {ρk}∞k=1 such that one of the following properties holds (without loss of
generality, denoted by {ρk}∞k=1 as the subsequence):
(a) Vanishing: for any positive integer N ,
lim
k→+∞
sup
p∈Z
p+N∑
t=p−N
ρk(t) = 0;
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(b) Concentration: for any k ∈ N, there is pk ∈ Z such that for any ǫ > 0, there is a positive integer N
such that
pk+N∑
t=pk−N
ρk(t) ≥ 1− ǫ;
(c) Dichotomy: there exist {pk}∞k=1 ⊂ Z, {N1k}∞k=1, {N2k}∞k=1 ⊂ N, and η ∈ (0, 1), such that
(i) N1k → +∞, N2k → +∞, N1k/N2k → 0 as k → +∞;
(ii) lim
k→+∞
pk+N
1
k∑
t=pk−N1k
ρk(t) = η, lim
k→+∞
pk+N
2
k∑
t=pk−N2k
ρk(t) = η;
(iii) for any ǫ > 0, there is a positive integer N such that for any k ∈ N,
pk+N∑
t=pk−N
ρk(t) ≥ η − ǫ.
Lemma 2.3. ([35], Lemma 2.4) Let p, q ∈ [1,+∞] andK be a bounded set of lp. If for any ǫ > 0, there exists
N > 0 such that for any u ∈ K, one has ∑|t|>N |u(t)|q < ǫ in the case that q < +∞, and sup|t|>N |u(t)| < ǫ
in the case that q = +∞, then K is relatively compact in lq.
Now, we introduce some basic notions and results about variational principles.
Definition 2.3. [24] Let E be a real Banach space. Given J ∈ C1(E,R), a sequence {xm} ⊂ E is called a
Palais-Smale sequence (briefly, PS sequence) for J if it satisfies the condition that {J(xm)} is bounded and
DJ(xm) → 0 as m → ∞, where DJ(x) means the Fre´chet derivative at x ∈ E. Further, we say J satisfies
the Palais-Smale condition (briefly, PS condition) if any PS sequence possesses a convergent subsequence.
Now, we introduce the concept of local mountain pass type [6, 16, 22].
Definition 2.4. Given a C1 functional f on a Banach space E. Assume c is a real number, Ω is a non-empty
open subset of E, and x, y ∈ Ω. The points x and y are called c-connectible in Ω if there exists a continuous
path p : [0, 1] → Ω joining x and y such that the range of p is contained in Ω and maxt∈[0,1] f(p(t)) < c.
We call a critical point v ∈ E for f is said to be local mountain pass type for f on Ω if v ∈ Ω and for
any neighborhood U of v, the set {w : f(w) < f(v), w ∈ E} ∩ U contains two points which are not
f(v)-connectible in Ω.
Remark 2.1. Since any complete convex metric space is path connected [4, Thm. 14.1, p. 41], the definition
above is reasonable in the space l2.
Now, we introduce a result about the fixed point theory [20].
Lemma 2.4. Let Ω = [0, 1]k ⊂ Rk and F : Ω→ Rk be a continuous function satisfying for any i, 1 ≤ i ≤ k,
Fi(x1, x2, ..., xi−1, 0, xi+1, ..., xk) ≥ 0, Fi(x1, x2, ..., xi−1, 1, xi+1, ..., xk) ≤ 0,
then F (x) = 0 has a solution in Ω, where F = (F1, ..., Fk) and x = (x1, x2, ..., xk) ∈ Rk.
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3. Existence of homoclinic orbits
In this section, we show the existence of homoclinic orbits of difference equations (1.2) under the
assumptions (A1)–(A5).
If (A4) holds, then we have the following inequality, which will be used later,
V (t, sx) ≥
(
V (t, x) − α
β − 2 〈x, L(t)x〉
)
sβ +
α
β − 2s
2〈x, L(t)x〉, ∀t ∈ Z, s ≥ 1, x ∈ Rn. (3.1)
Now, we give the proof of (3.1). Consider the function
φ(s) =
V (t, sx)
sβ
− V (t, x) + α
β − 2〈x, L(t)x〉 − s
2−β α
β − 2〈x, L(t)x〉.
And, it follows from (A4) that
dφ(s)
ds
=
〈V ′(t, sx), x〉
sβ
− βV (t, sx)
sβ+1
+ αs1−β〈x, L(t)x〉
=
〈V ′(t, sx), sx〉 − βV (t, sx) + α〈sx, L(t)sx〉
s1+β
≥ 0.
This, together with the fact φ(1) = 0, yields that (3.1) holds.
For the Hilbert space l2, by (A1) and (A2), there is an equivalent norm on l2 which is defined by the
following inner product
〈u, v〉∗ :=
∑
t∈Z
〈∆u(t− 1),∆v(t− 1)〉+
∑
t∈Z
〈u(t), L(t)v(t)〉,
and the corresponding norm is given by
‖u‖ = 〈u, u〉1/2∗ . (3.2)
So, there is a positive constant L1 such that
L−11 ‖u‖∗ ≤ ‖u‖2 ≤ L1‖u‖∗, ∀u ∈ l2. (3.3)
Given any set F ⊂ Z, denote F c := {t : t ∈ Z \ F}. Consider the characteristic function of F
χF (t) =
{
1, if t ∈ F ;
0, if t ∈ F c. (3.4)
Set
FL := {t ∈ F : t− 1 ∈ F c}, FR := {t ∈ F : t+ 1 ∈ F c},
F cL := {t ∈ F c : t− 1 ∈ F}, F cR := {t ∈ F c : t+ 1 ∈ F}.
It is evident that FR = F
c
L. So, by direct calculation, one has
‖χFu‖2∗ =
∑
t∈F
〈u(t), L(t)u(t)〉+
∑
t∈F
〈∆(χF (t− 1)u(t− 1)),∆(χF (t− 1)u(t− 1))〉
+
∑
t∈F c
〈∆(χF (t− 1)u(t− 1)),∆(χF (t− 1)u(t− 1))〉
=
∑
t∈F
〈u(t), L(t)u(t)〉+
( ∑
t∈FL
〈u(t), u(t)〉+
∑
t∈FR\FL
〈∆u(t− 1),∆u(t− 1)〉
+
∑
t∈F\(FL∪FR)
〈∆u(t− 1),∆u(t− 1)〉
)
+
( ∑
t∈FR
〈u(t), u(t)〉
)
.
(3.5)
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Please note that
∑
t∈FL∪FR〈u(t), u(t)〉 6=
∑
t∈FL〈u(t), u(t)〉+
∑
t∈FR〈u(t), u(t)〉 in general.
Set
L2 := inf{〈x, L(t)x〉 : t ∈ Z, |x| = 1}. (3.6)
Now, we could define a functional f : l2 → R, where
f(u) =
1
2
‖u‖2∗ − g(u) =
1
2
‖u‖2∗ −
∑
t∈Z
V (t, u(t)), u ∈ l2. (3.7)
We first show that g(u) is well defined.
By (A3), one has that V ′x(t, 0) ≡ 0 for t ∈ Z. So, there exists δ > 0 such that for any |x| ≤ δ,
V (t, x) ≤ |x|2. (3.8)
For any given u ∈ l2, there exists an integer N > 0 such that |u(t)| ≤ δ for any |t| > N . This, together with
(3.8), implies that
g(u) ≤
∑
|t|≤N
V (t, u(t)) +
∑
|t|>N
|u(t)|2 <∞. (3.9)
So, g(u) is well defined on l2 if (A3) holds.
For f ∈ C1(l2,R), by D∗f(x) denote the Fre´chet derivative of f at x in (l2, 〈·, ·〉∗), by D2f(x) denote
the Fre´chet derivative of f at x in (l2, 〈·, ·〉2). By the methods used in [8, 35], we could show that f(u) is
differentiable.
Lemma 3.1. If (A1)-(A3) hold, the functional f is differentiable, and for any u, v ∈ l2,
D∗f(u)v = 〈u, v〉∗ −
∑
t∈Z
〈V ′x(t, u(t)), v(t)〉; (3.10)
D2f(u)v = 〈u, v〉∗ −
∑
t∈Z
〈V ′x(t, u(t)), v(t)〉. (3.11)
Proof. By the method used in the proof of Lemma 3.2 in [35] and (3.3), we could show that J(u) ∈ C1(l2,R).
It only needs to show that the first part of f(u) is differentiable. By direct calculation, one has
1
2
‖u+ v‖2∗ −
1
2
‖u‖2∗ = 〈u, v〉∗ + 〈v, v〉∗ = 〈u, v〉∗ + o(‖v‖∗) = 〈u, v〉∗ + o(‖v‖2).
where (3.3) is used. Next, it is to show that the derivative operator is continuous, or it is bounded. It follows
from Cauthy inequality and (3.3) that
〈u, v〉∗ ≤ ‖u‖∗‖v‖∗ ≤ L−11 ‖u‖∗‖v‖2.
This completes the proof.
Lemma 3.2. For any u ∈ l2, g(u) = o(‖u‖2∗) as u→ 0 in l2.
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Proof. By (A1)-(A2), L(t) is periodic and positive definite, and (3.3), ‖u‖∞ ≤ L1‖u‖∗ for any u ∈ l2. It
follows from (A3) that
V (t, x) = o(|x|2) as x→ 0.
So,
g(u) =
∑
t∈Z
V (t, u(t)) = o
(∑
t∈Z
|u(t)|2
)
= o(‖u‖2∗) as ‖u‖∗ → 0.
Since f(0) = 0 and Lemma 3.2, one has the following result.
Lemma 3.3. There is a sufficiently small r > 0 such that for f(u) ≥ r2/4 if ‖u‖∗ = r. And, f(u) ≥ 0 for
any u ∈ Br(0).
Lemma 3.4. There exists w ∈ l2 such that f(w) < 0.
Proof. It follows from (A4) and (A5) that α/(β − 2) < 1/2, set
δ0 := V (t0, x0)− α
β − 2 〈x0, L(t0)x0〉 > 0.
Set
uˆ(t) :=
{
x0, t = t0;
0, t 6= t0.
So, f(λuˆ) = λ2|x0|2 + 12λ2〈x0, L(t0)x0〉 − V (t0, λx0), where λ > 1. By (3.1), one has
V (t0, λu0) ≥
(
V (t0, x0)− α
β − 2 〈x0, L(t0)x0〉
)
λβ +
α
β − 2λ
2〈x0, L(t0)x0〉.
So,
f(λuˆ) ≤ −δ0λβ + λ2|x0|2 + 1
2
λ2〈u0, L(t0)u0〉 − α
β − 2λ
2〈x0, L(t0)x0〉.
Hence,
f(λuˆ)→ −∞ as λ→∞.
Therefore, there is w ∈ l2 such that f(w) < 0.
Lemma 3.5. If {uk}∞k=1 ⊂ l2 is a PS sequence, then {uk}∞k=1 is bounded in l2 and lim inf f(uk) ≥ 0.
Proof. For any given u ∈ l2, it follows from (A4), (3.7), and Lemma 3.1 that
(
1
2
− 1
β
)‖u‖2∗ = f(u) +
∑
t∈Z
V (t, u(t))− 1
β
D∗f(u)u− 1
β
∑
t∈Z
〈V ′x(t, u(t)), u(t)〉. (3.12)
By (A4), one has
f(u) +
∑
t∈Z
V (t, u(t))− 1
β
D∗f(u)u− 1
β
∑
t∈Z
〈V ′x(t, u(t)), u(t)〉
≤f(u) + 1
β
‖D∗f(u)‖∗‖u‖∗ + α
β
∑
t∈Z
〈u(t), L(t)u(t)〉.
(3.13)
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By (3.12) and (3.13), one has
(
1
2
− 1
β
− α
β
)‖u‖2∗ −
1
β
‖D∗f(u)‖∗‖u‖∗ ≤ f(u). (3.14)
Since 1/2− 1/β − α/β > 0 by (A4), it follows from (3.14) that any PS sequence {uk}∞k=1 is bounded. This,
together with (3.14), implies that lim inf f(uk) ≥ 0 for any PS sequence {uk}∞k=1.
Lemma 3.6. There is a sequence {uk}∞k=1 ⊂ l2 satisfying that the sequence {f(uk)}∞k=1 is convergent and
limk→∞D∗f(uk) = 0 in l2. That is, {uk}∞k=1 ⊂ l2 is a PS sequence.
Proof. Lemma 2.1 is used in the following discussions. Set A := {0, w}, where w is given in Lemma 3.4.
Denote
K := {γ ∈ C([0, 1], l2) : γ(0) = 0 and γ(1) = w}. (3.15)
Since l2 is a Banach space, it can be easily verified that K is a minimax system for A. Set
κ := inf
γ∈K
sup
t∈[0,1]
f(γ(t)). (3.16)
It follows from Lemma 3.3 that κ ≥ r2/4 > 0, where r is specified in Lemma 3.3. By Lemma 3.4,
κ > 0 = max{f(0), f(w)}.
Denote
φ(x) := 1, x ∈ [0,∞).
By Lemma 2.1, one has that there is a sequence {uk}∞k=1 ⊂ l2 such that
lim
k→∞
f(uk) = κ and lim
k→∞
D∗f(uk) = 0. (3.17)
Hence, {uk}∞k=1 ⊂ l2 is a PS sequence. This completes the proof.
Lemma 3.7. There is a nonzero critical point for the functional f .
Proof. By Lemma 3.6, there exists a sequence {uk}∞k=1 ⊂ l2 such that (4.17) holds.
For any k ≥ 1, there is t′k ∈ Z such that maxt∈Z |uk(t)| = |uk(t′k)|. For this t′k, there is tk such that
|tkT − t′k| < T , where T is specified in (A1). Set
vk := uk(· − tkT ).
By the periodicity of V and L, (3.7) and Lemma 3.1, one has {vk}∞k=1 ⊂ l2 is a PS sequence such that
lim
k→∞
D∗f(vk) = 0 in l2, lim
k→∞
f(vk) = κ > 0.
It follows from Lemma 3.5 that {vk}∞k=1 is bounded in l2 and there exists a subsequence of {vk}∞k=1
which converges to some v ∈ l2 weakly in l2 and uniformly on compact subsets of Z. Without loss of
generality, suppose that this subsequence is {vk}∞k=1.
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Now, it is to show that D∗f(v) = 0. Take a dense subset of l2,
W := {w ∈ l2 : there are only finite number of t such that |w(t)| 6= 0}.
For any w ∈W , one has
D∗f(v)w −D∗f(vk)w = 〈v − vk, w〉∗ −
∑
t∈Z
〈(V ′(t, v(t)) − V ′(t, vk(t))), w(t)〉 → 0 as k →∞,
which implies that
D∗f(v)w = 0.
By the density of W in l2, one has D∗f(v) = 0.
Finally, it is to show that v 6= 0. By contradiction, suppose v = 0. It follows from the definition and
properties of the sequence {vk}∞k=1 that ‖uk‖∞ = ‖vk‖∞ → 0 as k → ∞. It follows from (A3) that for any
ǫ > 0, there exists a positive integer N such that for any k ≥ N , one has
|V (t, uk(t))| ≤ ǫ|uk(t)|2 and |〈V ′(t, uk(t)), uk(t)〉| ≤ ǫ|uk(t)|2, ∀t ∈ Z. (3.18)
By (3.7) and (3.10), one has
f(uk) =
1
2
D∗f(uk)uk +
1
2
∑
t∈Z
〈V ′x(t, uk(t)), uk(t)〉 −
∑
t∈Z
V (t, uk(t)). (3.19)
It follows from (3.18) that the left hand side of this equation will go to zero as k goes to infinity. This
contradicts the fact that limk→∞ f(uk) = κ > 0.
This completes the whole proof.
It follows from Lemma 3.1 that a nonzero critical point of f is a nontrivial homoclinic orbit of the
difference equation (1.2).
Corollary 3.1. There exists a nontrivial homoclinic orbit of the difference equation (1.2).
Lemma 3.8. Under the assumptions above, one has infv∈C ‖v‖∗ > 0 and infv∈C f(v) > 0.
Proof. By (3.10), for any v ∈ l2, 〈v, v〉∗ =
∑
t∈Z〈V ′x(t, v(t)), v(t)〉. By contradiction, suppose infv∈C ‖v‖∗ = 0.
There is a sequence {vk}∞k=1 ⊂ C such that limk→∞ ‖vk‖∗ = 0, which yields that limk→∞ ‖vk‖∞ = 0, where
(3.3) and ‖vk‖∞ ≤ ‖vk‖2 are used. By (A3), for any η > 0, there is a sufficiently large k such that∑
t∈Z |〈V ′x(t, v(t)), v(t)〉| ≤ η
∑
t∈Z |vk(t)|2. Suppose η < 1/L21. This, together with (3.3), (3.10), and
〈vk, vk〉∗ =
∑
t∈Z
〈V ′x(t, vk(t)), vk(t)〉,
implies that
‖vk‖2∗ ≤ η‖vk‖22 ≤ ηL21‖vk‖2∗ < ‖vk‖2∗.
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Now, we arrive at a contradiction.
It follows from (3.14) that for any v ∈ C, one has
f(v) ≥ (1
2
− 1
β
− α
β
)‖v‖2∗ > 0.
Set
D0 := inf
v∈C
‖v‖∗, C0 := inf
v∈C
f(v). (3.20)
4. The properties of Palais-Smale sequences
In this section, we investigate some properties of the Palais-Smale sequences, which will be used in the
following sections.
Given any PS sequence {uk}∞k=1 ⊂ l2 satisfying that
lim
k→+∞
f(uk) = C and lim
k→+∞
D∗f(uk) = 0. (4.1)
By Lemma 3.5, one has that C ≥ 0. When C > 0, it follows from the proof of Lemma 3.7 and Lemma 3.5
that {uk}∞k=1 is bounded and we could assume that there is a positive constant τ such that
lim
k→∞
‖uk‖2 = τ, (4.2)
and
inf
k≥0
‖uk‖2 > 0. (4.3)
Lemma 4.1. For any sequence {uk}∞k=1 ⊂ l2 satisfying (4.1) with C > 0, there exist 1 ≤ m < +∞ critical
points u(j), 1 ≤ j ≤ m, of f and a subsequence {ukp}∞p=1 such that
lim
p→+∞
∥∥∥∥ukp −
m∑
j=1
u(j)(·+ t(j)p )
∥∥∥∥
∗
= 0, (4.4)
where t
(j)
p ∈ Z, for any j 6= j′, |t(j)p − t(j
′)
p | → +∞ as p→ +∞, and,
lim
k→+∞
f(uk) =
m∑
j=1
f(u(j)).
Proof. By (3.3), the norms ‖ · ‖∗ and ‖ · ‖2 are equivalent. So, it suffices to show that (4.4) holds with the
norm ‖ · ‖2.
Lemma 2.2 will be used in the proof of this theorem. By (4.3), it is reasonable to define
ρk(t) :=
|uk(t)|2
‖uk‖22
.
Step 1. It is to show that the case of vanishing can not happen.
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By contradiction, suppose that there is a sequence {ǫk}∞k=1 with ǫk → 0 as k → +∞, such that for any
l ∈ Z,
l+1∑
t=l−1
|uk(t)|2 ≤ ǫk‖uk‖22.
Since {uk}∞k=1 is a PS sequence, {uk}∞k=1 is bounded by Lemma 3.5. So, one has
lim
k→∞
‖uk‖∞ = 0.
By using (3.19), (A3), and the similar discussions in the proof of Lemma 3.7, we could show that limk→∞ ‖uk‖2 =
0. This contradicts (4.2).
Step 2. It is to show that if the case of concentration happens, then the statement holds.
We could assume that pk is an integral multiple of period T . Since pk can be written as pk = tkT + sk,
0 ≤ sk ≤ T − 1, when sk 6= 0, let p′k = tkT , N ′ = N + 2T . For these p′k and N ′, it is evident that the
concentration still holds, where N is the constant specified in the statement of the concentration in Lemma
2.2.
If the case of concentration happens, set
vk(t) :=
uk(t+ yk)
‖uk‖2 .
So, ∑
t∈Z
|vk(t)|2 = 1, ∀k ∈ N, (4.5)
and for every ǫ > 0, there is some positive integer N such that
∑
|t|>N
|vk(t)|2 ≤ ǫ. (4.6)
It follows from Lemma 2.3 with p = q = 2 that there is a subsequence of {vk}∞k=1 which is convergent.
Without loss of generality, assume that {vk}∞k=1 is convergent and the limit is v0. This, together with (4.2),
yields that
lim
k→∞
‖uk(·+ pk)− τv0‖2 = 0.
Since {uk}∞k=1 is a PS sequence, f is C1, and pk is an integral multiple of period T , one has that τv0
is a critical point of f , which implies that the statements hold for the sequence {uk}∞k=1 if the case of
concentration happens.
Step 3. It is to show that if the case of dichotomy happens, then the statement holds.
Without loss of generality, assume that pk is an integral multiple of period T .
Denote
B1k := [−N1k , N1k ] ∩ Z, B2k := [−N2k , N2k ] ∩ Z, (B2k)c := (−∞,−N2k − 1] ∪ [N2k + 1,+∞) ∩ Z, k ∈ N.
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Set
wk(t) = uk(t+ pk), w
(1)
k (t) = wk(t)χB1k(t),
w
(2)
k (t) = wk(t)χ(B2k)c(t), w
(3)
k (t) = wk(t)− w(1)k (t)− w(2)k (t), k ∈ N,
where χJ is the characteristic function of J ,
χJ (t) =
{
1, if t ∈ J ;
0, if t 6∈ J.
Now, it is to show that
f(wk) = f(w
(1)
k ) + f(w
(2)
k ) + o(1) as k → +∞. (4.7)
Since
f(w
(1)
k ) =
1
2
∑
−N1
k
<t≤N1
k
〈∆wk(t− 1),∆wk(t− 1)〉
+
1
2
∑
t∈B1
k
〈wk(t), L(t)wk(t)〉 −
∑
t∈B1
k
V (t, wk(t)) +
1
2
|wk(−N1k )|2 +
1
2
|wk(N1k )|2,
f(w
(2)
k ) =
1
2
∑
t<−N2
k
,t>N2
k
+1
〈∆wk(t− 1),∆wk(t− 1)〉
+
1
2
∑
t∈(B2
k
)c
〈wk(t), L(t)wk(t)〉 −
∑
t∈(B2
k
)c
V (t, wk(t)) +
1
2
|wk(N2k + 1)|2 +
1
2
|wk(−N2k − 1)|2,
and
f(wk) =
∑
t∈B1
k
+
∑
t∈(B2
k
)c
+
∑
t∈B2
k
\B1
k
,
one has
f(wk)− f(w(1)k )− f(w(2)k )
=
1
2
|∆wk(−N1k − 1)|2 −
1
2
|wk(−N1k )|2 −
1
2
|wk(N1k )|2
+
1
2
|∆wk(N2k )|2 −
1
2
|wk(N2k + 1)|2 −
1
2
|wk(−N2k − 1)|2
+
∑
t∈B2
k
\B1
k
(
1
2
(〈∆wk(t− 1),∆wk(t− 1)〉+ 〈wk(t), L(t)wk(t)〉)− V (t, wk(t))
)
.
By direct calculation, one has
1
2
|∆wk(−N1k − 1)|2 −
1
2
|wk(−N1k )|2 −
1
2
|wk(N1k )|2
=
1
2
|wk(−N1k − 1)|2 −
1
2
|wk(N1k )|2 − 〈wk(−N1k ), wk(−N1k − 1)〉,
1
2
|∆wk(N2k )|2 −
1
2
|wk(N2k + 1)|2 −
1
2
|wk(−N2k − 1)|2
=
1
2
|wk(N2k )|2 −
1
2
|wk(N2k + 1)|2 − 〈wk(N2k + 1), wk(N2k )〉,
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and,
1
2
|∆wk(−N2k − 1)|2 +
1
2
|∆wk(N2k − 1)|2 +
1
2
|∆wk(−N1k − 2)|2 +
1
2
|∆wk(N1k )|2
=
1
2
|wk(−N2k )|2 − 〈wk(−N2k ), wk(−N2k − 1)〉+
1
2
|wk(−N2k − 1)|2
+
1
2
|wk(N2k )|2 − 〈wk(N2k ), wk(N2k − 1)〉+
1
2
|wk(N2k − 1)|2
+
1
2
|wk(−N1k − 1)|2 − 〈wk(−N1k − 1), wk(−N1k − 2)〉+
1
2
|wk(−N1k − 2)|2
+
1
2
|wk(N1k + 1)|2 − 〈wk(N1k ), wk(N1k + 1)〉+
1
2
|wk(N1k )|2.
By the calculations above, (i) and (ii) of Dichotomy in Lemma 2.2 and {un}∞n=1 is bounded, one has
that (4.7) holds.
Next, we show that limk→∞D2f(w
(1)
k ) = 0. In the following discussions, we assume that N
1
k is equal
to the twice of the value provided by Lemma 2.2. And, it is easy to obtain that this assumption does not
affect the conclusion.
For any u ∈ l2, u can be written as
u = χB1
k
u+ χ(B2
k
)cu+ χB2
k
\B1
k
u. (4.8)
By direct calculation and (3.10), one has for any u, v ∈ l2 and u is written in the form of (4.8),
D2f(v)(χB1
k
u)
=
∑
−N1
k
<t≤N1
k
〈∆v(t− 1),∆u(t− 1)〉+
∑
t∈B1
k
(
〈v(t), L(t)u(t)〉 − 〈V ′x(t, v(t)), u(t)〉
)
+〈∆v(−N1k − 1), u(−N1k )〉+ 〈∆v(N1k ),−u(N1k )〉,
(4.9)
D2f(v)(χ(B2
k
)cu)
=
∑
t ≤ −N2
k
− 1
t > N2
k
+ 1
〈∆v(t− 1),∆u(t− 1)〉+
∑
t∈(B2
k
)c
(
〈v(t), L(t)u(t)〉 − 〈V ′x(t, v(t)), u(t)〉
)
+〈∆v(−N2k − 1),−u(−N2k − 1)〉+ 〈∆v(N2k ), u(N2k + 1)〉,
(4.10)
D2f(v)(χB2
k
\B1
k
u)
=
∑
−N2
k
< t ≤ −N1
k
− 1
N1
k
+ 1 < t ≤ N2
k
〈∆v(t− 1),∆u(t− 1)〉+
∑
t∈B2
k
\B1
k
(
〈v(t), L(t)u(t)〉 − 〈V ′x(t, v(t)), u(t)〉
)
+〈∆v(−N2k − 1), u(−N2k )〉+ 〈∆v(−N1k − 1),−u(−N1k − 1)〉
+〈∆v(N1k ), u(N1k + 1)〉+ 〈∆v(N2k ),−u(N2k )〉.
(4.11)
So, for any u, v ∈ l2,
D2f(v)u = D2f(v)(χB1
k
u) +D2f(v)(χ(B2
k
)cu) +D2f(v)(χB2
k
\B1
k
u). (4.12)
In particular, we have
D2f(w
(1)
k )u
=D2f(w
(1)
k )(χB1ku) +D2f(w
(1)
k )(χ(B2k)cu) +D2f(w
(1)
k )(χB2k\B1ku).
(4.13)
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By (4.9), one has
D2f(w
(1)
k )(χB1ku)
=D2f(wk)(χB1
k
u) + 〈wk(−N1k − 1), u(−N1k )〉+ 〈wk(N1k + 1), u(N1k )〉.
(4.14)
By (4.10), we have
D2f(w
(1)
k )(χ(B2k)cu) = 0. (4.15)
By (4.11)
D2f(w
(1)
k )(χB2k\B1ku) = 〈wk(−N
1
k ),−u(−N1k − 1)〉+ 〈−wk(N1k ), u(N1k + 1)〉. (4.16)
It follows from (4.13)–(4.16) that one has
D2f(w
(1)
k )u
=D2f(wk)(χB1
k
u) + 〈wk(−N1k − 1), u(−N1k )〉
+〈wk(N1k + 1), u(N1k )〉+ 〈wk(−N1k ),−u(−N1k − 1)〉+ 〈−wk(N1k ), u(N1k + 1)〉
Hence, limk→∞D2f(w
(1)
k ) = 0.
By the similar discussions in Step 2, one has that there exist a convergent subsequence of {w(1)k }∞k=1
(without loss of generality, we could assume that this subsequence is {w(1)k }∞k=1) and z1 ∈ l2 such that
lim
k→+∞
w
(1)
k = z1 in l
2 and D2f(z1) = 0. (4.17)
Next, consider the following sequence
wˆk = wk − z1.
It follows from (4.7) and Lemma 3.5 that
lim
k→+∞
f(wˆk) = C − f(z1) ≥ 0.
Next, it is to show that
lim
k→+∞
D2f(wˆk) = 0. (4.18)
It follows from (3.10) and direct calculation that
D2f(wˆk)u+
∑
t∈Z
〈V ′x(t, wˆk(t)), u(t)〉
=D2f(wk)u−D2f(z1)u+
∑
t∈Z
〈V ′x(t, wk(t)), u(t)〉 −
∑
t∈Z
〈V ′x(t, z1(t)), u(t)〉.
By (A3) and (4.17), it is easy to show that for any u ∈ l2 with ‖u‖2 ≤ 1,∑
t∈Z
〈V ′x(t, wk(t)), u(t)〉 −
∑
t∈Z
〈V ′x(t, z1(t)), u(t)〉 −
∑
t∈Z
〈V ′x(t, wˆk(t)), u(t)〉
=
∑
t∈Z
〈V ′x(t, w(1)k (t)), u(t)〉 +
∑
t∈Z
〈V ′x(t, w(2)k (t)), u(t)〉 +
∑
t∈Z
〈V ′x(t, w(3)k (t)), u(t)〉
−
∑
t∈Z
〈V ′x(t, z1(t)), u(t)〉 −
∑
t∈Z
〈V ′x(t, w(1)k (t) + w(2)k (t) + w(3)k (t)− z1(t)), u(t)〉
=o(1) as k →∞,
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where the small constant o(1) does not depend on the choice of u. So, (4.18) holds.
Hence, one has
lim
k→+∞
f(wˆk) = C − f(z1), lim
k→+∞
D2f(wˆk) = 0.
If C − f(z1) = 0, we finish the proof. If C − f(z1) > 0, without loss of generality, assume that the
sequence wˆk satisfying the following assumptions:
0 < inf
k≥1
‖wˆk‖2 and lim
k→∞
‖wˆk‖2 exists and is equal to a positive constant.
For the sequence wˆk, repeat the procedure above. By Lemmas 3.8 and (3.20), we could repeat the procedure
for at most [C/C0]+1 times. Suppose the number that we could repeat is m. Thus, there are u
(1), ..., u(m) ∈
l2, such that
D2f(u
(i)) = 0, 1 ≤ i ≤ m; lim
k→+∞
f(wk) =
m∑
i=1
f(u(i)),
and (4.4) holds. The properties of t
(j)
p can be derived from the properties of the chosen sequences pk, N
1
k ,
and N2k . This completes the whole proof.
By applying similar discussions used in the proof of Lemmas 3.4-3.10 in [6], one has the following results,
Lemmas 4.2–4.8. For the convenience of the readers and the completeness of the paper, we give the proof of
the corresponding statements.
Lemma 4.2. For any sequence {uk}∞k=1 ⊂ l2 in the form of uk =
∑p
i=1 vi(· − tik), where p is a fixed positive
integer, v1, ..., vp ∈ l2, and {t1k}, ..., {tpk} are sequences in Z such that limk→∞ |tik − tjk| = ∞ for i 6= j, then
limk→∞ ‖uk‖2∗ =
∑p
i=1 ‖vi‖2∗.
Proof. It is to show the statement by induction. It is evident the statement is correct if p = 1. Suppose the
statement is correct when p = l, we need to show the statement holds when p = l + 1. Since
‖uk‖2∗ = ‖
l∑
i=1
vi(· − tik)‖2∗ + ‖vl+1‖2∗ +
l∑
i=1
〈vi, vl+1(· − tl+1k + tik)〉∗,
and for any i 6= j, limk→∞ |tik − tjk| =∞, one has that the statement holds when p = l + 1. This completes
the proof.
Lemma 4.3. If the sequence {uk}∞k=1 ⊂ l2 is a PS sequence with diameter less than D0/2, then {uk}∞k=1
has a convergent subsequence, where D0 is specified in (3.20).
Proof. By Lemma 4.1, there is a subsequence of the PS sequence {uk}∞k=1 ⊂ l2 (without loss of generality,
assume this sequence is {uk}∞k=1) such that
uk = v0 +
p∑
i=1
vi(· − tik) + wk,
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where ‖wk‖∗ → 0 as k →∞, and for any i 6= j, limk→∞ |tik − tjk| =∞. By Lemmas 4.2 and 3.8, one has
D20
4
≥ ‖uk − u0‖2∗ = ‖v0 − u0‖2∗ +
p∑
i=1
‖vi‖2∗ + o(1) ≥ pD0 + o(1),
which implies that p = 0. Hence, uk = v0 + wk.
Lemma 4.4. For any PS sequence {uk}∞k=1 ⊂ l2, if there is a positive integer N such that∑
t∈(Z\[−N,N ])
(〈∆uk(t− 1),∆uk(t− 1)〉+ 〈uk(t), L(t)uk(t)〉) < D20/4, ∀k ∈ N,
then there is a convergent subsequence of {uk}∞k=1, where D0 is specified in (3.20).
Proof. There is a subsequence of {uk}∞k=1 ⊂ l2 which is uniformly convergent over the interval [−N,N ]. This,
together with the method used in the proof of Lemma 4.3, implies that there is a convergent subsequence.
As in [6, 30], we introduce the following notations:
SbPS := {{uk} ⊂ l2 : lim
k→∞
D∗f(uk) = 0, lim sup
k→∞
f(uk) ≤ b},
Φb := {l ∈ R : there exists {uk} ⊂ SbPS such that lim
k→∞
f(uk) = l},
Db := {r ∈ R : there exist {uk}, {u′k} ∈ SbPS such that lim
k→∞
‖uk − u′k‖∗ = r}.
For any real numbers a and b with a ≤ b, set
fa := f
−1([a,+∞)), f b := f−1((−∞, b]), f ba := f−1([a, b]),
Ca := C ∩ fa, Cb := C ∩ f b, C(b) := C ∩ f bb .
Given any non-empty subset S ⊂ E, for any r > 0, r2 > r1 ≥ 0, set
Br(S) := {u ∈ l2 : dist(u, S) < r}, Ar1,r2(S) := {u ∈ l2 : r1 < dist(u, S) < r2}.
Lemma 4.5. For any b ≥ 0, the set Φb and Db are compact subsets of R.
Proof. By (3.14), any sequence {uk}∞k=1 ⊂ SbPS is bounded, which implies that Db is bounded, and the
bound is dependent on the constant b. Hence, we need to show that Db is closed. Next, it is to show that
for any r 6∈ Db, there is ̺ > 0 such that (r − ̺, r + ̺) ∩Db = ∅. By contradiction, suppose that there are
r 6∈ Db and a sequence rk ∈ (r− 1/k, r+1/k)∩Db. Then, there exist sequences {uk}∞k=1, {u′k}∞k=1 ⊂ l2 such
that ‖D∗f(uk)‖∗ < 1/k, ‖D∗f(u′k)‖∗ < 1/k, f(uk) ≤ b+1/k, f(u′k) ≤ b+1/k, and |‖uk − u′k‖∗− rk| < 1/k,
which implies that {uk}∞k=1, {u′k}∞k=1 ⊂ SbPS , and ‖uk − u′k‖∗ → r as k → ∞. Hence, r ∈ Db. This is a
contradiction. Similarly, we could show that Φb is compact.
Lemma 4.6. Given b > 0, for any r ∈ [0,∞) \Db, there exists dr ∈ (0, r/3) such that [r − 3dr, r + 3dr] ⊂
[0,∞) \Db and there is µr > 0 such that ‖D∗f(u)‖∗ ≥ µr for any u ∈ Ar−3dr,r+3dr(Cb) ∩ f b.
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Proof. It follows from Lemma 4.5 that (0,∞) \Db is open, the existence of dr can be derived from this fact.
Next, it is to show the existence of µr by contradiction. Suppose that there is {uk}∞k=1 ⊂ Ar−3dr,r+3dr(Cb)∩f b
such that D∗f(uk) → 0. Further, for any k, there is vk ∈ Cb such that r − 3dr ≤ ‖uk − vk‖∗ ≤ r + 3dr.
Hence, {uk}∞k=1, {vk}∞k=1 ⊂ SbPS . Hence, there exist subsequences (without loss of generality, assume that
the subsequences are {uk}∞k=1, {vk}∞k=1) such that ‖uk − vk‖∗ → r¯ ∈ [r − 3dr, r + 3dr]. Hence, r¯ ∈ Db,
[r − 3dr, r + 3dr] ∩Db 6= ∅. This is a contradiction.
Remark 4.1. Using the method used in the proof of Lemma 4.6, we could show that: for any given b > 0
and any r ∈ (0,∞) \Db, there are dr ∈ (0, r/3) such that [r − 3dr, r + 3dr] ⊂ [0,∞) \Db and µ′r > 0 such
that for any u ∈ A′r−3dr,r+3dr(Cb) ∩ f b, ‖D∗f(u)‖∗ ≥ µ′r, where
A′r−3dr,r+3dr(Cb) = {u ∈ l2 : ∃w ∈ Cb such that r − 3dr < ‖u− w‖∗ < r + 3dr}.
Lemma 4.7. Given b > 0, for any r ∈ [0,∞) \Φb, there exists ρr > 0 such that [r− ρr, r+ ρr] ⊂ [0,∞) \Φb
and there exists ν > 0 such that ‖D∗f(u)‖∗ ≥ ν for any u ∈ f r+ρrr−ρr ∩ f b.
Proof. The method used here is the same as that used in the proof of Lemma 4.6, the proof is omitted
here.
Lemma 4.8. Any number r ∈ Db can be represented as follows
r =
( k∑
j=1
‖vj(· − tj)− v¯j‖2∗
)1/2
,
where tj are integers, vj , v¯j ∈ C ∪ {0}, 1 ≤ j ≤ k, and
∑k
j=1 f(vj) ≤ b,
∑k
j=1 f(v¯j) ≤ b.
Remark 4.2. If T = 1, it is easy to show that tj = 0, 1 ≤ j ≤ k.
Proof. For any r ∈ Db, by Lemma 4.1, there are two sequences {uk}∞k=1, {u′k}∞k=1 ∈ SbPS such that ‖uk −
u′k‖∗ → r. Without loss of generality, assume that
uk = v0 +
p∑
j=1
vj(· − tjk), u′k =
p+h∑
j=p+1
vj(· − tjk) + vh+p+1,
where h, p are non-negative integers, if 1 ≤ i < j ≤ p or p+1 ≤ i < j ≤ p+h, |tik−tjk| → ∞ as k →∞, which
implies that for any j ∈ {1, ..., p}, there is at most one l = l(j) ∈ {p+1, ..., p+h} such that supk |tjk−tlk| <∞.
For this situation, without loss of generality, assume that tjk − tlk = tj and let v1j := vj , v2j := vl(j). For other
situation, let l(j) := −1, v1j := vj , v2j := 0, tj := 0.
Hence, for any j ∈ {p + 1, ..., p + h} \ {l(1), ..., l(p)}, if i ∈ {1, ..., p + h} \ {j}, then |tik − tjk| → ∞ as
k →∞. For these j, let v1j := 0, v2j := vj . For j ∈ {p+1, ..., p+h}\{l(1), ..., l(p)}, let v1j := v2j := 0. Finally,
let v10 := v0, v
2
0 := vh+p+1.
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Hence,
p+h∑
j=0
f(v1j ) =
p∑
j=0
f(vj) = lim
k→∞
f(uk),
p+h∑
j=0
f(v2j ) =
p+h∑
j=p+1
f(vj) = lim
k→∞
f(u′k).
uk − u′k = v10 − v20 +
p+h∑
j=1
[v1j (· − tjk − tj)− v2j (· − tjk)].
By Lemma 4.2, one has
r2 = lim
k→∞
‖uk − u′k‖2∗ =
p+h∑
j=0
‖v1j (· − tj)− v2j ‖2∗.
By Lemma 4.1, we have
Lemma 4.9. Φb = {∑ f(vi) : vi ∈ C} ∩ [0, b].
Now, the critical assumption on multibump solutions is introduced.
(A6) There is κ∗ > κ such that the set C ∩ {u ∈ l2 : f(u) ≤ κ∗} is countable.
Remark 4.3. If (A6) holds, it follows from Lemmas 4.8 and 4.9 that Dκ
∗
and Φκ
∗
are countable.
5. Existence of a local mountain pass type critical point
In this section, we investigate the properties of the functional f under the action of certain flows and
show the existence of a local mountain pass type critical point. In the following discussions, we always
assume that (A6) holds. The statements in this section can be derived from the methods used in the proof
of Lemmas 4.3–4.7 in [6]. For the convenience of the readers and the completeness of our work, we give the
details.
Lemma 5.1. Fix any b ≤ κ∗. Suppose (A6) holds. If there exists a local Lipschitz continuous vector field
Y : l2 → l2 satisfying that
• D∗f(u)(Y(u)) ≤ 0 for any u ∈ l2;
• ‖Y(u)‖∗ ≤ 2‖D∗f(u)‖∗ for any u ∈ l2 \ (C ∪ {0});
• Y(u) = 0 for any u ∈ Cb ∪ {0}.
Consider the following initial value problem:{
dη
ds (s, u) = Y(η(s, u));
η(0, u) = u,
Then, for any u ∈ l2, there is a unique local solution η(·, u), such that for any u ∈ f b, the solution is
continuously dependent on the initial value u, and the solution is defined on the whole R+. Further, the
function s→ f(η(s, u)) is non-increasing.
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Proof. The existence, uniqueness, and continuous dependence of the solutions can be derived from the
assumption that the vector field is local Lipschitz [10]. The function s→ f(η(s, u)) is non-increasing, since
d
ds
f(η(s, u)) = D∗f(η(s, u))(Y(η(s, u))) ≤ 0.
Next, it is to show that for any u ∈ f b, the corresponding solution is defined on the whole positive real axis. By
contradiction, suppose that there is some u ∈ f b with the maximal solution interval is [0, t0), where t0 <∞.
Hence, there exists an increasing sequence {tn}∞n=1 ⊂ [0, t0) such that tn → t0 and ‖Y(η(tn, u))‖∗ → ∞. If
there does not exist such sequence, then we could extend the solution interval at the point t0, this contradicts
the assumption that [0, t0) is the maximal interval. Set un := η(tn, u), it follows from ‖Y(u)‖∗ ≤ 2‖D∗f(u)‖∗
and ‖Y(η(tn, u))‖∗ → ∞ that D∗f(un)→ 0. This, together with the fact {tn}∞n=1 is increasing, yields that
f(un+1) ≤ f(un) ≤ f(u). Thus, {un}∞n=1 ∈ SbPS .
Since for any u ∈ Cb∪{0}, Y(u) = 0, there does not exist any convergent subsequence of {un}∞n=1. If this
statement is incorrect, then there is a convergent subsequence with the limit w, which implies that Y(w) = 0.
This contradicts ‖Y(η(tn, u))‖∗ →∞. Hence, there are a positive constant τ , two subsequences of {un}∞n=1,
{unp}∞p=1 and {unq}∞1=1 satisfying that ‖unp − unq‖∗ ≥ τ and np < nq < np+1. This, together with (A6),
implies that [r1, r2] ⊂ R+\Db and 0 < r1 < r2 < τ . Hence, there are two sequences {sp}∞p=1, {sq}∞q=1 ⊂ [0, t0)
satisfying that tnp ≤ sp < sq ≤ tnq such that ‖η(sp, u) − unp‖∗ = r1, ‖η(sq, u) − unp‖∗ = r2, and for any
s ∈ (sp, sq), η(s, u) ∈ Ar1,r2(unp), yielding that
r2 − r1 ≤
∫ sq
sp
‖Y(η(s, u))‖∗ds = (sq − sp)‖Y(η(sp,q , u))‖∗, sp,q ∈ [sp, sq].
This implies that
‖Y(up,q)‖∗ ≥ r2 − r1
sq − sp →∞ as p, q →∞,
where up,q = η(sp,q, u). Hence, {up,q} ∈ SbPS and r1 ≤ ‖up,q−unp‖∗ ≤ r2, which means that [r1, r2]∩Db 6= ∅.
This is a contradiction. This completes the whole proof.
Fix any b ∈ [κ, κ∗), r ∈ R+ \Dκ∗ , set hr := 14drµr, where dr and µr are specified in Lemma 4.6. Set
hˆ := min{κ∗ − b, hr}. (5.1)
Lemma 5.2. Fix any h ∈ (0, hˆ), there exists a continuous function η : f b+h → f b+h such that
(a1) f(η(u)) ≤ f(u) for any u ∈ f b+h;
(a2) if η(u) 6∈ Br(Cb+hb−h), then f(η(u)) < b− h;
(a3) if η(u) ∈ Ar−dr,r+dr(Cb+hb−h), then f(η(u)) < b− hr.
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Proof. Fix any r, it follows from Lemma 4.6 that for any u ∈ Ar−3dr,r+3dr(Cb+h) ∩ f b+h, one has that
‖D∗f(u)‖∗ ≥ µr. Hence, we could construct a vector field satisfying the assumptions of Lemma 5.1 and the
following assumptions:
D∗f(u)(Y(u)) ≤ −1, ∀u ∈ [f b+hb−h \ Br−2dr(Cb+hb−h)] ∪ [f b+h ∩ Ar−2dr,r+2dr(Cb+hb−h)]. (5.2)
By Lemma 5.1, there is a continuous function η : R+ × f b+h → f b+h, which is the solution of the initial
value problem with respect to the vector field Y. Set ψ(u) := η(3hr, u), where u ∈ f b+h. By Lemma 5.1,
f(ψ(u)) ≤ f(u), for any u ∈ f b+h.
Now, it is to show that the function ψ satisfies (a2). By contradiction, suppose that there is u ∈ f b+h
such that ψ(u) ∈ fb−h \ Br(Cb+hb−h). There are two different situations:
(i) η(s, u) 6∈ Br−2dr(Cb+hb−h) for all s ∈ [0, 3hr];
(ii) there is t0 ∈ [0, 3hr] such that η(t0, u) ∈ Br−2dr(Cb+hb−h).
For Case (i), it follows from (5.2) that
f(ψ(u))− f(u) =
∫ 3hr
0
D∗f(η(s, u))(Y(η(s, u)))ds ≤ −3hr,
which implies that
f(u) ≥ f(ψ(u)) + 3hr ≥ b− h+ 3h > b+ h,
which contradicts the fact u ∈ f b+h.
For Case (ii), since we assume that ψ(u) ∈ fb−h \ Br(Cb+hb−h), there are 0 ≤ t1 < t2 ≤ 3hr such that
η(t1, u) ∈ Br−2dr(Cb+hb−h), η(t2, u) ∈ Br(Cb+hb−h), and for any t ∈ (t1, t2), η(t, u) ∈ Ar−2dr,r(Cb+hb−h). Hence,
2dr ≤ ‖η(t2, u)− η(t1, u)‖∗ ≤
∫ t2
t1
‖Y(η(t, u))‖∗dt ≤
∫ t2
t1
2
‖D∗f(η(t, u))‖∗ dt.
This, together with Lemma 4.6, implies that,
2dr ≤ 2
µr
(t2 − t1),
yielding that
t2 − t1 ≥ 4hr.
Now, we arrive at a contradiction.
Next, it is to show (a3). We show this by contradiction. Assume that there is u ∈ f b+h such that
ψ(u) ∈ Ar−dr,r+dr(Cb+hb−h) ∩ fb−hr . There exist two different situations:
(i) η(t, u) ∈ Ar−2dr,r+2dr(Cb+hb−h) for all t ∈ [0, 3hr];
(ii) there is t0 ∈ [0, 3hr] such that η(t0, u) 6∈ Ar−2dr,r+2dr(Cb+hb−h).
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For Case (i), by η(s, u) ∈ f b+hb−h , s ∈ [0, 3hr], and (5.2), one has
f(ψ(u))− f(u) =
∫ 3hr
0
D∗f(η(s, u))(Y(η(s, u)))ds ≤ −3hr,
which implies that
f(u) ≥ f(ψ(u)) + 3hr ≥ b− h+ 3h > b+ h,
contradicting the fact u ∈ f b+h.
For Case (ii), there exists 0 ≤ t1 < t2 ≤ 3hr satisfying ‖η(t2, u)−η(t1, u)‖∗ = dr, η(t, u) ∈ Ar−2dr,r+2dr(Cb+hb−h),
where t ∈ (t1, t2). Hence,
dr = ‖η(t2, u)− η(t1, u)‖∗ ≤
∫ t2
t1
‖Y(η(t, u))‖∗dt ≤
∫ t2
t1
2
‖D∗f(η(t, u))‖∗ dt,
this, together with Lemma 4.6, yields that
dr ≤ 2
µr
(t2 − t1),
which implies that
t2 − t1 ≥ 2hr.
By (5.2),
f(ψ(u)) ≤ f(η(t2, u))
=f(η(t1, u)) +
∫ t2
t1
D∗f(η(t, u))(Y(η(t, u)))dt ≤ f(u)− (t2 − t1),
yielding that
f(u) ≥ b− hr + 2hr > b+ h.
This contradicts the assumption u ∈ f b+h. This completes the whole proof.
Lemma 5.3. For any h ∈ (0, hˆ), there exist a continuous path γ ∈ K and finite number critical points
v1,...,vq ∈ Cκ+hκ−h , these critical points are dependent on h and γ, such that,
(b1) maxt∈[0,1] f(γ(t)) < κ+ h;
(b2) if f(γ(s)) ≥ κ− h, then γ(s) ∈ ∪qj=1Br(vj);
(b3) if γ(s) ∈ ∪qj=1Ar−dr,r+dr(vj), then f(γ(s)) < κ− hr,
where hˆ = min{κ∗ − κ, hr}, K is specified in (3.15).
Proof. Take γ ∈ K such that maxt∈[0,1] f(γ(t)) < κ+ h. Set γˆ := ψ ◦ γ, where ψ is the function introduced
from Lemma 5.2, where b = κ. It is evident that γˆ ∈ K. Hence, it follows from (a1) of Lemma 5.2 that (b1)
holds. By (a2) of Lemma 5.2, one has that if f(γˆ(s)) ≥ κ− h, then γˆ(s) ∈ Br(Cκ+hκ−h). Hence, the family of
sets {Br(v) : v ∈ Cκ+hκ−h} is an open cover of the compact set rangeγˆ ∩ fκ−h. So, there are finite number
critical points v1, ..., vq ∈ Cκ+hκ−h such that rangeγˆ ∩ fκ−h ⊂ ∪qj=1Br(vj). Hence, (b2) holds. (b3) can be
derived from (a3) of Lemma 5.2. The proof is thus completed.
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Fix
r¯ ∈ (0, D0/4) \Dκ
∗
, h¯ ∈ (0, 1
2
min{hr¯, κ∗ − κ}
)
, (5.3)
where D0 is specified in (3.20), hr¯ is the same as the definition of hr defined in (5.1). By Lemma 5.3, there
exist γ¯ ∈ K and finite number critical points v1, ..., vq ∈ Cκ+h¯κ−h¯ satisfying (b1)–(b3) of Lemma 5.3. By the
definition of κ, there exist v¯ ∈ {v1, ..., vq} and [s0, s1] ⊂ [0, 1] such that γ¯([s0, s1]) ⊂ Br¯(v¯), γ¯(s0), γ¯(s1) ∈
∂Br¯(v¯), and γ¯(s0) and γ¯(s1) are not κ-connectible in l2.
By (b3) of Lemma 5.3, γ¯(s0), γ¯(s1) ∈ fκ−hr¯ . Consider the following set:
K¯ := {γ ∈ C([0, 1], l2) : γ(0) = γ¯(s0), γ(1) = γ¯(s1), and rangeγ ⊂ Br¯(v¯) ∪ fκ− 12hr¯}. (5.4)
Hence, K¯ is non-empty, the corresponding minimax value is defined as follows:
κ¯ := inf
γ∈K¯
sup
t∈[0,1]
f(γ(t)). (5.5)
Obviously, κ ≤ κ¯ < κ+ h¯ < κ∗. It is possible that κ¯ is not a critical value, we will show that it is a critical
value under certain conditions.
Lemma 5.4. For any r ∈ (0, 12dr¯)\Dκ
∗
and any h ∈ (0,min{κ+ h¯− κ¯, hr}), there exist vr,h ∈ Cκ¯+hκ¯−h ∩Br¯(v¯),
u0r,h, u
1
r,h ∈ Br¯(v¯) and a continuous path γr,h ∈ C([0, 1], l2) with γr,h(0) = u0r,h, γr,h(1) = u1r,h such that
(c1) u0r,h, u
1
r,h ∈ ∂Br+dr(vr,h) ∩ f κ¯−hr ;
(c2) u0r,h and u
1
r,h are not κ¯-connectible in Br¯(v¯);
(c3) rangeγr,h ⊂ Br+dr(vr,h) ∩ f κ¯+h;
(c4) rangeγr,h ∩ Ar−dr,r+dr(vr,h) ⊂ f κ¯−hr .
Proof. In (5.4), γ¯(s0), γ¯(s1) ∈ fκ−hr¯ , and f is C1. Hence, there is δ ∈ (0, dr¯) such that Bδ(γ¯(s0))∪Bδ(γ¯(s1)) ⊂
fκ−
1
2
hr¯ . Introduce a smooth function χ : l2 → R such that
(i) 0 ≤ χ ≤ 1;
(ii) χ(u) = 0 for all u ∈ B δ
2
(γ¯(s0)) ∪ B δ
2
(γ¯(s1));
(iii) χ(u) = 1 for all u 6∈ Bδ(γ¯(s0)) ∪ Bδ(γ¯(s1)).
For any fixed r ∈ (0, 12dr¯) \Dκ
∗
and h ∈ (0, κ+ h¯− κ¯), we could construct a vector field Yr,h satisfying the
following assumptions:
• D∗f(u)(Yr,h(u)) ≤ 0, u ∈ l2;
• ‖Yr,h(u)‖∗ ≤ 2‖D∗f(u)‖∗ , u ∈ l2 \ (C ∪ {0});
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• Yr,h(u) = 0, u ∈ Cκ¯+h; and
D∗f(u)(Yr,h(u)) ≤− 1, where u ∈ [f κ¯+hκ¯−h \ Br−2dr(Cκ¯+hκ¯−h)]
∪ [f κ¯+h ∩ Ar−2dr,r+2dr(Cκ¯+hκ¯−h)] ∪ [f κ¯+h ∩Ar¯−2dr¯,r¯+2dr¯(v¯)].
(5.6)
Consider the vector field Y¯r,h = χYr,h.
Since h < h¯ < 12hr¯ and Bδ(γ¯(s0))∪Bδ(γ¯(s1)) ⊂ fκ−
1
2
hr¯ , one has that Bδ(γ¯(s0))∪Bδ(γ¯(s1))∩ fκ¯−h = ∅.
This implies that
Y¯r,h = Yr,h, ∀u ∈ f κ¯+hκ¯−h . (5.7)
On the other hand, because γ¯(s0), γ¯(s1) ∈ ∂Br¯(v¯) and δ ∈ (0, dr¯), one has
[Bδ(γ¯(s0)) ∪ Bδ(γ¯(s1))] ⊂ Ar¯−dr¯,r¯+dr¯(v¯). (5.8)
Further, it follows from Cκ∗ ∩ Ar¯−3dr¯,r¯+3dr¯(v¯) = ∅ and r + 2dr < dr¯ that
Br+2dr(Cκ
∗
) ∩Ar¯−2dr¯,r¯+2dr¯(v¯) = ∅. (5.9)
By (5.8) and (5.9),
[Bδ(γ¯(s0)) ∪ Bδ(γ¯(s1))] ∩ Ar−2dr,r+2dr(Cκ
∗
) = ∅.
So,
Y¯r,h = Yr,h, u ∈ f κ¯+h ∩ Ar−2dr,r+2dr(Cκ¯+hκ¯−h). (5.10)
By (5.6), (5.7), and (5.10), the vector field Y¯r,h satisfies the similar properties of the vector field in
Lemma 5.2, they all satisfy (5.2), where b = κ¯.
By the definition of the vector field Y¯r,h, it satisfies the assumptions of Lemma 5.1. Hence, we could
investigate the corresponding initial value problem, and assume the corresponding solution is ηr,h. Set
t¯ := max{3hr, 3hr¯}, ψr,h(u) := ηr,h(t¯, u).
Pick γ ∈ K¯ satisfying maxt∈[0,1] f(γ(t)) ≤ κ¯+ h, where K¯ is specified in (5.4). Set
γr,h := ψr,h ◦ γ.
Next, it is to show γr,h ∈ K¯.
It is evident that γr,h ∈ C([0, 1], l2), rangeγr,h ⊂ f κ¯+h. By the (ii) of the definition of the function χ,
one has that Y¯r,h(γ¯(s0)) = Y¯r,h(γ¯(s1)) = 0. Hence, γr,h(0) = γ¯(s0), γr,h(1) = γ¯(s1).
Next, it is to show that rangeγr,h ⊂ Br¯(v¯)∪fκ− 12hr¯ . For any t ∈ [0, 1], if γ(t) ∈ fκ− 12hr¯ , by (a1) of Lemma
5.2, one has that γr,h(t) ∈ fκ− 12hr¯ . Hence, it suffices to study the following situation: γ(t) ∈ Br¯(v¯) \ fκ− 12hr¯
and γr,h(t) 6∈ Br¯(v¯). For this situation, we need to show that γr,h(t) ∈ fκ− 12hr¯ . If there is some t ∈ [0, t¯]
such that ηr,h(t, u) ∈ Bδ(γ¯(s0))∪Bδ(γ¯(s1)), since Bδ(γ¯(s0))∪Bδ(γ¯(s1)) ⊂ fκ− 12hr¯ , one has γr,h(t) ∈ fκ− 12hr¯ .
Hence, we need to consider the situation that for any t ∈ [0, t¯], ηr,h 6∈ Bδ(γ¯(s0)) ∪ Bδ(γ¯(s1)). There are two
different situations:
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(i) ηr,h(t, u) ∈ Ar¯−2dr¯,r¯+2dr¯(v¯) for all t ∈ [0, t¯];
(ii) there is t0 ∈ [0, t¯] such that ηr,h(t0, u) 6∈ Ar¯−2dr¯,r¯+2dr¯ (v¯).
For Case (i), by (5.6),
f(ψr,h(u)) = f(u) +
∫ t¯
0
D∗f(η(s, u))(Y(η(s, u)))ds ≤ f(u)− 3hr¯
≤κ¯+ h− 3hr¯ < κ¯+ κ+ h¯− κ¯− 3hr¯ < κ+ 1
2
hr¯ − 3hr¯ < κ− 1
2
hr¯.
For Case (ii), there are 0 ≤ t1 < t2 ≤ t¯ satisfying ‖η(t2, u)− η(t1, u)‖∗ = dr¯, η(t, u) ∈ Ar¯−2dr¯,r¯+2dr¯(v¯), where
t ∈ (t1, t2). Hence,
dr¯ = ‖η(t2, u)− η(t1, u)‖∗ ≤
∫ t2
t1
‖Y(η(t, u))‖∗dt ≤
∫ t2
t1
2
‖D∗f(η(t, u))‖∗ dt,
this, together with Lemma 4.6, implies that
dr¯ ≤ 2
µr¯
(t2 − t1),
yielding that
t2 − t1 ≥ 2hr¯.
This, together with (5.2), implies that
f(ψ(u)) ≤ f(η(t2, u)) = f(η(t1, u)) +
∫ t2
t1
D∗f(η(t, u))(Y(η(t, u)))dt
≤f(u)− (t2 − t1) ≤ κ¯+ h− 2hr¯ < κ¯+ (κ+ h¯− κ¯)− 2hr¯
≤κ+ 1
2
hr¯ − 2hr¯ < κ− 1
2
hκ¯.
Hence, γr,h ∈ K¯.
Using the method of the proof Lemma 5.2 and the choice of h, we could show that ψr,h : f
κ¯+h → f κ¯+h
and satisfies that
• f(ψr,h(u)) ≤ f(u) for any u ∈ f κ¯+h;
• if ψr,h(u) 6∈ Br(Cκ¯+hκ¯−h), then f(ψr,h(u)) < κ¯− h;
• if ψr,h(u) ∈ Ar−dr,r+dr(Cκ¯+hκ¯−h), then f(ψr,h(u)) < κ¯− hr.
Furthermore, by the method used in the proof Lemma 5.3, one has that for any given h and γr,h, there are
finite number critical points v1, ..., vq ∈ Cκ¯+hκ¯−h such that,
• maxt∈[0,1] f(γr,h(t)) < κ¯+ h;
• if f(γr,h(s)) ≥ κ¯− h, then γr,h(s) ∈ ∪qj=1Br(vj);
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• if γr,h(s) ∈ ∪qj=1Ar−dr,r+dr(vj), then f(γr,h(s)) < κ¯− hr.
By (5.9), there is a part of γr,h satisfying the above (c1)–(c4). Reparametrize that part of γr,h, we could
show that (c1)–(c4) hold.
Lemma 5.5. There exist sequences {rn}∞n=1 ⊂ R, {vn}∞n=1 ⊂ C(κ¯) with Brn(vn) ⊂ Br¯(v¯), limn→∞ rn = 0,
and limn→∞ vn = v∞ ∈ C(κ¯), so that for any n and h > 0, there exists a path γ ∈ C([0, 1], l2) such that
(d1) γ(0), γ(1) ∈ ∂Brn(vn) ∩ f κ¯−
hrn
2 ;
(d2) γ(0) and γ(1) are not κ¯-connectible in Br¯(v¯);
(d3) rangeγ ⊂ Brn(vn) ∩ f κ¯+h;
(d4) rangeγ ∩ A
rn− drn2 ,rn
(vn) ⊂ f κ¯−
hrn
2 ;
(d5) the support of γ(θ) is contained in [−Nn, Nn] for any θ ∈ [0, 1], where Nn is a positive integer inde-
pendent on the choice of θ.
Consequently, there exists a critical point of local mountain pass type for the functional f in Br¯(v¯).
Proof. Fix any r ∈ (0, dr¯/2) \Dκ∗ , there exists a sequence {hn}∞n=1 ⊂ (0, κ + h¯ − κ¯) with limn→∞ hn = 0.
For this r and any hn, by Lemma 5.4, there are vr,hn ∈ Cκ¯+hnκ¯−hn ∩ Br¯(v¯) and γr,hn ∈ C([0, 1], l2) such that
(c˜1) γr,hn(0) = u
0
r,hn
, γr,hn(1) = u
1
r,hn
∈ ∂Br+dr(vr,hn) ∩ f κ¯−hr ;
(c˜2) u0r,hn and u
1
r,hn
are not κ¯-connectible in Br¯(v¯);
(c˜3) rangeγr,hn ⊂ Br+dr(vr,hn) ∩ f κ¯+hn ;
(c˜4) rangeγr,hn ∩ Ar−dr,r+dr(vr,hn) ⊂ f κ¯−hr .
Since vr,hn ∈ Cκ¯+hnκ¯−hn ∩ Br¯(v¯), one has that {vr,hn}∞n=1 is a PS sequence and the diameter of the set
of {vr,hn}∞n=1 is less than 2r¯. This, together with the fact that r¯ ∈ (0, D0/4) \ Dκ
∗
and Lemma 4.3,
implies that {vr,hn}∞n=1 has a convergent subsequence. Without loss of the generality, we assume that
limn→∞ vr,hn = vr ∈ C(κ¯). Since r ∈ (0, dr¯/2) \Dκ
∗
, one has
Br+2dr(Cκ∗) ∩ Ar¯−2dr¯,r¯+2dr¯ (v¯) = ∅, (5.11)
which implies that vr ∈ C(κ¯) ∩ Br¯(v¯).
For any given positive integer N , define the following characteristic function
χN (t) :=
{
1, if |t| ≤ N
0, otherwise.
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Set γ¯r,hn = χNγr,hn . It follows from the fact rangeγr,hn is compact and (3.5) that there is a positive integer
N1 such that for any N > N1, one has
‖γ¯r,hn(θ)− γr,hn(θ)‖∗ <
dr
4
, ∀θ ∈ [0, 1]. (5.12)
This, together with (c˜3), yields that, there is positive integer N2 ≥ N1 so that for any integer N ≥ N2,
rangeχNγr,hn ⊂ Br+2dr(vr,hn) ∩ f κ¯+2hn .
(cˆ1) χNγr,hn(0), χNγr,hn(1) ∈ Ar+ 3dr
4
,r+ 5dr
4
(vr,hn) ∩ f κ¯−
hr
2 ;
(cˆ2) χNγr,hn(0) and χNγr,hn(1) are not κ¯-connectible in Br¯(v¯);
(cˆ3) rangeχNγr,hn ⊂ Br+ 5dr
4
(vr,hn) ∩ f κ¯+2hn ;
(cˆ4) rangeχNγr,hn ∩ Ar− 3dr
4
,r+ 3dr
4
(vr,hn) ⊂ f κ¯−
hr
2 ,
where the proof of (cˆ2) is as follows: suppose to the contrary, by (5.11), one has
χNγr,hn(0), χNγr,hn(1) ∈ Br¯(v¯).
This, together with (c˜1), (cˆ1), and Remark 2.1, implies that there is a continuous path contained in Br¯(v¯)
joining u0r,hn and u
1
r,hn
such that the maximal value of f restricted to the continuous path is no larger than
κ¯, which contradicts (c˜2).
Given any h > 0, there is a positive integer N3 such that for any n > N3, one has
Br−dr
2
(vr,hn) ⊂ Br(vr), Ar−dr
2
,r+dr
2
(vr) ⊂ Ar− 3dr
4
,r+ 3dr
4
(vr,hn), and hn <
h
2
. (5.13)
Next, we show that rangeχNγr,hn ∩ Br(vr) 6= ∅ for N > N2 and n > N3. By contradiction, suppose
rangeχNγr,hn ∩ Br(vr) = ∅. By (5.13) and (cˆ3), rangeχNγr,hn ⊂ Ar−dr
2
,r+ 5dr
4
(vr,hn). This, together with
(5.12), yields that rangeγr,hn ⊂ Ar− 3dr
4
,r+ 3dr
2
(vr,hn). So, it follows from (c˜3) and (c˜4) that rangeγr,hn ⊂
Ar−dr,r+dr(vr,hn) ⊂ f κ¯−hr . Now, we arrive at a contradiction.
By the discussions above, if N > N2 and n > N3, then a part of the path range(χNγr,hn) satisfies
(d1)–(d5). Reparametrize this part of curve, we could show the statements hold.
For a sequence {rn}∞n=1 ⊂ (0, dr¯/2) \Dκ
∗
with limn→∞ rn = 0, by applying the same discussions above
and Lemma 4.3, one could show the statements. This completes the proof.
6. Existence of multibump solutions
In this section, we study the existence of multibump solutions and show the results.
Given k,N ∈ N, set
P(k,N) := {(p1, ..., pk) ∈ Zk : pi+1 − pi ≥ 2N2 + 4N, 1 ≤ i ≤ k − 1;
pi is an integer multiple of T, 1 ≤ i ≤ k},
(6.1)
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where T is specified in (A1).
For any P = (p1, ..., pk) ∈ P(k,N), we introduce the following intervals:
Ii :=
(
pi−1 + pi
2
,
pi + pi+1
2
]
∩ Z, 1 ≤ i ≤ k, (6.2)
Mi := (pi +N(N + 1), pi+1 −N(N + 1)] ∩ Z, 0 ≤ i ≤ k, (6.3)
where p0 = −∞ and pk+1 = +∞.
For any subset F ⊂ Z, u, v ∈ l2, set
〈u, v〉F :=
∑
t∈F
(〈∆u(t− 1),∆v(t− 1)〉+ 〈u(t), L(t)v(t)〉), ‖u‖F :=
√
〈u, u〉F . (6.4)
For any P = (p1, ..., pk) ∈ P(k,N), define a functional fi : l2 → R as follows:
fi(u) :=
1
2
‖u‖2Ii −
∑
t∈Ii
V (t, u(t)), u ∈ l2, 1 ≤ i ≤ k. (6.5)
It is evident that
‖u‖2∗ =
k∑
i=1
‖u‖2Ii , f(u) =
k∑
i=1
fi(u). (6.6)
By applying the same method to show that f is C1, one has that fi is C
1 and
D∗fi(u)v = 〈u, v〉Ii −
∑
t∈Ii
〈V ′x(t, u(t)), v(t)〉, 1 ≤ i ≤ k. (6.7)
For any P = (p1, ..., pk) ∈ P(k,N), set
BPr (v) := {u ∈ l2 : ‖u− v(· − pi)‖Ii < r, 1 ≤ i ≤ k}, (6.8)
BPr,b(v) := {u ∈ BPr (v) : fi(u) ≤ b, 1 ≤ i ≤ k}. (6.9)
For any ǫ > 0, define
Mǫ := {u ∈ l2 : ‖u‖2Mi ≤ ǫ, 0 ≤ i ≤ k}. (6.10)
It follows from (A3) that there is r0 ∈ (0,min{D0/4, 1/8}) such that for any F ⊂ Z, one has that if
‖u‖F ≤ r0, then ∑
t∈F
V (t, u(t)) ≤ 1
8
‖u‖2F ,
∑
t∈F
〈V ′x(t, u(t)), w(t)〉 ≤
1
8
‖u‖F‖w‖F , (6.11)
where D0 is specified in (3.20).
Now, the main results are given as follows.
Theorem 6.1. Assume that (A1)–(A6) hold. Let v∞ be the critical point of f given by Lemma 5.5. Then for
any r > 0, there exists a positive integerN such that for any positive integer k and P = (p1, ..., pk) ∈ P(k,N),
one has that C ∩ BPr (v∞) 6= ∅.
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We will show the statements by contradiction. There is ρ ∈ (0, r¯) such that for any positive integer
N , there exist a positive integer k and (p1, ..., pk) ∈ P(k,N) with C ∩ BPρ (v∞) = ∅, where r¯ is specified in
(5.3). By Lemma 5.5, there are {rn}∞n=1 ⊂ R, {vn}∞n=1 ⊂ C(κ¯) satisfying Brn(vn) ⊂ Br¯(v¯), limn→∞ rn = 0,
and limn→∞ vn = v∞ ∈ C(κ¯). Hence, if n is large enough, then ‖vn − v∞‖∗ < ρ/2, rn < ρ/2, and
B2rn(vn) ⊂ Br¯(v¯). So, for any u ∈ BPrn(vn) and any i, 1 ≤ i ≤ k, one has
‖u− v∞(· − pi)‖Ii ≤ ‖u− vn(· − pi)‖Ii + ‖vn(· − pi)− v∞(· − pi)‖Ii ≤ rn +
ρ
2
<
ρ
2
+
ρ
2
= ρ,
which yields that u ∈ BPρ (v∞). Therefore, BPrn(vn) ⊂ BPρ (v∞).
Since limn→∞ rn = 0 and limn→∞ vn = v∞ ∈ C(κ¯), when n is sufficiently large, one has that rn ∈
(0,min{ r08 .
√
3‖vn‖∗
4 }) \Dκ
∗
. Fix these rn and vn. Let b = κ¯, it follows from Proposition 7.1 that we have
the following results.
Lemma 6.1. Suppose n is sufficiently large, fix rn and vn, such that for any positive constants rL, r, rR
satisfying
rn − drn
2
≤ rL < r < rR < rn < min
{
r0
8
.
√
3‖vn‖∗
4
}
, (6.12)
any positive constants ρL, ρR, δ with [ρL − δ, ρL + 2δ] ⊂ (0, κ¯) \ Φκ∗ and [ρR − δ, ρR + 2δ] ⊂ (κ¯, κ∗) \ Φκ∗ ,
there is ǫ1 > 0, such that for any ǫ ∈ (0, ǫ1), there are a positive constant µ and an positive integer N∗(ǫ)
such that for any positive integer N > N∗(ǫ) and k with P = (p1, ..., pk) ∈ P(k,N), there exists a locally
Lipschitz continuous vector field W : l2 → l2 satisfying the following conditions:
(I) D∗f(u)W (u) ≥ 0, ‖W (u)‖Ii ≤ 2, 1 ≤ i ≤ k, for any u ∈ l2; if u ∈ l2 \ BPrR(vn), then W (u) = 0;
(II) if for some i, 1 ≤ i ≤ k, u ∈ BPr,ρR+δ(vn) and rL ≤ ‖u− vn(· − pi)‖Ii ≤ r, then
D∗fi(u)W (u) ≥ µ;
(III) D∗fi(u)W (u) ≥ 0, for any u ∈ (fρR+δi \ fρRi ) ∪ (fρL+δi \ fρLi ), 1 ≤ i ≤ k;
(IV) 〈u,W (u)〉Mi ≥ 0, if u ∈ l2 \M4ǫ, 0 ≤ i ≤ k;
(V) if C ∩ BPrL(vn) = ∅, then there is µk > 0 so that for any u ∈ BPrL(vn),
D∗f(u)W (u) ≥ µk.
In the proof of Proposition 7.1, the choice of the constant of µ is dependent on rn, drn , rL, and rR, and
is not dependent on ρL, ρR and δ. So, we should choose the constants such that
ρL ∈
(
κ¯− 1
4
min{hrn , µ(r − rL)}, κ¯
)
, ρR ∈
(
κ¯,min
{
κ∗, κ¯+
1
4
µ(r − rL)
})
. (6.13)
It follows from Lemma 5.5 that there exists γ ∈ C([0, 1], l2) such that
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(e1) γ(0), γ(1) ∈ ∂Brn(vn) ∩ f κ¯−
hrn
2 ;
(e2) γ(0) and γ(1) are not κ¯-connectible in Br¯(v¯);
(e3) rangeγ ⊂ Brn(vn) ∩ fρR ;
(e4) rangeγ ∩ A
rn− drn2 ,rn
(vn) ⊂ f κ¯−
hrn
2 ;
(e5) the support of γ(s) is contained in [−Nγ , Nγ ] for any s ∈ [0, 1], where Nγ is a positive integer indepen-
dent on the choice of s.
Now, we choose ǫ such that
0 < ǫ < min
{
1, ǫ1,
r0
2
,
κ¯− ρL
41
,
drn
3
,
d2rn
4
,
4
5
(r2n − r2R),
r2n
4
,
4
3
(rn − rR)
}
, (6.14)
where ǫ1 is given by Lemma 6.1.
For this given ǫ, there is a positive integer Nˆ such that
‖vn‖2|t|≥Nˆ ≤ ǫ. (6.15)
Set
N0 := max
{[
5
L2
]
+ 1, 5, N∗, Nˆ , Nγ
}
+ 1, (6.16)
where N∗ is introduced in Lemma 6.1, L2 is specified in (3.6) and [x] is the greatest integer function, which
gives the largest integer less than or equal to x.
We assume that N is bigger than twice of N0, where N is introduced in (6.1). Consider the sets
introduced in (6.1), (6.2), and (6.3).
If C ∩ BPrn(vn) = ∅, then there exists a locally Lipschitz continuous vector field W : l2 → l2 which
satisfies (I)-(V) of Lemma 6.1. Consider the following initial value problem{
dη
ds (s, u) = −W (η(s, u));
η(0, u) = u,
It follows from (I) of Lemma 6.1 that ‖W (u)‖∗ ≤ 2k for all u ∈ l2. Therefore, there exists a unique solution
η(·, u) such that the solution is defined on the whole real line for all u ∈ l2.
We introduce a function G : L = [0, 1]k → l2 as follows:
G(θ) :=
k∑
i=1
γ(θi)(· − pi), (6.17)
where θ = (θ1, ..., θk) ∈ [0, 1]k. The boundary of L is equal to ∪ki=1(L0i ∪ L1i ), where L0i = {θ ∈ L : θi = 0}
and L1i = {θ ∈ L : θi = 1}. From (e5) of the properties of γ, it follows that G(θ)|Ii = γ(θi)(· − pi)|Ii and
the support of γ(θi)(· − pi) is contained in [−N + pi, N + pi] ⊂ Ii \ (Mi ∪Mi−1). As a consequence, one has
fi(G(θ)) = f(γ(θi)), ∀1 ≤ i ≤ k, θ = (θ1, ..., θk) ∈ L.
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Lemma 6.2. There exists τ > 0 such that the function G¯(θ) = η(τ,G(θ)) is a continuous function from L
to l2, which satisfies the following properties:
(g1) G¯ = G on the boundary of L;
(g2) G¯(θ) ∈M4ǫ, ∀θ ∈ L;
(g3) there exist j, 1 ≤ j ≤ k, and a path β ⊂ L such that β(s) = (β1(s), ..., βk(s)) ∈ C([0, 1], L) with
βj(0) = 0 and βj(1) = 1 satisfying G¯(β(s)) ∈ fρL+ǫj for any s ∈ [0, 1].
Proof. First, it is to show (g1).
If θ is on the boundary of L, then there exists j, 1 ≤ j ≤ k, such that either θj = 0 or θj = 1. Without
loss of generality, assume that θj = 0. It follows from (e5), (6.16), andN > 2N0 that G(θ)|Ij = γ(0)(·−pj)|Ij .
This, together with (6.14) and the support of γ(θj)(·−pj) is contained in [−N+pj , N+pj ] ⊂ Ij \(Mj∪Mj−1),
yields that
‖G(θ)− vn(· − pj)‖2Ij = ‖γ(0)− vn‖2∗ − ‖vn(· − pj)‖2Z\Ij ≥ r2n − ǫ ≥ r2R,
where (6.14) is used. So, G(θ) ∈ l2 \ BPrR(v). This, together with (I) of Lemma 6.1, implies that G = G¯ on
the boundary of L.
Next, it is to show (g2). This can be proved by the method used in the proof of (vii) in [6]. For the
completeness and the convenience, the proof is given here.
Since supp(G(θ)) ⊂ ∪ki=1Ii \ (Mi ∪Mi−1), one has ‖G(θ)‖Mi = 0, 0 ≤ i ≤ k. Hence, G(θ) ∈ M4ǫ.
To show (g2), it suffices to show that the set M4ǫ is forward invariant under the flow η(·, u), that is,
η(t,M4ǫ) ⊂ M4ǫ. We show this by contradiction, suppose that there are u ∈ M4ǫ, (t1, t2) ⊂ R, 0 ≤ j ≤ k
such that ‖η(t1, u)‖2Mj = 16ǫ, and for any t ∈ (t1, t2), ‖η(t, u)‖2Mj > 16ǫ. So, by (IV) of Lemma 6.1,
d
dt
‖η(t, u)‖2Mj = −2〈η(t, u),W (η(t, u))〉Mj ≤ 0,
which yields that
‖η(t2, u)‖2Mj ≤ ‖η(t1, u)‖2Mj = 16ǫ.
Now, we arrive at a contradiction. Hence, (g2) holds
Now, we show (g3). We split it into several steps.
Step 1. The functional f sends bounded sets into bounded sets.
Consider a bounded set A = {u : u ∈ l2, ‖u‖∗ ≤ B1}. It is evident that there is a positive constant B2
such that |u(t)| ≤ B2 for any u ∈ A and any t ∈ Z. By (3.8), there is δ > 0 so that |V (t, x)| ≤ |x|2 for any
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|x| ≤ δ. So, for any u ∈ A, by (3.3) and (3.7), one has
|f(u)| =
∣∣∣∣12‖u‖2∗ −
∑
t∈Z
V (t, u(t))
∣∣∣∣ ≤ B212 +
∑
t∈Z,|u(t)|≤δ
V (t, u(t)) +
∑
t∈Z,|u(t)|>δ
V (t, u(t))
≤B
2
1
2
+
∑
t∈Z,|u(t)|≤δ
|u(t)|2 +B3
∑
t∈Z,|u(t)|>δ
|u(t)|2
δ2
≤B
2
1
2
+ L1‖u‖2∗ +
B3
δ2
L1‖u‖2∗ =
(
L1 +
B3
δ2
L1 +
1
2
)
B21 ,
where B3 = maxt∈Z,|x|≤B2 |V (t, x)|, by (A1), it is a finite number
The statements of Steps 2–4 can be derived by the method used in the proof of Lemmas 5.4–5.6 in [6].
For the convenience and completeness, the whole proof is provided here.
Step 2. For any i, 1 ≤ i ≤ k, and any t ≥ 0, one has that η(t, fρRi ) ⊂ fρRi and η(t, fρLi ) ⊂ fρLi .
By contradiction, suppose that there exist t¯ ∈ R+ and u ∈ fρRi such that η(t¯, u) 6∈ fρRi . Hence, there is
(t1, t2) ⊂ [0, t¯] such that fi(η(t1, u)) = ρR, fi(η(t2, u)) > ρR, and for any t ∈ (t1, t2), η(t, u) ∈ fρR+δi \ fρRi .
This, together with (I) and (IV) of Lemma 6.1, implies that
fi(η(t2, u))− ρR = −
∫ t2
t1
D∗fi(η(t, u))(W (η(t, u)))dt ≤ 0.
This is a contradiction. Similarly, we could show that η(t, fρLi ) ⊂ fρLi .
Step 3. There exists τ > 0 such that for any u ∈ BPrL,ρR(vn), there is j, 1 ≤ j ≤ k, such that
η(τ, u) ∈ fρLj , j is dependent on the choice of u, τ does not depend on the choice of u.
Set λ := 2f(BPrL,ρR(vn)). Since BPrL,ρR(vn) is a bounded set and the conclusion of Step 1, one has that
λ <∞. Denote ω := min{µ, µk}, τ := λω .
By the conclusion of Step 2, for any u ∈ BPrL,ρR(vn) and any t ≥ 0, η(t, u) ∈ ∩ki=1fρRi . Next, it is to
show that there is t¯ ∈ (0, τ) such that η(t¯, u) 6∈ BPr (vn). By contradiction, by (II) and (V) of Lemma 6.1,
f(η(τ, u))− f(u) = −
∫ τ
0
D∗f(η(t, u))(W (η(t, u)))dt ≤ −τω = −λ.
Hence, f(u)− f(η(τ, u)) ≥ λ. This contradicts the definition of λ.
Hence, for any u ∈ BPrL,ρR(vn), there are j, 1 ≤ j ≤ k, and [t1, t2] ⊂ (0, τ) such that ‖η(t1, u) − v(· −
pj)‖Ij = rL, ‖η(t2, u)− v(· − pj)‖Ij = r, and for any t ∈ (t1, t2), rL < ‖η(t, u)− v(· − pj)‖Ij < r. By Step 2,
for any t ≥ 0, η(t, u) ∈ fρRj . This, together with (II) of Lemma 6.1, yields that
fj(η(t2, u)) ≤ fj(η(t1, u))−
∫ t2
t1
D∗fj(η(t, u))(W (η(t, u)))dt ≤ ρR − µ(t2 − t1). (6.18)
It follows from ‖W (η(t, u))‖Ij ≤ 2 that
r − rL ≤ ‖η(t2, u)− η(t1, u)‖Ij ≤
∫ t2
t1
‖W (η(t, u))‖Ijdt ≤ 2(t2 − t1), (6.19)
By (6.13), (6.18), and (6.19),
fj(η(t2, u)) ≤ ρR − 1
2
µ(r − rL) < ρL.
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By Step 2, for any t ≥ t2, η(t, u) ∈ fρLj . In particular, η(τ, u) ∈ fρLj .
Step 4. For any θ ∈ L, there is i, 1 ≤ i ≤ k, such that fi(G¯(θ)) ≤ ρL.
First, it is to study the situation thatG(θ) ∈ BPrL(vn). By (e3) of the properties of γ and the construction
of G in (6.17), one has that G(θ) ∈ ∩kj=1fρRj . This, together with the conclusion of Step 3, yields that the
statement holds in this situation, where the constant τ is specified in Step 3 and G¯(θ) = η(τ,G(θ)).
Second, it is to consider the situation that G(θ) 6∈ BPrL(vn). There is i, 1 ≤ i ≤ k, such that,
rn − 1
2
drn ≤ rL ≤ ‖G(θ)− vn(· − pi)‖Ii = ‖γ(θi)(· − pi)− vn(· − pi)‖Ii ≤ ‖γ(θi)− vn‖∗,
where (6.12) is used. This, together with (e4) of γ, yields that,
fi(G(θ)) = fi(γ(θi)(· − pi)) = f(γ(θi)) ≤ κ¯− 1
2
hrn ≤ ρL.
By Step 2, for any t ≥ 0, η(t, G(θ)) ∈ fρLi . Hence, the statement of Step 4 holds.
Step 5. It is to show (g3).
We show this by contradiction. Set
Di := (fi ◦ G¯)−1([ρL + ǫ,+∞)), 1 ≤ i ≤ k.
So, the set Di separates the set L
0
i from L
1
i in L. Assume Ci is the component of L \Di which contains L1i ,
and set
σi(θ) :=
{
dist(θ,Di), if θ ∈ L \ Ci,
−dist(θ,Di), if θ ∈ Ci.
So, σi is a continuous function on L with σi|L0i ≥ 0, σi|L1i ≤ 0, and σi(θ) = 0 if and only if θ ∈ Di. For
the function σ = (σ1, ..., σk), by Lemma 2.4, there exists θ ∈ L such that σ(θ) = 0, which implies that
∩ki=1Di 6= ∅. This contradicts the conclusion of Step 4.
Finally, we give the proof of the main results of this paper.
Now, for the j given in (g3) of Lemma 6.2, since Ij \ (Mj ∪ Mj−1) is a bounded subset, suppose
a and b are the minimal and maximal integers contained in Ij \ (Mj ∪ Mj−1), respectively. Set J˜ :=
(Ij \ (Mj ∪ Mj−1)) ∪ ([a − 1 − N0, b + 1 + N0] ∩ Z), where N0 is specified in (6.16). We introduce a
characteristic function on J˜ as follows,
χ˜J˜(t) =


1, if t ∈ [a− 1, b+ 1] ∩ Z
N0−l
N0
, if t = b+ 1 + l, 1 ≤ l ≤ N0
N0−l
N0
, if t = a− 1− l, 1 ≤ l ≤ N0
0, otherwise.
So, |∆χ˜J˜(t)| ≤ 1/N0 for any t ∈ Z. It is evident that J˜ ⊂ Ij , since we assume that N is big enough. Define
a path g = g(s) = χ˜J˜G¯(β(s)) ∈ C([0, 1], l2), s ∈ [0, 1]. Since supp(γ(s)(·−pj)) ⊂ Ij \ (Mj ∪Mj−1), (g1), and
(g2), one has g(0) = χ˜J˜ G¯(β(0)) = χ˜J˜G(β(0)) = γ(0)(· − pj), g(1) = χ˜J˜G¯(β(1)) = χ˜J˜G(β(1)) = γ(1)(· − pj).
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Next, we show that for any subset F ⊂ Z and any u ∈ l2, one has
‖χ˜J˜u‖2F ≤ 2‖u‖2F∩Ij . (6.20)
By direct calculation, N is bigger than twice of N0, one has
〈∆(χ˜J˜ (t− 1)u(t− 1)),∆(χ˜J˜ (t− 1)u(t− 1))〉
=〈χ˜J˜ (t)u(t)− χ˜J˜(t− 1)u(t− 1), χ˜J˜(t)u(t)− χ˜J˜(t− 1)u(t− 1)〉
=〈(∆χ˜J˜ (t− 1))u(t), (∆χ˜J˜ (t− 1))u(t)〉+ 〈(∆χ˜J˜ (t− 1))u(t), χ˜J˜ (t− 1)(∆u(t− 1))〉
+〈χ˜J˜ (t− 1)(∆u(t− 1)), (∆χ˜J˜ (t− 1))u(t)〉+ 〈χ˜J˜ (t− 1)(∆u(t− 1)), χ˜J˜ (t− 1)(∆u(t− 1))〉
≤ 1
N20
|u(t)|2 + 2
N0
|u(t)||∆u(t− 1)|+ |∆u(t− 1)|2
≤
(
1
N20
+
4
N0
)
|u(t)|2 +
(
1 +
4
N0
)
|∆u(t− 1)|2.
(6.21)
This, together with (6.16), yields that (6.20) holds.
By similar calculation, for any u ∈ l2, one has
‖(1− χ˜J˜ )u‖2Ij ≤ 2‖u‖2Ij∩(Mj∪Mj−1), (6.22)
which implies that
‖(1− χ˜J˜)vn(· − pj)‖2Ij ≤ 2‖vn(· − pj)‖2Ij∩(Mj∪Mj−1) ≤ 2‖vn‖2|t|≥Nˆ ≤ 2ǫ. (6.23)
Next, we show that the image of g is contained in Br¯(v¯(· − pj)).
It follows from supp(g(s)) ⊂ Ij that
‖g(s)− vn(· − pj)‖2∗ = ‖g(s)− vn(· − pj)‖2Ij + ‖vn(· − pj)‖2Z\Ij . (6.24)
And,
‖vn(· − pj)‖2Z\Ij = ‖vn‖2Z\(Ij−pj) ≤ ‖v‖2|t|≥Nˆ ≤ ǫ. (6.25)
Set
Λ0 := {s ∈ [0, 1] : ‖G(β(s)) − vn(· − pj)‖Ij > rR}, Λ1 := [0, 1] \ Λ0.
Now, we split our discussions into two steps:
Step 1. We study the case that s ∈ Λ0.
Since β(s) = (β1(s)), ..., βk(s)), when s = 0, βj(0) = 0. So, G(β(0))|Ij = γ(0)(· − pj)|Ij ,
‖G(β(0)) − vn(· − pj)‖2Ij = ‖γ(0)(· − pj)− vn(· − pj)‖2∗ − ‖γ(0)(· − pj)− vn(· − pj)‖2Z\Ij
=‖γ(0)(· − pj)− vn(· − pj)‖2∗ − ‖vn(· − pj)‖2Z\Ij ≥ r2n − ǫ ≥ r2n −
d2rn
4
> r2R,
where (e1) and (6.14) are used. This yields that Λ0 6= ∅.
34
For the vector field given by Lemma 6.1, it follows from (I) that the sets l2 \ BPrR(v) and BPrR(v) are
invariant sets under the flow. So, G¯(β(s)) = G(β(s)) for any s ∈ Λ0. So,
g(s) = χ˜J˜G¯(β(s)) = χ˜J˜G(β(s)) = χ˜J˜
k∑
i=1
γ(βi(s))(· − pi) = γ(βj(s))(· − pj),
‖g(s)− vn(· − pj)‖Ij = ‖γ(βj(s))(· − pj)− vn(· − pj)‖Ij = ‖G(β(s)) − vn(· − pj)‖Ij > rR.
Hence,
‖γ(βj(s))− vn‖∗ ≥ ‖γ(βj(s))(· − pj)− vn(· − pj)‖Ij > rR ≥ rn −
drn
2
.
On the other hand, by (e3), one has ‖γ(βj(s))−vn‖∗ ≤ rn. This, together with (e4) and the assumption
that pj is a multiple of T , implies that
g(s) = γ(βj(s))(· − pj) ∈ f κ¯−
hrn
2 . (6.26)
As a consequence, we know that Λ0 $ [0, 1], otherwise, this contradicts (e2).
Step 2. We investigate the case that s ∈ Λ1.
‖g(s)− vn(· − pj)‖2Ij ≤ (‖χ˜J˜(G¯(β(s)) − vn(· − pj))‖Ij + ‖(1− χ˜J˜)vn(· − pj)‖Ij )2.
By (6.20) and the invariance of the set BPrR(v) under the flow, one has
‖χ˜J˜(G¯(β(s)) − vn(· − pj))‖2Ij ≤ 2‖G¯(β(s)) − vn(· − pj)‖2Ij ≤ 2r2R. (6.27)
It follows from (6.24), (6.25), and (6.27) that
‖g(s)− vn(· − pj)‖2∗ ≤ 2(rR + ǫ1/2)2 + ǫ < 4r2n,
where (6.14) is used. Hence, g(s) ∈ B2rn(vn(· − pj)) ⊂ Br¯(v¯(· − pj)).
By the definition of fj in (6.5), one has for any s ∈ [0, 1],
f(g(s)) = fj(g(s)) =
1
2
‖g(s)‖2Ij −
∑
t∈Ij
V (t, g(s)(t))
=
1
2
‖g(s)‖2Ij\(Mj∪Mj−1) +
1
2
‖g(s)‖2Ij∩(Mj∪Mj−1) −
∑
t∈J˜
V (t, g(s)(t))
=
1
2
‖χ˜J˜G¯(β(s))‖2Ij\(Mj∪Mj−1) +
1
2
‖χ˜J˜G¯(β(s))‖2Ij∩(Mj∪Mj−1) −
∑
t∈J˜
V (t, χ˜J˜ (t)G¯(β(s))(t))
=
1
2
‖G¯(β(s))‖2Ij\(Mj∪Mj−1) +
1
2
‖χ˜J˜G¯(β(s))‖2Ij∩(Mj∪Mj−1)
−
∑
t∈Ij\(Mj∪Mj−1)
V (t, G¯(β(s))(t)) −
∑
t∈Ij∩(Mj∪Mj−1)
V (t, χ˜J˜ (t)G¯(β(s))(t)),
(6.28)
and
fj(G¯(β(s))) =
1
2
‖G¯(β(s))‖2Ij −
∑
t∈Ij
V (t, G¯(β(s))(t)). (6.29)
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So,
fj(g(s)) = fj(G¯(β(s))) +
1
2
‖χ˜J˜G¯(β(s))‖2Ij∩(Mj∪Mj−1) −
1
2
‖G¯(β(s))‖2Ij∩(Mj∪Mj−1)
+
∑
t∈Ij∩(Mj∪Mj−1)
V (t, G¯(β(s))(t)) −
∑
t∈Ij∩(Mj∪Mj−1)
V (t, χ˜J˜ (t)G¯(β(s))(t)).
(6.30)
By (6.20), (g2) of Lemma 6.2, one has∣∣∣∣12‖χ˜J˜G¯(β(s))‖2Ij∩(Mj∪Mj−1) − 12‖G¯(β(s))‖2Ij∩(Mj∪Mj−1)
∣∣∣∣
≤2(‖G¯(β(s))‖2Mj + ‖G¯(β(s))‖2Mj−1 ) ≤ 16ǫ.
(6.31)
It follows from (6.11), (6.14), and (g2) of Lemma 6.2 that∣∣∣∣ ∑
t∈Ij∩(Mj∪Mj−1)
V (t, G¯(β(s))(t))
∣∣∣∣ ≤ ‖G¯(β(s))‖2Ij∩(Mj∪Mj−1) ≤ 8ǫ. (6.32)
Similarly, one has ∣∣∣∣ ∑
t∈Ij∩(Mj∪Mj−1)
V (t, χ˜J˜(t)G¯(β(s))(t))
∣∣∣∣ ≤ 16ǫ. (6.33)
By (6.30)–(6.33) and (g3) of Lemma 6.2, one has
f(g(s)) ≤ ρL + 41ǫ < κ¯, (6.34)
where (6.14) is used.
By the translation of −pj along g, we know that g is a path joining γ(0) and γ(1). This, together with
(6.26) and (6.34), implies that γ(0) and γ(1) are κ¯-connectible. This contradicts (e2). This completes the
proof.
7. The proof of Lemma 6.1 and the construction of a vector field
In this section, we give the proof of Lemma 6.1 by constructing a proper vector field on l2.
Choose a constant N0 such that
N0 ≥ max
{
8,
8
L2
,
[
5
L2
]
+ 1
}
, (7.1)
where L2 is specified in (3.6).
Given any v ∈ l2 and r > 0, there is a positive integer N¯ = N¯(v, r) such that for any integer N > N¯ ,
any k ∈ N, and (p1, ..., pk) ∈ P(k,N), one has that for any u ∈ BPr (v) and any i, 1 ≤ i ≤ k, there is j = j(i),
1 ≤ j ≤ N , such that
‖u‖2jN≤|t−pi|≤(j+1)N ≤
4r2
N
,
since ‖u‖jN≤|t−pi|≤(j+1)N ≤ ‖u − v(· − pi)‖jN≤|t−pi|≤(j+1)N + ‖v(· − pi)‖jN≤|t−pi|≤(j+1)N , v is fixed, N is
sufficiently large, and (6.8).
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It is possible that j = j(i) is not unique, let ju,i be the smallest index such that the above inequality
holds.
For any ǫ ∈ (0,min{r, ‖v‖2∗}), there exists Nǫ ≥ max{N0, N¯} such that
max
{
‖v‖2|t|≥Nǫ,
4r2
Nǫ
}
<
ǫ
4
. (7.2)
So, for any N > Nǫ, any positive integer k, P = (p1, ..., pk) ∈ P(k,N), one has that for any u ∈ BPr (v) and
any 1 ≤ i ≤ k,
‖u‖2ju,iN≤|t−pi|≤(ju,i+1)N <
ǫ
2
. (7.3)
Given any N > Nǫ and u ∈ BPr (v), set
Au,0 := (p0, p1 − (ju,1 + 1)N ] ∩ Z;
Au,i := (pi + (ju,i + 1)N, pi+1 − (ju,i+1 + 1)N ] ∩ Z, 1 ≤ i ≤ k − 1;
Au,k := (pk + (ju,k + 1)N, pk+1) ∩ Z; Au := ∪kl=0Au,l;
Bu,l := {t ∈ Z : d(t, Au,l) ≤ N}, 0 ≤ l ≤ k; Bu := ∪kl=0Bu,l;
Fu,i := Ii ∩ (Bu \Au), 1 ≤ i ≤ k.
From the construction above, it follows that Ml ⊂ Au,l, 0 ≤ l ≤ k; the number of integers contained in
Bu,l \Au,l is 2N , 1 ≤ l ≤ k − 1. It follows from (7.3) that
‖u‖2Fu,i ≤
ǫ
2
, 1 ≤ i ≤ k; (7.4)
and
‖u‖2Bu,l\Au,l ≤ ǫ, 0 ≤ l ≤ k. (7.5)
For any set B ⊂ Z, set RB := supt∈B t and LB := inft∈B t. For the set Au,l, 0 ≤ l ≤ k, we define the
following step functions
χu,0(t) :=


1, if t ∈ Au,0 ∪ {RAu,0 + 1},
N0−i
N0
, if t = RAu,0 + 1 + i, 1 ≤ i ≤ N0,
0, otherwise;
(7.6)
χu,l(t) :=


1, if t ∈ Au,l ∪ {LAu,l − 1, RAu,l + 1},
N0−i
N0
, if t = RAu,l + 1+ i, 1 ≤ i ≤ N0,
N0−i
N0
, if t = LAu,l − 1− i, 1 ≤ i ≤ N0,
0, otherwise,
when 1 ≤ l ≤ k − 1; (7.7)
χu,k(t) :=


1, if t ∈ Au,k ∪ {LAu,k − 1},
N0−i
N0
, if t = LAu,k − 1− i, 1 ≤ i ≤ N0,
0, otherwise.
(7.8)
For 1 ≤ i ≤ k, set
χ¯u,i(t) :=
{
0, if t 6∈ Ii,
1− χu,i−1 − χu,i, if t ∈ Ii. (7.9)
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By direct computation, one has
〈u, χu,lu〉∗ =
∑
t∈Z
〈∆u(t− 1),∆(χu,l(t− 1)u(t− 1))〉+
∑
t∈Z
〈u(t), L(t)χu,l(t)u(t)〉
=
∑
t∈Z
〈∆u(t− 1), χu,l(t)u(t)− χu,l(t− 1)u(t− 1)〉+
∑
t∈Z
〈u(t), L(t)χu,l(t)u(t)〉
=
∑
t∈Z
〈∆u(t− 1), χu,l(t)u(t)− χu,l(t− 1)u(t) + χu,l(t− 1)u(t)− χu,l(t− 1)u(t− 1)〉
+
∑
t∈Z
〈u(t), L(t)χu,l(t)u(t)〉 =
∑
t∈Z
〈∆u(t− 1), χu,l(t− 1)(∆u(t− 1))〉
+
∑
t∈Z
〈∆u(t− 1), (∆(χu,l(t− 1))u(t)〉+
∑
t∈Z
〈u(t), L(t)χu,l(t)u(t)〉
=〈u, u〉Au,l +
∑
t∈Bu,l\Au,l
〈∆u(t− 1), χu,l(t− 1)(∆u(t− 1))〉
+
∑
t∈Bu,l\Au,l
〈u(t), L(t)χu,l(t)u(t)〉 +
∑
t∈Z
〈∆u(t− 1), (∆(χu,l(t− 1))u(t)〉.
(7.10)
By (7.1) and (7.5), one has
∑
t∈Z
〈∆u(t− 1), (∆(χu,l(t− 1))u(t)〉 ≤ 1
N0
∑
t∈Bu,l\Au,l
〈∆u(t− 1), u(t)〉
≤ 1
N0
∑
t∈Bu,l\Au,l
|∆u(t− 1)||u(t)| ≤ 1
2N0
∑
t∈Bu,l\Au,l
(|∆u(t− 1)|2 + |u(t)|2)
≤ 1
2N0
∑
t∈Bu,l\Au,l
(|∆u(t− 1)|2 + 1
L2
〈u(t), L(t)u(t)〉)
≤max{1, 1/L2}
2N0
∑
t∈Bu,l\Au,l
(|∆u(t− 1)|2 + 〈u(t), L(t)u(t)〉) ≤ ǫ
4
(7.11)
It follows from (7.10) and (7.11) that
〈u, χu,lu〉∗ ≥ 〈u, u〉Au,l −
ǫ
4
, 0 ≤ l ≤ k. (7.12)
For any 0 ≤ l ≤ k, set
hl(u) :=
{
1, if ‖u‖2Au,l ≥ ǫ,
1
k+1 , otherwise,
(7.13)
and
Wu :=
k∑
l=0
hl(u)χu,lu. (7.14)
Lemma 7.1. Let r ∈ (0, r0/4) and ǫ ∈ (0, r2), for any u ∈ BPr (v), one has
D∗f(u)Wu ≥ 1
2
k∑
l=0
hl(u)(‖u‖2Au,l − ǫ),
D∗fi(u)Wu ≥ 1
2
k∑
l=0
hl(u)(‖u‖2Ii∩Au,l − ǫ), 1 ≤ i ≤ k,
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where r0 is specified in (6.11).
Proof. Since ǫ ∈ (0, r2), u ∈ BPr (v), and (7.2), one has ‖u‖Au,l∩Ii ≤ 2r, 1 ≤ i ≤ k. This implies that
‖u‖Au,l ≤ 4r < r0. By (7.5) and ǫ ∈ (0, r2), one has that ‖u‖Bu,l\Au,l ≤ ǫ1/2 < r < r0. This, together with
(3.10), (6.11), and (7.12), yields that
D∗f(u)Wu = 〈u,Wu〉∗ −
∑
t∈Z
〈V ′x(t, u(t)),Wu(t)〉
=
〈
u,
k∑
l=0
hl(u)χu,lu
〉
∗
−
∑
t∈Z
〈
V ′x(t, u(t)),
k∑
l=0
hl(u)χu,l(t)u(t)
〉
=
k∑
l=0
hl(u)
(
〈u, χu,lu〉∗ −
∑
t∈Z
〈V ′x(t, u(t)), χu,l(t)u(t)〉
)
≥
k∑
l=0
hl(u)
(
‖u‖2Au,l −
ǫ
4
−
∑
t∈Au,l
〈V ′x(t, u(t)), u(t)〉 −
∑
t∈Bu,l\Au,l
〈V ′x(t, u(t)), χu,l(t)u(t)〉
)
≥
k∑
l=0
hl(u)
(
‖u‖2Au,l −
ǫ
4
− 1
8
‖u‖2Au,l −
1
8
‖u‖2Bu,l\Au,l
)
≥
k∑
l=0
hl(u)
(
7
8
‖u‖2Au,l −
ǫ
4
− ǫ
8
)
≥ 1
2
k∑
l=0
hl(u)(‖u‖2Au,l − ǫ).
By similar discussions and (6.7), one has
D∗fi(u)Wu ≥
k∑
l=0
hl(u)
(
7
8
‖u‖2Ii∩Au,l −
3ǫ
8
)
≥ 1
2
k∑
l=0
hl(u)(‖u‖2Ii∩Au,l − ǫ).
It follows from Lemma 7.1 that
D∗f(u)Wu ≥ 1
2
k∑
l=0
hl(u)(‖u‖2Au,l − ǫ) ≥
1
2
∑
{l: ‖u‖2
Au,l
<ǫ}
hl(u)(‖u‖2Au,l − ǫ) ≥ −
ǫ
2
. (7.15)
Similarly, one has
D∗fi(u)Wu ≥ − ǫ
2
. (7.16)
Proposition 7.1. Fix any b < κ∗ with C(b) 6= ∅. Fix any v ∈ C(b). For any r ∈ (0,min{ r08 .
√
3‖v‖∗
4 }) \Dκ
∗
.
Let rs, rm, rb be real numbers with 0 < r − 3dr < rs < rm < rb < r + 3dr. Given bL, bR, and δ with
δ ∈ (0, r20/4), (bL − δ, bL + 2δ) ⊂ (0, b) \ Φκ
∗
, and (bR − δ, bR + 2δ) ⊂ (b, κ∗) \ Φκ∗ , there exist µ > 0
and ǫ1 > 0 (µ is dependent on r, dr, rs,and rb; ǫ1 is dependent on r, dr, rs, rb, bR, bL, δ,) such that for any
ǫ ∈ (0, ǫ1), there is a positive integer N∗(ǫ) such that for any positive integer N ≥ N∗, positive integer k,
and P = (p1, ..., pk) ∈ P(k,N), there exists a locally Lipschitz continuous function W : l2 → l2 satisfying
the following conditions
(I) D∗f(u)W (u) ≥ 0, ‖W (u)‖Ii ≤ 2, 1 ≤ i ≤ k, for any u ∈ l2; W (u) = 0, if u ∈ l2 \ BPrb(v);
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(II) D∗fi(u)W (u) ≥ µ, if rs ≤ ‖u− v(· − pi)‖Ii ≤ rm, u ∈ BPrm,bR+δ(v);
(III) D∗fi(u)W (u) ≥ 0, for any u ∈ (f bR+δi \ f bRi ) ∪ (f bL+δi \ f bLi ), any i, 1 ≤ i ≤ k;
(IV) 〈u,W (u)〉Mi ≥ 0, if u ∈ l2 \M4ǫ;
(V) if C ∩ BPrs(v) = ∅, then there is µk > 0 so that D∗f(u)W (u) ≥ µk, for any u ∈ BPrs(v).
Proof. First, we introduce several constants:
r¯s =
1
2
(rs + r − 3dr), r¯b = 1
2
(rb + r + 3dr).
For the given r, it follows from Lemma 4.6 and Remark 4.1 that there are µr > 0 and dr ∈ (0, r/3) such
that for any u ∈ (Ar−3dr,r+3dr(Cb) ∪ A′r−3dr,r+3dr(Cb)) ∩ f b, ‖D∗f(u)‖∗ ≥ µr. Set
ν := inf{‖D∗f(u)‖∗ : u ∈ (f bR+2δ \ f bR−δ) ∪ (f bL+2δ \ f bL−δ)}, (7.17)
by Lemma 4.7, one has that ν > 0.
Set
ǫ1 :=
(
min
{
rs − r + 3dr
12
,
r + 3dr − rb
12
,
µr
16
,
ν
16
,
δ1/2
6
, r, ‖v‖∗
})2
. (7.18)
Choose
ǫ ∈ (0, ǫ1). (7.19)
For the given v, r, and ǫ, by (7.1) and (7.2), set N∗ := 2Nǫ. In the following discussions, take N > N∗,
and (p1, ..., pk) ∈ P(k,N). In the discussions of (7.1) and (7.2), one has that if N > N∗, then the choice of
N does not affect the conclusions in (7.1) and (7.2).
Since rb < r+3dr < 2r < r0/4, for the given r and ǫ, it follows from Lemma 7.1 that for any u ∈ BPrb(v),
there is a vector field Wu satisfying the inequalities in Lemma 7.1.
Now, fix k ∈ N. For the given r and ǫ, let N > Nǫ and (p1, ..., pk) ∈ P(k,N).
Since rb < r + 3dr < 2r < r0/4 and (7.19), it follows from Lemma 7.1 that there is a vector field Wu
satisfying the properties of Lemma 7.1 for any u ∈ BPrb(v) with this given ǫ.
Case (1) We consider u ∈ BP
rb,bR+
3δ
2
(v) \ BPrs(v). Set
I1(u) := {i : 1 ≤ i ≤ k, ‖u− v(· − pi)‖Ii ≥ rs}.
So, I1(u) 6= ∅.
Set
ζ1 := min
{
rs − r¯s
2
,
r¯b − rb
2
}
. (7.20)
Fix any i ∈ I1(u),
either (i) ‖u‖Ii∩Au ≥ ζ1 or (ii) ‖u‖Ii∩Au < ζ1.
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It follows from Lemma 7.1, (7.18), (7.19), and (7.20) that ǫ
1/2
1 ≤ ζ1/3, and
D∗f(u)Wu ≥ 1
2
(‖u‖2Au,i−1 + ‖u‖2Au,i − 2ǫ)−
∑
{l: ‖u‖2
Au,l
<ǫ}
hl(u)
ǫ
2
≥1
2
(‖u‖2Ii∩Au − 2ǫ)−
∑
{l: ‖u‖2
Au,l
<ǫ}
hl(u)
ǫ
2
≥ ζ
2
1
2
− 2ǫ ≥ ζ
2
1
4
;
similarly, one has
D∗fi(u)Wu ≥ ζ
2
1
2
− 2ǫ ≥ ζ
2
1
4
.
So, for Case (i), one has
min{D∗f(u)Wu, D∗fi(u)Wu} ≥ ζ
2
1
4
. (7.21)
Now, for Case (i), set
Wu,i := 0. (7.22)
Now, we consider Case (ii).
First, we show that χ¯u,iu ∈ Ar−3dr,r+3dr(v(· − pi)) ∩ fκ
∗
.
It follows from (7.2) and N > Nǫ that ‖v(· − pi)‖2|t−pi|≥N ≤ ǫ/4. This, together with (7.4), yields that
‖u− v(· − pi)‖2Ii = ‖u− v(· − pi)‖2Ii\Au + ‖u− v(· − pi)‖2Ii∩Au
=‖u− v(· − pi)‖2Ii\Bu + ‖u− v(· − pi)‖2(Bu\Au)∩Ii + ‖u− v(· − pi)‖2Ii∩Au
≤‖u− v(· − pi)‖2Ii\Bu + ‖u‖2(Bu\Au)∩Ii + ‖v(· − pi)‖2(Bu\Au)∩Ii + 2‖v(· − pi)‖(Bu\Au)∩Ii‖u‖(Bu\Au)∩Ii
+‖u‖2Ii∩Au + 2‖u‖Ii∩Au‖v(· − pi)‖Ii∩Au + ‖v(· − pi)‖2Ii∩Au
≤‖u− v(· − pi)‖2Ii\Bu +
ǫ
2
+
ǫ
4
+ 2
ǫ1/2
2
ǫ1/2√
2
+ ζ21 + 2ζ1ǫ
1/2/2 + ǫ/4
≤‖u− v(· − pi)‖2Ii\Bu + 4ǫ1 + 2ǫ
1/2
1 ζ1 + ζ
2
1 .
Since ‖u− v(· − pi)‖2Ii ≥ r2s , one has
‖u− v(· − pi)‖2Ii\Bu ≥ r2s − (ζ21 + 2ǫ
1/2
1 ζ1 + 4ǫ1). (7.23)
By (7.18) and (7.20), one has
ζ21 + 2ǫ
1/2
1 ζ1 + 4ǫ1 ≤ ζ21 + ǫ1 + ζ21 + 4ǫ1 = 2ζ21 + 5ǫ1 ≤ r2s − (r − 3dr)2. (7.24)
It follows from (7.23) and (7.24) that
‖u− v(· − pi)‖2Ii\Bu ≥ (r − 3dr)2.
So,
‖χ¯u,iu− v(· − pi)‖2∗ = ‖u− v(· − pi)‖2Ii\Bu + ‖χ¯u,iu− v(· − pi)‖2Ii∩Bu + ‖v(· − pi)‖2Z\Ii ≥ (r − 3dr)2.
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On the other hand, by (7.9), (7.18), and (7.20), one has
‖χ¯u,iu− v(· − pi)‖2∗ = ‖χ¯u,iu− v(· − pi)‖2Ii + ‖v(· − pi)‖2Z\Ii
≤‖χ¯u,iu− v(· − pi)‖2Ii + ǫ ≤ (‖χ¯u,iu− u‖Ii + ‖u− v(· − pi)‖Ii)2 + ǫ
≤(‖(1− χ¯u,i)u‖Ii + rb)2 + ǫ ≤ (‖u‖Ii∩Au + ‖(1− χ¯u,i)u‖Fu,i + rb)2 + ǫ
≤(ζ1 + ǫ1/2 + rb)2 + ǫ ≤ (ζ1 + 2ǫ1/2 + rb)2 ≤ (r + 3dr)2,
where ‖(1 − χ¯u,i)u‖2Fu,i ≤ 2‖u‖2Fu,i is used, this can be proved by the similar calculation in (6.20). Hence,
χ¯u,iu ∈ Ar−3dr,r+3dr(v(· − pi)).
Now, we show that χ¯u,iu ∈ fκ∗ .
Since dr ∈ (0, r/3), one has rb < r + 3dr < r + r = 2r. For any u ∈ BPrb,bR+ 3δ2 (v), it follows from (7.2)
and ǫ < r2 that
‖u‖Ii∩Bu ≤ ‖u− v(· − pi)‖Ii + ‖v(· − pi)‖Ii∩Bu < rb + r < 2r + r = 3r.
This, together with the assumption that r ∈ (0, r0/8), implies that ‖u‖Ii∩Au < r0/2. So, by (6.11), one has
that
∑
t∈Ii∩Au V (t, u(t)) ≤ ‖u‖2Ii∩Au/8. Hence,
1
2
‖u‖2Ii∩Au −
∑
t∈Ii∩Au
V (t, u(t)) ≥ 0. (7.25)
By applying similar discussions in (6.21), one can show that
‖χ¯u,iu‖2Fu,i ≤ 2‖u‖2Fu,i. (7.26)
This, together with (6.11), (7.4), and (7.18), yields that
∑
t∈Fu,i
V (t, χ¯u,iu) ≤
‖χ¯u,iu‖2Fu,i
8
≤
‖u‖2Fu,i
4
≤ ǫ
4
. (7.27)
Hence, by the definitions of fi(u) in (6.5) and χ¯u,i in (7.4), (7.9), (7.25), (7.26), and (7.27), one has
f(χ¯u,iu) = fi(χ¯u,iu) ≤ fi(u)−
(
1
2
‖u‖2Ii∩Au −
∑
t∈Ii∩Au
V (t, u(t))
)
+
1
2
‖u‖2Fu,i
+
1
2
‖χ¯u,iu‖2Fu,i +
∣∣∣∣ ∑
t∈Fu,i
V (t, u(t))
∣∣∣∣+
∣∣∣∣ ∑
t∈Fu,i
V (t, χ¯u,i(t)u(t))
∣∣∣∣
≤fi(u) + ǫ
4
+
ǫ
2
+
ǫ
16
+
ǫ
4
≤fi(u) + δ
2
≤ bR + 3δ/2 + δ/2 = bR + 2δ < κ∗,
the last two inequalities are derived from the fact that u ∈ BP
rb,bR+
3δ
2
(v), (7.18), and (7.19).
Hence, χ¯u,iu ∈ Ar−3dr,r+3dr(v(· − pi)) ∩ fκ
∗
, which implies that ‖D∗f(χ¯u,iu)‖∗ ≥ µr. Consequently,
there is Qu,i ∈ l2 with ‖Qu,i‖∗ ≤ 1 such that
D∗fi(χ¯u,iu)Qu,i = D∗f(χ¯u,iu)Qu,i ≥ µr
2
, (7.28)
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where (3.10) and (6.7) are used. By direct calculation, one has
D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)
=
(∑
t∈Ii
(〈∆(χ¯u,i(t− 1)u(t− 1)),∆Qu,i(t− 1)〉+ 〈χ¯u,i(t)u(t), L(t)Qu,i(t)〉)
−
∑
t∈Ii
〈V ′x(t, χ¯u,i(t)u(t)), Qu,i(t)〉
)
−
(∑
t∈Ii
(〈∆u(t− 1),∆(χ¯u,i(t− 1)Qu,i(t− 1))〉
+〈u(t), L(t)χ¯u,i(t)Qu,i(t)〉
)−∑
t∈Ii
〈V ′x(t, u(t)), χ¯u,i(t)Qu,i(t)〉
)
=
∑
t∈Fu,i
〈(∆χ¯u,i(t− 1))u(t),∆Qu,i(t− 1)〉 −
∑
t∈Fu,i
〈∆u(t− 1), (∆χ¯u,i(t− 1))Qu,i(t))〉
−
∑
t∈Fu,i
〈V ′x(t, χ¯u,i(t)u(t)), Qu,i(t)〉 +
∑
t∈Fu,i
〈V ′x(t, u(t)), χ¯u,i(t)Qu,i(t)〉
where ∑
t∈Ii
〈∆(χ¯u,i(t− 1)u(t− 1)),∆Qu,i(t− 1)〉
=
∑
t∈Ii
〈(∆χ¯u,i(t− 1))u(t),∆Qu,i(t− 1)〉+
∑
t∈Ii
〈χ¯u,i(t− 1)(∆u(t− 1)),∆Qu,i(t− 1)〉,
∑
t∈Ii
〈∆u(t− 1),∆(χ¯u,i(t− 1)Qu,i(t− 1))〉
=
∑
t∈Ii
〈∆u(t− 1), (∆χ¯u,i(t− 1))Qu,i(t))〉 +
∑
t∈Ii
〈∆u(t− 1), χ¯u,i(t− 1)(∆Qu,i(t− 1))〉.
So,
|D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)|
≤ 1
N0
∑
t∈Fu,i
|〈u(t),∆Qu,i(t− 1)〉|+ 1
N0
∑
t∈Fu,i
|〈∆u(t− 1), Qu,i(t)〉|
+
1
8
‖χ¯u,iu‖Fu,i‖Qu,i‖Fu,i +
1
8
‖u‖Fu,i‖χ¯u,iQu,i‖Fu,i
≤ 2
N0L2
‖u‖Fu,i‖Qu,i‖Fu,i +
1
8
‖χ¯u,iu‖Fu,i‖Qu,i‖Fu,i +
1
8
‖u‖Fu,i‖χ¯u,iQu,i‖Fu,i ≤ ǫ1/2.
(7.29)
By (7.18) and (7.19), one has
|D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)| ≤ µr
4
. (7.30)
Since the support of χ¯u,i is contained in Ii, one has
|D∗f(χ¯u,iu)Qu,i −D∗f(u)(χ¯u,iQu,i)| = |D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)| ≤ µr
4
. (7.31)
Combining (7.28) and (7.31), one has if i ∈ I1(u) and ‖u‖Ii∩Au < ζ1, then
min{D∗f(u)(χ¯u,iQu,i), D∗fi(u)(χ¯u,iQu,i)} ≥ µr
4
. (7.32)
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In Case (ii), set
Wu,i :=
1
2
χ¯u,iQu,i. (7.33)
By (7.15), (7.16), (7.18), and (7.32), one has in Case (ii),
min{D∗fi(u)(Wu,i +Wu), D∗f(u)(Wu,i +Wu)} ≥ µr
8
− ǫ
2
≥ µr
16
. (7.34)
Set
µ := min
{
µr
32
,
ζ21
8
}
,
and
Su,1 :=
{
Wu +
∑
i∈I1(u)Wu,i, if u ∈ BPrb,bR+ 3δ2 (v) \ B
P
rs(v),
0, otherwise.
Thus, for any u ∈ BP
rb,bR+
3δ
2
(v) \ BPrs(v), by (7.21), (7.22), and (7.34), one has
D∗f(u)Su,1 ≥ 2µ; D∗fi(u)Su,1 ≥ 2µ, ∀i ∈ I1(u).
It follows from (6.3), (7.9), (7.13), (7.14), (7.22), and (7.33) that
〈u, Su,1〉Ml = 〈u,Wu〉Ml ≥
1
k + 1
‖u‖2Ml , 0 ≤ l ≤ k.
Case (2) Now, we consider the case that u ∈ BPrb(v) ∩ (∪ki=1(fi)bR+δbR ).
Set
I+2 (u) := {i : 1 ≤ i ≤ k, u ∈ (fi)bR+δbR }, ζ2 :=
δ1/2
2
,
and choose any i ∈ I+2 (u).
Now, we consider two different situations
(iii) ‖u‖Ii∩Au ≥ ζ2; (iv) ‖u‖Ii∩Au < ζ2.
For Case (iii), it follows from (7.18), (7.19), and Lemma 7.1 that
D∗f(u)Wu ≥ ζ
2
2
2
− 2ǫ ≥ 1
4
ζ22 , D∗fi(u)Wu ≥
ζ22
2
− 2ǫ ≥ 1
4
ζ22 .
For u ∈ BPrb(v) ∩ (∪ki=1(fi)bR+δbR ) and i ∈ I+2 (u), if ‖u‖Ii∩Au ≥ ζ2, set
W¯u,i := 0.
Now, we study Case (iv).
First, we show that χ¯u,iu ∈ (fi)bR+2δbR−δ .
By similar discussions in (7.26), (7.4), and the definition of χ¯u,i, one has
‖u‖2Ii − ‖χ¯u,iu‖2Ii = ‖u‖2Ii∩Au + ‖u‖2Fu,i + ‖u‖2Ii\Bu − ‖χ¯u,iu‖2Fu,i − ‖u‖2Ii\Bu
≤‖u‖2Ii∩Au +
ǫ
2
≤ ζ22 +
ǫ
2
.
(7.35)
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By (6.11), (7.18), (7.19), (7.26), and δ ∈ (0, r20/4), one has∑
t∈Ii
(
V (t, u(t))− V (t, χ¯u,i(t)u(t))
)
=
∑
t∈Ii∩Au
V (t, u(t)) +
∑
t∈Fu,i
(
V (t, u(t))− V (t, χ¯u,i(t)u(t))
)
≤1
8
‖u‖2Ii∩Au +
1
8
‖u‖2Fu,i +
1
8
‖χ¯u,iu‖2Fu,i
<
ζ22
8
+
3
16
ǫ.
(7.36)
So, it follows from (7.35), (7.36), and (7.18) that
|fi(u)− fi(χ¯u,iu)| =
∣∣∣∣12(‖u‖2Ii − ‖χ¯u,iu‖2Ii)−
∑
t∈Ii
(V (t, u(t))− V (t, χ¯u,i(t)u(t)))
∣∣∣∣
≤ζ
2
2
2
+
ǫ
4
+
ζ22
8
+
3
16
ǫ ≤ ζ22 +
1
2
ǫ < δ.
This, together with the assumption that u ∈ (fi)bR+δbR , yields that χ¯u,iu ∈ (fi)bR+2δbR−δ . From the def-
inition of χ¯u,i in (7.9), it follows that f(χ¯u,iu) = fi(χ¯u,iu). So, χ¯u,iu ∈ (f)bR+2δbR−δ . By (7.17), one has
‖D∗f(χ¯u,iu)‖∗ = ‖D∗fi(χ¯u,iu)‖∗ ≥ ν.
So, there exists Qu,i ∈ l2 with ‖Qu,i‖∗ ≤ 1 such that
D∗fi(χ¯u,iu)Qu,i = D∗f(χ¯u,iu)Qu,i ≥ ν
2
.
By applying similar discussions in (7.29) and (7.18), one has
|D∗f(χ¯u,iu)Qu,i −D∗f(u)(χ¯u,iQu,i)| = |D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)| ≤ 4ǫ1/2 ≤ ν
4
.
Hence,
min{D∗f(u)(χ¯u,iQu,i), D∗fi(u)(χ¯u,iQu,i)} ≥ ν
4
.
For u ∈ BPrb(v) ∩ (∪ki=1(fi)bR+δbR ) and i ∈ I+2 (u), if ‖u‖Ii∩Au < ζ2, set
W¯u,i :=
1
2
χ¯u,iQu,i.
Set
ν+ := min
{
ν
16
,
ζ22
4
}
,
and
Su,2 :=
{
Wu +
∑
i∈I+
2
(u) W¯u,i, if u ∈ BPrb(v) ∩ (∪ki=1(fi)bR+δbR ),
0, otherwise.
Thus, for any u ∈ BPrb(v) ∩ (∪ki=1(fi)bR+δbR ),
D∗f(u)Su,2 ≥ ν+; D∗fi(u)Su,2 ≥ ν+, ∀i ∈ I+2 (u).
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By using similar method in Case (1), one has
〈u, Su,2〉Ml = 〈u,Wu〉Ml ≥
1
k + 1
‖u‖2Ml , 0 ≤ l ≤ k.
Case (3) Consider u ∈ BPrb(v)∩ (∪ki=1(fi)bL+δbL ). The situation can be investigated by similar approach
in Case (2).
Set
I+3 (u) := {i : 1 ≤ i ≤ k, u ∈ (fi)bL+δbL }, ζ3 :=
δ1/2
2
,
and choose any i ∈ I+3 (u).
Now, we consider two different situations
(v) ‖u‖Ii∩Au ≥ ζ3; (vi) ‖u‖Ii∩Au < ζ3.
It follows from (7.18), (7.19), and Lemma 7.1 that
D∗f(u)Wu ≥ ζ
2
3
2
− 2ǫ ≥ 1
4
ζ23 , D∗fi(u)Wu ≥
ζ23
2
− 2ǫ ≥ 1
4
ζ23 .
For u ∈ BPrb(v) ∩ (∪ki=1(fi)bL+δbL ) and i ∈ I+3 (u), if ‖u‖Ii∩Au ≥ ζ3, set
W¯u,i := 0.
Now, we study Case (vi).
First, we show that χ¯u,iu ∈ (fi)bL+2δbL−δ .
By (7.4), (7.26), and the definition of χ¯u,i, one has
‖u‖2Ii − ‖χ¯u,iu‖2Ii = ‖u‖2Ii∩Au + ‖u‖2Fu,i + ‖u‖2Ii\Bu − ‖χ¯u,iu‖2Fu,i − ‖u‖2Ii\Bu
≤‖u‖2Ii∩Au +
ǫ
2
≤ ζ23 +
ǫ
2
.
(7.37)
By (6.11), (7.18), (7.19), (7.26), and δ ∈ (0, r20/4), one has∑
t∈Ii
(
V (t, u(t))− V (t, χ¯u,i(t)u(t))
)
=
∑
t∈Ii∩Au
V (t, u(t)) +
∑
t∈Fu,i
(
V (t, u(t))− V (t, χ¯u,i(t)u(t))
)
≤1
8
‖u‖2Ii∩Au +
1
8
‖u‖2Fu,i +
1
8
‖χ¯u,iu‖2Fu,i
<
ζ23
8
+
3
16
ǫ.
(7.38)
So, it follows from (7.18), (7.37), and (7.38) that
|fi(u)− fi(χ¯u,iu)| =
∣∣∣∣12(‖u‖2Ii − ‖χ¯u,iu‖2Ii)−
∑
t∈Ii
(V (t, u(t))− V (t, χ¯u,i(t)u(t)))
∣∣∣∣
≤ζ
2
3
2
+
ǫ
4
+
ζ22
8
+
3
16
ǫ ≤ ζ23 +
ǫ
2
< δ.
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This, together with the assumption that u ∈ (fi)bL+δbL , yields that χ¯u,iu ∈ (fi)bL+2δbL−δ . From the definition
of χ¯u,i in (7.9), it follows that f(χ¯u,iu) = fi(χ¯u,iu). So, χ¯u,iu ∈ (f)bL+2δbL−δ . By (7.17), one has ‖D∗f(χ¯u,iu)‖∗ =
‖D∗fi(χ¯u,iu)‖∗ ≥ ν.
So, there exists Qu,i ∈ l2 with ‖Qu,i‖∗ ≤ 1 such that
D∗fi(χ¯u,iu)Qu,i = D∗f(χ¯u,iu)Qu,i ≥ ν
2
.
By applying similar discussions in Case (1) and (7.18), one has
|D∗f(χ¯u,iu)Qu,i −D∗f(u)(χ¯u,iQu,i)| = |D∗fi(χ¯u,iu)Qu,i −D∗fi(u)(χ¯u,iQu,i)| ≤ 4ǫ1/2 ≤ ν
4
.
Hence,
min{D∗f(u)(χ¯u,iQu,i), D∗fi(u)(χ¯u,iQu,i)} ≥ ν
4
.
For u ∈ BPrb(v) ∩ (∪ki=1(fi)bL+δbL ) and i ∈ I+3 (u), if ‖u‖Ii∩Au < ζ3, set
W¯u,i :=
1
2
χ¯u,iQu,i.
Set
ν− := min
{
ν
16
,
ζ23
4
}
,
and
Su,3 :=
{
Wu +
∑
i∈I+
3
(u) W¯u,i, if u ∈ BPrb(v) ∩ (∪ki=1(fi)bL+δbL ),
0, otherwise.
Thus, for any u ∈ BPrb(v) ∩ (∪ki=1(fi)bL+δbL ),
D∗f(u)Su,3 ≥ ν−; D∗fi(u)Su,3 ≥ ν−, ∀i ∈ I+3 (u).
By using similar method in Case (1), one has
〈u, Su,3〉Ml = 〈u,Wu〉Ml ≥
1
k + 1
‖u‖2Ml , 0 ≤ l ≤ k.
Case (4) Now, we study the situation u ∈ BPrs(v).
There are two different situations: (vii) max0≤l≤k ‖u‖Ml ≥ 4ǫ, (viii) max0≤l≤k ‖u‖Ml < 4ǫ.
For Case (vii), take j, 0 ≤ j ≤ k, such that ‖u‖2Mj ≥ 4ǫ. It follows from Lemma 7.1 and (7.15) that
D∗f(u)Wu ≥ 1
2
(‖u‖2Au,j − ǫ)−
ǫ
2
≥ ǫ.
In Case (vii), set
Su,4 :=Wu.
Next, it is to show that if C ∩ BPrs(v) = ∅, then for any u ∈ BPrs(v) and u is in Case (viii), there is
µ′k > 0 such that ‖D∗f(u)‖∗ ≥ µ′k. By contradiction, suppose that there is {um}∞m=1 ⊂ BPrs(v) such that
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‖D∗f(um)‖∗ → 0. It is easy to obtain that BPrs(v) is a bounded set. By the conclusion of Step 1 in the proof
of (g3) in Lemma 6.2, one has that f(BPrs(v)) is bounded, which implies that {um}∞m=1 is a PS sequence.
Since um ∈ BPrs(v), one has that ‖um − v(· − p1)‖I1 < rs, ‖um − v(· − pk)‖Ik < rs. This, together with
rs < 2r < r0/4 < D0/16, yields that the sequence {um}∞m=1 satisfies the assumptions of Lemma 4.4. It
follows from Lemma 4.4 that there is a convergent subsequence. Since {um}∞m=1 ⊂ BPrs(v), it is evident
that the limit points of the PS sequence is also belong to the set BPrs(v). It follows from the assumption
C ∩ BPrs(v) = ∅ that the limit point of this PS sequence is the zero element in l2. Hence, ‖v(−pi)‖Ii < rs,
1 ≤ i ≤ k, yielding that, ‖v‖{Ii−pi} < rs. By (7.2), r ∈ (0,min{ r08 ,
√
3‖v‖∗
4 }) \ Dκ
∗
, (7.18) and (7.19), one
has that ‖v‖{Ii−pi} > rs. This is a contradiction.
Hence, if C∩BPrs(v) = ∅, then for any u ∈ BPrs(v) and u is in Case (viii), there is Qu ∈ l2 with ‖Qu‖∗ ≤ 1
such that
D∗f(u)Qu ≥ µ¯
′
k
2
.
For Case (viii), set
Su,4 := Qu.
If u 6∈ BPrs(v), set Su,4 := 0 and
µk := min
{
ǫ
2
,
µ¯k
4
}
.
Hence, for any u ∈ BPrs(v),
D∗f(u)Su,4 ≥ 2µk,
and for any u in Case (4), one has that
〈u, Su,4〉Ml = 〈u,Wu〉Ml ≥
1
1 + k
‖u‖2Ml , 0 ≤ l ≤ k.
For u ∈ l2, set
Su :=
4∑
i=1
Su,i.
By applying the method of constructing pseudo-gradient vector, we could give the vector field satisfying
the requirements of the proposition, please refer to the proof of Theorem 5.2.2 in [32]. We give a sketch of
the construction.
In the above construction, the constant µ could be chosen such that it is independent on the choice of u
in the cases of (II). In the Cases (III) and (IV), there are small positive constants such that the inequalities
in (III) and (IV) are bigger than these positive constants. Hence, for any u, we could define a constant
vector on a sufficiently small neighborhood of u such that the requirements in (I)–(V) are satisfied. For any
u ∈ l2, denote wu as this constant vector and this neighborhood as Nu. The family {Nu}u∈l2 consists an
open covering of l2. Since l2 is a metric space, it is paracompact. So, there exists a locally finite refinement
{Nuα}α∈I , where I is the index set. Consider the following distance function
dα(x) := dist(x, l
2 \Nuα), α ∈ I.
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Set
d(x) :=
∑
α∈I
dα(x), x ∈ l2.
We can show that d(x) is well-defined and locally Lipschitz continuous function on l2. For any u ∈ l2, since
the subcover is locally finite, there is a finite number m such that d(x) =
∑m
α=1 dα(x) > 0. Set
µα(x) :=
dα(x)
d(x)
, ∀x ∈ l2, α ∈ I.
It is evident that
µα(x) = 0, ∀x ∈ l2 \Nuα , α ∈ I,
and
0 ≤ µα ≤ 1,
∑
α∈I
µα(x) = 1, ∀x ∈ l2.
It is evident that µα(x) is locally Lipschitz continuous. Denote
W (x) :=
∑
α∈I
µα(x)wαu , ∀x ∈ l2.
It is easy to show that the vector field W is locally Lipschitz continuous and satisfies the requirements.
By the choice of r0 in (6.11), the definition of Wu in (7.14), and the construction of the vector field
above, it is evident that ‖W (u)‖Ii ≤ 2, 1 ≤ i ≤ k. This completes the whole proof.
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