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Abstrakt
Tato diplomová práce se zabývá smeˇrovacím protokolem IS-IS. Prvním cílem práce bylo
popsání soucˇasného stavu standardizace IS-IS a porovnání IS-IS s OSPF. Práce obsahuje
srovnání rychlosti konvergence IS-IS a OSPF na ru˚zných typech topologií. Dalšími cíli
bylo vytvorˇení dvou prˇípadových studií. První studie se zabývá paralelní smeˇrování
IPv4 a IPv6, druhá studie popisuje možnosti smeˇrování s alternativními topologiemi.
Obeˇ studie byly provedeny na smeˇrovacˇích Cisco. Posledním cílem práce bylo prozk-
oumání možností a praktické využití prˇenosu generických informací v protokolových
jednotkách IS-IS. K tomuto úcˇelu byla rozšírˇena otevrˇená implementace ISISd, která je
soucˇástí smeˇrovacího balícˇku Quagga.
Klícˇová slova: Alternativní topologie, IGP, IPv6, IS-IS, ISISd, OSPF, prˇenos generických
informací, smeˇrování
Abstract
This diploma thesis deals with IS-IS routing protocol. The first aim of this work was de-
scription of current state of standartization of IS-IS and comparison of IS-IS with OSPF.
This work contains comparison of convergence speeds of IS-IS and OSPF. Another aims
was creation of two case studies. The first case study deals with parallel routing of IPv4
and IPv6, the second case study describes options of multi-topology routing. Both studies
was undertaken on Cisco routers. The last aim was exploration of possibilities and prac-
tical utilization of transmission of generic informations in IS-IS protocol data units. For
this purpose ISISd open implementation was extended, ISISd is part of Quagga routing
suite.
Keywords: Multi topology, IGP, IPv6, IS-IS, ISISd, OSPF, transmission of generic infor-
mation, routing
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61 Úvod
V dnešní dobeˇ považuje každý cˇloveˇk jako samozrˇejmost, že mu˚že využívat Internet ke
komunikaci s miliardami uživateli po celém sveˇteˇ. Internet se skládá z navzájem propo-
jených pocˇítacˇových sítí založených na protokolu TCP/IP. Tyto pocˇítacˇové síteˇ používají
smeˇrovací protokoly k tomu, aby mohli efektivneˇ smeˇrovat provoz od zdroje k cíli.
Tato práce se detailneˇ zabývá smeˇrovacím protokolem IS-IS. Vývoj protokolu zacˇal
v roce 1986, jako výzkumný projekt firmy DEC pro smeˇrování v sít’ové architekturˇe
DECNET Phase V. Pozdeˇji protokol prˇevzala organizace ISO jako základní smeˇrovací
protokol pro referencˇní model ISO/OSI. V roce 1987 vydala specifikaci ISO 10589 [1],
kde byl poprvé zmíneˇn název IS-IS. ISO 10589 definuje základní principy protokolu,
bohužel zde není žádná zmínka o smeˇrovaní IP protokolu. Podle této specifikace tedy
není možné IS-IS použít pro smeˇrování v Internetu. Jako hlavní protokol sít’ové vrstvy
ISO považovalo CLNP (protokol podobný IP) a tudíž nezahrnulo podporu IP. V roce
1988 IETF zacˇalo pracovat na novém protokolu, který meˇl nahradit smeˇrovací protokol
RIP, který byl nevhodný pro rozsáhlé síteˇ z du˚vodu omezení pocˇtu˚ skoku˚ (založený na
Bellman-Ford algoritmu). Rozhodlo se, že se budou paralelneˇ vyvíjet protokoly založené
na principu stavu linek: OSPF a IS-IS. Vznikly dveˇ pracovní skupiny (working groups) -
OSPF-WG a ISIS-WG, prˇi vývoji se obeˇ skupiny navzájem inspirovaly a ovlivnˇovaly. IETF
deklarovalo, že oba protokoly jsou si rovny. V roce 1990 bylo publikováno RFC 1195 [2],
které rozšírˇilo IS-IS o podporu IPv4 (Integrated IS-IS). Od té doby témeˇrˇ všechnu práci
na vývoji IS-IS provádeˇla ISIS-WG. [3]
V druhé kapitole budou popsány principy fungování IS-IS a soucˇasný stav jeho stan-
dardizace. Dále v této kapitole bude IS-IS porovnán v základních vlastnostech s OSPF.
OSPF zde není podrobneˇ popsán, jsou popsány principiální rozdíly obou protokolu˚ a
zdu˚razneˇny jejich výhody nebo nevýhody.
Trˇetí kapitola se zabývá meˇrˇením rychlosti konvergence protokolu˚ IS-IS a OSPF na
ru˚zných typech topologií.
Cˇtvrtá a pátá kapitola popisuje možnosti smeˇrování s alternativními topologiemi a
paralelního smeˇrovaní protokolu˚ IPv4 a IPv6. Obeˇ kapitoly obsahují prˇípadové studie
vypracované na platformeˇ Cisco.
7Poslední kapitola se zabývá prˇenosem generických informací v protokolových jed-
notkách IS-IS. IS-IS je navržen tak, že ho lze snadno rozšírˇit o novou funkcionalitu. V
této kapitole bude popsáno rozšírˇení otevrˇené implementace IS-IS o podporu prˇenosu
generických informací. Dále zde bude nastíneˇna praktická využitelnost tohoto rˇešení.
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V této kapitole budou popsány základy IS-IS podle standardu˚ ISO 10589 [1] a RFC 1195
[2]. Pu˚vodneˇ byl IS-IS vyvinut pro poskytování smeˇrování v cˇistém OSI prostrˇedí (pro
smeˇrování protokolu CLNP). V dnešní dobeˇ se CLNP prakticky nepoužívá (veˇtšina stan-
dardu ISO 10589 je zastaralá) a prˇevládají protokoly IPv4 a IPv6. Z toho du˚vodu práce
neobsahuje informace týkající se CLNP a ISO prostrˇedí a bude se veˇnovat pouze IP
prostrˇedí. Prˇi cˇteˇní této diplomové práce se prˇedpokládá základní znalost pocˇítacˇových
sítí a zejména smeˇrovacích protokolu˚ založených na stavu linek.
Veˇtšina v soucˇasnosti používaných IGP smeˇrovacích protokolu˚ (OSPF, RIP, EIGRP) je
závislá na IP protokolu. IS-IS se od teˇchto protokolu˚ odlišuje, že beˇží na druhé vrstveˇ
modelu ISO/OSI. Díky tomu není závislý na verzi IP protokolu, a umožnˇuje smeˇrování
neˇkolika protokolu˚ trˇetí vrstvy OSI modelu. V soucˇasnosti podporuje smeˇrování hned trˇí
protokolu˚: historického CLNP, IPv4, IPv6 a je snadno rozširˇitelný o další.
2.1 Princip protokolu˚ stavu˚ linek
IS-IS je IGP smeˇrovací protokol založený na stavu linek (link state), tato podkapitola
obecneˇ popíše princip fungování teˇchto protokolu˚.
Charakteristikou smeˇrovacích protokolu˚ založených na stavu linek je, že každý smeˇrovacˇ
zná kompletní topologii síteˇ ve smeˇrovací doméneˇ, oznacˇovanou jako topologická databáze.
Nutné pro správné fungování je stejná topologická databáze na všech smeˇrovacˇích. Nad
databází smeˇrovacˇ vypocˇte pomocí SPF (Dijkstrova) algoritmu nejkratší cesty ke konkrét-
ním sítím. Princip protokolu˚ založených na stavu linek se skládá z teˇchto kroku˚: [4]
• Objevování sousedu˚ a navázání prˇilehlosti (adjacency) - každý smeˇrovacˇ opako-
vaneˇ posílá a prˇijímá Hello zprávy od sousedu˚. Pomocí tohoto protokolu smeˇrovacˇ
hledá své sousedy a zjišt’uje stav spojení mezi nimi.
• Šírˇení smeˇrovací informace (flooding) - po objevení sousedu˚, smeˇrovacˇe si navzá-
jem vymeˇní informace o prˇipojených sítích a jejich sousedech.
• Synchronizace topologické databáze - všechny smeˇrovacˇe v smeˇrovací doméneˇ musí
mít stejnou topologickou databázi.
• Výpocˇet Dijkstrova algoritmu - pro zjišteˇní nejkratších cest do konkrétních sítí,
každý smeˇrovacˇ provede lokálneˇ výpocˇet Dijkstrova algoritmu.
9Jak se chová IS-IS v jednotlivých bodech je popsáno v následujících kapitolách.
2.2 Terminologie
Jelikož IS-IS je protokol pu˚vodneˇ standardizovaný organizací ISO, používá odlišnou ter-
minologii pro na Internetu beˇžneˇjší IETF termíny. Z tohoto du˚vodu jsou v tabulce 1
porovnány ISO a IETF termíny. Neˇkteré anglické literatury používájí IETF oznacˇení, jiné
ISO. V popisu funkcionality se namísto Intermediate System používá zažitý cˇeský název
smeˇrovacˇ. Prˇi porovnání IS-IS a OSPF zbylé termíny zu˚staly nezmeˇneˇny. [4]
IETF termíny ISO termíny
Smeˇrovacˇ (router) Intermediate System (IS)
Host End System (ES)
MAC adresa Subnetwork Point of Attachment (SNPA)
Paket Network Protocol Data Unit (NPDU)
Rámec Subnetwork Protocol Data Unit (SNPDU)
Link State Advertisement (LSA) Link State PDU (LSP)
Autonomous System (AS) Routing Domain
Backbone area Level 2 (L2) Subdomain
Nonbackbone area Level 1 (L1) Area
Tabulka 1: Terminologie ISO/EITF
2.3 Typy a struktura zpráv
Jak již bylo zmíneˇno drˇíve, IS-IS si vymeˇnˇuje zprávy na druhé vrstveˇ ISO/OSI modelu.
Výhodou tohoto prˇístupu je, že IS-IS není zranitelný vu˚cˇi externím útoku˚m využívajících
IP protokol jako naprˇ. DoS nebo spoofing. Aby útocˇník mohl provést útok, musel by mít
prˇímý prˇístup k médiu nebo k smeˇrovacˇi. [4]
ISO 10589 [1] definuje 4 základní typy zpráv (PDU): IIH, LSP, CSNP, PSNP. IIH slouží k
objevování sousedu˚ a udržování prˇilehlosti. LSP je základním stavebním kamenem pro
tvorbu databáze stavu linek. LSP je generováno každým smeˇrovacˇem v síti a šírˇí se v síti.
LSP obsahuje naprˇ. informace o dostupných sítích a jejich metrikách nebo informace o
sousedech smeˇrovacˇe. Po té, až všechny smeˇrovacˇe budou mít aktuální LSP od ostatních
10
smeˇrovacˇu˚ v síti, mu˚žou provést výpocˇet nejkratších cest do jednotlivých sítí a naplnit
svojí smeˇrovací tabulku. Poslední dva typy PDU CSNP a PSNP slouží k synchronizaci
databáze mezi sousedními smeˇrovacˇi.
Základní struktura IS-IS zprávy je zobrazenou na obrázku 1. Všechny IS-IS zprávy
zacˇínají spolecˇnou cˇástí o velikosti 8 bajtu˚. Spolecˇná hlavicˇka obsahuje tyto polícˇka: [1]
• Intra-domain Routing protocol Discriminator - identifikátor sít’ové vrstvy prˇirˇazený
IS-IS (vždy má hodnotu 0x83).
• Length Indicator - délka hlavicˇky v bajtech.
• Version/Protocol ID Extension - konstanta, vždy má hodnotu 1.
• ID Lenght - délka System-ID v NET adrese, hodnota 0 znamená délku 6.
• PDU type - cˇíselná hodnota indikující typ PDU (viz. tabulka 2).
• Version - konstanta, vždy má hodnotu 1.
• Reserved - vždy má hodnotu 0, ignorována prˇi prˇijetí.
• Maximum Area Addresses - maximální pocˇet oblastí povolených pro tento smeˇrovacˇ,
hodnota 0 znamená 3 povolené adresy pro tento smeˇrovacˇ.
Dále následuje PDU specifická cˇást, která se liší podle typu PDU. Zpráva je zakoncˇená
sekcí promeˇnlivé délky skládajících se z tzv. TLV. TLV je formát dat skládající se z trˇí
polícˇek:
• Typ (Type) - typ dat.
• Délka (Length) - délka dat (polícˇka Value).
• Hodnota (Value) - data do maximální velikosti 255 B.
Využívání TLV patrˇí k nejveˇtším výhodám IS-IS. Díky této vlastnosti je možné protokol
snadno rozširˇovat o nové rysy. Do jednotlivých TLV je možné navíc vložit SUB-TLV,
které umožnˇují další rozširˇitelnost protokolu. IS-IS vyžaduje, aby všechny smeˇrovacˇe ig-
norovaly neznámé TLV a prˇeposílaly je v nepozmeˇneˇné podobeˇ. [2]
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Obrázek 1: IS-IS zpráva
Hodna polícˇka PDU Type Typ PDU
15 Level-1 LAN Hello
16 Level-2 LAN Hello
17 Point-to-Point Hello
18 Point-to-Point Hello





Tabulka 2: Typy PDU
2.4 Metrika
Metrika je kritérium, podle kterého smeˇrovacˇe urcˇují nejvýhodneˇjší cestu do síteˇ. V IS-IS
i OSPF se metrika oznacˇuje jako cena, která je prˇirˇazena každému rozhraní. Cena cesty
ze zdroje A do cíle B je sumou cen všech odchozích rozhraní na smeˇrovacˇích. [4]
12
2.4.1 IS-IS metriky
RFC 1195 [2] specifikuje 4 odlišné 6-bitové metriky:
• default - jediná povinná metrika, která musí být prˇirˇazena k rozhraní.
• delay - reprezentuje zpoždeˇní linky.
• expense - reprezentuje náklady na užívání linky.
• error - reprezentuje pravdeˇpodobnost vzniku chyby na lince.
Myšlenka použití cˇtyrˇ metrik bylo poskytnutí základní podpory pro QoS, ale veˇtšina
beˇžných implementacích IS-IS nepoužívá jinou, než default metriku.
6-bitová metrika se ukázala jako nedostatecˇní v moderních sítích. Z toho du˚vodu RFC
5305 [11] definuje novou 32b-metriku a odstranˇuje delay, expense a error metriky. Oba
typy metrik se mu˚žou používat, nutné je pouze, aby v celé smeˇrovací doméneˇ se použí-
val stejný typ. Veˇtšina implementací prˇirˇazuje metrice linky standardní hodnotu 10, což
mu˚že vést k suboptimálnímu smeˇrování. Proto je vhodné manuálneˇ prˇirˇadit hodnotu
metriky rozhraní podle rychlosti linky.
2.4.2 OSPF metriky
Specifikace OSPF nedefinuje žádnou standardní cenu pro rozhraní. OSPF používá 16-
bitovou metriku pro prefixy v jedné oblasti. Pro externí prefixy se používá 24-bitová
metrika. Veˇtšina implementací používá vzorec 100Mbps/rychlost linky. Všechny linky s
veˇtší rychlostí než 100Mbps mají hodnotu 1, což opeˇt vede k suboptimálnímu smeˇrování.
Toto omezení se dá vyrˇešit zmeˇnou základní rychlosti 100Mbps na vyšší. [4]
2.5 IS-IS adresování
Základním požadavkem pro správné fungování protokolu˚ založených na stavu linek je
jednoznacˇná identifikace smeˇrovacˇu˚. V IS-IS má každý smeˇrovacˇ prˇirˇazenou NET adresu,
která je speciální verzí ISO NSAP adresy.
Obrázek 2 ukazuje strukturu NET adresy:
• Area-ID - urcˇuje, do jaké oblasti smeˇrovacˇ náleží. První byte Area-ID je tzv. AFI.
AFI identifikuje registracˇní autoritu adresy. Jelikož v rámci smeˇrovací domény cˇísla
oblastí mají lokální význam, mu˚že se použít libovolné AFI. Nejcˇasteˇji se používá
AFI 49, které slouží pro privátní adresy.
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• System-ID - jednoznacˇný identifikátor smeˇrovacˇe. Pu˚vodní ISO norma povolovala
promeˇnnou délku System-ID (1-8 bajtu˚), veˇtšina implementací však používá pev-
nou 6 bajtovou délku.
• Selector (SEL) - slouží k identifikaci funkce vyšší vrstvy OSI modelu, vždy musí být
nastaven na 0.
Obrázek 2: NET adresa
System-ID mu˚že být libovolné 48-bitové cˇíslo, pro snadneˇjší zachování unikátnosti
je obvyklou praxí získání System-ID z IP adresy loopbacku smeˇrovacˇe. Na obrázku 3
je zobrazena privátní NET adresa smeˇrovacˇe ležícího v oblasti 1 s Loopback adresou
192.168.232.112. [3]
Obrázek 3: NET prˇíklad
2.6 Hierarchické smeˇrování a oblasti
S rostoucím pocˇtem smeˇrovacˇu˚ v smeˇrovací doméneˇ vzniká problém s ru˚stem velikosti
databáze stavu linek a s šírˇením smeˇrovacích informací. Zvyšuje se frekvence pocˇtu ozná-
mení o zmeˇneˇ topologie v síti, a tudíž se cˇasteˇji provádí výpocˇet Dijkstrova algoritmu
na jednotlivých uzlech. Pokud je pocˇet smeˇrovacˇu˚ v rˇádu tisícu˚, velikost topologické
databáze o doba výpocˇtu Dijkstrova algoritmu mu˚žou zpu˚sobit vysokou záteˇž procesoru
smeˇrovacˇe. Tento problém rˇeší zavedení tzv. oblastí, které rozdeˇlují sít’ na menší cˇásti.
Smeˇrovací informace se šírˇí pouze uvnitrˇ oblasti a mezi oblastmi se šírˇí pouze sumární
informace. Zmeˇna v jedné oblasti nevyvolá výpocˇet SPF v jiných oblastech a provede se
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pouze lokální výpocˇet SPF. IS-IS i OSPF využívá dvou-úrovnˇovou hierarchii. V IS-IS i
OSPF je sít’ rozdeˇlena na tranzitní a netranzitní cˇást. Všechen provoz mezi netranzitními
cˇástmi síteˇ musí procházet tranzitní cˇástí, aby se zamezilo smycˇkám. [3]
2.6.1 Hierarchické smeˇrování v IS-IS
Hierarchické smeˇrování je realizováno pomocí úrovní - Level-1, Level-2. Level-2 úrovenˇ
má funkci tranzitní cˇásti síteˇ a spojuje Level-1 oblasti. Všechny smeˇrovacˇe si vytvárˇejí
pro každou úrovenˇ vlastní topologickou databázi. Každá linka nese oznacˇení, do jaké
topologie náleží - L1, L2 nebo L1/L2. Na obrázku 4 je zobrazena minimalistická topologie
s jednou tranzitní Level-2 a dveˇma netranzitními Level-1 oblastmi. Hranice mezi dveˇma
oblastmi se nachází v pu˚lce linky mezi hranicˇními smeˇrovacˇi (L1/L2). [2] [3]
Obrázek 4: IS-IS hierarchické smeˇrování
Nutnou podmínkou k vymeˇneˇ LSP je navázání prˇilehlosti. K vytvorˇení prˇilehlosti
v Level-1 topologii se ID oblastí musí shodovat. Pro Level-2 prˇilehlost na ID oblasti
nezáleží. Jediným omezením pro vytvorˇení páterˇní Level-2 oblasti je spojitá množina
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linek prˇirˇazených do Level-2 topologie (nemu˚žou existovat izolované ostru˚vky páterˇní
síteˇ). [2] [3]
Šírˇení cest mezi úrovneˇmi
Standardním chováním IS-IS je, že propouští informace o cestách z Level-1 do Level-2,
ale nepropouští z Level-2 do Level-1 oblastí (RFC 1195 to prˇímo zakazuje). L2 smeˇrovacˇe
mají informace o všech sítích v smeˇrovací doméneˇ. L1 smeˇrovacˇe znají cesty k sítím pouze
ve své oblasti a veškerý provoz ven smeˇrují k nejbližšímu L1/L2 smeˇrovacˇi. [2] [3]
Standardní chování IS-IS prˇi propoušteˇní cest mezi Level-2 do Level-1 má své výhody
a nevýhody. Výhodou je snížení velikosti smeˇrovací tabulky na Level-1 smeˇrovacˇích.
Nevýhoda je, že pokud je v Level-1 více L1/L2 smeˇrovacˇu˚, mu˚že docházet k suboptimál-
nímu smeˇrování (Level-1 smeˇrovacˇ vždy posílá provoz mimo oblast na nejbližší L1/L2
smeˇrovacˇ bez ohledu na celkovou velikost metriky). Tento problém rˇeší RFC 5302 [10],
které povoluje propoušteˇní cest z Level-2 do Level-1 úrovneˇ. Dále povoluje existenci ex-
terních cest v Level-1 úrovni.
2.6.2 Hierarchické smeˇrování v OSPF
OSPF prˇistupuje k hierarchickému smeˇrování odlišným zpu˚sobem. Na rozdíl od IS-IS, do
oblasti není prˇirˇazen smeˇrovacˇ, ale jeho rozhraní. Na obrázku 5 je analogická topologie
k IS-IS topologii. Zde hranice mezi oblastmi jsou v pu˚lce ABR smeˇrovacˇe, které se dají
považovat za ekvivalent k L1/L2 smeˇrovacˇu˚ v IS-IS. Ekvivalentem k Level-2 úrovni je
v OSPF páterˇní oblast 0, jež spojuje ostatní netranzitní oblasti. Prˇilehlost se naváže mezi
dveˇma smeˇrovacˇi se stejnými cˇísly oblastí.
Šírˇení cest mezi úrovneˇmi
Standardneˇ v OSPF se šírˇí cesty mezi všemi oblastmi v autonomním systému. Což v sítích
s velkým množstvím prefixu˚ znamená velké nároky na pameˇt’ a procesor smeˇrovacˇe. V
OSPF se netranzitní oblasti mu˚žou nastavit do trˇí režimu˚ - Stub, Totally-Stuby a Not-So-
Stubby. Do Stub oblasti nejsou propagovány externí cesty z jiného autonomního systému.
Totally-Stuby oblast se chová jako standardní Level-1 v IS-IS (propaguje se do ní pouze
defaultní cesta). Poslední oblastí je Not-So-Stubby, která povoluje propagování externích
cest z jiného smeˇrovacího protokolu.
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Obrázek 5: OSPF hierarchické smeˇrování
2.6.3 Výhody/Nevýhody hierarchického smeˇrování IS-IS a OSPF
IS-IS hierarchické smeˇrování je mnohem flexibilneˇjší než OSPF hierarchické smeˇrování.
Obrázek 6 zobrazuje prˇíklad IS-IS topologie, která demonstruje vlastnosti, že Level-2
úrovenˇ se mu˚že rozkládat prˇes více oblastí. Další výhodou je možnost participování linky
v obou topologií (zelená linka v oblasti 49.1111). V OSPF by toto nebylo možné, a bylo by
nutné prˇidat další linku mezi smeˇrovacˇi.
Poslední výhodou hierarchické smeˇrování IS-IS je, že smeˇrovacˇ mu˚že být ve více oblastech
zárovenˇ. Smeˇrovacˇi se mu˚že prˇirˇadit více NET adres (teoreticky až 254, prakticky se
používají max. 3). Cˇást System-ID musí být ve všech NET adresách na jednom smeˇrovacˇi
stejná, mu˚že se lišit pouze Area-ID. Tato vlastnost má uplatneˇní prˇi:
• Spojení dvou oblastí do jedné.
• Rozdeˇlení jedné oblasti do dvou.
• Prˇejmenování oblastí.
Naprˇ. prˇi spojení oblastí 49.0000 a 49.2222 do nové Level-1 oblasti 49.4444, by se na
všech smeˇrovacˇích v pu˚vodních oblastech nastavil nový NET 49.4444.System-ID.00. Jestliže
je linka mezi obeˇma oblasti prˇirˇazena také do Level-1 topologie, po odebrání pu˚vod-
ních NET adres ze všech smeˇrovacˇu˚ by vznikla nová oblast 49.4444. Prˇi tomto postupu
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by došlo ke spojení dvou oblastí bez výpadku provozu. Prˇi navázání Level-1 prˇilehlosti
stacˇí, aby se alesponˇ jedno Area-ID shodovalo.
Obrázek 6: IS-IS hierarchické smeˇrování
2.7 Objevování sousedu˚
Témeˇrˇ všechny smeˇrovací protokoly obsahují metody pro automatické objevování sousedu˚,
které dále kontrolují, zda se poblíž nachází jiný smeˇrovacˇ provozující stejný smeˇrovací
protokol a zda je linka mezi smeˇrovacˇi pru˚chozí v obou smeˇrech. Pro tuto funkci používá





LAN nebo Point-to-point IIH se generují podle typu síteˇ, ke které je rozhraní prˇipo-
jeno. U LAN sítí se IIH deˇlí podle toho, v jakém režimu je nastaveno rozhraní. Jestliže je
rozhraní prˇirˇazeno do Level-1 topologie, na multicastovou adresu AllL1ISs (01-80-C2-00-
00-14) se posílají Level-1 IIH. Analogicky, když je rozhraní prˇirˇazeno do Level-2 topolo-
gie, Level-2 IIH se posílají na multicastovou adresu AllL2ISs (01-80-C2-00-00-15). Každé
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rozhraní mu˚že být také v obou topologiích, v tom prˇípadeˇ se generují oba typy LAN IIH.
Du˚vodem existence dvou LAN IIH je, že v broadcastových sítích mu˚že mít smeˇrovacˇ
dva rozdílné sousedy pro každou topologii. Jak z názvu vyplývá, v point-to-point sítích
mu˚že existovat pouze jeden soused, z tohoto du˚vodu je zde definován pouze jeden typ
IIH. Pokud jsou v LAN sítích spojené pouze dva smeˇrovacˇe, je možné smeˇrovacˇ nas-
tavit tak, aby linku používal jako Point-to-Point. IIH se poté posílají na multicast adresu
AllIntermediateSystems (09-00-2B-00-00-05 ). [4]
2.7.1 PDU specifická cˇást IIH a TLV
Na obrázku 7 jsou zobrazeny Point-to-point a LAN Hello PDU.
Obrázek 7: IS-IS Hello
Význam jednotlivých polí IIH:
• Circuit Type - polícˇko indikuje, v jakém režimu je rozhraní nastaveno (1 - Level-1, 2
- Level-2, 3 - obeˇ úrovneˇ).
• Source ID - system ID odesílatele PDU.
• Holding Time - definuje maximální cˇasový interval, po který by meˇl sousední smeˇrovacˇ
cˇekat na IIH, než deklaruje odesílatele za mrtvého.
• PDU Length - délka IIH vcˇetneˇ hlavicˇky.
• Local Circuit ID - unikátní ID lokálního rozhraní.
• Priority - priorita smeˇrovacˇe používaná pro zvolení designated smeˇrovacˇe.
• LAN ID - identifikátor designated smeˇrovacˇe.
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2.7.2 Designated smeˇrovacˇe
V broadcast sítích se navzájem vidí více zarˇízení. Pokud by na segmentu síteˇ bylo více
smeˇrovacˇu˚, synchronizace databáze a SPF výpocˇet by byl komplikovaný a výpocˇetneˇ
nárocˇný (vznikla by full-mesh topologie). Po prˇipojení a odpojení každého smeˇrovacˇe
by se vygenerovalo velké množství LSP. Tento problém rˇeší tzv. Designated Intermediate
System (DIS). DIS v topologii prˇedstavuje virtuální uzel nahrazující LAN sít’ (místo full-
mesh topologie vznikne hveˇzda). Všechny smeˇrovacˇe na LAN segmentu si synchronizují
topologickou databázi pouze s DIS.
V IS-IS se volí DIS zvlášt’ pro Level-1 i Level-2 topologii. Volba DIS je velice jednoduchá,
smeˇrovacˇ s nejvyšší prioritou se stane DIS. Priorita mu˚že nabývat hodnot 0-127, hodnota
0 má nejnižší prioritu a hodnota 127 nejvyšší. Prˇi rovnosti priorit rozhoduje SNPA adresa.
V prˇípadeˇ, že se v síti objeví nový smeˇrovacˇ s vyšší prioritou, okamžiteˇ se stane novým
DIS. Po zvolení DIS, smeˇrovacˇ šírˇí LSP reprezentující pseudonode. Rozdílem oproti kla-
sickému LSP je v LSP-ID, které je ve formátu System-ID.X-00 (X je nenulová hodnota, v
klasickém LSP je vždy 0). Pu˚vodní DIS zneplatní LSP starého pseudonodu vytvorˇením
nového LSP s polícˇky Lifetime and Checksum s hodnotami 0. Aby se po zvolení DIS
nezvýšila cena cesty, v topologické databázi mají cesty z pseudonode cenu 0.
V OSPF se ekvivalent k DIS nazývá DR. Nejveˇtším rozdílem je, že v OSPF existuje BDR
(backup DR), který zastoupí funkci DR prˇi jeho výpadku. Dále na rozdíl od IS-IS volba
DR a BDR probíhá nepreemptivneˇ (tzn. nový smeˇrovacˇ v síti s vyšší prioritou se nestane
DR). [4]
2.7.3 Navázání prˇilehlosti
Dva sousední smeˇrovacˇe formují prˇilehlost, aby zajistily, že si mu˚žou vzájemneˇ spolehliveˇ
vymeˇnˇovat smeˇrovací informace. Dále prˇilehlost mu˚že být myšlena jako dohoda mezi
sousedy, že nastavení základních parametru˚ se shoduje a vymeˇnˇované informace budou
správneˇ interpretovány. V IS-IS jsou smeˇrovacˇe prˇilehlé, pokud je zajišteˇna obousmeˇrná
komunikace. [4]
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V soucˇasnosti se na obou typech sítí k ustavení prˇilehlosti používá three-way-handshake.




IS-IS smeˇrovacˇe udržují stavy prˇilehlosti se sousedy v adjacency databázi. Po spušteˇní
IS-IS procesu na rozhraní je prˇilehlost ve stavu Down. Nyní smeˇrovacˇ posílá konkrétní
typ LAN IIH, ale neslyší IIH od nikoho jiného. Když smeˇrovacˇ uslyší prˇíchozí LAN
IIH, uloží si SNPA (MAC) adresu odesílatele. Stav se zmeˇní na Initializing a v dalších
odesílaných Hello bude smeˇrovacˇ indikovat prˇijetí Hello souseda zahrnutím jeho SNPA
v TLV IS Neighbour. Pokud smeˇrovacˇ uvidí vlastní SNPA adresu v prˇíchozím Hello, má
jistotu, že byla zajišteˇna obousmeˇrná komunikace na lince a stav prˇilehlosti se zmeˇní na
Up. [3]
Na Point-to-point linkách pu˚vodní standard ISO 10589 pocˇítal s použitím spolehlivých
linek, a z toho du˚vodu definoval pouze two-way-handshake. Prˇilehlost prˇešla do stavu
Up pokud smeˇrovacˇ prˇijímal IIH na rozhraní. Problém by mohl nastat, pokud by linka
byla pru˚chozí pouze v jednom smeˇru. S tímto prˇístupem jeden systém nebude detekovat
selhání, a bude smeˇrovat provoz do nefunkcˇní linky. Tento problém rˇeší RFC 5303 [12],
které definuje TLV Point-to-Point Three-Way Adjacency. Princip navázání prˇilehlosti je
stejný jako na LAN sítích. Rozdíl je, že se v TLV prˇenáší systémové ID namísto SNPA
adresy. Obousmeˇrná komunikace je zajišteˇna, pokud smeˇrovacˇ vidí své systémové ID
v IIH sousedního smeˇrovacˇe. Tento prˇístup je kompatibilní se staršími implementacemi
IS-IS, které nepodporují three-way-handshake. Prˇi navazování prˇilehlosti se noveˇ defino-
vané TLV ignoruje, a bude se používat pu˚vodní two-way-handshake.
2.8 Šírˇení smeˇrovacích informací
Nezbytné pro správné fungování smeˇrovacích protokolu˚ založených na stavu linek je
stejná topologická databáze na všech smeˇrovacˇích v oblasti. Toho se docílí pomocí mech-
anizmu zaplavení (flooding) a synchronizace databáze.
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2.8.1 IS-IS zaplavení
Smeˇrovací informace se šírˇí prostrˇednictvím LSP. Úcˇelem LSP je informovat ostatní smeˇrovacˇe
v oblasti o stavech linek spojující prˇilehlé smeˇrovacˇe. LSP se generují naprˇ. prˇi následu-
jících událostech:
• Start systému.
• Navázání nebo zmeˇna stavu prˇilehlosti.
• Zmeˇna metriky rozhraní.
• Zmeˇna adresy oblasti, ve které se nachází smeˇrovacˇ.
• Zmeˇna systémového ID.
• Prˇi vypršení periodického cˇasovacˇe
Po spušteˇní akce ze seznamu smeˇrovacˇ pošle LSP všem prˇilehlým sousedu˚m. Smeˇrovacˇe
po prˇijetí LSP ho prˇepošlou všem sousedu˚m kromeˇ toho, kdo LSP poslal. IS-IS generuje
LSP pro každou úrovenˇ zvlášt’. L1 LSP jsou poslány všem Level-1 sousedu˚m a L2 LSP
všem Level-2 sousedu˚m. [3] [1]
LSP PDU specifická cˇást a TLV




LSP-ID identifikuje konkrétní LSP a skládá se z:
• Source ID - je to hodnota systémového ID z NET smeˇrovacˇe, který vytvorˇil LSP.
• Pseudonode ID - pokud je to nenulová hodnota, LSP bylo posláno z DIS.
• LSP Number - jestliže LSP prˇesáhlo maximální velikost, došlo ke fragmentaci na
více cˇástí. LSP Number identifikuje konkrétní cˇásti.
Sequence Number (Sekvencˇní cˇísla) slouží k urcˇení verze LSP. První sekvencˇní cˇíslo
LSP generované smeˇrovacˇem má hodnotu 1 a každé další vygenerované LSP inkremen-
tuje sekvencˇní cˇíslo o jedna. Prˇi prˇijetí LSP s vyšším sekvencˇním cˇíslem než má smeˇrovacˇ
ve své databázi, je staré LSP nahrazeno noveˇjším. Nové je prˇeposláno sousedu˚m v oblasti.
Prˇi prˇijetí staršího LSP je prˇíchozí LSP zahozeno. Tímto mechanizmem se eliminuje možnost
nainstalování do databáze starých (neplatných) informací. Jelikož je sekvencˇní cˇíslo 32
bitové (4.2 miliardy LSP), v normálním provozu síteˇ by maximální hodnota nemeˇla být
nikdy prˇekrocˇena.
Funkcí polícˇka Lifetime (životnost) je omezení platnosti LSP v databázi. Tato vlastnost
pomáhá odstranit staré a možná neplatné informace z databáze. Po vypršení Lifetime
intervalu je LSP odstraneˇna z databáze. Každý smeˇrovacˇ musí periodicky obnovovat LSP
prˇed tím, než vyprší jeho životnost.
Kontrolní soucˇet (Checksum) pomáhá odhalit porušený LSP. Je to cˇíselná hodnota,
která se vypocˇítává z celého paketu kromeˇ polícˇka Lifetime (není konstanta a meˇní se
v cˇase). [3] [1]
Pro zajišteˇní spolehlivého zaplavení se musí provést potvrzení prˇijetí LSP. IS-IS používá
dveˇ PDU - PSNP a CSNP. CSNP obsahuje hlavicˇky všech LSP v databázi, PSNP ob-
sahuje pouze cˇást hlavicˇek LSP v databázi. Na point-to-point linkách se používá explic-
itní potvrzení posláním PSNP odesílateli. V broadcast sítích se používá implicitní potvr-
zování. DIS periodicky vysílá CSNP. Když smeˇrovacˇ odešle LSP, meˇl by jeho popis videˇt
v následujícím CSNP, pokud ne, meˇl by LSP poslat znovu. [3]
TLV v LSP
Samotný LSP nenese žádné informace o stavu linek a topologii síteˇ. LSP používá osm
základních TLV pro prˇenost teˇchto informací. Area Addresses a IS Neighbors byly defi-
novány v pu˚vodním ISO standardu. Area Addresses nese seznam oblastí, ve kterých se
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smeˇrovacˇ nachází. IS Neighbors TLV obsahuje seznam prˇilehlých sousedu˚ s metrikami
linek, kterými jsou spojeny.
RFC 1195 následneˇ prˇidalo 4 TLV pro podporu IP sítí - Protocols Supported, IP Inter-
face Address, IP Internal Reachability Information, IP External Reachability Information.
Protocols supported nese informace o podporovaných protokolech sít’ové vrstvy. IP In-
terface Address prˇenáší IP adresu rozhraní, z kterého bylo LSP odesláno (slouží k ujišteˇní,
že dva sousedi leží ve stejné IP síti). IP Internal Reachability Information obsahuje sez-
nam prˇímo prˇipojených sítí propagujícího smeˇrovacˇe a metriky jejich rozhraní. IP Exter-
nal Reachability Information nese informace o prefixech sítí mimo smeˇrovací doménu
IS-IS (v síti smeˇrované jiným protokolem). Jelikož v L1 oblasti se standardneˇ nešírˇí ex-
terní prefixy sítí, toto TLV se vyskytuje pouze v L2 LSP.
RFC 5305 [11] prˇidalo Extended IS Reachability a Extended IP Reachability TLV. Obeˇ
nové TLV mu˚žou nést dodatecˇné informace v sub-TLV, které se využívají pro traffic
engineering. Extended IS Reachability TLV má stejnou funkci jako IS Neighbors TLV,
nejveˇtším rozdílem je, že používá rozšírˇenou 24-bitovou metriku namísto 6-bitové. Ex-
tended IP Reachability TLV nahrazuje IP Internal a External Reachability Information
TLV. Extended IP Reachability TLV používá 32-bitovou metriku namísto pu˚vodní 6-bitové.
2.8.2 OSPF zaplavení
V OSPF se smeˇrovací informace šírˇí prˇes LSU pakety, které se skládají z LSA. LSA je
základní stavební prvek topologické databáze. LSU pakety se šírˇí pouze mezi dveˇma
sousedy. Pokud je nutné LSU prˇeposlat jinému smeˇrovacˇi, musí se vytvorˇit nové LSU.
LSP se naopak šírˇí v celé oblasti v nezmeˇneˇné podobeˇ.
Nové LSA se generují prˇi podobných událostech jako v IS-IS. Mechanizmy pro za-
jišteˇní šírˇení aktuálních informací o síti, odstranˇování starých LSA z databáze a zajišteˇní
integrity LSA pracují na podobném principu jako V IS-IS (hodnoty Sequence Number,
Age a Checksum v LSA hlavicˇce).
K popisu ru˚zných typu˚ cest slouží ru˚zné typy LSA. V OSPF tedy mají podobný význam
jako LSP TLV v ISIS.LSA lze chápat více jako celý paket, obsahuje navíc sekvencˇní cˇísla,
kontrolní soucˇty, informace o smeˇrovacˇi apod. Základních 5 typu˚ LSA:
• Router - propaguje prˇipojené linky, jejich metriku a prˇilehlé sousedy smeˇrovacˇe. Šírˇí
se v rámci oblasti.
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• Network - DR na broadcast segmentu oznamuje, které smeˇrovacˇe jsou k neˇmu
prˇipojeny. Šírˇí se v rámci oblasti.
• Network Summary - ABR propaguje pomocí tohoto LSA sumární prefixy z jiných
oblastí.
• ASBR Summary - propaguje cestu k ASBR smeˇrovacˇi do všech oblastí.
• AS-External - šírˇí externí prefixy do celého OSPF autonomního systému.
OSPF také používá explicitní a implicitní potvrzování. K explicitnímu potvrzení se
pošle LSAck paket odesílateli LSU. Pokud smeˇrovacˇ uvidí své LSA v prˇijatém LSU, jedná
se o implicitní potvrzení. [4]
2.9 Synchronizace databáze
2.9.1 Synchronizace na LAN
Jak již bylo zmíneˇno drˇíve, DIS se stará o synchronizaci databází na LAN segmentu. DIS
periodicky posílá popis své databáze v CSNP PDU (interval mu˚že být od 1-65523 s).
CSNP jsou posílány na addresy ALLL1IS nebo ALLL2IS podle úrovneˇ DIS. Na obrázku
9 je zobrazen CSNP PDU.
Obrázek 9: CSNP PDU
PDU Lenght a Source ID má stejný význam jako v LSP. Start LSP-ID a End LSP-ID
slouží k popisu, zda CSNP obsahuje celou databázi DIS. Jestli celý popis databáze mu˚že
být prˇenesen v jednom CSNP, hodnota Start LSP-ID je 0000.0000.0000.00-00 a End LSP-ID
FFFF.FFFF.FFFF.FF-FF. Pokud je nutné CSNP rozdeˇlit do více zpráv, Start LSP-ID identi-
fikuje první položku LSP Entry TLV a End LSP-ID poslední.
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LSP Entry TLV obsahuje hlavicˇku LSP: LSP-ID, Sequence number, Remaining lifetime
a Checksum. Pomocí teˇchto informací se dá jednoznacˇneˇ identifikovat LSP.
Každý smeˇrovacˇ si dále uchovává dveˇ znacˇky pro každé rozhraní, které rˇídí šírˇení a
potvrzování LSP: SRM (Send Routing Message) a SSN (Send Sequence Numbers). SRM
indikuje, že dané LSP se musí poslat na linku. SSM indikuje, že LSP by meˇlo být zahrnuto
v dalším PSNP. Tyto znacˇky si uchovává každý smeˇrovacˇ zvlášt’ a nešírˇí se v žádném
PDU.
Po prˇijetí CSNP každý smeˇrovacˇ porovná svou topologickou databázi s prˇijatou od
DIS. Pokud má smeˇrovacˇ noveˇjší verzi LSP, pošle aktuální verzi na LAN segment. DIS
potvrdí prˇijetí implicitneˇ obsažením nového LSP v následujícím CSNP. Jestliže CNSP
inzeruje noveˇjší nebo neznámé LSP, smeˇrovacˇ pošle DIS PSNP se svým aktuálním sez-
namem LSP. DIS poté pošle nejnoveˇjší verze LSP do LAN segmentu.
Obrázek 10 zobrazuje PSNP PDU. Existují opeˇt dva typy PSNP - Level-1 a Level-2.
Smeˇrovacˇ zahrne LSP Entry TLV k urcˇení, jaké LSP má DIS poslat. [3] [1]
Obrázek 10: PSNP PDU
2.9.2 Synchronizace na Point-to-Point linkách
Na Point-to-Point linkách úvodní synchronizace zacˇne po navázání prˇilehlosti. Po 3.78 -
5 sekundách smeˇrovacˇ zašle svu˚j CSNP. Náhodný interval 3.78 - 5 s se používá z du˚vodu
spušteˇní smeˇrovacˇe v Hub and Spoke topologii, aby se Hub smeˇrovacˇ vyhnul zpracování
velkého množství CSNP v jeden okamžik.
Jakmile smeˇrovacˇ obdrží CSNP souseda, porovná ho se svou databází. Pokud souse-
dovi nemá aktuální LSP, prˇíjemce mu je pošle. Jakmile to udeˇlají oba sousedé, meˇli by mít
stejnou topologickou databázi.
26
Pro zajišteˇní spolehlivosti se nastaví SRM znacˇka pro LSP, které byly poslány. LSP se
potvrzují bud’ explicitneˇ PSNP, nebo implicitneˇ v CSNP. Jakmile je LSP potvzeno, SRM
znacˇka se vymaže. Jestliže žádné potvrzení neprˇichází, smeˇrovacˇ periodicky prˇeposílá
dané LSP. [3] [1]
2.10 Další rozšírˇení
V rámci této kapitoly jsem popsal základní principy IS-IS a prozkoumal jsem prˇibližneˇ
polovinu RFC dokumentu˚ ze standardizacˇní veˇtve (Standards Track) IS-IS. V posledních
prˇibližneˇ 7 letech byl pomeˇrneˇ intenzivní vývoj IS-IS. IETF v této dobeˇ vydala prˇes 20
nových RFC rozširˇující protokol. Jsou zde popsány rozšírˇení naprˇ. pro podporu MPLS,
traffic engineering nebo pro autentizaci IS-IS PDU. Neˇkolik rozšírˇení se veˇnuje protokolu˚m
nahrazující Spanning Tree Protocol: TRILL a IEEE 802.1aq.
Rozšírˇení pro smeˇrování s alternativními topologiemi, pro smeˇrování IPv6 a prˇenos
generických informací budou popsány podrobneˇji v následujících kapitolách. Seznam
všech RFC týkajících se IS-IS lze nalézt zde [6].
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3 Porovnání rychlosti konvergence IS-IS s OSPF
Konvergence síteˇ je proces synchronizace smeˇrovacích informací po zmeˇneˇ v topologii.
Sít’ je konvergovaná, když všechny smeˇrovacˇe mají prˇesný a stejný pohled na sít’. Rychlost
konvergence je klícˇová prˇi poruše v síti (výpadek linky, smeˇrovacˇe). Pokud sít’ není kon-
vergovaná, mu˚žou se vytvorˇit smeˇrovací smycˇky nebo mu˚že dojít ke ztráteˇ dat (obvykle
vždy dojde k neˇjaké ztráteˇ dat).
Rychlost konvergence se skládá z neˇkolika faktoru˚:
• Rychlost detekce poruchy.
• Rychlost šírˇení smeˇrovacích informací.
• Doba beˇhu SPF.
• Cˇas potrˇebný pro aktualizaci všech smeˇrovacích tabulek v oblasti.
3.1 Testovací topologie a prostrˇedí
V této kapitole je srovnána rychlost konvergence IS-IS a OSPF na typických topologiích.
Na obrázku 11 jsou zobrazeny trˇi testovací topologie:
• Topologie A - v první topologii je testována rychlost konvergence prˇi výpadku
Point-to-Point linky mezi smeˇrovacˇi R3 a R5.
• Topologie B - druhá topologie testuje rychlost konvergence na LAN síti, k výpadku
dojde mezi prvky SW1 a R5.
• Topologie C - jelikož v prvních dvou topologiích bude výpadek linky detekován
hardwarem na smeˇrovacˇi, poslední topologie meˇrˇí rychlost konvergence prˇi vý-
padku spojení mezi prˇepínacˇi SW2 a SW3. Smeˇrovacˇe budou detekovat výpadek
až po vypršení cˇasovacˇu˚.
Meˇrˇení probeˇhlo na smeˇrovacˇích Cisco 2901 s verzí IOS 15.3(2)T. Celá sít’ byla nakonfig-
urována v jedné oblasti - IS-IS (Level-2 area), OSPF (area 0). Prˇi meˇrˇení bylo zachována
standardní nastavení smeˇrovacˇu˚, které jsou zobrazeny v tabulce 3.
K zmeˇrˇení rychlosti konvergence jsem použil prˇíkaz ping. Ping byl posílán z PC1 do
PC2 v 0.01 s intervalech. Po výpadku linky vždy došlo ke ztráteˇ ICMP zpráv než sít’
byla konvergovaná. Rychlost konvergence se poté zjistila vynásobením pocˇtu chybeˇjících
ICMP zpráv velikostí intervalu.
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IS-IS OSPF
Point-to-Point Broadcast Point-to-Point Broadcast
Hello timer 10 s 3.3 s 10 s 10 s
Dead/Hold timer 30 s 10 s 40 s 40 s
SPF delay 5.5 s 5.5 s 5 s 5 s
Tabulka 3: Hodnoty cˇasovacˇu˚ IS-IS a OSPF
Obrázek 11: Testovací topologie
3.2 Výsledky
V tabulce 4 je zobrazena pru˚meˇrná doba rychlosti konvergence. Pro každou topologii
a smeˇrovací protokol bylo provedeno 10 meˇrˇení. V topologii A a B je rychlost konver-
gence srovnatelná u obou protokolu˚. Jelikož zde výpadek linky je detekován hardwarem,
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velikost Dead/Hold intervalu zde nemá význam. OSPF zde má v základním nastavení
0.5 sekundovou výhodu ve zpoždeˇní SPF výpocˇtu. Rychlost konvergence v topologii C
závisela zejména na nastavení Hello a Dead/Hold intervalu (hardware na smeˇrovacˇích
R3 a R5 nedetekoval výpadek). Podle ocˇekávání byl zde podstatneˇ rychlejší IS-IS, který
má o 30 s kratší Dead/Hold interval a vysílá Hello v 3.3 sekundových intervalech. Z to-
hoto du˚vodu jsem v Topologii C provedl druhé meˇrˇení OSPF protokolu se upravenými
cˇasovacˇi. Dead interval byl nastaven na 10 s a Hello interval na hodnotu 3 s. Rychlost
konvergence OSPF s upravenými cˇasovacˇi byla 13.1 s. Na základeˇ provedeného meˇrˇení
lze z hlediska rychlosti konvergence považovat oba protokoly za srovnatelné.
IS-IS OSPF
Topologie A 7,67 s 7,63 s
Topologie B 8,03 s 8,37 s
Topologie C 13,42 s 39,99 s
Tabulka 4: Výsledky rychlosti konvergence
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4 Smeˇrování s alternativními topologiemi
RFC 5120 [5] definuje rozšírˇení IS-IS pro provozování více nezávislých IP topologií (multi-
topologií) v rámci jedné IS-IS smeˇrovací domény. Multi-topologie (MT) mají využití ve
více oblastech, jako naprˇ.:
• Udržování oddeˇlených smeˇrovacích domén pro cˇásti síteˇ IPv4 a IPv6.
• Umožneˇní diferenciace služeb pomocí klasifikace provozu do trˇíd (video, zvuk,
data, ...). Provoz z každé trˇídy je prˇirˇazen do urcˇité MT a je smeˇrován nezávisle
na fyzické topologii.
• Vytvorˇení in-band management síteˇ.
MT je podmnožina smeˇrovacˇu˚ a linek fyzické topologie. Každá MT je identifikována
tzv. MT ID. Na smeˇrovacˇi se definuje, do jakých MT jeho rozhraní náleží. Na point-to-
point linkách se prˇilehlost formuje, pokud sousedi mají alesponˇ jednu spolecˇnou MT.
IIH obsahuje Multi-Topology TLV pro indikaci prˇíslušnosti rozhraní k MT. Na broadcast
linkách se prˇilehlost formuje vždy bez ohledu na prˇíslušnost v MT. To je z du˚vodu, aby
všechny smeˇrovacˇe na LAN zvolily spolecˇný DIS.
RFC 5120 [5] dále definuje trˇi TLV, které jsou obsaženy v LSP:
• MT Intermediate System TLV - obsahuje seznam sousedu˚ propagujícího smeˇrovacˇe
v dané MT.
• MT Reachable IPv4 Prefixes TLV - inzeruje IPv4 prefixy prˇipojených sítí propagu-
jícího smeˇrovacˇe a jejich metriky v dané MT.
• MT Reachable IPv6 Prefixes TLV - inzeruje IPv6 prefixy prˇipojených sítí propagu-
jícího smeˇrovacˇe a jejich metriky v dané MT.
Pro každou MT se musí vypocˇítat vlastní SPF a jeho výsledky musí být uloženy v
oddeˇlených smeˇrovacích tabulkách. Pokud by nebyla splneˇna tato podmínka, mohlo by
dojít k nežádoucímu chování, jako naprˇ. k smeˇrovacím smycˇkám.
Existuje neˇkolik prˇeddefinovaných MT ID:
• MT ID 0: ekvivalent standardní topologie.
• MT ID 1: IPv4 in-band management.
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• MT ID 2: IPV6 topologie.
• MT ID 3: IPV4 multicast topologie.
• MT ID 4: IPv6 multicast topologie.
• MT ID 5: IPv6 in-band management.
• MT ID 6-3995: rezervováno pro IETF.
• MT ID 3996-4095: rezervováno pro vývoj, experimentální a proprietární vlastnosti.
4.1 Prˇípadová studie
V této prˇípadové studii bude demonstrováno využití smeˇrování s alternativními topolo-
giemi (multi-topology routing - MTR) pro diferenciaci služeb podle trˇíd provozu na plat-
formeˇ Cisco (konkrétneˇ pro IPv4 unicast provoz). Konfigurace MTR se skládá z dvou
hlavních kroku˚: definice topologie pro každou MT a klasifikaci provozu. V síti existuje
základní topologie (standardní topologie, která existuje prˇed aktivací MTR), a topologie
pro specifické trˇídy provozu. V každé MT se šírˇí nezávislá množina NLRI, podle které se
vypocˇítají oddeˇlené smeˇrovací tabulky.
Pro rozhodnutí, kterou MT má daný paket použít se používá 6-bitové DSCP, která
je obsažena v polícˇku DS (Differentiated services Field) IP paketu. Paket je obvykle na
vstupu do síteˇ oznacˇkován DSCP hodnotou. Po prˇijetí paketu na smeˇrovacˇi s MTR je
paket klasifikován podle DSCP hodnoty. Pokud je k dané trˇídeˇ provozu prˇirˇazena MT,
provede se smeˇrování v MT. Jestliže ve smeˇrovací tabulce konkrétní MT není cesta k
cílové síti, paket je zahozen. Jestliže trˇída paketu není asociována s žádnou MT, paket
je smeˇrován v základní topologii. V prˇípadeˇ, že MTR není nakonfigurované na všech
smeˇrovacˇích v smeˇrovací doméneˇ, mu˚že se použít tzv. incremental forwarding mode,
který v prˇípadeˇ nenalezení cesty v smeˇrovací tabulce dané MT použije smeˇrovací tabulku
základní topologie.
Existují dva MTR modely: Service Separation Model a Overlapping Model. V Service
Separation Modelu se žádná MT neprˇekrývá s jinou MT (pro každou trˇídu provozu je
oddeˇlená topologie). V Overlapping Modelu všechny MT jsou nakonfigurovány na všech
smeˇrovacˇích a linkách v síti a poskytuje veˇtší redundanci než první model. Cesty pro
každou trˇídu se v Overlapping Modelu preferují nastavením specifické metriky rozhraní
dané MT. Oba modely se vzájemneˇ nevylucˇují, a každý model má své výhody a nevýhody.
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Jestliže dojde k výpadku na lince v MT Service Separation Modelu, neexistuje žádná alter-
nativní cesta k cíli a provoz v dané MT bude zahazován. Naopak v Overlapping Modelu
se provede nový SPF výpocˇet a provoz bude smeˇrován po alternativní cesteˇ. [7]
Cisco IOS má prˇi smeˇrování MT neˇkolik omezení: [7]
• Pouze unicast a multicast IPv4 MT jsou podporovány 1.
• Všechny MT musí sdílet stejný adresní prostor (tzv. na konkrétním rozhraní nemu˚žou
být jiné IPv4 adresy pro ru˚zné MT).
• MT nemu˚žou být nakonfigurovány v rámci VRF (virtual routing and forwarding).
Obrázek 12. zobrazuje ukázkou topologii. Prˇi použití stejných metrik na linkách, by
za normálních okolností docházelo k vyvažování záteˇže prˇi transportu dat z verˇejné a
privátní LAN do LAN1. Prˇi použití MTR budou pakety smeˇrovány v jednotlivých MT
podle trˇídy provozu. V topologii existují trˇi unicastové trˇídy provozu:
• Multimediální data (DSCP 55)
• Datový provoz z verˇejné LAN (DSCP 60)
• Datový provoz z privátní LAN (DSCP 55)
4.1.1 Konfigurace
Bohužel prˇi konfiguraci MTR ve školní laboratorˇi jsem zjistil, že na smeˇrovacˇích Cisco
2901 s verzí IOS 15.3(2)T není MTR podporováno. Z tohoto du˚vodu jsem k otestování
funkcˇnosti použil sít’ový simulátor GNS3, který pomocí Dynamips emulátoru emuluje
Cisco smeˇrovacˇe (k otestování byly použity smeˇrovacˇe Cisco 7200 s verzí IOS 12.2(33)SRE).
Konfiguracˇní prˇíkazy pro vytvorˇení MT a aktivování MTR jsou zobrazeny na výpisu
1.
router(config)#global−address−family ipv4 [unicast | multicast ]
router(config−af)# topology <topology−name | base>
router(config)#class−map match−any <class−map−name>
1Toto omezení se vztahuje pouze na definování MT pro diferenciaci služeb podle trˇíd provozu. Nejedná
se o omezení IS-IS, ale o omezení Cisco implementace. MT pro paralelní smeˇrování IPv4 a IPv6 jsou pod-
porovány na platformeˇ Cisco (viz. kapitola 5)
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router(config−cmap)# match dscp <dscp−value>




router(config−af)#service−policy type class−routing <policy−map−name>
Výpis 1: Konfigurace MTR
Obrázek 12: Smeˇrování s alternativními topologiemi
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Prvními dveˇma prˇíkazy se vytvárˇejí nové MT. Prˇíkazy class-map match-any a match
dscp se definují class mapy, které slouží ke klasifikaci IP paketu˚. Prˇíkaz policy-map type
class-routing ipv4 unicast se vytvorˇí policy map, která asociuje provoz urcˇený class
mapou s MT (prˇíkazy class a select-topology). Posledními dveˇma prˇíkazy se aktivuje
MTR pro IPv4 unicastový provoz.
Na výpisu 2 jsou zobrazeny prˇíkazy pro konfiguraci IPv4 IS-IS smeˇrování. Prˇíkazem
router isis se konfiguruje IS-IS proces. Net adresa se konfiguruje prˇíkazem net (prˇíkaz
mu˚že být proveden víckrát pro prˇirˇazení smeˇrovacˇe do více oblastí). IPv4 smeˇrování
na rozhraní se aktivuje prˇíkazem ip router isis. Isis circuit-type specifikuje, v jakých




router(config−if)#ip router isis [process−tag]
router(config−if)# isis circuit −type [level−1 | level−1−2 | level−2−only]
Výpis 2: Aktivace IPv4 IS-IS
Konfiguracˇní prˇíkazy pro aktivaci MTR s IS-IS jsou zobrazeny na výpisu 3.
router(config)#router isis [process−tag]
router(config−router)#address−family ipv4 [unicast | multicast ]
router(config−router−af)#topology <name> <tid>
router(config)#interface <type> <number>
router(config−if)#topology ipv4 <unicast | multicast>
Výpis 3: Aktivace MTR a IS-IS
Prvními trˇemi prˇíkazy se aktivuje podpora MTR v IS-IS procesu. Prˇíkazem topology
se definují MT (mu˚že být vložen vícekrát), které se mají šírˇit v IS-IS procesu. Parametr
topology-name musí být shodný s názvem topologie nakonfigurované výše, parametr
tid definuje MT ID prˇenášené v Multi-Topology TLV. Prˇíkazem topology ipv4 <unicast
| multicast> <topology-name> se rozhraní prˇirˇadí do dané MT. Všechny konfiguracˇní
soubory vcˇetneˇ podrobného schématu topologie jsou obsahem elektronické prˇílohy A.
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4.1.2 Testování
K oveˇrˇení správné konfigurace rˇešení se mu˚žou použít následující prˇíkazy v privilegov-
aném uživatelském režimu:
• show topology detail - vypíše detailní informace o MT.
• show mtm table - vypíše informace o DSCP hodnotách prˇirˇazených k MT.
• show ip route topology topology-name - vypíše smeˇrovací tabulku dané MT.
• show isis neighbors detail - vypíše seznam prˇilehlých sousedu˚ s informacemi o
použitých MT vcˇetneˇ MT ID.
K testování konektivity na Cisco smeˇrovacˇích se mu˚žou použít prˇíkazy ping topol-
ogy <topology-name> <ip> nebo traceroute topology <topology-name> <ip>. Výstup
prˇíkazu traceroute ukazuje (výpis 4), že cesta pro každou MT ze smeˇrovacˇe R1 do síteˇ
LAN1 je jiná, a odpovídá dané MT.
R1#traceroute topology public 192.168.2.1
Type escape sequence to abort.
Tracing the route to 192.168.2.1
1 10.0.0.10 8 msec 4 msec 12 msec
2 10.0.0.14 4 msec ∗ 4 msec
R1#traceroute topology multimedia 192.168.2.1
Type escape sequence to abort.
Tracing the route to 192.168.2.1
1 10.0.0.6 4 msec 8 msec 4 msec
2 10.0.0.18 12 msec ∗ 28 msec
R1#traceroute topology private 192.168.2.1
Type escape sequence to abort.
Tracing the route to 192.168.2.1
1 10.0.0.2 4 msec 4 msec 4 msec
2 10.0.0.22 12 msec ∗ 32 msec
Výpis 4: MT traceroute
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5 Paralelní smeˇrování IPv4 a IPv6
IS-IS již od RFC 1195 [2] podporuje paralelní smeˇrování více protokolu˚ trˇetí vrstvy OSI
modelu (CLNP a IPv4). RFC 5308 [8] specifikuje rozšírˇení o podporu smeˇrování IPv6 a
definuje dveˇ nová TLV: IPv6 Reachibility a IPv6 Interface Address.
IPv6 Reachibility TLV inzeruje IPv6 prefixy prˇímo prˇipojených sítí propagujícího smeˇrovacˇe.
Používá rozšírˇenou 32 bitovou metriku. Obsahuje trˇi znacˇky:
• U: bit indikující, zda byl prefix propušteˇn do nižší úrovneˇ.
• X: bit indikuje, zda se jedná o interní nebo externí prefix.
• S: bit indikuje, zda TLV obsahuje další Sub-TLV.
Druhé TLV IPv6 Interface Address je ekvivalentem k IP Interface Address a obsahuje
IPv6 adresu rozhraní smeˇrovacˇe, který vytvorˇil dané LSP a IIH (slouží k ujišteˇní, že dva
sousedi leží ve stejné IPv6 síti). Dále RFC 5308 definovalo nové IPv6 NLPID (0x8E),
kterým smeˇrovacˇ indikuje podporu IPv6 ve svých IIH.
Díky teˇmto rozšírˇením mu˚že jedna instance IS-IS smeˇrovat paralelneˇ IPv4 a IPv6 pro-
tokoly. V prˇípadeˇ OSPF by bylo nutné provozovat pro každý protokol vlastní instanci,
což prˇináší zbytecˇné nároky jak na hardware, tak na konfiguraci.
5.1 Prˇípadová studie
V této prˇípadové studii budou popsány možnosti paralelní smeˇrování IPv4 a IPv6 na
platformeˇ Cisco. V topologii zobrazené na obrázku 13 na všech sít’ových prvcích beˇží a je
nakonfigurované IS-IS IPv4 smeˇrování. V LAN 1 a LAN 2 jsou požadavky na zprovozneˇní
IPv6 konektivity (vyznacˇena zeleneˇ) a zachování podpory pro IPv4. V topologii se bude
postupneˇ rozširˇovat IPv6 konektivita bez výpadku IPv4 konektivity.
Cisco IOS podporuje dva režimy paralelního smeˇrování IPv4 a IPv6:
• Single-topology (standardní režim na Cisco IOS)
• Multi-topology
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Obrázek 13: Paralelní smeˇrování IPv4 a IPv6
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V režimu single-topology musí být na všech rozhraních v celé smeˇrovací doméneˇ nas-
taveny stejné protokoly trˇetí vrstvy (IPv4, IPv6). Tzn. že na všech rozhraních ve smeˇrovací
doméneˇ musí být nastaveny adresy: jenom IPv4, jenom IPv6 nebo obojí. Dalším omezením
je, že pro IPv4 a IPv6 musí být na rozhraní nastavena stejná hodnota metriky. Pokud je
v IS-IS procesu nastaven základní typ metriky pro IPv4, Cisco smeˇrovacˇe nepovolí nas-
tavení vyšší hodnoty metriky pro IPv6 prefixy (IPv6 reachibility TLV podporuje pouze
rozšírˇenou metriku).
V multi-topology režimu IS-IS udržuje nezávislé topologie pro obeˇ protokolové rodiny,
využívá k tomu rozšírˇení popsané v kapitole 4. Tento režim odstranˇuje omezení nastavení
stejných protokolových rodin na rozhraních a nutnosti použití stejné hodnoty metriky
pro IPv4 a IPv6 ve smeˇrovací doméneˇ (vyžaduje ale použití rozšírˇené metriky pro IPv4).
Postupné rozširˇování IPv6 v topologii mu˚že být provedenou dveˇma zpu˚soby. Prvním
zpu˚sobem je použití single-topology. Aby nedošlo k rozpadu prˇilehlosti a ztráteˇ IPv4
provozu prˇi postupné aktivaci smeˇrování IPv6 na rozhraní, Cisco IOS obsahuje prˇíkaz
no adjacency-check. Smeˇrovacˇe po té nebudou kontrolovat v IIH zda jeho sousedi pod-
porují stejné protokoly trˇetí vrstvy. Pokud bychom tento prˇístup použili v této prˇípadové
studii, po aktivaci IPv6 smeˇrování v zelené cˇásti topologie by fungovala IPv4 konek-
tivita v celé síti bez problému˚. Nefungovala by však IPv6 spojení mezi LAN1 A LAN2.
IS-IS prˇedpokládá v single-topologii stejnou topologii pro obeˇ protokolové rodiny, proto
by IPv6 provoz chteˇl posílat po lince mezi R3 a R2, což samozrˇejmeˇ není možné. Z to-
hoto du˚vodu se v této prˇípadové studii musí použít multi-topology režim, který udržuje
nezávislé topologie pro obeˇ protokolové rodiny.
Cisco IOS podporuje ješteˇ tzv. multi-topology transition režim, který slouží pro prˇe-
chod z single-topology režimu na multi-topology režim. Pokud by se prˇešlo prˇímo na
multi-topology režim, vznikly by docˇasné díry v IPv6 topologii (smeˇrovacˇe v multi-
topology režimu nerozeznají schopnost smeˇrovacˇu˚ v single-topology prˇenášet IPv6 provoz).
Multi-topology transition režim toto rˇeší zahrnutím TLV v LSP pro multi i single topolo-
gie. Po rozšírˇení multi-topology transition režimu v celé oblasti, transition režim mu˚že
být z konfigurace odebrán. [9]
5.1.1 Konfigurace MT režimu smeˇrování IPv6
Na rozdíl od kapitoly 4, Cisco 2901 s verzí IOS 15.3(2)T ve školní laboratorˇi mají podporu
paralelního smeˇrování IPv4 a IPv6.
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Postup prˇi rozširˇování IPv6 v topologii se skládá z následujících kroku˚:
• Aktivace multi-topology režimu na všech smeˇrovacˇích v smeˇrovací doméneˇ.
• Aktivace IPv6 smeˇrování na daných rozhraních.









router(config−if)#ipv6 router isis [process−tag]
Výpis 5: Konfigurace IPv6 v multi-topology režimu
Prˇed zacˇátkem konfigurace IPv6 v IS-IS procesu je nutné aktivovat IPv6 smeˇrování
v globálním konfiguracˇním režimu prˇíkazem ipv6 unicast-routing. Prˇíkaz metric-style
wide aktivuje používání rozšírˇené metriky. Podpora MT se aktivuje v konfiguracˇním
režimu procesu IS-IS prˇíkazy address-family ipv6 unicast a multi-topology (v prˇípadeˇ
provozování IPv6 v single-topology režimu by se tato cˇást vypustila). Multi-topology
režim se musí nastavit na všech smeˇrovacˇích ve smeˇrovací doméneˇ prˇed tím, než se
aktivuje IPv6 smeˇrování na rozhraních. Pokud ne, mezi smeˇrovacˇi nastavené v single-
topology by došlo k výpadku prˇilehlosti. Poslední trˇi rˇádky reprezentují aktivaci IPv6
smeˇrování na konkrétním rozhraní. Všechny konfiguracˇní soubory vcˇetneˇ schématu topolo-
gie jsou obsahem elektronické prˇílohy A.
5.1.2 Testování
K oveˇrˇení správné konfigurace rˇešení se mu˚žou použít následující prˇíkazy v privilegov-
aném uživatelském režimu:
• show ipv6 protocols [summary] - zobrazí aktivní IPv6 smeˇrovací procesy.
• show isis [process-tag] [ipv6 | *] topology - zobrazí seznam propojených smeˇrovacˇu˚
ve všech oblastech.
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• show clns [process-tag] neighbors [interface-type interface-number] [area] [de-
tail] - zobrazí seznam sousedních smeˇrovacˇu˚.
• show isis ipv6 rib [ipv6-prefix] - zobrazí lokální smeˇrovací tabulku IS-IS procesu.
Na výpisu níže jsou zobrazeni sousedé smeˇrovacˇe R1 beˇhem postupného rozširˇování
IPv6. I když jsou všechny smeˇrovacˇe nastaveny v multi-topology režimu, s neˇkterými
sousedy je navázána single-topology prˇilehlost. To je zpu˚sobeno tím, že smeˇrovacˇe R2 a
R3 ješteˇ neaktivovaly IPv6 smeˇrovaní na rozhraní (posílají porˇád stejná IIH a LSP jako
kdyby byly v single-topology). Naopak R4 již má aktivované smeˇrování na rozhraní a
indikuje to ve svých IIH a LSP.
R1#show clns neighbors
System Id Interface SNPA State Holdtime Type Protocol
R2 Se0/1/1 ∗HDLC∗ Up 22 L2 IS−IS
R3 Se0/0/1 ∗HDLC∗ Up 28 L2 IS−IS
R4 Se0/0/0 ∗HDLC∗ Up 29 L2 M−ISIS
Výpis 6: Výpis sousedních smeˇrovacˇu˚ prˇi rozširˇování IPv6 v topologii
Druhý výpis ukazuje, že pro každou protokolovou rodinu IS-IS používá nezávislou
topologii (cesta z R1 do R3 u IPv6 topologie nepoužívá IPv4 spojení).
R1#show isis topology
IS−IS TID 0 paths to level−2 routers
System Id Metric Next−Hop Interface SNPA
R1 −−
R2 10 R2 Se0/1/1 ∗HDLC∗
R3 10 R3 Se0/0/1 ∗HDLC∗
R4 10 R4 Se0/0/0 ∗HDLC∗
R5 20 R3 Se0/0/1 ∗HDLC∗
R1#show isis ipv6 topology
IS−IS TID 2 paths to level−2 routers
System Id Metric Next−Hop Interface SNPA
R1 −−
R2 10 R2 Se0/1/1 ∗HDLC∗
R3 20 R2 Se0/1/1 ∗HDLC∗
R4 10 R4 Se0/0/0 ∗HDLC∗
R5 30 R2 Se0/1/1 ∗HDLC∗
Výpis 7: Výpis IPv6 a IPv4 topologií
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Poslední výpis vypisuje cestu IPv4 a IPv6 paketu˚ z LAN1 do LAN2.
cnap@pcj257:~$ traceroute 192.168.1.1
traceroute to 192.168.1.1 (192.168.1.1), 30 hops max, 60 byte packets
1 192.168.0.1 (192.168.0.1) 0.509 ms 0.510 ms 0.598 ms
2 10.0.1.2 (10.0.1.2) 9.049 ms 13.081 ms 17.334 ms
3 10.0.0.6 (10.0.0.6) 30.090 ms 34.244 ms 38.447 ms
4 10.0.0.18 (10.0.0.18) 51.394 ms ∗ ∗
cnap@pcj257:~$ traceroute 2001:db8:0:5::1
traceroute to 2001:db8:0:5::1 (2001:db8:0:5::1), 30 hops max, 80 byte packets
1 2001:db8::1 (2001:db8::1) 0.665 ms 0.646 ms 0.634 ms
2 2001:db8:0:1::2 (2001:db8:0:1::2) 14.938 ms 23.342 ms 31.756 ms
3 2001:db8:0:2::2 (2001:db8:0:2::2) 45.525 ms 53.970 ms 62.382 ms
4 2001:db8:0:3::2 (2001:db8:0:3::2) 76.106 ms 84.563 ms 92.960 ms
5 2001:db8:0:4::2 (2001:db8:0:4::2) 106.671 ms 115.139 ms 123.522 ms
Výpis 8: Cesta paketu˚ z LAN1 do LAN2
Beˇhem postupného rozširˇování IPv6 v topologii byl posílán ping z LAN1 do LAN2 bez
ztráty paketu. Dále na smeˇrovacˇích bylo zapnuté monitorování zmeˇn prˇilehlosti (prˇíkaz
debug isis adj-packets) a nebyl zaznamenán výpadek prˇilehlosti.
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6 Transport generických informací v PDU
IS-IS je díky svému návrhu snadno rozšírˇitelný protokol. Z tohoto du˚vodu se dá použít
i k jiným úcˇelu˚m, než k pu˚vodneˇ zamyšlenému smeˇrovaní protokolu˚ trˇetí vrstvy ISO
modelu. Teoreticky mu˚že IS-IS prˇenášet jakýkoliv typ dat, urcˇiteˇ ale není vhodný naprˇ.
pro prˇenos multimediálních dat. Prˇenos generický informací mu˚že být naprˇ. užitecˇný v
teˇchto oblastech:
• Prˇenos adres druhé vrstvy OSI modelu: Toto využívají technologie TRILL [18], SPB
[19] a OTV [20] pro smeˇrování protokolu˚ druhé vrstvy.
• Monitorování síteˇ a zarˇízení: IS-IS instance mu˚že sbírat nejru˚zneˇjší data o stavech
sít’ových prvku˚ a distribuovat je v rámci IS-IS domény.
• Prˇenos konfigurací: Obecneˇ není problém prˇenést konfigurace libovolných sít’ových
aplikací.
6.1 Rozšírˇení pro prˇenos generických informací
RFC 6823 [13] popisuje zpu˚sob prˇenosu generické informace pomocí LSP protokolu IS-
IS. Jak již bylo zmíneˇno drˇíve, v rámci LSP mu˚žou být prˇenášeny tzv. TLV polícˇka. Typ
prˇenášených dat je kódovaný v 8 bitech, z toho du˚vodu je možné prˇirˇadit celkem 256
hodnot. Množství definovatelných hodnot pro potrˇeby protokolu IS-IS se ukázalo být
dostatecˇné. Nicméneˇ s rozšírˇením využívání IS-IS pro prˇenos informací, které neprˇímo
souvisí s potrˇebami IS-IS, zpu˚sobilo potrˇebu pro navýšení pocˇtu definovaných TLV.
RFC 6823 [13] definuje nové GENINFO TLV, které se mu˚že vyskytovat v LSP. Struktura
TLV je zobrazena na obrázku 14. Hodnota Type pro toto TLV je 251. Za polícˇkem Length
následuje polícˇko znacˇek (první cˇtyrˇi bity jsou rezervovány):
• S: Jestliže je nastaven, TLV musí být zaplaveno prˇes celou smeˇrovací doménu. Pokud
ne, TLV nesmí být propušteˇn mezi úrovneˇmi (LSP s ostatními informacemi prop-
ušteˇno být mu˚že).
• D: Když je PDU s TLV propoušteˇno z Level-2 do Level-1 úrovneˇ, bit musí být nas-
taven. Tímto se zabranˇuje smycˇkám.
• I: Když je nastaven, za Application ID následuje IPv4 adresa asociovaná s aplikací.
• V: Když je nastaven, za Application ID nebo IPv4 adresou následuje IPv6 adresa
asociovaná s aplikací.
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Application ID identifikuje aplikaci, ke které jsou vztažena generická data. V soucˇasné
dobeˇ IANA registruje ID 1 pro aplikaci TRILL. Za informacemi o IP adresách následuje
specifická cˇást TLV, která se definuje pro každé Application ID zvlášt’.
Obrázek 14: Geninfo TLV
Operace spojené s funkcionalitou generické informace mu˚žou negativneˇ ovlivnˇovat
základní úcˇel IS-IS - smeˇrování. Z tohoto du˚vodu by všechny instance využívající gener-
ické informace meˇly beˇžet v tzv. non-zero instanci [14]. Na jednom rozhraní se provozuje
více instancí IS-IS (jedna instance pro generické data a jedna pro smeˇrování), kde u každé
instance je možné prioritizovat naprˇ. zpracovávání LSP, parametry šírˇení LSP apod.
6.2 Quagga a ISISd
Prˇi hledání vhodné otevrˇené implementace IS-IS pro rozšírˇení o podporu transportu
generické informace jsem zjistil, že existuje pouze neˇkolik implementací IS-IS (z toho
je veˇtšina proprietární). Jedinou otevrˇenou implementací IS-IS, která by byla vhodná
pro rozšírˇení o podporu transportu generické informace je ISISd2. Od roku 2003 je ISISd
soucˇástí projektu Quagga [15].
Prˇed zacˇátkem implementace rozšírˇení bylo nutné se seznámit s architekturami Quagga
a ISISd, které budou strucˇneˇ popsány v následujících podkapitolách.
2V této práci byl rozšírˇen modul ISISd, který je soucˇástí Quaggy verze 0.99.22.4.
44
6.2.1 Quagga
Quagga je smeˇrovací softwarový balícˇek dostupný pro systémy unixového typu. Ob-
sahuje implementace smeˇrovacích protokolu˚ OSPFv2, OSPFv3, RIP, RIPng, BGP-4 a IS-IS.
Quagga je kolekcí neˇkolika daemonu˚, které spolupracují a vytvárˇejí smeˇrovací tabulku.
Na obrázku 15 je zobrazena architektura Quaggy. Jednotliví daemoni (moduly) použí-
vají standardní socket API pro odesílání a prˇijímání specifických PDU. Smeˇrovací tab-
ulka operacˇního systému se aktualizuje pomocí daemona zebra, který komunikuje s jed-
notlivými smeˇrovacími daemony prostrˇednictvím protokolu zebra. [16]
Obrázek 15: Quagga architektura
6.2.2 ISISd
ISISd je open source projekt implementace IS-IS, jehož autory jsou Sampo Saaristo, Ofer
Wald, Hannes Gredler a Subbaiah Venkata. Projekt zacˇal v roce 2001 jako modul pro GNU
Zebra. Kód je napsaný v jazyce C a vydaný pod licencí GPL.
Na obrázku 16 jsou zobrazeny hlavní datové struktury ISISd a jejich vazby. Hlavní da-
tovou strukturou celého projektu je isis (v ISISd procesu mu˚že existovat pouze jedna in-
stance). Isis struktura obsahuje seznam IS-IS procesu˚ (struct isis_area 3) a rozhraní (struct
isis_circuit). Každé oblast udržuje LSP databáze pro level-1 a level-2 úrovneˇ. Rovneˇž pro
každé rozhraní se udržuje databáze prˇilehlých smeˇrovacˇu˚ pro obeˇ úrovneˇ. [17]
3Název area je mírneˇ zavádeˇjící a neprˇedstavuje IS-IS oblast, ale cˇíslo procesu.
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Obrázek 16: ISISd architektura [17]
6.3 Rozšírˇení implementace ISISd o podporu prˇenosu generické informace
Pro demonstraci využitelnosti prˇenosu generické informace v LSP IS-IS jsem se rozhodl
navrhnout aplikaci pro šírˇení informací o škodlivých a potencionálneˇ nebezpecˇných sys-
témech. Tento prˇístup mu˚že být naprˇ. užitecˇný prˇi integraci IS-IS s IDS systémy. Po de-
tekci útoku se informace o útocˇníkovi mu˚žou poslat pomocí GENINFO TLV ostatním
smeˇrovacˇu˚m, a prˇijmout bezpecˇnostní opatrˇení. Prˇi zpracovávání GENINFO TLV se nas-
taví firewall tak, aby nesmeˇroval pakety se zdrojovou IPv4 adresou obsaženou v TLV.
Prˇi rozširˇování ISISd o podporu prˇenosu generických informací nebylo nutné výrazneˇji
zasahovat do architektury ISISd. Využil jsem stávajících postupu˚ a musel jsem upravit
kód týkající se generování/prˇijímání LSP a TLV. Témeˇrˇ veškeré rozšírˇení kódu bylo prove-
deno v souborech isis_lsp.ch, isis_tlv.ch a isisd.ch. Nicméneˇ zorientování se v cizím kódu,
do kterého beˇhem 10 let zasahovalo neˇkolik vývojárˇu˚, nebylo úplneˇ snadnou záležitostí.
6.3.1 Rozšírˇení GENINFO TLV
Pro prˇenos generických informací jsem využil GENINFO TLV, pro potrˇeby aplikace jsem
v polícˇku Additional Application Specific Information definoval následující polícˇka:
• System-ID: identifikátor propagujícího smeˇrovacˇe (shoduje se s System-ID v IS-IS
procesu). Zahrnutí System-ID v TLV je du˚ležité prˇi identifikaci autora TLV prˇi šírˇení
TLV do jiných úrovní.
46
• Sequence Number: 16-bitové cˇíslo, slouží k urcˇení verze TLV (prˇi opakovaném prˇi-
jetí generických informací smeˇrovacˇ nahrazuje TLV s numericky vyšším sekvencˇním
cˇíslem).
• Application data: obsahuje zprávu s informativním popisem (maximální délka zprávy
je 224 znaku˚).
Pro reprezentaci datové cˇásti TLV GENINFO jsem navrhl strukturu geninfo (soubor
isis_tlv.h) zobrazenou na výpisu 9. Velikost application_data polícˇka je ovlivneˇ omezením
maximální velikostí datové cˇásti TLV (256 B). Maximální velikost application_data má











Výpis 9: Struktura geninfo
6.3.2 Geninfo databáze
Teoreticky by bylo možné prˇijaté generické informace ukládat do LSP databáze s ostat-
ními prˇijatými informacemi v LSP. Jelikož generické informace nemají vliv na standardní
chování protokolu, rozhodl jsem se ukládat prˇijaté GENINFO TLV do logicky oddeˇlení
Geninfo databáze.
Pro uložení Geninfo databáze jsem rozšírˇil strukturu isis_area(soubor isisd.h) o promeˇnné
dict_t *geninfo_l1_db a dict_t *geninfo_l2_db (dict_t je implementace slovníku, která je
soucˇástí ISISd). Každá promeˇnná udržuje seznam prˇijatých TLV pro každou úrovenˇ. Je-
likož pro každý IS-IS proces se vytvárˇí vlastní instance promeˇnné isis_area, je zajišteˇno
separátní úložišteˇ Geninfo databáze v prˇípadeˇ beˇhu více IS-IS procesu˚. Klícˇem slovníku je
System-ID propagujícího smeˇrovacˇe (tzn. v databázi je uložen jeden záznam GENINFO
TLV pro každý smeˇrovacˇ).
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Výpis 10 obsahuje strukturu geninfo_db (soubor isis_tlv.h), která reprezentuje jeden
záznam GENINFO TLV v databázi. Prˇi prˇijetí a zpracování TLV se zkopíruje polícˇko life-
time z hlavicˇky LSP. O odecˇítání zbývajícího cˇasu platnosti záznamu v databázi se stará
funkce lsp_tick, která byla soucˇástí pu˚vodní ISISd implementace. Po vypršení životnosti






Výpis 10: Struktura geninfo_db
6.3.3 Šírˇení GENINFO TLV v LSP
Spolehlivost bezpecˇného prˇenosu generických informací zajišt’ují standardní mechanizmy
IS-IS. Prˇi šírˇení generické informace v rámci jedné úrovneˇ není potrˇeba zasahovat do stan-
dardního IS-IS zaplavení. Jestliže prˇijaté LSP je noveˇjší, než v jeho LSP databázi, smeˇrovacˇ
jednoduše prˇepošle prˇijaté LSP v nezmeˇneˇné podobeˇ všem sousedu˚m v úrovni (kromeˇ
toho, kdo LSP poslal). Tímto zpu˚sobem se zajistí, že všechny smeˇrovacˇe v úrovni budou
mít aktuální generické informace.
Pro šírˇení mezi úrovneˇmi je potrˇeba zajisti, aby L1/L2 smeˇrovacˇe zahrnuly v LSP ty
GENINFO TLV, které se mají šírˇit po celé doméneˇ. Tzn. v L2 LSP musí zahrnout GEN-
INFO TLV prˇijaté v L1 LSP a v L1 LSP musí zahrnout GENINFO TLV prˇijaté v L2 LSP.
Z tohoto du˚vodu prˇijaté GENINFO TLV si smeˇrovacˇ udržuje v databázích pro každou
úrovenˇ: L1 Geninfo db a L2 Geninfo db. Na obrázku 17 je vývojový diagram popisu-
jící chování L1/L2 smeˇrovacˇe prˇi propoušteˇní informací mezi úrovneˇmi. Jestliže L1/L2
smeˇrovacˇ prˇijme L1 LSP s GENINFO TLV, aktualizuje svojí L1 Geninfo databázi. Poté
pokud má ve své L1 Geninfo databázi neˇjaké GENINFO TLV s nastaveným S bitem, vy-
generuje L2 LSP obsahující tyto prˇijaté TLV. Prˇi šírˇení informací z Level-1 do Level-2 se
musí kontrolovat D znacˇka, pokud je nastavena nesmí se TLV šírˇit do Level-2 úrovneˇ.
Prˇi prˇijetí L2 LSP se L1/L2 smeˇrovacˇ chová podobneˇ, jako prˇi prˇijetí L1 LSP. Aktual-
izuje svou L2 Geninfo databázi, vygeneruje L1 LSP a zahrne v neˇm GENINFO TLV, které
mají nastavenou S znacˇku. GENINFO TLV propoušteˇné z Level-2 do Level-1 se nastaví
D znacˇka. Tímto zpu˚sobem se zajistí rozšírˇení generických informací po celé smeˇrovací
doméneˇ.
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Obrázek 17: Šírˇení generických informací mezi úrovneˇmi
Prˇi šírˇení mezi úrovneˇmi se využívá sekvencˇní cˇíslo definované v GENINFO TLV.
Naprˇ. kdyby v Level-1 oblasti byly dva L1/L2 smeˇrovacˇe a oba by šírˇily GENINFO TLV
ve svých LSP. Smeˇrovacˇ by prˇi prˇijetí teˇchto LSP nebyl schopen rozeznat, které GENINFO
je noveˇjší.
Pokud potrˇebuje smeˇrovacˇ odebrat své GENINFO TLV z databází ostatních smeˇrovacˇu˚,
odešle LSP s GENINFO TLV, které obsahuje text purged v polícˇku application_data. Smeˇrovacˇe
poté vymažou z databáze generické informace od smeˇrovacˇe, který poslal toto TLV. To-
hoto principu se využívá prˇi deaktivování šírˇení generických informací nebo prˇi zmeˇneˇ
rozsahu šírˇení generických informací.
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6.3.4 Vytvorˇení TLV
Nové LSP se vytvorˇí funkcí lsp_generate(struct isis_area *area, int level). Tato funkce
obstarává beˇžné rutinní operace spojené s vytvorˇením LSP. Z pohledu prˇidání nového
TLV je du˚ležitá funkce lsp_build(struct isis_lsp *lsp, struct isis_area *area) (soubor isis_lsp.c),
která obstarává volání funkcí pro prˇidání ru˚zných TLV.
Pro prˇidání TLV GENINFO do LSP jsem vytvorˇil funkci tlv_add_geninfos(struct list
*geninfos, struct stream *stream) (soubor isis_tlv.c, výpis 15). Parametry funkce je sez-
nam GENINFO TLV a stream buffer, do kterého se zapisují data TLV (list a stream jsou
generické struktury obsažené v ISISd). Prˇi volání funkce lsp_build se kontroluje, jestli je
isis proces nakonfigurován pro prˇijetí generických informací. Pokud je, zavolá se funkce
tlv_add_geninfos a GENINFO TLV je prˇidáno do LSP.
6.3.5 Zpracování GENINFO TLV
Pro zpracovávání všech LSP v ISISd se používají funkce lsp_update_data a parse_tlvs. V
rámci funkce lsp_update_data se definuje seznam ocˇekávaných TLV, který se prˇedává
funkci parse_tlvs. Funkce parse_tlvs poté extrahuje ocˇekávané TLV. Nakonec funkce
parse_tlvs uloží dané LSP do databáze. Tyto dveˇ funkce jsem rozšírˇil o podporu parsování
a ukládání GENINFO TLV do Geninfo databáze. Fragment kódu, který zpracovává prˇi-
jaté TLV je zobrazen na výpisu 16.
6.3.6 Vytvorˇení prˇíkazu˚ pro konfiguraci
Pro snadnou konfiguraci jsem rozšírˇil ISISd o prˇíkazy konfigurující nastavení šírˇení gen-
erických informací. Funkcionalita vytvorˇených prˇíkazu˚ je popsána v kapitolách 6.4.2 a
6.4.3. Výpis 11 zobrazuje cˇástecˇný kód pro vytvorˇení nového prˇíkazu geninfo app-id
<app-id>. Nový prˇíkaz se vytvorˇí makrem DEFUN a registruje se funkcí install_element.
Parametry makra DEFUN je název funkce, název instance struktury cmd_element, prˇíkaz
a nápoveˇda funkce. Funkce install_element zaregistruje prˇíkaz do konfiguracˇního režimu











Výpis 11: Vytvorˇení nového prˇíkazu
6.3.7 Nastavení firewallu
Nastavení firewallu nesouvisí prˇímo s šírˇením generických informací v LSP. Pro lepší
otestování funkcˇnosti celého rˇešení a nastíneˇní praktického využití, jsem se rozhodl im-
plementovat jednoduché nastavení firewallu v rámci ISISd. Program nastaví firewall tak,
že bude zahazovat smeˇrované pakety se zdrojovou IPv4 adresou prˇijatou v GENINFO
TLV.
Jako firewall jsem použil program IPTABLES. Pro prˇidávání a odebírání pravidel fire-
wallu jsem vytvorˇil funkci iptables_cmd(struct geninfo_db *new, char *action) (soubor
isis_lsp.c, výpis 17). Parametry funkce je záznam z Geninfo databáze a akce, kterou má
firewall vykonat (prˇidání nebo odebrání záznamu). Pro prˇidávání a odebírání pravidel
firewallu se ve funkci iptables_cmd volá funkce system4. Tato funkce provede libovolný
linuxový prˇíkaz (v tomto prˇípadeˇ provede prˇíkaz IPTABLES, který bude zahazovat smeˇrovaný
provoz z dané zdrojové adresy).
6.4 Prˇípadová studie
6.4.1 Testovací topologie
Testování funkcˇnosti prˇenosu generické informace bylo provedeno ve virtualizovaném
prostrˇedí. K virtualizaci byl použit software VirtualBox (verze 4.2.18) a GNS3 (verze
0.8.4). Ve VirtualBoxu byl nainstalován systém Ubuntu 12.10, na kterém beˇžel ISISd a
4IPTABLES nedisponují žádným stabilním otevrˇeným API pro C/C++ kód. Vývojárˇi IPTABLES do-
porucˇují použití funkce system. [22]
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Zebra daemon. GNS3 bylo použito k emulaci Cisco smeˇrovacˇe a pro propojení virtuali-
zovaných PC.
Na obrázku 18 je zobrazena topologie pro otestování funkcˇnosti prˇenosu generické
informací. Sít’ je rozdeˇlena do dvou oblastí, kde v každé oblasti je mezi smeˇrovacˇi L1
prˇilehlost. Mezi pocˇítacˇi ISISD0 a ISISD2 je navázána L2 prˇilehlost, která spojuje obeˇ
oblasti. V oblasti 49.0001 je vložen emulovaný Cisco smeˇrovacˇ, který má oveˇrˇit, že IS-
IS standardneˇ propouští neznámé TLV v nezmeˇneˇném stavu.
Všichni ISISd daemoni jsou nakonfigurováni tak, že budou šírˇit generické informace s
Application ID 10000. U každého daemona je také nastavena popisná zpráva, IPv4 a IPv6
adresa. ISISD1 a ISISD3 budou šírˇit své informace po celé doméneˇ.
Obrázek 18: Testování prˇenosu generické informace
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6.4.2 Konfigurace
ISISd používá stejnou syntaxi prˇíkazu˚ jako Cisco IOS 5. Pro správné fungování musí beˇžet
daemon Zebra. Na výpisu 12 jsou konfiguracˇní prˇíkazy pro konfiguraci podpory prˇenosu
generických informací. Prˇíkazem geninfo app-id se nastaví Application ID a aktivuje
se podpora prˇenosu generických informací. Ostatní prˇíkazy jsou volitelné a nastavují
se s nimi další parametry TLV: IPv4 a IPv6 adresa, zpráva a rozsah šírˇení TLV. Postup
instalace a konfiguracˇní soubory vcˇetneˇ podrobného schématu topologie jsou obsahem
elektronické prˇílohy A.
ISISD0(config)# router isis 1
ISISD0(config−router)# ge
ISISD0(config−router)# geninfo app−id <0−65535>
ISISD0(config−router)# geninfo ipv4 <ipv4−address>
ISISD0(config−router)# geninfo ipv6 <ipv6−address>
ISISD0(config−router)# geninfo message <message>
ISISD0(config−router)# geninfo scope [domain|level]
Výpis 12: Konfigurace ISISd
6.4.3 Testování
Pro snadneˇjší testování šírˇení generické informace lze využít prˇíkaz generate geninfo
LSP, kterým se vygeneruje nové LSP (nemusí se cˇekat na standardní události IS-IS, po
kterých se generuje LSP). K výpisu Geninfo databáze složí prˇíkaz show geninfo database,
ukázkový výstup prˇíkazu je zobrazen na výpisu 13. ISISD0 má ve své databázi uloženy
GENINFO TLV od ISISD1 (1111.1111.1111), ISISD2 (2222.2222.2222) a ISISD3
(3333.3333.3333). Tento výpis potvrzuje, že IS-IS prˇeposílá neznámé TLV beze zmeˇny
(Cisco IOS nemá implementovanou podporu pro prˇenos generických informací). Obecneˇ
všechny implementace IS-IS, které neznají generické informace, budou šírˇit tyto infor-
mace v rámci jedné úrovneˇ (Level-1 nebo Level-2). Problém nastane, pokud generickou
informaci prˇijme L1/L2 smeˇrovacˇ, který pro ní nemá podporu. V takovém prˇípadeˇ se
informace nebudou šírˇit mezi úrovneˇmi (smeˇrovacˇ nezahrne GENINFO TLV prˇijaté v L1
LSP do L2 LSP a naopak).
































Výpis 13: Výpis Geninfo databáze
Výstup 17 zobrazuje seznam pravidel firewallu IPTABLES, který se shoduje s infor-
macemi prˇijatými v GENINFO TLV. IPTABLES je nastaveno tak, že zahazuje smeˇrovaný
provoz se zdrojovou IP adresou prˇijatou v GENINFO TLV.
root@cvalin−EP45−DS3R:/home/cvalin# iptables −L
Chain INPUT (policy ACCEPT)
target prot opt source destination
Chain FORWARD (policy ACCEPT)
target prot opt source destination
DROP all −− 192.168.3.2 anywhere
DROP all −− 192.168.1.2 anywhere
DROP all −− 145.15.47.49 anywhere
Výpis 14: Výpis pravidel IPTABLES
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Obrázek 19 zobrazuje LSP generované ISISD0 zachycené ve Wiresharku. Wireshark
nerozeznává GENINFO TLV, z tohoto du˚vodu poskytuje výpis pouze po jednotlivých
bajtech. V tomto prˇípadeˇ jsou v LSP obsaženy informace ze smeˇrovacˇe ISISD1 a ISISD0.
Ve výpisu jednotlivých bajtu˚ je vyznacˇeno GENINFO TLV ISISD1. První bajt reprezen-
tuje typ TLV (251, 0xfb), druhý bajt reprezentuje délku polícˇka Value (41 B, 0x29). Poté
následuje polícˇko znacˇek. 0xd se rovná binárnímu cˇíslu 1101, což odpovídá nastaveným
znacˇkám V, I, S (TLV obsahuje IPv4 a IPv6 adresu, šírˇí se v celé smeˇrovací doméneˇ).
Obrázek 19: Zachycení TLV ve Wiresharku
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7 Záveˇr
Tato diplomová práce meˇla trˇi cíle: prostudování smeˇrovacího protokolu IS-IS, praktické
oveˇrˇení jeho pokrocˇilých vlastností a implementace rozšírˇení pro prˇenos generických in-
formací v protokolových jednotkách IS-IS.
V úvodní cˇásti jsem popsal principy fungování IS-IS a provedl jsem srovnání s pro-
tokolem OSPF. Tato cˇást byla cˇasoveˇ asi nejvíce nárocˇná, k prostudování a pochopení
fungování IS-IS jsem musel prˇecˇíst stovky stránek RFC dokumentu˚ a knih. Návrh IS-IS
protokolu se s postupem cˇasu ukázal jako nadcˇasový a snadno rozširˇitelný o další funkce.
Pokud se v protokolu objevily neˇjaké nedostatky nebo požadavky na novou funkcional-
itu, protokol obvykle stacˇilo rozšírˇit o nový typ TLV a základ protokolu zu˚stal stejný. V
této vlastnosti spocˇívá nejveˇtší výhoda IS-IS oproti OSPF. Naprˇ. prˇi potrˇebeˇ smeˇrování
IPv6 bylo nutné vydat novou verzi OSPFv3. Zatímco specifikace rozšírˇení IPv6 pro IS-
IS má 6 stran, specifikace OSPFv3 má 96 stran. Z pohledu primární úcˇelu smeˇrovacích
protokolu˚ smeˇrování jsou oba protokoly srovnatelné. IS-IS má zde mírnou výhodu v
lepší škálovatelnosti hierarchického smeˇrování a podporu paralelního smeˇrování více
protokolu˚ trˇetí vrstvy.
V cˇásti veˇnované prˇípadovým studiím jsem prakticky oveˇrˇil smeˇrování s alternativními
topologiemi a paralelní smeˇrování IPv4 a IPv6 na platformeˇ Cisco. Pu˚vodneˇ jsem chteˇl
vytvorˇit prˇípadové studie také pro platformu Linux/Quagga, ale bohužel vývoj IS-IS v
rámci Quaggy není prˇíliš podporovaný a tyto vlastnosti nejsou implementovány.
V poslední cˇásti jsem zjišt’oval možnosti prˇenosu generických informací v protokolových
jednotkách IS-IS a jeho praktickou využitelnost. K tomuto úcˇelu jsem rozšírˇil modul
Quaggy ISISd a vytvorˇil jsem aplikaci pro šírˇení informací o nebezpecˇných zarˇízeních
v síti. Tato aplikace není urcˇiteˇ vhodná pro ostré nasazení, ale jedná se o jakýsi prototyp,
který demonstruje jakým zpu˚sobem by se meˇly informace šírˇit ve smeˇrovací doméneˇ.
Domnívám se, že by aplikace mohla mít praktické využití, pokud by byla v budoucnu
rozšírˇena o napojení na IDS systémy a vylepšila by se implementace nastavení firewallu.
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A Prˇíloha na CD/DVD
Soucˇástí práce je DVD s elektronickou podobou práce ve formátu PDF/A. Dále jsou zde
umísteˇny konfiguracˇní soubory, schémata topologií a zdrojové kódy.
/text Elektronická podoba práce.
/case_studies Konfiguracˇní soubory a schémata topologií prˇípadových studií.
/mt Smeˇrování s alternativními topologiemi.
/ip46 Paralelní smeˇrování IPv4 a IPv6.
/gen Transport generických informací .
/source Zdrojové kódy aplikace.
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B Vybrané zdrojové kódy
Tato prˇíloha obsahuje vybrané cˇásti kódu rozšírˇení pro prˇenos generických informací v
LSP. Výpis 15 zobrazuje funkci tlv_add_geninfos (soubor isis_tlv.c), která prˇidá do LSP
seznam GENINFO TLV.





u_char ∗pos = value;
for (ALL_LIST_ELEMENTS_RO (geninfos, node, geninfo))
{
∗((u_char ∗) pos) = geninfo−>flags;
pos += 1;
∗((u_int16_t ∗) pos) = geninfo−>application_id;
pos += 2;
if (geninfo−>flags & GENINFO_FLAG_I)
{
∗(u_int32_t ∗) pos = geninfo−>application_ipv4.s_addr;
pos += IPV4_MAX_BYTELEN;
}







∗((u_int16_t ∗) pos) = geninfo−>seq_num;
pos += 2;
int app_len = strlen(geninfo−>application_data);
memcpy (pos, geninfo−>application_data, app_len);
pos += app_len;
}
return add_tlv (GENINFO, pos − value, value, stream);
}
Výpis 15: Funkce pro vytvorˇení GENINFO TLV
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u_char ∗pnt2 = pnt;
int data_length = length;












Výpis 16: Prˇijetí GENINFO TLV
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Na výpisu 17 je funkce pro prˇidání pravidla IPTABLES (soubor isis_lsp.c).
void iptables_cmd(struct geninfo_db ∗new, char ∗action)
{




snprintf (cmd, sizeof(cmd), "sudo /sbin/iptables −%s FORWARD −s %s −j





Výpis 17: Prˇidání pravidla do IPTABLES
