We consider quantum maps induced by periodically-kicked scattering systems and discuss the computation of their resonance spectra in terms of complex scaling and sufficiently weak absorbing potentials. We also show that strong absorptive and projective openings, as commonly used for open quantum maps, fail to produce the resonance spectra of kicked scattering systems, even if the opening does not affect the classical trapped set. The results are illustrated for a concrete model system whose dynamics resembles key features of ionization and exhibits a trapped set which is organized by a topological horseshoe at large kick strength. Our findings should be useful for future tests of fractal Weyl conjectures and investigations of dynamical tunneling.
I. INTRODUCTION
Recent decades have witnessed significant progress in the semiclassical understanding of resonance states and resonance spectra of complex scattering systems. In particular, for scattering systems with fully chaotic dynamics it was explored (i) how scattering from a chaotic repellor can lead to the formation of a spectral gap [1] [2] [3] , (ii) how properties of the classical dynamics are reflected in the fluctuations of the scattering matrix [4] [5] [6] [7] [8] , (iii) how resonance eigenvalues can be determined from periodic orbits [9, 10] , (iv) how counting functions of long-lived resonance states relate to the fractal dimension of the classical invariant sets [11] [12] [13] [14] [15] [16] [17] , and (v) how resonance states localize on classical invariant sets [18, 19] .
In order to extend such results, for example to scattering systems with a mixed phase space, it is crucial to have good toy models. Ideally such toy models should be easy to exploit numerically and yet generic enough to exhibit a robust effect of quantum-to-classical correspondence. Toy models which exhibit these properties are open quantum maps, see Ref. [20] for a definition, Refs. [15, 16] for reviews, and Refs. [14] [15] [16] [17] [18] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] for some examples.
In theory, open quantum maps quantize the the classical flow of an open system along its trapped set and represent a reduction of a scattering system to a sub-unitary operator, which holds the essential information on longlived resonances [15, 20, 35] . In a similar spirit, one may think of open quantum maps as the time-evolution operators corresponding to an effective Hamiltonian [36] , arising from the Feshbach approach [37] [38] [39] or a reduction of a dielectric cavity [26] . Altogether, this shows that open quantum maps have a clear connection to scattering systems and should therefore be generic.
In practice, however, none of the fore-mentioned approaches has lead to an open quantum map which derives from a concrete scattering system. Instead, there are many heuristic models introduced in an ad-hoc manner by combining the unitary time-evolution operator of a closed system, such as a quantum map on a torus, with an absorption operator, such as a Fresnel-type reflection operator or a projector. See Refs. [14] [15] [16] [17] [18] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] for examples. While these heuristic models have stimulated many findings in the recent past, they do not represent a step by step reduction of a scattering system in the sense of Ref. [20] and it remains unclear to which degree they faithfully represent resonances.
Another somewhat distracting aspect of heuristic models is the use of non-analytic absorption operators, because: (i) The reduction of scattering systems to open quantum maps as described in [15] , explicitly excludes non-analytic absorption operators. (ii) In quantum chemistry computations of resonance spectra, based on absorbing potentials, one carefully has to minimize the back-reflections from absorbing potentials into the scattering region [40] . In such cases rapidly varying absorbing potentials with non-analytic parts obscure the computation. (iii) Scattering systems with non-analytic potentials usually exhibit diffraction effects which makes quantitative investigations of quantum-to-classical correspondence considerably more complicated [41] [42] [43] . This makes quantum map models of scattering based on analytic potentials desirable.
In this paper, we consider quantum maps induced by periodically-kicked scattering systems with analytic potentials. In contrast to heuristic models this naturally accommodates resonances and does not require adding any absorption. In order to compute the resonance spectra of such quantum maps, we adapt the method of complex scaling [44] [45] [46] [47] [48] as previously developed for timeperiodic systems [49] [50] [51] [52] [53] . This gives the complex-scaled time-evolution operator, Eq. (48), i.e., the complex-scaled quantum map from which the resonance spectrum can readily be computed, see Fig. 1(a) for an example.
We further examine the connection of the complexscaled time-evolution operator with heuristic models. To this end we adapt the method of absorbing potentials [40] to kicked scattering systems. This results in an absorption-augmented time-evolution operator, Eq. (54) , which has the same structure as heuristic model systems. We show that this operator also allows for computing the resonance spectrum, albeit only in the limit of sufficiently On the other hand, we demonstrate that strong absorbing potentials and projective openings, as commonly used for heuristic models, do not allow for computing the resonance spectrum of kicked scattering systems, see Fig. 1 (c,d), respectively. In this context a novel point, which was previously ignored in heuristic models, is the appearance of a continuous spectrum, which must be carefully separated from the resonance spectrum in numerical computations [40, 48] . This separation can be accomplished by means of complex scaling and weak absorbing potentials. On the other hand, both for strong absorption and projective openings, we observe a blow up of the continuous spectrum which obscures its effective separation from resonance eigenvalues, see Fig. 1 . We emphasize that this effect occurs even if the absorption does not affect the trapped set, which carries the semiclassical information on the resonance spectrum.
In order to illustrate our results with numerically computed spectra, we introduce a concrete model system, based on kicking potentials which are entire functions. For this model system we also discuss the organization of its classical flow in terms of few stable and unstable manifolds, following standard methods in Hamiltonian transport [54] [55] [56] [57] [58] . The purpose of this discussion is to emphasize the structural similarity of the model system with phase-space structures which commonly appear in classical ionization [59] [60] [61] and dissociation [62] . Moreover, we use these structures to show that the trapped set of the model system is organized by a topological horseshoe at large kick strength.
Ultimately, we hope that the uniform hyperbolicity of the proposed model system can be proven. This would result in a new sibling among the uniformly hyperbolic model systems, which, in contrast to the three-disc scatterer [1] [2] [3] 63] and the open baker map [15, [23] [24] [25] 27] , is free from distracting diffraction effects. This should be useful for future investigations of fractal Weyl conjectures and further topics in chaotic scattering. Even more so, we expect that the proposed model system should be useful for exploiting scattering systems with a mixed phase space, for which many more questions of quantumto-classical correspondence remain unsolved.
The body of this paper is preceded by Sec. II, in which we specify periodically-kicked scattering systems and lay out some basic notation. In Sec. III we introduce the model system and discuss its classical dynamics. In Sec. IV we derive quantum maps for periodicallykicked scattering systems and discuss the computation of their resonance spectra in terms of complex scaling and absorbing potentials. The summary and discussion are given in Sec. V. The numerical computations are documented in the Appendix.
II. KICKED SCATTERING SYSTEMS
In this paper we are concerned with periodicallykicked, one-degree of freedom quantum systems which obey the time-dependent Schrödinger equation
Here, all quantities have been scaled to dimensionless units. In particular, q ∈ R denotes the position, t ∈ R denotes time, ∈ R + denotes the reduced effective Planck constant, and ψ represents the wave function. We further refer to h eff := 2π as the effective Planck constant. It is treated as a free parameter and h eff → 0 denotes the semiclassical limit. Furthermore, δ(·) represents the Dirac δ function. The corresponding classical dynamics is given by the Hamilton function
with p ∈ R being the momentum. The crucial point of this paper is to consider kicking potentials V (q) which tend to zero sufficiently fast as |q| tends to infinity
i.e., we consider scattering systems for which the classical dynamics resemble free motion as |q| tends to infinity. Classical map -In order to investigate the classical dynamics of periodically-kicked scattering systems we use stroboscopic phase-space sections. They are obtained by integrating Hamilton's equations of motion over one period in time. This results in a symplectic map on R
which in its symmetrized version is given by
Here, (q n , p n ) denotes phase-space points along a trajectory in the middle of the nth kick, while V ′ denotes the derivative of the kicking potential with respect to q.
Quantum map -The quantum mechanical analogue of the classical map U is the time-evolution operator over one period of the external driving [64, 65] . This operator is referred to as quantum map [64] . It is given by
where the operators fulfill the usual commutation relation [q,p] = i . Due to Eq. (3) the system is unbound and the quantum map supports a resonance spectrum. In that, it is already open. In order to access its resonance spectrum we will derive its complex-scaled form, Eq. (48), and its absorption-augmented form, Eq. (54).
III. MODEL SYSTEM: CLASSICAL DYNAMICS
In this section we specify the model system and discuss its classical dynamics.
A. A family of kicking potentials
In what follows, we consider maps induced by the kicking potential
Its main part is an attractive Gaussian
with kick strength κ ≥ 0. This system has previously been studied as a model of chaotic scattering [66, 67] as well as a model of a pulsed optical trap for cold atom systems [68] . For κ < 0 it has further been used as a model of an oscillating barrier potential [69, 70] . The dimensionless units are chosen such that a version of Chirikov's standard map [71] , induced by V (q) = −κ/(2π) 2 cos(2πq) is mimicked in the region q ∈ (−0.5, 0.5). This applies in particular to the stability matrix which controls the dynamics around the central fixed point (q c , p c ) = (0, 0) as well as the extrema of V ′ (q), located at q e = ±1/4. In order to confine the trapped set in a compact region we propose the perturbation term
with erf(·) being the error function, ǫ ≥ 0 a small perturbation strength and x b a positive real parameter. Its purpose is to increase the energy for q ∈ (−x b , x b ) which ensures that trajectories which escape beyond a certain point do not return. In particular, we use the perturbation strength
with
If condition (11) is satisfied any trajectory entering the outgoing regions
escapes to q → ±∞, respectively. Due to time reversal symmetry, this further gives the incoming regions
where trajectories escape to q → ±∞ in backward time. See Fig. 2 for a sketch and Appendix A for details. In that, condition (11) also ensures that the trapped set
is confined to the strip (q, p) ∈ [−x f , x f ] × R. Even more, one can easily show that the trapped set must be contained in a compact square
Here, p max must be chosen sufficiently large, such that any point with q ∈ [−x f , x f ] and |p| > p max has sufficient momentum to reach either of the outgoing regions O ± in one iteration of the map U . Since V ′ (q) is bounded, a valid choice is given by p max = 2x f + max q∈R {V ′ (q)}.
The above choice of parameters, Eqs. (10) and (11), further allows for locating two unstable fixed-points at
As discussed in the next section their stable and unstable manifolds control the dynamics in the scattering region and provide sharper bounds on the trapped set. Note that the proposed kicking potential fulfills Eq. (3). In fact, it decreases to zero exponentially fast and drops below machine precision for |q| 2. It further is an entire function, i.e., it has no discontinuities.
B. Phase space
From now on we fix the parameters of the model system as x f = 1.2 and x b = 1 and discuss its phase space.
Scattering region
In this section we discuss how the stable and unstable manifolds of the fixed points, u 0 andū 0 , organize the classical dynamics. The discussion follows standard arguments in classical transport [54] [55] [56] [57] [58] and commonly appears in problems of classical ionization [59] [60] [61] and dissociation [62] . The discussion is visually supported by Fig. 2 for the example κ = 2.9. Qualitatively similar structures are observed for any κ > 0.
In what follows, we omit manifolds which trivially extend into the outgoing and incoming regions. We further focus on one side of the symmetry. Related properties for the symmetry partners, as marked by an overbar, are implied. We refer to the stable manifold of u 0 as W s and the unstable manifold ofū 0 as W u . A closed segment of a manifold W with endpoints x, x ′ is referred to as
. Initial segments -We start by numerically constructing the initial segments of the relevant manifolds up to their first heteroclinic intersection points, h 0 andh 0 . Here, h 0 is chosen such that
Note that h 0 gives rise to a heteroclinic orbit and replacing it by any of its forward or backward iterates is a topologically equivalent choice. The example system exhibits two distinct heteroclinic orbits, whose points satisfy condition (19) . Here, we choose h 0 from the heteroclinic orbit which has no point along the symmetry axis q = 0. This choice is convenient in the discussion of the topological horseshoe further below. Scattering region -We now define the scattering region S. It is the compact set, whose boundary is given by the closed curve of initial segments
see the thick lines and the gray shaded region in Fig. 2 . Fig. 2 . To be precise, E 0 shall include boundary points which are not on the stable segment, while C 0 shall include boundary points which are not on the unstable segment. Propagating the lobes and the corresponding segments of the stable and unstable manifold forward and backward to times i ∈ Z gives the lobe iterates, according to
This is depicted in Fig. 2 . Partial barrier, flux, and turnstiles -As discussed in Refs. [54, 55, 57] , the curve
is a partial barrier. Orbits which leave the scattering region across the partial barrier in one iteration of the map are initially in E 0 and map to E 1 . Orbits which enter the scattering region across the partial barrier in one iteration of the map are initially in C 0 and map to C 1 . The Lebesgue measure µ(·) of all lobes is equal
such that Φ denotes the flux exchanged across the partial barrier in one iteration of the map. This mechanism is called turnstile transport.
No return, escape, and capture -The model system exhibits additional properties, which commonly appear in classical ionization [59, 60] and dissociation [62] . Namely, after leaving the scattering region the E-lobes do not return and propagate into the outgoing region S ∩ E i>0 = ∅ and lim
Hence, we call them escape lobes. Similarly, after leaving the scattering region in backward time the C-lobes do not return and propagate into the incoming region S ∩ C i≤0 = ∅ and lim
Since any orbit propagating from an incoming region into the scattering region must pass through C 0 , we call them capture lobes.
Trapped set -The above properties imply that the trapped set K is confined to the scattering region as
This is because, any orbit of the model system which is neither on a capture lobe nor within the scattering region, trivially propagates towards the outgoing region. Hence, the trapped set must be on the capture lobes or within the scattering region. Further, excluding both escape and capture lobes, due to Eq. (21) and Eq. (22), gives the above property. Dynamics in the scattering region -For intermediate kick strength (1 κ 6) the dynamics in the scattering region exhibit a mixed phase space. Here, the trapped set K accommodates regular motion along invariant tori. As the kicking strength of the model system is increased beyond κ 8, we are no longer able to detect regular motion in numerical simulations. In particular, when searching for periodic orbits up to period ten, we find all of the numerically detected orbits to be unstable. The dynamics in the scattering region becomes chaotic.
Topological horseshoe
In this section we present numerical evidence that the scattering region turns into a topological horseshoe for kick strength κ 10.5.
We start by considering the forward and backward iterates of the scattering region S, as is illustrated in Figs. 3 and 4 for κ = 11. Here, the forward iterate of the scattering region U (S) cuts upon itself along three mutually disjoint sets
The rest of the forward iterate U (S) locates along the escape lobes, E 1 andĒ 1 , which do not return to the scattering region, see Fig. 3 . Similarly, the backward iterate of the scattering region U −1 (S) cuts upon itself along three mutually disjoint sets X 0 , Y 0 , Z 0
The scattering region and its forward iterate (gray areas), for κ = 11. Lines represent the stable and unstable manifolds of the fixed points u0,ū0. Dots denote fixed points and heteroclinic points. Gray striped regions indicate the non-empty intersections, Eq. (27) .
The rest of the backward iterate locates along the capture lobes, C 0 andC 0 , which do not return to the scattering region in backward time, see Fig. 4 . This is a topological horseshoe. In order to show the structure of the topological horseshoe more clearly, we summarize the foregoing discussion in a homeomorphically equivalent, schematic representation in Fig. 5 . Here, the scattering region appears as a square in a plane. Furthermore, any point which leaves the square, either in forward or backward time, tends to infinity and never returns. The forward and backward iterates of the scattering region cut across itself in three mutually disjoint vertical and horizontal stripes, thus forming a topological horseshoe.
We remark that the occurrence of the topological horseshoe is related with a phenomenon reminiscent of the first tangency in the Hénon map. Namely, for the model system, we found that the scattering region turns into a topological horseshoe, if the following lobes have non-empty intersections
More specifically, if the corresponding boundary segments of the stable and unstable manifold intersect transversally in exactly two homoclinic points. See gray 
This intersection of escape and capture lobes implies that the capture lobesC 0 and C 0 are pulled through the scattering region in a forward iteration. As illustrated in Figs. 3 and 5(upper part), this results in capture lobes C 1 and C 1 which cut the remaining part of the scattering region into three disjoint stripes. Similarly, the nonempty intersections of Eq. (27) for i = 1, imply that the escape lobesĒ 1 and E 1 are pulled through the scattering region in a backward iteration. As illustrated in Figs. 4 and 5(lower part), this results in escape lobesĒ 0 and E 0 which cut the remaining part of the scattering region into three disjoint stripes. This enforces a topological horseshoe. Condition (26) can be checked numerically, using finite segments of the stable and unstable manifolds. We found that it is fulfilled for any tested value κ > 10.5.
Complete horseshoe and uniform hyperbolicity? -Note that a topological horseshoe is not yet a sufficient condition for a complete horseshoe [72, 73] . Proving a complete horseshoe might be achieved by checking the sector condition, described in Ref. [73] , but was not attempted here. Note that a topological horseshoe further cannot guarantee the uniform hyperbolicity of the model system. Numerical evidence in favor of uniform hyperbolicity is obtained by constructing long but finite approximations to the stable and unstable manifolds. For any tested value κ > 10.5 we observe that these manifolds always intersect at finite angles. See Fig. 6 for the case κ = 11.
IV. RESONANCE SPECTRA AND QUANTUM MAPS
In this section we derive quantum maps for kicked scattering systems and discuss the computation of their resonance spectra in terms of complex scaling and absorbing potentials.
In particular, in Sec. IV D the method of complex scaling [44] [45] [46] [47] [48] as developed for time-periodic systems [49] [50] [51] [52] [53] is adapted to periodically-kicked scattering systems. This results in the complex-scaled time-evolution operator, Eq. (48), i.e., the complex-scaled quantum map from which resonance spectra can readily be computed, see Fig. 9 . In Sec. IV E, we further examine resonance spectra of heuristic model systems. To this end we adapt the method of complex absorbing potentials [40] to kicked scattering systems. This leads to an absorptionaugmented time-evolution operator, Eq. (54), which admits the form of a heuristic model. We show that this operator also allows for computing the resonance spectra, see Fig. 10 (b), albeit only in the limit of weak absorption. On the other hand, we also show that strong absorption, Fig. 10 (a), and projective openings, Fig. 11 , as commonly applied to heuristic models, fail to produce the resonance spectrum. An overview of the main ideas is given in Sec. IV A, while introductory remarks on Floquet theory and complex scaling are given in Sec. IV B and Sec.IV C, respectively.
A. Computation of resonances: Overview
The main goal of Sec. IV is to numerically compute resonance spectra of periodically-kicked scattering systems, Eq. (1). Since this task can at times become quite technical, we give an outline of the key points and recommend Ref. [48] for a review.
Resonances -Since periodically-kicked scattering systems are unbound, they admit resonance solutions with eigenvalues in the lower half of the complex plane. Their real parts denote (quasi-)energies, while their imaginary part describes the life-times of a resonance solution and may, for example be associated with the width of a spectral line. Mathematically, a resonance is associated with the poles of the resolvent, analytically continued into the lower half of the complex plane. In that, resonance states are to a scattering system as bound states to a closed system, i.e., they allow for efficient basis expansions of wave-packets, scattering cross-sections, or the scattering matrix. See Ref. [48] for an overview.
Challenges -In numerical computations of resonance spectra, we face several challenges which are unfamiliar from closed systems: (i) Resonance states or not squareintegrable. Even worse, they diverge at infinity. Hence, they cannot be computed by simple basis state expansions. (ii) In contrast to closed systems, a scattering system also contains a continuous spectrum, associated with scattering solutions, which neither diverge nor decrease in the asymptotic regions. In numerical computations, the remnants of this continuous spectrum must be separated from resonance eigenvalues. (iii) The time-dependence of periodically-kicked scattering systems poses an additional challenge.
Floquet theory [74, 75] -The time-periodic structure of kicked-scattering systems results in resonance solutions which are quasi-periodic in time. The resonance eigenvalues, referred to as quasi-energies, may either be computed from the so-called Floquet Hamiltonian or the stroboscopic time-evolution operator. Since the stroboscopic time-evolution operator is the quantum map, we here choose the second approach. Details are described in Sec. IV B.
In order to face the divergence of resonance states we adapt two standard methods to periodically-kicked scattering systems, namely, complex scaling [44] [45] [46] [47] [48] , as previously developed for time-periodic systems [49] [50] [51] [52] [53] and complex absorbing potentials, as previously discussed for time-independent systems [40] :
Complex scaling [44] [45] [46] -The main idea of complex scaling is to consider the system along a complex contour
determined by the scaling angle θ. While this turns the Schrödinger equation into a non-Hermitian operator, it also changes the asymptotic behavior of resonance states.
In particular, long-lived resonance states become squareintegrable which makes their eigenvalues amenable to numerical computations using basis state expansions. The method further rotates the continuous spectrum away from the real axis and thus allows for its effective separation from resonance eigenvalues. We emphasize that complex scaling is far more than just a numerical method to compute resonances. In particular, in the mathematical literature it is the method of choice for dealing with resonances, see for example Ref. [46] for timeindependent systems, Refs. [76] [77] [78] for time-periodic systems and Ref. [20] for open quantum maps. An introductory description of complex scaling for time-independent systems is given in Sec. IV C. The application of complex scaling to kicked scattering systems is discussed in Sec. IV D.
Absorbing potentials [40] -Adding suitable absorbing potentials to a scattering system represents an alternative method for computing resonance spectra [40] . The modified Hamiltonian generally neither supports resonance states nor a continuous spectrum. However, in the limit of weak absorption the point spectrum of the modified Hamiltonian mimics the resonance spectrum and the continuous spectrum of the original scattering system in a well understood manner [40] . In that, resonance eigenvalues of a scattering system may be approximated by numerically computed point spectra of absorptionaugmented Hamiltonians. The details of this method and its adaption to kicked-scattering systems are discussed in Sec. IV E.
B. Floquet theory and quantum maps
The Hamiltonian in Eq. (1) is time-periodic and we have H(t) = H(t + T ) with T = 1 and ω = 2π/T . Its solutions admit a quasi-periodic representation [74] |ψ ǫ (t) = e −iǫt/ |u ǫ (t) with |u ǫ (t) = |u ǫ (t + 1) , (29) with ǫ being a quasi-energy. The above decomposition is not unique. In particular, replacing ǫ by ǫ + nω and simultaneously multiplying |u ǫ (t) by exp(inωt) yields identical solutions |ψ ǫ (t) for any n ∈ Z [75] . In order to fix a unique representation of the solutions one can for example shift the real parts of the quasi-energies to the first Floquet zone Re(ǫ)
In what follows we seek to determine the spectrum of quasi-energies via the stroboscopic time-evolution operator U (t, t+T ), henceforth referred to as U . Applying this quantization of the classical map to a Floquet solution, Eq. (29), and suppressing the index t gives
Hence, the quasi-energies are related to the eigenvalues λ ǫ of the quantum map U as
C. Complex scaling for time-independent systems
In this section we briefly recall results on complex scaling of time-independent systems as obtained in Refs. [44] [45] [46] and reviewed in Refs. [47, 48] . This section is intended as an introduction for non-expert readers.
For the moment, consider a scattering system
with a time-independent potential satisfying Eq. (3). Since the system is unbound, its spectrum contains resonance states, with eigenvalues in the lower half of the complex plane Im(E) < 0. However, resonance states are not square-integrable. To motivate this, consider the Schrödinger equation in the region q ≫ 1 where V (q) tends to zero. Here, a solution takes the asymptotic form
with momenta
Here, the complex argument function Arg(E) maps to values on the interval (0, 2π]. This fixes the branch cut of the energy root along the positive real axis, such that: (i) The first Riemann sheet p + gives square-integrable solutions. On this sheet the Hamiltonian is hermitian and the corresponding spectrum must be real. (ii) The second Riemann sheet p − gives solutions which diverge as q tends to infinity. Here, one finds resonance solutions associated with eigenvalues in the lower half of the complex plane. (iii) The scattering solutions, which neither decay nor diverge as q tends to infinity, are along the branch cuts which separate both sheets. They give the continuous spectrum along the positive real axis. See Fig. 7 for a sketch.
This motivates that a resonance wave function is not square integrable. In the theory of complex scaling [44] [45] [46] this problem is dealt with by considering wave functions along a complex contour, Eq. (28), resulting in the complex-scaled wave-function
and the complex-scaled Schrödinger equation
Here, φ θ E (s) is from a suitable subspace of squareintegrable functions [44] [45] [46] . In contrast to common practice we do not multiply the wave-function by a phasefactor exp (iθ/2) as it has no effect on the resulting spectra.
The utility of this transformation is that a part of the resonance states become square-integrable. More precisely, if the potential V (q) is dilation analytic [46] , which implies that V (q) has no singularity in the sector Arg(q) ∈ [0, θ] and further has the asymptotic behavior
we have: (i) The point spectrum of the scaled Hamiltonian and the original Hamiltonian are identical [46] . In particular, eigenvalues corresponding to resonance states are invariant under variations of the scaling angle θ and those resonance states with eigenvalues in the sector Arg(E) ∈ (−2θ, 0) become square integrable along the complex contour, Eq. (28).
(ii) The continuous spectrum of the scaled Hamiltonian is rotated into the lower half of the complex plane along the ray R + exp (−i2θ). In order to motivate these properties, we consider the scaled equation in the region s ≫ 1 where V (s) tends to zero. Here, the scaled form of the previously discussed asymptotic solutions reads
Note that these are the same solutions as in Eq. (33) become square-integrable when considered along the contour, Eq. (28) . It is these resonances that complex scaling makes accessible to numerical computations. (ii) The branch cut which separates the sheet of squareintegrable solutions from the sheet of solutions which diverge as s tends to infinity is now located along the ray R + exp (−i2θ). This ray supports the scattering solutions of the scaled Hamiltonian which neither decay nor diverge as s tends to infinity. It is along this ray that the scaled Hamiltonian has its continuous spectrum. See Fig. 7 for a sketch.
D. Complex scaling for kicked scattering systems
In this section we adapt the method of complex scaling, as previously developed for periodically driven systems in Refs. [49] [50] [51] [52] [53] [76] [77] [78] , to periodically-kicked scattering systems. To this end, we first derive the complex-scaled Floquet Hamiltonian which is convenient for discussing the structure of the resulting spectra. We then derive an explicit expression for the complex-scaled time-evolution operator, Eq. (48), i.e., the complex-scaled quantum map and compute its spectrum, Fig. 9 .
Complex scaling for time-periodic Hamiltonians
In order to apply complex scaling to time-periodic systems, we consider the Schrödinger equation (1) along the contour Eq. (28). This gives wave-functions
From Floquet theory, we infer the general form of a resonance state to admit the Fourier representation
Inserting this representation of eigenstates, into the scaled Schrödinger equation and integrating out the Fourier components results in a coupled channel equation with channels µ ∈ Z. For kicked scattering systems the equation of the µth channel reads
Note that this equation is usually derived [49] [50] [51] [76] [77] [78] by first switching to the time-independent Floquet Hamiltonian and then apply complex scaling [45, 46] . While we will not use it for numerical computations, it is convenient for discussing the structure of quasienergy spectra in time-periodic systems as done in the next section. Once again we emphasize the crucial point of complex scaling: By considering the system along a complex contour we change the asymptotic properties of resonance states. In particular, long-lived resonance states ψ θ ǫ (s, t) and their Fourier components φ θ ǫ,ν (s) become square-integrable with respect to s.
Structure of resonance spectra
We now discuss the structure of the spectrum. To this end we consider the Floquet Hamiltonian, Eq. (42), in the asymptotic region s ≫ 1 where the potential tends to zero. This shows that the continuous spectrum of the µth channel is along the ray
where, −µ ω is the ionization threshold of the µth channel. On the other hand, the theory of complex scaling ensures that resonance eigenvalues in the lower half of the complex plane are invariant under variations of the scaling angle [44] [45] [46] . See Fig. 8 for a sketch and Ref. [51] for an example. Note that the multi-channel structure of time-periodic system implies a new feature. Namely, increasing the scaling angle may not only uncovered new resonances. In fact, a resonance eigenvalue may also be covered, if the continuous spectrum of another channel sweeps over them [79, 80] . This phenomenon and the corresponding structure of resonance states is discussed in App. B.
The spectrum of the Floquet Hamiltonian, Eq. (42), is periodic under shifts by integer multiples of ω . This is because any solution (ǫ, φ the full spectral information is already stored in the first Floquet zone. Here, we extend this zone into the complex domain along the rays of the continuous spectrum
As discussed in App. B a resonance state is squareintegrable and thus amenable to numerical computations, if the scaling angle θ is chosen such that the quasi-energy ǫ associated with the resonances lowest outgoing channel is located in the Floquet zone ǫ ∈ F . Rather than using the Floquet Hamiltonian, Eq. (42), we will follow the ideas of Refs. [52, 53] and compute the resonance spectrum via the eigenvalues of the stroboscopic time-evolution operator. As discussed in Sec. IV B, both eigenvalues are related by Eq. (31). This shows that both resonance eigenvalues and the continuous spectrum should localize within the unit circle. Furthermore, combining Eq. (31) and Eq. (43) the continuous spectrum should localize along a spiral, given by
See Fig. 8 for a sketch.
Complex-scaled time-evolution operator
We now derive the complex-scaled time-evolution operator, i.e., the quantum map from Eq. (40) . Clearly, in between two kicks the potential term is irrelevant and the particle is subject to free motion in the complex-scaled Hamiltonian. This gives the propagator of a free particle in its complex-scaled form
On the other hand, during the extremely short and intense pulse, the kinetic energy term of Eq. (40) is irrelevant and the wave-function acquires a phase which is determined by the kicking potential
Combining these operators, we obtain the complex-scaled version of the time-evolution operator, Eq. (6), as
This is the complex-scaled quantum map. We emphasize that knowing the explicit form of the scaled timeevolution operator is an advantage of kicked scattering systems over general time-periodic systems [52, 53] .
Numerical spectra
We now discuss the computation of the resonance spectrum from the complex-scaled time-evolution operator. The numerical computations are carried out by expanding the operator in Eq. (48) on a basis set of squareintegrable functions and computing its eigenvalues. In particular, our implementation follows Refs. [81, 82] . That is, we choose a finite element representation which allows for representing square-integrable resonance wave functions with very high accuracy and thus allows for computing highly accurate resonance eigenvalues. Details are described in App. C. The results for the model system at kick-strength κ = 11 and h eff = 1/50 are illustrated in Fig. 9 , for two values of the scaling angle θ.
As expected from Eq. (45), the numerical remnants of the continuous states localize along a spiral, marked by a red line in Fig. 9 . Clearly, those states depend on the scaling angle θ, giving two distinct spiral configurations in Fig. 9(a) and (b) . On the other hand, we find stable θ-independent eigenvalues away from the spiral which correspond to resonance states.
We now make a couple of remarks: (i) The resonance states, associated with eigenvalues which are sufficiently away from the continuous spectrum, are exponentially Back-scaling such states to the real axis q ∈ R is numerically unstable. Therefore, the presented results cannot provide inside into the localization of resonance states in real phase space. This could be achieved using the method of exterior complex scaling [48] , and remains a future task.
E. Resonance spectra from absorbing potentials
The main purpose of this paper, namely the computation of resonance spectra for periodically-kicked scattering systems has been achieved in the previous section. The main motivation for the rest of this paper is to make a connection to the approach termed heuristic models in the introduction. Namely, we would like to discuss to which extend it is possible to obtain the resonance spectra of periodically-kicked scattering systems, by adding absorption to its time-evolution operator.
This section will start with a short review of Ref. [40] in which it was proven that adding a complex absorbing potential
to a time-independent Hamiltonian and letting the absorption strength η ∈ R + tend to zero (η → 0), allows for computing the resonance spectrum. We will then adapt the method of absorbing potentials to periodically-kicked scattering systems in a rather heuristic manner, namely by adding an absorbing potential to the kick. This will result in an absorption-augmented time-evolution operator, Eq. (54), which takes exactly the form of heuristic model systems. We then demonstrate that the spectra of the absorption-augmented time-evolution operator indeed recover the resonance spectra of the model system in the limit of weak absorption (η ≪ 1), see Fig. 10 . In contrast, we also show that the resonance spectra of the model system cannot be recovered, if applying projective openings in the outgoing regions. Finally, we remark that the notion of absorbing potential, as used in this paper, is distinct from any sort of exterior complex scaling, which from time to time is also referred to as an absorbing potential in the literature.
Time-independent systems
Computing resonance spectra of time-independent Hamiltonian systems based on complex absorbing potentials, Eq. (49), has been established in Ref. [40] . The main idea of the method is quite different from complex scaling in the following sense: While complex scaling considers the same system along a different contour in coordinate space, the method of absorbing potentials adds a complex absorbing potential to the scattering system. As previously emphasized in Sec. IV A this changes the properties of the system entirely. In particular, the absorption-augmented scattering system is usually closed and exhibits neither a continuous spectrum nor resonance states. However, in the limit of weak absorption (η → 0) the point spectrum of the modified system approximates the resonance eigenvalues of the original system in a well controlled manner.
More specifically, the method of absorbing potentials [40] , adds an absorbing potential, Eq. (49), to the Schrödinger equation. As specified in Ref. [40] one may use a wide class of potentials v(q) which fulfill certain properties. In particular, in the asymptotic regions we require the real part of v(q) to tend to infinity. Here, we assume v(q) which fulfill the conditions spelled out in Ref. [40] with asymptotic forms of a monomial v(q) ≃ |q| n for: |q| ≫ 1, n > 0.
In that case, the results of Ref. [40] state that, adding an absorbing potential, Eq. (49), to a time-independent Hamiltonian, Eq. (32), and considering the limit of weak absorption (η → 0), the spectra of the absorptionaugmented Hamiltonians will converge onto the following shape: (i) The remnants of the continuous spectrum (referred to as spectral string in Ref. [40] ) will arrange along the ray R + exp (−i2θ), with
(ii) For each resonance solution of Eq. (32) with energy E in the sector Arg(E) ∈ (−2θ, 0), the family of absorptionaugmented Hamiltonians gives a family of eigenvalues E(η) which tends to the resonance eigenvalue E of the scattering system as η tends to zero, according to
We now make a couple of remarks: (i) The structure of the spectrum and in particular the role of the angleθ is reminiscent of complex scaling. (ii) In numerical computations the strength of the absorbing potential must be reduced successively, while simultaneously monitoring the convergence of the corresponding spectra. (iii) The intuitive interpretation of the complex absorbing potential method is as follows: In order to compute the resonance spectrum, we add an absorbing potential which turns the asymptotic, exponentially diverging and outgoing parts of a resonance state into a squareintegrable solution. However, by adding an absorbing potential, we introduce unphysical back-reflections from the absorbing potential itself, which deteriorate the quality of the solution. In order to minimize this unphysical back-reflection, we have to consider the limit of weak absorption (η ≪ 1) in which the quality of the solution improves.
Absorption-augmented time-evolution operator
We now adapt the results of Ref. [40] to periodicallykicked scattering systems in an add-hoc manner. That is, rather than adding the complex absorbing potential to the Schrödinger equation, we add it directly to the kicking potential
The motivation for doing so is twofold: (i) Grouping the complex absorbing potential with the kick potential allows for a straight-forward computation of the corresponding time-evolution operator.
(ii) Our physical intuition is that grouping the complex absorbing potential with the kick, will do an equally good job in transforming the asymptotic parts of a resonance solution into squareintegrable functions and thus allows for computing the resonance spectrum.
As in the previous section, we will access the quasienergy spectrum of Eq. (53) via the corresponding timeevolution operator. This time-evolution operator is easily obtained by taking the time-evolution operator of the previous section, Eq. (48), considering it for scaling angle θ = 0, relabeling s by the standard variable q, and replacing V (q) by V (q)−iηv(q). This gives the absorptionaugmented time-evolution operator according to
Here, the complex absorbing potential has been split from the standard kicking potential. This gives the absorption-augmented time-evolution operator as a composition of the standard unitary time-evolution operator of the kicked scattering system, multiplied with an absorption operator
from its left and its right. Note that Eq. (54) takes the typical form of a system, termed heuristic model in the introduction. We will now explore under which condition absorbing potentials allow for computing the resonance spectrum of a kicked scattering system. To this end, we consider the model system of this paper and compute the corresponding spectrum of Eq. (54) for weak and strong absorbing potentials as well as projective openings. This will show that only for weak absorbing potentials the resonance spectrum of Eq. (54) coincides with the result obtained from complex scaling.
Weak absorbing potentials
In order to adapt the method of Ref. [40] and check it for the model system of this paper, we fix v(q) such that
Here, M ξ n (x) is a smooth function which approaches a monomial, when taking its smoothness parameter ξ to zero as
For details see App. C 7 a. This gives an absorbing potential which is close to zero for q ∈ (−q abs , q abs ) such that the scattering region is unaffected by absorption. In order to numerically determine the spectrum of U η , Eq. (54), we expand the corresponding modes. To this end we choose a finite element representation on a grid with q ∈ [−q max , q max ], see App. C for details.
In numerical computations we implement the limit of weak absorption (η ≪ 1) by choosing the absorption strength as a function of the grid parameter q max η(q max ) = − 2 v(q max ) log(10 −15 ).
This choice ensures that the absorption operator, defined in Eq. (55), fulfills
such that, any probability which is propagated beyond the grid edges by the unitary part in Eq. (54), will be reduced below machine precision. The expert reader might notice that this eliminates the error of back-reflections from the grid edges within the numerical desired accuracy. We then minimize the back-reflections from the absorbing potential itself. To this end we reduce the absorption strength η successively by increasing the grid size q max via Eq. (58). Simultaneously we monitor the convergence of the spectra. The results are depicted in Fig. 10 where (a) shows a spectrum for which the absorption strength was large while (b) shows a spectrum for which the absorption strength was small. These results show: (i) The agreement between the spectrum in Fig. 10(b) with the spectra obtained from complex scaling, Fig. 9 is striking. (ii) We expect that the spiral structure in Fig. 10(b) corresponds to the remnants of the continuous spectrum. This expectation is supported by the structural analogy between spectra of time-independent systems, obtained from complex scaling on the one hand and absorbing potentials on the other hand. (iii) We further observe that the eigenvalues away from the spiral in Fig. 10(b) , localize in exactly the same positions as the resonance spectrum obtained from complex scaling in Fig. 9 . These eigenvalues should represent the resonance spectrum. (iv) On the other hand, the spectrum in Fig. 10(a) , as obtained for strong absorption, has little resemblance with the results obtained from complex scaling, Fig. 9 . In particular, the continuous spectrum blows up and the separation between resonance spectra and continuous spectra is lost. We expect that this is due to unphysical reflections from the absorption operator which deteriorate the quality of the solution. In conclusion, we believe that the resonance spectrum of periodically-kicked scattering systems can only be obtained from the absorption-augmented timeevolution operators in the limit of weak absorption.
Finally, we speculate on the generality of the method. While the results of this section have been obtained for one specific model system, we are positive that the method of weak absorbing potentials should allow for computing resonance spectra of any periodically-kicked scattering system. We believe so, since the absorbing potential chosen here is non-zero only in the outgoing regions. Here, its only task is to tweak the exponentially diverging tales of the resonance wave-functions into squareintegrable functions. However, this structure is universally the same for any kicked scattering system. Nonetheless, putting the method on an equally solid mathematical footing as in the case of time-independent systems [40] or in the case of complex scaling, as discussed in the previous section, remains a future task.
Projective opening
Finally, we consider the case of projective openings, as commonly used for heuristic model systems and show that they do not reproduce the resonance spectrum of a kicked scattering system.
To this end we consider an absorbing potential, which is zero for q ∈ (−q abs , q abs ) and infinitely large outside of this interval. This turns the absorption operator, Eq. (55), into a projector
Here, we choose sufficiently large q abs , such that the scattering region and the trapped set in particular, are unaffected. Based on this setting we consider the absorptionaugmented time-evolution operator, Eq. (54), and compute its spectrum numerically. See App. C for details of the numerical computation. The result is depicted in Fig. 11 for q abs = 2.0, 2.5. Fig. 10(a) , we observe that the continuous spectrum blows up. In particular, the clear separation of the continuous spectrum and the resonance spectrum is lost. We speculate that the origin of this problem is again due to unphysical back-reflections into the scattering region which originate from the nonanalytic corners of the absorbing potential. We conclude that resonance spectra of kicked scattering systems are not computable by virtue of projective openings. (iii) Our results also have important implications for numerical tests of the fractal Weyl law, based on heuristic model systems. Namely, if we were to follow the standard recipe of heuristic models and construct an open quantum map for the model system of this paper, we would apply projective openings in the outgoing region far away from the trapped set. However, our results show that the eigenvalues of this system have no relation to the true resonance eigenvalues of the kicked scattering system, as obtained from complex scaling or sufficiently weak absorbing potentials. Hence, counting long-lived eigenvalues of heuristic model systems may not be a reasonable test of fractal Weyl conjectures.
V. SUMMARY AND DISCUSSION

A. Summary of the objective
Ever since their invention [64, 65, 83] , quantum maps have been popular toy models for investigations of quantum-to-classical correspondence. So far, they have often been considered on compact phase spaces [83, 84] , rendering their time-evolution operators as finitedimensional unitary matrices. For this reason quantum maps are typically associated with closed systems. However, studies of chaotic scattering [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 63] and investigations on fractal Weyl laws [11] [12] [13] [14] [15] [16] [17] and localization of resonance states [18, 19] , in particular, made an extension of these model systems to quantizations of an open flow desirable [20] . These model systems are known in the literature as open quantum maps, see Ref. [20] for their definition, Refs. [15, 16] for a review, and Refs. [14] [15] [16] [17] [18] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] for examples.
As discussed in the introduction, currently known examples of open quantum maps -termed heuristic models throughout this paper -exhibit two aspects, which are disadvantageous from our point of view: (i) The first aspect is the add-hoc creation of concrete example systems by simply combining a unitary matrix with an absorption operator. This is confusing because it disguises the connection of a quantum map with a concrete scattering system and further gives the impression that absorption must be added to the system in order to introduce resonances. (ii) The second disadvantageous aspect of current model systems is the use of absorption operators with non-analytic parts, mainly projectors. This introduces diffraction to the system and thus corrupts the utility of quantum maps for pure investigations of quantumto-classical correspondence. It is for these two reasons that we propose a new approach to quantum maps with resonances in this paper.
B. Summary of the results
In this paper, we consider quantum maps, induced by periodically-kicked scattering systems. In order to compute their resonance spectra, we apply the method of complex scaling [44] [45] [46] [47] [48] as previously developed for time-periodic systems [49] [50] [51] [52] [53] . This results in a complex-scaled time-evolution operator, Eq. (48), i.e., the complex-scaled quantum map from which the resonance spectra, Fig. 9 or Fig. 1(a) , can readily be computed.
In order to examine the relation between the complexscaled quantum map and heuristic models, we further adapt the method of absorbing potentials [40] to periodically-kicked scattering systems. This results in an absorption-augmented time-evolution operator, Eq. (54), which takes the form of heuristic models. We show that this operator also allows for computing resonance spectra, in the limit of sufficiently weak absorption, Fig. 10(b) or Fig. 1(b) . On the other hand, neither strong absorption, Fig. 10(a) or Fig. 1(c) , nor projective openings, Fig. 11 or Fig. 1(d) , as commonly used for heuristic models, allow for computing resonance spectra of kicked scattering systems. Note that this is even the case, if the projective opening or the absorbing potential do not affect the trapped set, which carries the semiclassical information on the resonance spectrum.
Both for complex scaling and weak absorbing potentials a novel point, as compared to heuristic models, is the appearance of a continuous spectrum, which must be carefully separated from the resonance spectrum. We show that this separation cannot be accomplished when using the absorption-augmented time-evolution operator in the case of strong absorption, Fig. 10(a) or Fig. 1(c) , and projective openings, Fig. 11 or Fig. 1(d) . In both cases the numerically determined spectra exhibit a blow up of the continuous spectrum which obscures its effective separation from the resonance spectrum.
In order to support our claim with numerically computed spectra, we introduce a model system, based on a family of analytic kicking potentials and discuss the organization of its classical flow in terms of few stable and unstable manifolds [54] [55] [56] [57] [58] . In that, we emphasize classical structures of the model system which commonly appear in classical ionization [59] [60] [61] and dissociation [62] . Moreover, we demonstrate that the trapped set of the model system is organized by a topological horseshoe at large kick strength.
C. Discussion
In this paper we exploit the stroboscopic timeevolution operators of periodically-kicked scattering system in order to construct quantum maps which posses resonances and have a clear origin in a scattering system. Surprisingly, the resulting time-evolution operator is both a quantum map in the original sense of Ref. [64, 65] as well as an open quantum map in the sense of Ref. [20] , albeit not yet reduced to a finite-dimensional matrix.
The main result and purpose of this paper was to show that the strategy of heuristic model systems, i.e., combining an arbitrary unitary time-evolution operator with an arbitrary absorption operator, such as a projector, cannot in general be expected to produce the correct resonance spectrum of a scattering system. This fact is well established in the quantum chemistry community, where either complex scaling [48] or weak absorbing potentials [40] are the established ways to compute resonance spectra. In this paper we merely repeat this result by adapting it to quantum maps originating from kicked scattering systems. In that, our results provide a clear alternative to heuristic models and represent a mathematically safe way to discuss concrete examples of quantum maps with resonance spectra.
Further than that, we propose a kicked scattering system based on kick potentials which are entire functions. Hence, in contrast to many heuristic models which make use of absorption operators with non-analytic part, such as projectors, the model system discussed in this paper should be free from diffraction. Hence, using them should be advantageous when studying matters of quantum-toclassical correspondence.
As compared to heuristic models, the benefits of a kicked scattering system, come at the price of a slightly increased effort in their numerical treatment. Nonetheless, the numerical effort should still be lower than treating more advanced systems, such as two-dimensional potential systems [85] , three-disc scatterers [3] , or atomic systems [10] . In particular, discussing small wave-length limits with effective Planck constants as small as h eff = 1/100 is still possible on a desktop PC.
Nonetheless, while we do believe that quantum maps as discussed in this paper have several clear advantages over heuristic models, we do not think that results obtained from heuristic models are generally wrong. On the contrary! For example, combining a cavities transfer operator [86] with Fresnel-type reflection, as described in Ref. [26] should give an excellent open quantum map model of a dielectric cavity. In our opinion, the results of this paper indicate that the key question in connecting scattering systems on the one hand and their reduction to a finite-dimensional open quantum map on the other hand, lies in effectively and correctly removing the continuous spectrum. With respect to this question, it seems reasonable to distinguish two classes of scattering systems, as previously proposed in Ref. [87] : (i) On the one hand, there are leaky scattering systems [87] which are obtained by opening a well-defined closed system. Examples of such systems are quantum dots with leads or dielectric cavities. For such systems it is straight forward to specify a subspace associated with resonance states and Feshbach-type arguments [37] [38] [39] should be efficient in removing the continuous spectrum and deriving an effective Hamiltonian. Such systems should be well described by heuristic models. (ii) On the other hand, there are ionizing scattering systems which are not related to any kind of closed system. An examples of such a system is Helium. In that case, it may not be obvious how to decompose the system by Feshbach-type arguments and a safe and established way to access its resonances is provided by means of complex scaling or absorbing potentials. The kicked scattering systems of this paper and their quantum maps should be suitable models for this class of systems.
Ultimately, it should also be possible to reduce such ionizing systems to finite-dimensional sub-unitary matrices. This could be achieved by implementing the procedure of Ref. [20] for a concrete system or by putting the idea of Ref. [28] to a test in a kicked scattering system.
D. Future directions
The model system proposed in this paper is an excellent model of ionization and should be immediately useful for future investigations of dynamical tunneling in systems with a mixed phase space as well as further investigations of fractal Weyl laws. For the latter, it would be useful, if the uniform hyperbolicity of the proposed model system could be proven. In contrast to the threedisc scatterer and the open backer map, this would result in a uniformly hyperbolic model system which is not affected by diffraction. Furthermore, a proof of uniform hyperbolicity would also be a firm basis for more detailed investigations of the model systems classical dynamics, e.g., in terms of Lyapunov exponents, escape rates, entropies, and fractal dimensions [1, 88] .
We further believe that the model system is a suitable candidate for investigating the localization of resonance states on classical invariant sets and their implications for fractal Weyl laws in more detail. In particular, the results of Ref. [14, 27] are entirely based on the existence of a leak. The complement of its preimages down to the Ehrenfest time is used to specify the support of long-lived resonances. However, such a leak does not exist in ionizing scattering systems, such that understanding the localization of their resonance states remains an open problem. Our model system should be ideal for addressing this question. To this end, it is crucial to make exterior complex scaling available for kicked scattering systems, which remains a future task.
Finally, an interesting direction of future research concerns the scattering matrix of kicked scattering systems. In particular, we wonder to which degree the structure of a periodically-kicked scattering system may allow for explicitly evaluating several formulas, described in Refs. [48, 89] . This would be useful for providing an outside view on open quantum maps and could lead to further interesting results. In this section we show that a system with kicking potential as defined in Eqs. (7) - (11), gives rise to incoming and outgoing regions, as defined in Eqs. (12) - (15) .
We start by showing that an outgoing region O + is ensured in general, if
To demonstrate this claim we exploit condition (A1) in (5a) to show that for all (q n , p n ) ∈ O + , i.e., ∀(q n , p n ) such that q n > x f and p n > 0, we have
i.e., for points in O + the position grows in one step of the iteration. Further, exploiting Eqs. (A1) and (A2) in (5b) shows that for all (q n , p n ) ∈ O + we have
i.e., for points in O + the momentum also grows in one step of the iteration. This means that for trajectories which enter O + the position and momentum is monotonically increasing such that trajectories which enter O + remain in O + . Even more, the above equations imply that, if (q n , p n ) ∈ O + , we have that future positions q m with m > n grow at least as
which shows that any trajectory entering the region O + will escape to infinity as
Note that for the model system in this paper the related properties for the regions O − , I + , and I − follow due to parity and time-reversal symmetry.
We now show that condition (A1) holds for the model system of this paper. To this end we compute the derivate of the kicking potential, Eq. (7), whose parts are defined in Eqs. (8) and (9) using the perturbation strength as defined in Eq. (10) . The resulting derivative is
Throughout this paper we choose κ > 0 which implies that κ exp −8q 2 > 0. Under this condition showing that condition (A1) holds is equivalent to showing that
We show that condition (A8) holds from the fact that f (x f ) = 0 while f (x) is strictly monotonically decreasing for q ≥ x f . The latter can be shown from the derivative
being strictly negative
The last condition is ensured by Eq. (11), and the fact that q ≥ x f implies that exp(16x
Appendix B: Structure of resonance states
In this appendix we discuss the asymptotic structure of resonance states in Floquet scattering systems. We further discuss its relation to the phenomenon of covering and uncovering of resonances by crossings of the continuous spectrum.
We start by discussing the asymptotic structure of Floquet solutions for θ = 0. To this end we take, Eq. (41), insert it into the Schrödinger equation (1), and consider the asymptotic regions q ≫ 1, where the potential vanishes. This gives
This shows that each component φ ǫ,µ (q) is associated with an asymptotic energy ǫ + µ ω. Its asymptotic form is a linear combination of solutions
Here, we fix the branch cut of the energy root along the positive real axis, i.e., the complex argument function A general scattering solution of a Floquet system consists of both incoming and outgoing solutions in the open channels and possibly evanescent components in the closed channels. If a solution is found which is purely outgoing in the open channels, we speak of a resonance solution, which admits the following asymptotic form
A resonance states does generally not exist for real quasienergies, but exhibits ǫ in the lower half of the complex plane. For this reason the outgoing solutions in the open channels diverge at infinity such that a resonance state is not square-integrable and can thus not be computed with a simple basis state expansion of the Floquet solution, Eq. (41). Upon complex scaling the asymptotic form of the components of the Floquet resonance solution becomes
In order to have a square-integrable solution, Eq. (41), one requires every component to be square-integrable. For this to be fulfilled, we require two conditions: (i) The scaling angle θ should be large enough such that all open channels become localized. This is fulfilled if Arg(ǫ) ∈ (−2θ, 0). (ii) The scaling angle θ should be small enough such that all closed channels remain localized. This is fulfilled if Arg(ǫ − ω) ∈ (−π, −2θ). Conversely, if condition (i) is violated, then there are still open channels which are not yet square-integrable. If condition (ii) is violated, then there are closed channels which are no longer square integrable. In that we effectively have a branch cut along the line exp(−i2θ)R + , which separates square integrable solutions from diverging solutions, both on the first and the second Riemann sheet. See Fig. 12 for a sketch.
Note that conditions (i) and (ii) are equivalent to saying that a resonance state has square-integrable components, if the quasi-energy ǫ associated with the lowest open channel is in the first Floquet zone, (44) . This explains why upon increasing the scaling angle a resonance in a Floquet system can both be uncovered and later be covered again.
Appendix C: Numerical methods
In this section we describe the numerical computation of eigenvalues for operators in Eq. (48) and Eq. (54). The scheme is based on a finite element representation of the wave function and follows the ideas of Refs. [81, 82] . The benefit of using a finite-element scheme is to achieve numerically determined eigenvalues with high accuracy. We describe the representation of the wave function in Sec. C 1 and the representation of operators in Sec. C 2. Details specific to complex scaling, weak absorbing potentials, and projective openings are discussed in Secs. C 5, C 7, and C 6.
Representation of wave functions
We now introduce the finite element representation of wave-functions ψ(x). Here, x may either refer to the coordinate s of Sec. IV D or q of Sec. IV E.
We start by introducing a grid in coordinate space using grid points
We fix the extent of the grid as
We define the lth cell of the discretization as
a. Basis functions in the lth cell
We now introduce basis functions, which are non-zero only in the lth cell. We start from Legendre polynomials on the interval [−1, 1], as defined by the recursion (n + 1)P n+1 (y) = (2n + 1)yP n (y) − nP n−1 (y). (C4) withP 0 = 1 andP 1 = y. The polynomial fulfill P n (1) = 1, a symmetry property P n (y) = (−1) n P n (−x), and an orthogonality relation
where δ m,n is the Kronecker delta function. From these polynomials we introduce a new set of polynomials
which vanish at the edges of the interval [−1, 1]. The only exception beingχ 0 (−1) =χ mmax (1) = 1. We scale these polynomials to the lth cell using the linear transformation
resulting in the scaled basis-functions on the lth cell
We emphasize that χ
n is defined to be zero outside of the lth cell. Note that for all cells l = 0, . . . , N − 1 we have:
We can now write the wave function along the grid as
In order to ensure the continuity of this wave-function, we exploit property (C9), and impose an additional constraint
In order to handle dependent and independent coefficients, we arrange the dependent coefficients into a vector 
Here, the indexes referring to the lth cell and the nth basis function have been mapped to a single index
The original indexes may be recovered as
Similarly, we eliminate the dependent coefficients c (l) mmax for l = 0, . . . , N − 2 via Eq. (C11) and arrange the remaining independent coefficients into a vector 
. . .
Based on these indexes we can define the matrix which maps the vector of independent coefficients to a vector of dependent coefficients
These matrices have a very simple structure  
In terms of such matrices, we can define the independent basis functions
and the wave function in terms of the independent basis functions is given by
Representation of operators
We deal with time-evolution equations of the form
where U (x ′ , x) denotes an operator x ′ | U |x . We discretize such operators by expressing the wave functions as
and testing against independent basis functions χβ 
Here, Uβ u,βu is the matrix representation of the operator U (x ′ , x) and Oβ u ,βu is the overlap matrix. The matrix representation of U (x ′ , x) is given by
This expression can be recast into the form
based on Eq. (C22). Here, Uᾱ ,α represents the operator U (x ′ , x) projected on the basis set of dependent wavefunctions
The numerical scheme makes use of three types of matrices: (i) the overlap matrix, (ii) kick-type timeevolution matrices, and (iii) a matrix representation of the free propagator.
(i) The matrix representation of the overlap matrix is
The remaining integral can be computed from Eq. (C6) and Eq. (C5). The expression shows that the basis states α,ᾱ overlap, only if they belong to the same cell l(α), l(ᾱ). Reducing the overlap matrix to independent coefficients according to Eq. (C29) results in a globally connected overlap matrix O. The overlap-matrix O is real symmetric. Its inverse O −1 can be computed by diagonalizing O and inverting its eigenvalues.
(ii) The kick-type time-evolution operators arise as a multiplicative part in Eqs. (48) and (54) . We summarize them in a unified form
where V (x) denotes either the scaled potential or the kick potential including absorption. Its matrix representation is given by
The remaining integral has to be evaluated numerically, as discussed below. Similar to the overlap matrix, the matrix elements are non-zero only for matrix elements of basis functions in the same cell. The above matrix is reduced to a matrix U V on independent basis functions according to Eq. (C29). The corresponding coefficients can be propagated via O −1 U V , according to Eq. (C27).
(iii) Finally, the matrix representation of propagators corresponding to the free time evolution in between two kicks, is given by
The remaining integrals have to be evaluated numerically, as discussed below. The above matrix is reduced to a matrix U T on independent basis functions according to Eq. (C29). The corresponding coefficients can be propagated via O −1 U T , according to Eq. (C27). Finally, the matrix representation of the full propagator U , corresponding to Eq. (48) or Eq. (54), respectively, is given by
Its eigenvalues are obtained from numerical diagonalization.
Integration
To ensure accurate matrix elements in Eq. (C35) and Eq. (C36), we set the length of the cells such that the integrand does not exhibit more than one oscillation within each cell. We then perform the remaining numerical integration using Gaussian Integration with 30-50 integration points, see Chapter 3.6 of Ref. [90] for details.
In practice we estimate the interval [x, x+∆x] on which the integrands in Eq. (C35) and Eq. (C36) oscillate once by considering their phase function in the limit of small . This gives
Both estimates show that the cell size scales with h eff . Estimating the maximum of V ′ (x) along the real axis (which is not entirely correct for the scaled potential) from its main part V κ (q), we obtain
On the other hand, we estimate the maximal relevant length |x − x ′ | in the integration of Eq. (C36) as max{|x − x ′ |} ≃ 30 log (10) sin(2θ) , 2q abs ,
in the case of complex scaling and absorbing potentials, respectively. The first estimate is obtained by computing the separation |x − x ′ | for which the non-oscillatory part of the kernel in Eq. (C36) drops below machine precision. The second estimate is obtained by assuming that significant contribution in Eq. (C36) arise mainly between points in the absorption-free region q ∈ [−q abs , q abs ]. Usually we have max{|x − x ′ |} > max{V ′ (x)} and thus set the number of cells in an equidistant grid as (10) sin(2θ) , 2q abs ,
in the case of complex scaling and absorbing potentials, respectively.
Testing
In order to confirm the correctness of the finite-element representation of wave functions, we first applied it to several time-independent problems. These include the box potential, the harmonic oscillator, and the Bain potential, discussed in Ref. [81] . In all cases we could confirm the relevant eigenvalues up to machine precision. This test gives confidence to the correctness of the overlap matrix as well as the numerical integration routines.
Subsequently, we focus on the matrices U V , deduced from Eq. (C35). Here, we test the numerical integrations in Eq. (C35) by comparing to analytical results obtained for simple basis functions. We further tested the matrix U V by comparing that (i) reducing a known wave functions ψ(x) to coefficients, (ii) propagating the coefficients by O −1 U V , and (iii) reconstructing the propagated wavefunction ψ ′ (x ′ ) from the propagated coefficients, agrees well with the expression ψ(x) exp(−iV (x)/(2 )) within the maximum norm.
In a similar way we test the matrix U T , deduced from Eq. (C36). We test the numerical integrations in Eq. (C36) by comparing to analytical results obtained for simple basis functions. We further tested the matrix U T by comparing that (i) reducing a Gaussian wave functions ψ g (x) to coefficients, (ii) propagating the coefficients by O −1 U T , and (iii) reconstructing the propagated wave-function ψ 
with x t = x 0 + p 0 t exp(−i2θ), (C44)
obtained when propagating a Gaussian with the complexscaled propagator, Eq. (46).
Complex scaling
The numerical computations for complex scaling in this paper use a grid with x max = 4.0. The order of the basis functions in each cell was m max = 10. The cell width is equidistant. The number of cells was determined as N = 840 for the computation with θ = 0.05 and N = 665 for θ = 0.08.
All parameters used in this computation were aimed at high accuracy. In particular, further increasing x max , m max or N does not change the spectra. On the contrary, if resonance spectra are required up to few significant digits only, the same resonance eigenvalues can be computed for much smaller sets of basis functions m max and slightly smaller grids x max .
We cross examined the numerical result by computing the spectrum of the complex scaled quantum map via a quantum maps code, i.e., putting the system on a torus, setting up the operator via split-operator FFT, and computing the spectrum numerically. This gives the same resonance spectrum within several significant digits.
Note that for complex scaling the operator in Eq. (C34) can be amplifying for some positions and damping for others. In the semiclassical limit → 0 this effects become exponentially amplified, leading to matrix elements in Eq. (C35) which span many orders of magnitude. Eventually, this can make the numerical scheme unstable. If this happens the scaling angle θ must be lowered.
Projective opening
The numerical computations with projective openings use basis functions in each cell up to order m max = 5. The cell width is equidistant. The number of cells was determined as N = 1200 for the computation with x max = 2.0 and N = 1500 for x max = 2.5. In both cases we cannot identify resonance eigenvalues which agree with the results of complex scaling within several significant digits.
The convergence of the spectra was checked, i.e., doubling the number of cells N or the order m max or both gives the same spectra. Note that treating the projective opening with a quantum map code, i.e., imposing periodic boundary conditions in both position and momentum gives additional spurious modes.
Absorbing potential
The numerical computations for absorbing potentials in this paper use basis functions in each cell up to order m max = 3. The cell width is equidistant. The number of cells was determined as N = 1500 for the computation with x max = 2.5 and N = 3000 for x max = 5. Spectra obtained in the case of weak absorption x max = 5.0 give the same resonance eigenvalues as complex scaling within several significant digits. On the contrary the case of strong absorbing potentials x max = 2.5 does not agree with resonance eigenvalues obtained from complex scaling. We further checked the convergence of the spectra, i.e., doubling the number of cells N or the order m max or both gives the same spectra. Note that treating the absorbing potential case with a quantum map code, i.e., imposing periodic boundary conditions in both position and momentum gives additional spurious modes.
a. Smooth monomials
We define the smooth monomials of Sec. IV E as M ξ n (x) := ξ n F n (x/ξ),
where ξ is a smoothness parameter and the functions F n (·) up to order n = 3 are given by
F 0 (x) = 1 2 (1 + erf(x)) (C48)
