Let n be a squarefree natural number, and let G, Γ be two groups of order n. We determine the number of Hopf-Galois structures of type G admitted by a Galois extension of fields with Galois group isomorphic to Γ. We give some examples, including a full treatment of the case where n is the product of three primes. of squarefree order.
Introduction
The notion of Hopf-Galois extension was introduced by Chase and Sweedler [CS69] . ( We recall the definition in §3 below.) This was in part motivated by the study of inseparable extensions of fields, but is also of considerable interest for separable extensions. Indeed, Greither and Pareigis [GP87] showed that a given separable extension of fields L/K may admit many Hopf-Galois structures, and that finding them can be reduced to a group-theoretic problem. If H is a K-Hopf algebra giving a Hopf-Galois structure on L/K, then, extending scalars to the algebraic closure K c of K, we have an isomorphism of K c -Hopf algebras K c ⊗ K H ∼ = K c [G], where K c [G] is the group ring of a group G whose order coincides with the degree of L/K. The isomorphism type of G is called the type of the Hopf-Galois structure. Given abstract groups Γ, G of the same finite order n, we would like to determine the number e(Γ, G) of Hopf-Galois structures of type G on a Galois extension L/K with Galois group Gal(L/K) ∼ = Γ.
Since the work of Greither and Pareigis, there have been a number of papers enumerating Hopf-Galois structures on Galois extensions of various kinds: see for example [Byo04, CC99, Chi03, CRV18, Koh98, Koh16, NZ19] . In [AB18] , we considered cyclic extensions of squarefree degree n, obtaining a simple formula for the number of Hopf-Galois where n = de, gcd(d, e) = 1 and ord e (k) = d. Conversely, any choice of d, e and k satisfying these conditions gives a group G(d, e, k) of order n. Moreover, two such groups G(d, e, k) and G(d ′ , e ′ , k ′ ) are isomorphic if and only if d = d ′ , e = e ′ , and k, k ′ generate the same cyclic subgroup of Z × e . Here, for any natural numbers a, m with gcd(a.m) = 1, we write ord m (a) for the order of a in the group Z × m of units in the ring Z m of integers modulo m.
We now fix a squarefree number n and a group G = G(d, e, k) of order n, as in Lemma 2.1. Let (2.1) z = gcd(k − 1, e), g = e/z, and for each prime q | e, let r q = ord q (k). In general, d, g and z do not determine the r q . Moreover, d, g, z and the r q do not determine the isomorphism type of G. This is illustrated by the examples in §8.
Next let Γ be another group of order n. We will, as far as possible, use corresponding Greek and Roman letters for quantities associated with Γ and G, whilst keeping the notation consistent with [AB18] . Thus we write (2.2) Γ = G(δ, ǫ, κ) = s, t : s ǫ = t δ = 1, tst −1 = s κ , with δǫ = n and ord ǫ κ = δ, and we set (2.3) ζ = gcd(κ − 1, ǫ), γ = ǫ/ζ, ρ q = ord q (κ) for primes q | ǫ.
We consider the set K = {κ r : r ∈ Z × δ }. By Lemma 2.1, we may replace κ in (2.2) by any element of K without changing the isomorphism type of Γ. The group Z × δ acts regularly on K by exponentiation, so its subgroup ∆ := {m ∈ Z × δ : m ≡ 1 (mod gcd(δ, d))} acts without fixed points on K. The index of ∆ in Z × δ is w = ϕ(gcd(δ, d)),
where ϕ is the Euler totient function. Let κ 1 , . . . , κ w be a system of orbit representatives of ∆ on K.
We now define two sets of primes, depending on both G and Γ: S = {primes q | gcd(γ, g) : ρ q = r q > 2}; T = {primes q | gcd(γ, g) : ρ q = r q = 2}. For 1 ≤ h ≤ w, we also define S h = {q ∈ S : κ h ≡ k or κ h ≡ k −1 (mod q)}.
We make some comments on the definitions of κ h and S h in Remarks 5.4, 6.4 and 6.5 below.
For a natural number m, let ω(m) denote the number of distinct prime factors of m. Thus, when m is squarefree, 2 ω(m) is the number of positive integer factors of m.
We can now state our main result.
Theorem 2.2. Let G and Γ be groups of squarefree order n, and let L/K be a Galois extension of fields with Gal(L/K) ∼ = Γ. With the above notation, the number e(Γ, G) of Hopf-Galois structures of type G on L/K is given by
Remark 2.3. In [AB18, Theorem 2], we gave a formula, as a sum over factorisations n = dgz of n into 3 factors, for the total number of Hopf-Galois structures on a cyclic extension of squarefree degree n. Attempts to give a similar formula when the Galois group is an arbitrary group Γ of squarefree order n lead to complicated multiple sums which do not appear to admit any significant simplification. We therefore do not give any results of this sort in this paper. For some partial results in this direction, see [Ala18, §5.5]
Background on Hopf-Galois Structures
Let L/K be a finite extension of fields and let H be a cocommutative K-Hopf algebra with a K-linear action on L. We say that L/K is an H-Galois extension if the following conditions are satisfied:
(i) h · (xy) = h (h (1) · x)(h (2) · y) for all h ∈ H and x, y ∈ L, where we use Sweedler's notation h → h h (1) ⊗ h (2) for the comultiplication of H;
. A Hopf-Galois structure on L/K consists of a cocommutative K-Hopf algebra H, together with an action of H on L making L/K into an H-Galois extension.
Greither and Pareigis [GP87] showed how all Hopf-Galois structures on a finite separable field extension L/K can be described in terms of group theory. We consider here only the case when L/K is a Galois extension in the classical sense (i.e., normal as well as separable). Let Γ = Gal(L/K). Then the Hopf-Galois structures on L/K correspond bijectively to the regular subgroups G ⊂ Perm(Γ) which are normalised by the group λ(Γ) of left translations by Γ. Here Perm(Γ) is the group of permutations of the underlying set of Γ. The Hopf algebra acting on L in the Hopf-Galois structure corresponding to G is H = L[G] Γ , the algebra of Γ-fixed points of L[G], where Γ acts simultaneously on L as field automorphisms and on G as conjugation by left translations inside Perm(Γ). The type of a Hopf-Galois structure is by definition the isomorphism type of the corresponding group G.
Given abstract groups Γ and G of the same (finite) order, we denote by e(Γ, G) the number of Hopf-Galois structures of type G on a Galois extension L/K with Gal(L/K) ∼ = Γ. By the theorem of Greither and Pareigis, this is just the number of regular subgroups of Perm(Γ) which are isomorphic to G and are normalised by λ(Γ). Equivalently, e(Γ, G) is the number of Aut(G)-orbits of regular embeddings α : G → Perm(Γ) whose image α(G) is normalised by λ(Γ). As shown in [Byo96] , there is a bijection between the regular embeddings α : G → Perm(Γ) and the regular embeddings β : Γ → Perm(G), under which α(G) is normalised by λ(Γ) if and only of β(Γ) is contained in the normaliser Hol(G) = λ(G)⋊Aut(G) of G in Perm(G). Thus e(Γ, G) is the number of Aut(G)orbits of regular embeddings Γ → Hol(G), or, equivalently,
where e ′ (Γ, G) is the number of regular subgroups of Hol(G) isomorphic to Γ. As Hol(G) is usually much smaller than Perm(Γ), it is in practice easier to calculate e(Γ, G) by working in Hol(G) and using (3.1), rather than by working directly in Perm(Γ).
The holomorph of G
Let G = G(d, e, k) be a group of squarefree order n = de as in Lemma 2.1. In this section, we recall from [AB18] some results on G, Aut(G) and Hol(G).
By [AB18, Prop. 3 .5], the centre Z(G) and commutator subgroup G ′ of G are respectively the cyclic groups σ g of order z and σ z of order g, where z, g are defined in (2.1).
We write elements of Hol(G) = G ⋊ Aut(G) as [x, α] , where x ∈ G and α ∈ Aut(G). The multiplication in Hol(G) is given by
and the action of Hol(G) on G is given by [x, α] · y = xα(y). 
We record some consequences of this. 
In the next section, we will consider pairs of elements of Hol(G) of the following special form:
Thus X does not involve τ or any φ s , and τ occurs in Y with exponent 1.
As θ(σ) = σ, it is clear that
Lemma 4.3. For Y as in (4.2) and j ≥ 0, we have
where (4.4) A(j) = uS(tk, j) + vzkT (k, t, j),
Using the fact that k d ≡ 1 (mod e), we can determine the residue classes of the sums in Lemma 4.3 at primes dividing e in the case that j is a multiple of d.
Proposition 4.4. Let q be a prime dividing e. Then we have the following congruences mod q. (We omit the modulus for brevity.)
(ii) If k ≡ 1 then, for any t, i ∈ Z with i ≥ 0, we have
Proof. This is [AB18, Prop. 5.2].
Regular subgroups in Hol(G)
As before, let G = G(d, e, k) be a group of squarefree order n as in Lemma 2.1, and let Γ = G(δ, ǫ, κ) be a second group of order n, as in (2.2). In this section, we begin our investigation of regular subgroups of Hol(G) isomorphic to Γ.
It will be convenient to modify the presentation (2.2) of Γ. Set X = s ζ and Y = ts γ . As s γ generates the centre of Γ, we have
Remark 5.1. In (5.1), κ is viewed as an element of Z × γ , with gcd(κ − 1, γ) = 1. This is equivalent to viewing κ as an element of Z × Proof. Let Γ * = X, Y ∼ = Γ be a regular subgroup, where the generators X, Y satisfy the relations in (5.1). Then the commutator subgroup of Γ * is generated by X. Thus X lies in the commutator subgroup of Hol(G), and therefore in the kernel of the homomorphism
for some a ∈ Z and some ψ ∈ Aut(G). Thus, for j ≥ 0, we have
As Y has order ζδ, it follows that d | ζδ. Since de = n = δγζ, this is equivalent to γ | e. Moreover, the subgroup X, Y d has order e and acts without fixed points on the subset {σ m : m ∈ Z} of G, which has cardinality e. Hence this action is regular.
In view of the first assertion of Proposition 5.2, we now impose the following hypothesis:
Hypothesis 5.3. The groups G and Γ are chosen so that γ | e. Note that, as shown above, the condition γ | e is equivalent to d | ζδ.
Recall that in §2 we defined the set K and the group ∆, and chose a system κ 1 , . . . , κ w of orbit representatives for the action of ∆ on K, with w = ϕ(gcd(δ, d)).
Remark 5.4. If gcd(δ, d) = 1 or 2, then w = 1 and we may take κ 1 = κ. If gcd(δ, d) > 2 then w is even and −1 ∈ ∆. We may then choose the κ h so that
Then there is a unique h with 1 ≤ h ≤ w such that Γ * is generated by a pair of elements X, Y in the special form of (4.2) which satisfy the relations
Indeed, Γ * contains exactly γϕ(e)w/ϕ(δ) such pairs of generators.
Proof. Since Γ * ∼ = Γ, we can find some pair of generators X, Y satisfying the relations in (5.1). As in the proof of Proposition 5.2, τ cannot occur in X, and there is some f ∈ Z so that τ occurs with exponent 1 in Y f .
Then gcd(f, d) = 1. Since d | ζδ and ζδ is squarefree, we may choose f with gcd(f, ζδ) = 1. Thus Y f has order ζδ. We replace Y by Y f . Our new pair of generators X, Y satisfy the relations in (5.1), but with κ replaced by κ f . Moreover, Y is as in (4.2) and X has the form
We claim that s ≡ 1 (mod e), so that X is also as in (4.2). Applying Proposition 4.2(i) to the relations
As gcd(γ, κ − 1) = 1, it follows that s ≡ 1 (mod e) as claimed.
We next consider further changes to our generators X, Y so that they are still of the form (4.2), and satisfy the relations in (5.1) except that κ may be replaced by some other element of K. Thus we can replace X by
(The last condition ensures that τ still occurs with exponent 1 in y.) Then
Thus, given r ∈ Z × δ , the original generators X, Y can be replaced by generators x, y of the form (4.2) satisfying the relations x γ = y ζδ = 1, yx = x κ r y if and only if r ∈ ∆. It follows that there is a unique h such that Γ * contains a pair of generators satisfying (4.2), (5.2) and (5.3).
Finally, suppose X, Y is one such pair of generators. We determine when x = X i , y = X j Y m is another. Since X has order γ, (5.3) will hold if and only if κ m ≡ κ (mod γ). As κ has order δ, this is equivalent to m ≡ 1 (mod δ). Since we already have the condition m ≡ 1 (mod d), and d | ζδ by Hypothesis 5.3, we must choose m ∈ Z × ζδ with m ≡ 1 (mod lcm(δ, d)). Hence the number of choices for m is ϕ(ζδ)/ϕ(lcm(δ, d)). Now, since d and δ are squarefree, we have
So the number of choices for m is ϕ(ζδ)w/(ϕ(d)ϕ(δ)). There are ϕ(γ) choices for i ∈ Z × γ and γ choices for j ∈ Z γ . Therefore, the number of pairs X, Y of generators of Γ * satisfying (4.2), (5.2) and (5.3) is
Lemma 5.5 shows that the regular subgroups of Hol(G) isomorphic to Γ fall into w disjoint families F 1 , . . . , F w , where F h consists of those subgroups with a pair of generators X, Y satisfying (4.2) and (5.2), and satisfying (5.3) for the orbit representative κ h . These families therefore correspond to the orbits of ∆ on K. (We will see in Lemma 7.1 that all the F h are nonempty.) However, not every pair of elements (X, Y ) satisfying (4.2), (5.2) and (5.3) will generate a regular subgroup. We now characterise those that do.
If these conditions hold, then (5.2) also holds, and X, Y ∼ = Γ.
Proof. Suppose Γ * = X, Y is regular. Then (i) follows from Proposition 5.2, so in particular X has order γ. As |Γ * | = n = γζδ, (iii) follows. Since Y d does not involve τ , the subgroup X, Y d of index d acts on {σ m : m ∈ Z}. This action must be regular, and hence transitive. Thus (ii) holds.
Conversely, suppose X, Y satisfy (i), (ii) and (iii), and let Γ * = X, Y . By (i), X has order γ. It then follows from (iii) that (5.2) is satisfied. In particular, Γ * has order dividing n. We claim that Γ * is transitive on G. This will show that Γ * is regular and isomorphic to Γ. Let σ i τ j be an arbitrary element of G. As τ occurs in Y with exponent 1, we have Y −j · σ i τ j = σ m for some m. It follows from (ii) that σ i τ j is in the same Γ * -orbit as 1 G . Hence Γ * is transitive as claimed.
3) and generate a regular subgroup isomorphic to Γ.
Thus (t, a, c, u, v) ∈ N h if and only if X and Y satisfy (5.3) and conditions (i), (ii), (iii) of Lemma 5.6.
By the last assertion of Lemma 5.5, the number e ′ (Γ, G) of regular subgroups isomorphic to Γ in Hol(G) is given by
Quintuples giving regular subgroups
Suppose that Hypothesis 5.3 holds. Our goal in this section is to give an explicit characterisation of the set N h in Definition 5.7 by means of congruences at each prime q | e. We will achieve this in Lemma 6.12, after defining some further notation and proving a number of preliminary propositions.
Recall that r q = ord q (k) for each prime q | e, and ρ q = ord q (κ) for each q | ǫ. Thus we have
and similarly for the ρ q .
Remark 6.1. If q | g, we have 1 < r q ≤ q − 1, so q ≥ 3. Thus g is always odd.
We divide the set of primes q | e into six subsets (any of which may be empty).
For 1 ≤ h ≤ w, we further define some subsets of S depending on h.
Definition 6.3. d) . Explicitly, if the orbit represented by κ h corresponds to j ∈ Z × gcd(δ,d) , then κ h ≡ κ J (mod ǫ) for some J ≡ j (mod gcd(δ, d)) with gcd(J, δ) = 1. Now let also κ h ′ ≡ κ J ′ represent the orbit corresponding to j ′ . Then
since r q = ρ q divides gcd(δ, d). As the canonical surjection Z × gcd(δ,d) → Z × rq has kernel of cardinality w/ϕ(r q ), it follows that j ≡ j ′ (mod r q ) for precisely w/ϕ(r q ) of the w possible values of j ′ . Thus q ∈ S + h for precisely w/ϕ(r q ) values of h.
In particular, as w = ϕ (gcd(δ, d) ), there is a unique h with q ∈ S + h if and only if ϕ(r q ) = ϕ(gcd(δ, d)). As r q | gcd(δ, d), and gcd(δ, d) is squarefree, this occurs if and only if gcd(δ, d) = r q or 2r q .
We now fix h ∈ {1, . . . , w}. To simplify the notation, we write κ in place of κ h for the rest of this section.
Let (t, a, c, u, v) ∈ Z × e × Z e × Z g × Z e × Z g . We wish to determine when this quintuple belongs to N h . Equivalently, we wish to determine when the elements X = [σ a , θ c ] and Y = [σ u τ, θ v φ t ] of Hol(G) generate a subgroup Γ * = X, Y in F h .
To do so, we translate the conditions in Lemma 5.6 into congruence conditions on t, a, c, u, v. In the following, all congruences are modulo the relevant prime q unless otherwise indicated. Proposition 6.7. Condition (i) of Lemma 5.6 is equivalent to the following conditions at each prime q | e:
Proof. Condition (i) of Lemma 5.6 is equivalent to
and so, using (4.3), to e | aj ⇔ γ | j, cγ ≡ 0 (mod g).
(Recall that γ | e by Hypothesis 5.3). These in turn are equivalent to (6.1), (6.2) and (6.3).
Proposition 6.8. Assume that condition (i) of Lemma 5.6 holds. Then (5.3) is equivalent to the following conditions for each prime q:
if q | gcd(γ, g) then either (6.5)
Our assumption means that (6.1), (6.2), (6.3) hold.
Writing (5.3) as Y X = X κ Y and expanding using (4.1) and (4.3), we obtain
. This is equivalent to the two congruences (6.6) a(tk − κ) ≡ zcκ (mod e), (6.7) c(t − κ) ≡ 0 (mod g).
Note that, although κ is only defined mod ǫ, (6.6) and (6.7) make sense because of (6.2) and (6.3). We determine when (6.6) and (6.7) hold mod q for each prime q | e. If q | ζδ then (6.6) and (6.7) are automatically satisfied because of (6.2), (6.3).
If q | gcd(γ, z) then (6.7) gives no condition mod q and (6.6) reduces to a(κ − t) ≡ 0 since k ≡ 1. By (6.1), this is the same as (6.4).
Finally, suppose that q | gcd(γ, g). If t ≡ κ then (6.7) holds for any choice of c, and, substituting into (6.6), we get (6.5)(i). If t ≡ κ then (6.7) gives c ≡ 0, and then (6.6) reduces to tk ≡ κ, again using (6.1). This gives (6.5)(ii). Proposition 6.9. Suppose that (5.3) and condition (i) of Lemma 5.6 hold. Then condition (ii) of Lemma 5.6 is equivalent to (6.8) A(di) represents all residue classes mod gcd(ζδ, e) as i varies.
Moreover, this occurs if and only if the following two conditions hold:
for q | gcd(ζδ, z) we have t ≡ 1 and u ≡ 0;
for q | gcd(ζδ, g) we have either (6.10)
On the other hand, it follows from (4.3), (6.1) and (6.2) that, for any j ∈ Z, the orbit of σ j under X is {σ j+em/γ : m ∈ Z}. Thus condition (ii) of Lemma 5.6 holds if and only if A(di) represents all residue classes mod e/γ = gcd(ζδ, e) as i varies. This proves the first assertion.
Suppose that (6.8) holds. Then A(di) represents all residue classes mod q for each prime q | gcd(ζδ, e). We analyse this condition, distinguishing several cases. Recall that
First let q | gcd(ζδ, z). Then k ≡ 1, and we have A(di) ≡ uS(t, di). If t ≡ 1 then, by Proposition 4.4(i),
As there is no i with t di ≡ 0, this cannot take all values mod q. If t ≡ 1, we have A(di) ≡ udi, which takes all values mod q if and only if u ≡ 0. This gives (6.9). Now let q | gcd(ζδ, g). Thus k ≡ 1, but of course k d ≡ 1. If t ≡ 1 ≡ tk then, as (tk) d ≡ t d , it follows from Proposition 4.4 that each of the two terms of A(di) is the product of t di − 1 by a term independent of i. Thus, as above, A(di) cannot represent all residue classes mod q.
If q | gcd(ζδ, g) and t ≡ 1, we have
which by Proposition 4.4(ii) gives
This represents all residue classes mod q if and only if v ≡ 0, giving (6.10)(i). If q | gcd(ζδ, g) and tk ≡ 1 then
which represents all residue classes mod q if and only if v ≡ µu. This gives (6.10)(ii).
We have now shown that if (6.8) holds then (6.9) or (6.10) holds for each prime q | gcd(ζδ, e). Conversely, if (6.9) or one of the cases of (6.10) holds for each such q, then it is clear from the formula for A(di) in each case that A(di) represents all residue classes mod q as i runs through any complete set of residues mod q. It then follows from the Chinese Remainder Theorem that (6.8) holds.
We extract the following information from the proof of Proposition 6.9. Corollary 6.10. If (6.9) holds then A(di) ≡ udi.
If (6.10)(i) holds then
If (6.10)(ii) holds then
Hence if Γ * ∈ F h then, for each q | gcd(ζδ, e), Moreover, we then have (6.13) A(di) ≡ 0 (mod q) when q | γ and i ≡ 0 (mod gcd(δ, e)).
Proof. By Hypothesis 5.3, we have ζδ = di 0 where i 0 = gcd(ζδ, e). It then follows from (6.4), (6.5), (6.9) and (6.10) that t di ≡ 1 (mod e) whenever i 0 | i. By Lemma 4.3, condition (iii) of Lemma 5.6 is equivalent to the following two congruences: (6.14)
A(ζδ) ≡ 0 (mod e);
(6.15) vS(t, ζδ) ≡ 0 (mod g).
We will show that these are equivalent to (6.11) and (6.12). We first check that (6.14) and (6.15) give no conditions for primes q | gcd(ζδ, e) = i 0 . We have A(di 0 ) ≡ 0 by Corollary 6.10, so (6.14) holds. If also q | g, then by (6.10) either t ≡ 1, so that S(t, ζδ) = ζδ ≡ 0, or tk ≡ 1, so that S(t, ζδ) ≡ 0 since t ζδ ≡ 1. Hence (6.15) holds.
Next suppose that q | gcd(γ, z). Then (6.15) gives no condition at q. As (6.14) is a special case of (6.13), we just need to verify (6.13) for these q. Now t ≡ κ by (6.4), and also k ≡ 1 ≡ κ. In this case, A(di) = uS(tk, di) ≡ 0 for all i, giving (6.13).
Finally, let q | gcd(γ, g). Recall that A(di) = uS(tk, di) + vzkT (k, t, di).
If t ≡ 1 ≡ tk then S(tk, ζδ) ≡ T (k, t, ζδ) ≡ S(tk, ζδ) ≡ 0, so (6.14), (6.15) hold with no conditions on u, v. Similarly, if i 0 | i then (6.13) holds. It remains to consider the special cases t ≡ 1 and tk ≡ 1. If t ≡ 1, we cannot have t ≡ κ since κ ≡ 1, but
In this case (6.15) is equivalent to v ≡ 0, and then (6.14) holds for arbitrary u. This gives (6.11), and (6.13) also holds.
If tk ≡ 1, we cannot have tk ≡ κ, but
As t ≡ 1, (6.15) holds for arbitrary v, and (6.14) becomes uζδ + zv kζδ k(t − 1) ≡ 0, which simplifies to (6.12) since t ≡ k −1 . Again, (6.13) holds. Lemma 6.12. A quintuple (t, a, c, u, v) ∈ Z × e ×Z e ×Z g ×Z e ×Z g belongs to N h if and only if, for each prime q | e, its entries satisfy the conditions mod q shown in Table 1 , where λ, µ are defined in Propositions 6.8, 6.9 respectively. Remark 6.13. Before proving Lemma 6.12, we make some comments about how to read Table 1 . All congruences are modulo the relevant prime q. Entries shown as "arb." may be chosen arbitrarily mod q. Where there are two rows for a particular set of primes, (t, a, u, c, v) may satisfy the conditions in either row. For example, if q ∈ S + h then either t ≡ 1, a ≡ 0, c ≡ v ≡ 0 or t ≡ κ, a ≡ 0, c ≡ λa. The cells for c, v when q | z are empty since c, v ∈ Z g so are not defined mod q. The final column of Table 1 will be explained in the proof of Lemma 7.1 below. Proof of Lemma 6.12. By Lemma 5.6 and Propositions 6.7, 6.8, 6.9 and 6.11, (t, a, c, u, v) ∈ N h if and only if the relevant conditions from (6.1)-(6.5) and (6.9)-(6.12) hold for each prime q | e. We pick out these conditions for each prime. For q ∈ P , we have q | gcd(γ, z), so a ≡ 0 by (6.1) and t ≡ κ by (6.4).
For q ∈ Q, we have q | gcd(ζδ, z), so a ≡ 0 by (6.2) and t ≡ 1, u ≡ 0 by (6.9).
If q ∈ R then κ ≡ k ±1 since κ has order ρ q and k ±1 has order r q = ρ q . If q ∈ S ′ h then again κ ≡ k ±1 . In both cases, q | gcd(γ, g). Thus by (6.5) either t ≡ κ, c ≡ λa or t ≡ κk −1 , c ≡ 0. Moreover, a ≡ 0 by (6.1), and there are no restrictions on u and v.
For q ∈ S + h , we have q | gcd(γ, g) and κ ≡ k ≡ ±1. Again, a ≡ 0 by (6.1), and by (6.5) either t ≡ κ, c ≡ λa or t ≡ κk −1 ≡ 1, c ≡ 0. If t ≡ 1 then v ≡ 0 by (6.11), whereas if t ≡ κ there is no restriction on u and v.
For q ∈ S − h , we have q | gcd(γ, g) and κ ≡ k −1 ≡ ±1. As before, a ≡ 0 and either t ≡ κ, c ≡ λa or t ≡ κk −1 , c ≡ 0. If t ≡ κ then κk ≡ 1, and by (6.12) we have v = µu, whereas if t ≡ κk −1 there is no restriction on u and v.
For q ∈ T , we have q | gcd(γ, g) and κ ≡ k ≡ −1 ≡ 1. Again a ≡ 0 and either t ≡ κ ≡ −1, c ≡ λa or t ≡ κk −1 ≡ 1, c ≡ 0. If t ≡ 1 then v ≡ 0 by (6.11), while if t ≡ −1 then v ≡ µu by (6.12).
For q ∈ U we have q | gcd(ζδ, g). Then a ≡ 0 and c ≡ 0 by (6.2) and (6.3). Moreover, by (6.10), either t ≡ 1, v ≡ 0 or t ≡ k −1 , v ≡ µu.
Counting Hopf-Galois Structures
In this section, we complete the proof of Theorem 2.2. In particular, F h is not empty.
Proof. By Lemma 6.12, membership of N h is determined by conditions mod q for each prime q | e separately, so, by the Chinese Remainder Theorem, the number of possible quintuples in N h is the product over all q of the number of possible quintuples mod q. The final column of Table 1 above shows the number of possibilities for (t, a, c, u, v) mod q for each prime q. (If q | z, we ignore c, v as they are only defined mod g.) For example, if q ∈ S + h then either t ≡ 1 or t ≡ κ (where, as before, κ really means κ h ). If t ≡ 1, we have a ≡ 0, u arbitrary, but c ≡ v ≡ 0, giving (q − 1)q quintuples mod q. If t ≡ κ then again a ≡ 0, c ≡ λa, and now u, v are arbitrary. This gives a further (q − 1)q 2 quintuples. Thus the total number of quintuples mod q is (q − 1)q + (q − 1)q 2 = q(q 2 − 1), as shown in Table 1 . The other entries in the final column of Table 1 are obtained by similar (but usually simpler) calculations, which we leave to the reader.
Noting that q|e (q − 1) = ϕ(e), we therefore have
Proof of Theorem 2.2. Given the two groups G, Γ of squarefree order n, we want to determine the number e(Γ, G) of Hopf-Galois structures of type G on a Galois extension with Galois group isomorphic to Γ. This is related by the formula (3.1) to the number e ′ (G, Γ) of regular subgroups in Hol(G) isomorphic to Γ. If γ ∤ e then by Proposition 5.2 there are no such regular subgroups and hence no Hopf-Galois structures.
If γ | e, so Hypothesis 5.3 holds, then by (5.4) and Lemma 7.1 we have
Since This completes the proof of Theorem 2.2.
8. An example where n has 7 prime factors
We consider some of the groups of order n = 2 · 3 · 7 · 43 · 127 · 211 · 337 = 16 309 243 734, a squarefree integer with 7 prime factors. The numerical calculations in this section were performed using MAPLE.
Using a formula of Hölder [Höl95] , recalled as [AB18, eqn.
(1)], we find that there are 272 736 isomorphism classes of groups of order n. We consider just four of these, all of which have g = 43 · 127 · 211 · 337.
We first choose a 1 ∈ Z × 43 , a 2 ∈ Z × 127 , a 3 ∈ Z × 211 , a 4 ∈ Z × 337 all having order 42. (For example, we may take a 1 = 3, a 2 = 5, a 3 = 26, a 4 = 21.) We then specify our groups G by stipulating that k is congruent to a certain power of a 1 (resp. a 2 , a 3 , a 4 ) mod 43 (resp. 127, 211, 377) as shown in Table 2 . Table 2 . Parameters for some groups of order n.
We also show in Table 2 the value of r q for each of the primes q dividing g. In each case, d is the least common multiple of these values. For G 1 , G 2 , G 3 we have d = 42 so z = 1 and e = g. For G 4 , we assume further that k ≡ 1 (mod 3), so that d = 14 and z = 3 and e = 3g.
Remark 8.1. No two of our groups G i are isomorphic, since no two of our choices of k generate the same cyclic subgroup of Z × e . Nevertheless, G 1 and G 2 have the same values of d, g, z and r q for all q | e, showing that these parameters are not in general sufficient to determine the isomorphism class of G. Moreover, d, g and z are not in general sufficient to determine the r q , as shown by G 2 and G 3 .
We now fix Γ = G 1 , without loss of generality taking κ to be the value of k specified for G 1 . We will use Theorem 2.2 to determine e(Γ, G i ) for i = 1, . . . , 4. 8.1. e(Γ, G 1 ): Since d = δ, the group ∆ is trivial and w = ϕ(d) = 12. The set K consists of the 12 elements κ, κ 5 , κ 11 , κ 13 , κ 17 , κ 19 , κ 23 , κ 25 , κ 29 , κ 31 , κ 37 , κ 41 . We label these as κ 1 , . . . , κ 12 in the order listed. Then the κ h are chosen as in Remark 5.4.
We have R = ∅, S = {127, 211, 337}, T = {43}. We determine the sets S + h by considering each prime q ∈ S. For q = 127, we have r q = 3 so k ≡ κ h if and only if κ h ≡ κ r with r ≡ 1 (mod 3). This occurs for h = 1, 4, 6, 8, 10, 11. For q = 211, we have r q = 7 and k ≡ κ h for h = 1, 9. For q = 337, we have r q = 21 and k ≡ κ h only for h = 1. Thus 
Special Cases
In this section, we give some corollaries of our main result Theorem 2.2. 9.1. When Γ or G is cyclic or dihedral. We begin by reproving [AB18, Theorem 1] Corollary 9.1. Let G = G(d, e, k) be an arbitrary group of squarefree order n. Then a cyclic extension of degree n admits precisely 2 ω(g) ϕ(d).
Hopf-Galois structures of type G, where g = e/ gcd(k − 1, e).
Proof. For Γ cyclic, we have γ = δ = 1, so w = 1 and the sets R, S, T are empty. Then Theorem 2.2 gives e(Γ, G) = 2 ω(g) ϕ(d).
Corollary 9.2. Let Γ = G(δ, ǫ, κ) be an arbitrary group of squarefree order n. A Galois extension with group Γ admits precisely γ = ǫ/ gcd(κ − 1, ǫ) Hopf-Galois structures of cyclic type.
Proof. For G cyclic, we have d = g = 1 so again w = 1 and R, S, T are empty. Thus e(Γ, G) = γ.
Corollary 9.3. Let m be an odd squarefree integer, let L/K be a Galois extension of degree n = 2m with Gal(L/K) ∼ = D 2m , the dihedral group of order n. Let G = G(d, e, k) be an arbitrary group of order n. Then, with g = e/ gcd(k − 1, e), the number of Hopf-Galois structures of type G on L/K is
Proof. Taking Γ = D 2m , we have δ = 2, γ = m, ζ = 1, w = 1 and ρ q = 2 for all primes q | m. If d = 1 the result follows from Corollary 9.2. If d > 2 then γ ∤ e, so e(D 2m , G) = 0. If d = 2, we have r q = 2 for each prime q | g, so T = {q | g} and R, S are empty. The stated formula follows from Theorem 2.2.
Corollary 9.4. Let m be an odd squarefree integer, and let Γ = G(δ, ǫ, κ) be an arbitrary group of order n = 2m. Then the number of Hopf-Galois structures of dihedral type on a Galois extension with Galois group Γ is
Proof. We let G = D 2m , so d = 2, g = m, z = 1 and w = 1. Since 2 ∤ γ (see Remark 6.1) we necessarily have γ | g. Then r q = 2 for all q | m, so R and S are empty and T = {q | γ : ρ q = 2}. The stated formula then follows from Theorem 2.2.
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ALI A. ALABDALI AND NIGEL P. BYOTT 9.2. When n is the product of two primes. We next recover the results of [Byo04] which count Hopf-Galois structures on Galois extensions of degree n = pq, where p > q are primes. We assume that p ≡ 1 (mod q) since otherwise any group of order pq is cyclic. Thus we have two groups of order n, the cyclic group C n (for which g = d = 1 and z = pq) and the nonabelian group C p ⋊ C q (for which g = p, d = q, z = 1).
Corollary 9.5. Let n = pq, where p, q are primes with p ≡ 1 (mod q). Let Γ, G be groups of order pq. Then the number of Hopf-Galois structures of type G on a Galois extension with Galois group Γ is as given in Table 3 . Table 3 . Hopf-Galois structures for two primes.
Proof. If either G or Γ is cyclic, the result follows from Corollary 9.1 or Corollary 9.2. If G = Γ = C p ⋊ C q with q = 2 (so G and Γ are both dihedral), the result follows from Corollary 9.3, or, alternatively, from Corollary 9.4. It remains to consider the case G = Γ = C p ⋊ C q with q > 2. Then d = δ = q so w = ϕ(q) = q − 1. Thus R and T are empty and S = {p} with r p = ρ p = q − 1. There is one value of h with p ∈ S + h and one with p ∈ S − h . We therefore have e(Γ, G) = 2p 2 × p + 1 2p + (q − 3) = 2p(q − 2) + 2. 9.3. When n is the product of three primes. In this final subsection, we consider the case where n is the product of three distinct primes p 1 < p 2 < p 3 . This extends work of Kohl [Koh13, Koh16]. In [Koh13], Kohl takes p 1 = 2 and p 3 = 2p 2 + 1, so that q = p 2 > 2 is a Sophie Germain prime and p = p 3 is a safeprime. He calculates e(Γ, G) for all possible pairs Γ, G. The results for Γ = C p ⋊ C p−1 = Hol(C p ) were already obtained in [Chi03] . In [Koh16], Kohl handles the case p 1 > 2, with p 3 ≡ p 2 ≡ 1 (mod p 1 ) but p 3 ≡ 1 (mod p 2 ). We first describe the groups of order n = p 1 p 2 p 3 . Subject to certain congruence conditions, there are 6 possible factorisations n = dgz which give rise to groups of order n. For ease of reference, we label ↓ Γ G → 1 2 3 4 5 6 1 1 2 2 4 2(p 2 − 1) 2(p 2 − 1) 2 p 2 2 2p 2 4 0 0 3 p 3 2p 3 2 4 2(p 2 − 1)p 3 2(p 2 − 1)p 3 4 p 2 p 3 2p 3 2p 2 4 0 0 5 p 3 2p 3 2p 3 4p 3 2 + 2(p 2 − 2)p 3 2(p 2 − 1)p 3 6 p 3 2p 3 2p 3 4p 3 2(p 2 − 1)p 3 2 + 2(p 2 − 2)p 3 Table 5 . Numbers of Hopf-Galois structures for n = p 1 p 2 p 3 with p 1 = 2.
G), as in Table 4 . In the case that p 1 > 2 and G, Γ both come from Factorisation 4, we have
Proof. The entries shown as 0 in either table correspond to cases where γ ∤ e, so by Proposition 5.2 there are no regular subgroups in Hol(G) isomorphic to Γ and e(Γ, G) = 0. We show in Table 7 the number w and the sets R, S, T for each combination of G and Γ. For brevity, we only include the sets R, S, T when they are nonempty, and we give these sets in the case p 1 = 2. If p 1 = 2, we must replace S by S ∪T and T by the empty set (cf. Remark 6.4). The four empty cells correspond to cases where Hypothesis 5.3 is not satisfied.
Except in the case p 1 > 2 and g = γ = p 2 p 3 (that is, G and Γ both come from Factorisation 4), the set S is either empty or consists of a single prime p. We have If S = {p} then p = p 2 or p 3 , and r p = d > 2. Then p ∈ S + h (respectively, S − h ) for w/ϕ(d) values of h, so the sum in the expression for the number e(Γ, G) of Hopf-Galois structures simplifies to ↓ Γ G → 1 2 3 4 5 6 1 1 2(p 1 − 1) 2(p 1 − 1) 4(p 1 − 1) 2(p 2 − 1) 2(p 1 − 1)(p 2 − 1) 2 p 2 2 + 2(p 1 − 2)p 2 2(p 1 − 1)p 2 4 + 4(p 1 − 2)p 2 0 0 3 p 3 2(p 1 − 1)p 3 2 + 2(p 1 − 2)p 3 4 + 4(p 1 − 2)p 3 2(p 2 − 1)p 3 2(p 1 − 1)(p 2 − 1)p 3 4 p 2 p 3 2p 3 + 2(p 1 − 2)p 2 p 3 2p 2 + 2(p 1 − 2)p 2 p 3 See (9.1) 0 0 5 p 3 2(p 1 − 1)p 3 2(p 1 − 1)p 3 4(p 1 − 1)p 3 2 + 2(p 2 − 1)p 3 2(p 1 − 1)(p 2 − 1)p 3 6 p 3 2(p 1 − 1)p 3 2(p 1 − 1)p 3 4(p 1 − 1)p 3 2(p 2 − 1)p 3 2 + 2(p 1 p 2 − p 1 − p 2 )p 3 Table 6 . Numbers of Hopf-Galois structures for n = p 1 p 2 p 3 with p 1 > 2. Table 7 . w, R, S and T for n = p 1 p 2 p 3 with p 1 = 2. From Table 7 , (9.2) and (9.3), we find that that when p 1 = 2 the values of e(Γ, G) are as in Table 5 , and when p 1 > 2 (but G and Γ do not both come from Factorisation 4), they are as in Table 6 . We now examine the omitted case where p 1 > 2 and G, Γ both come from Factorisation 4. We have d = δ = p 1 and w = p 1 − 1 ≥ 2. If κ ≡ k or k then S h = {p 2 , p 3 } for two of the p 1 − 1 possible values of h, and S h = ∅ for the rest. This occurs for G ∼ = Γ or Γ. Otherwise, there are two values of h with S h = {p 2 } and a further two with S h = {p 3 }. Thus, for G ∼ = Γ or Γ, we have e(Γ, G) = 2 2 (p 1 − 1)p 2 p 3 p 1 − 1 2 · p 2 + 1 2p 2 · p 3 + 1 2p 3 + (p 1 − 3)
while for G ∼ = Γ or Γ, we get e(Γ, G) = 2 2 (p 1 − 1)p 2 p 3 p 1 − 1 2 · p 2 + 1 2p 2 + 2 · p 3 + 1 2p 3 + (p 1 − 5) .
Hence we have (9.1).
Remark 9.7. Our results agree with those of [Koh13, Koh16]. When p 1 = 2 and p 3 = 2p 2 + 1, the groups corresponding to the factorisations in Table 4 are denoted in [Koh13] as C mp , C p × D q , C q × D p , D pq , F × C 2 , Hol C p , respectively. Our results in Table 5 in this case then agree with [Koh13, Theorem 5.1]. When p 1 > 2, with p 3 ≡ p 2 ≡ 1 (mod p 1 ) but p 3 ≡ 1 (mod p 2 ), only Factorisations 1-4 in our Table 4 occur. In [Koh16], the corresponding groups are denoted respectively by C p 3 p 2 p 1 , C p 3 × (C p 2 ⋊ C p 1 ), C p 2 × (C p 3 ⋊ C p 1 ), C p 3 p 2 ⋊ C p 1 , where the last case gives p 1 − 1 isomorphism classes of groups, coming from different actions of C p 1 on C p 3 p 2 . Our Table 6 (with the last two rows and columns omitted) matches the first table in [Koh16, Theorem 2.4], and the two cases in (9.1) respectively match the cases j = i, −i and j = i, −i in the second table there.
