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1. Introduction
J. Nagata [10] was the ﬁrst who transferred the classical Gelfand–Kolmogorov theorem [5] (determining the topology of
a compact space X by means of the ring structure of real continuous functions on X ) to the level of lattices and completely
regular spaces X . That result was basic for a possibility to characterize the lattices isomorphic to lattices of continuous
functions. We shall try to unify earlier approaches to such characterizations.
For a topological space X we denote by C(X) the set of real-valued continuous functions deﬁned on X . Our basic struc-
ture on C(X) is the canonical order (deﬁned pointwise). Without loosing generality we may assume that X is completely
regular, Hausdorff and even realcompact since C(X) is isomorphic to C(υ X) where υ X is the Hewitt–Nachbin realcompact-
iﬁcation of X (the isomorphism is a lattice-algebra isomorphism preserving unit).
Contents of our paper start with categorical background for the next parts. We shall try to ﬁnd general conditions on
subcategories of the category of lattices objects of which can be recognized as C(X) (up to isomorphism). The next sections
show how and when a general theory applies to mappings of lattice-algebraic structures into and/or onto some C(X).
Clearly, C(∅) is a singleton. Whenever X = ∅ then the lattice C(X) contains all the constant functions into R, thus a copy
of R as a sublattice. Such a condition may be expressed without using reals since every densely ordered countable chain is
isomorphic to the lattice of rational numbers, and its conditional completion is isomorphic to R (see for instance [4]).
Deﬁnition 1. A distributive lattice is said to be a real lattice if either it is a singleton or it contains a ﬁxed countable
dense-in-it-self chain that is conditionally complete and has no upper and lower bounds.
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we must admit singletons as real lattices since our next results about reﬂectivity of function spaces in lattices would not
hold.
We shall study pairs (L, R), where L is a distributive lattice and R is a sublattice of L isomorphic to R. In the sequel
we shall identify R with R and usually denote a real lattice as L only. Homomorphisms between such pairs are lattice
homomorphisms being identity on R. If L is a singleton and K is a real lattice, there is no homomorphism L → K if K is
not a singleton, just one homomorphism L → K if K is a singleton, and just one homomorphism K → L (constant map).
Those homomorphisms and real lattices form a category denoted by L0. Subobjects will be called real sublattices. We denote
L+ = { f ∈ L; f  0}.
Given L ∈ L0, the real sublattice L∗ = { f ∈ L: r  f  s for some r, s ∈ R} consisting of bounded elements of L plays an
essential role since the L0-isomorphism (also an algebra isomorphism) C∗(X) = C(βX) holds (βX denotes the Cˇech–Stone
compactiﬁcation of X ).
Because of the topic of our study, an important subcategory of L0 is the category F whose objects are the lattices
C(X) for realcompact Hausdorff spaces X , morphisms C(X) → C(Y ) are L0-morphisms of the form C( f ), where f : Y → X
is a continuous mapping and for g ∈ C(X) one has C( f )(g) = g f , the composition of mappings (it is easy to see that
the morphisms C( f ) are algebra-homomorphisms). It is known [11] that under our conditions the realcompact space X is
determined by C(X) up to homeomorphisms and that every lattice homomorphism from L0(C(X),C(Y )) is of a form C( f )
for some continuous map f : Y → X . So, F is a full subcategory of L0. In other words, the categories F and TopR (of
realcompact Hausdorff spaces with continuous mappings) are naturally isomorphic.
There are interesting subcategories C of L0 containing F that were studied in connection with characterizing C(X) as
objects of C .
1. The category SAff of semi-aﬃne real lattices and semi-aﬃne lattice homomorphisms. The category SAff is described
in [8] – roughly speaking, it is a lattice with shifts by real numbers ( f + r) and multiplication by a ﬁxed number p less
than −1 (p · f ).
2. The category ArchG of lattice-ordered groups (brieﬂy -groups) that are archimedean and have a designated weak unit,
with group lattice homomorphisms preserving the unit as morphisms. It is a subcategory of SAff.
3. The category ArchV consisting of real vector lattices (also called Riesz spaces) that are archimedean and have a desig-
nated weak unit, with linear lattice homomorphisms preserving the unit as morphisms. It is a subcategory of ArchG.
4. The category ArchA consisting of real archimedean lattice-ordered algebras with an identity element that is a weak or-
der unit (brieﬂy Φ-algebras), with lattice-algebra homomorphisms preserving the unit as morphisms. It is a subcategory
of ArchV.
There are other operations added to lattice structures and satisfying some compatibility conditions, like, e.g., multiplica-
tive semi-group structure on C(X). There are also partial operations on C(X) like square root, etc. We shall comprise all
such possible structures among convenient categories.
2. Convenient categories
In this section we shall describe those categories that can be used at least to some extent to a characterization of C(X)
as their objects.
In the next, productivity of a subcategory C in K means that every product in C is a product in K, too (i.e., the
embedding C → K preserves products). All the categories mentioned above (and other lattice-algebraic structures deﬁned
by means of operations) have the property that F is productive in them.
Another concept we need does not have a name, probably; we may say that C is mono-initial in K because it
reminds the property characterizing initially determined structures from topological categories (in our case we take just
initially determined subobjects): if a morphism m :C1 → C2 in C factorizes in K via a C-subobject of C2 then the factor-
ization is in C (i.e., if m = m2 ◦ m1, m1 ∈ K, m2 is a monomorphism in C , then m1 ∈ C). Roughly speaking, if a map is
a morphism into an object D and its image is contained in a smaller subobject E of D , then it is a morphism into E , too. All
the categories mentioned above (and other lattice-algebraic structures deﬁned by means of operations) have this property.
Deﬁnition 2. A mono-initial subcategory of L0 containing F as a productive subcategory is called L0-convenient.
It is called an L-convenient category if, moreover, with any object L it contains L∗ and the canonical embedding
L∗ → L, too.
We cannot assume that L0-convenient categories are full in L0. As subcategories of L0, all L0-convenient categories are
concrete over Set with the forgetful functor. So, we may think of their objects as real lattices enriched with some additional
structure, and of morphisms as some real lattice homomorphisms between such lattices. One-to-one morphisms are called
injective (mostly they coincide with monomorphisms) and morphisms onto its codomain are called surjective (mostly they
coincide with epimorphisms). Our conditions ensure that R and any its power RA belong to any L0-convenient category C
since RA belongs to F as C(A) for discrete topological space A (or, better, C(υ A) in case measurable cardinals exist).
Moreover, RA is a power of R in C .
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Let C be an L0-convenient category. For its object L, the symbol XCL denotes the closure of C(L,R) considered as a
subspace of RL . Thus XCL is realcompact Hausdorff, and compact provided L = L∗ . In case C = L0 we omit the upper index
in XCL and use the symbol XL only. It is known that for many concrete categories C the set C(L,R) is already closed in RL
(especially when the structures in C are deﬁned by means of operations).
The assignment L  XCL gives a contravariant functor LC from C to the category TopR . The canonical contravariant
functor T from TopR into F (thus into C as well) assigns C(X) = Top(X,R) to X .
In case C = L0 both functors form an adjoint pair. It follows that F is a reﬂective subcategory of L0. We shall show that
the same is true for any L0-convenient categories.
Proposition 3. The functors LC :C → TopR and T : TopR → C form an adjoint situation for every L0-convenient category C .
Proof. Let L be an object of an L0-convenient category C . The case when XCL = ∅ is trivial since then C(XCL ) is a singleton,
there is just one morphism of L into C(XCL ) and no morphism of L into inﬁnite C(Y ) – so the singleton is a reﬂection of L
in F . So assume now that XCL = ∅.
The set C(L,R) gives rise to a C-morphism c : L → RC(L,R) . Take now C(C(L,R)) as an F -subobject of RC(L,R) . The
mapping c factorizes via C(XCL ). Indeed, the morphism c assigns to f ∈ L the mapping {x x( f )} :C(L,R) → R that is
continuous on C(L,R) as a restriction of the f -projection RL to R, and hence it extends to XCL . Thus, by our assumption
(mono-initial subcategory), there is a C-morphism ηL : L → C(XL) coinciding as a mapping with c.
Take now any C-morphism ϕ : L → C(Y ). We shall show that ϕ factorizes uniquely via ηL . Deﬁne a mapping ψ : Y →
C(L,R) by ψ(y) = pry ◦ ϕ , where pry is the y-projection RY → R restricted to C(Y ). The map ψ is continuous. Indeed, if
yi → y in Y , then pryi ◦ϕ → pry ◦ϕ in C(L,R) (i.e., for each f ∈ L we have ϕ( f (yi)) → ϕ( f (y))). It is not diﬃcult to show
that C(ψ) ◦ηL = ϕ . For uniqueness, take some continuous φ : Y → XL such that C(φ) ◦ηL = ϕ . Thus for any f ∈ L, y ∈ Y we
have
ψ(y)( f ) = (pry ◦ ϕ)( f ) = ϕ( f )(y) =
((
C(φ) ◦ ηL
)
( f )
)
(y) = (ηL( f ) ◦ φ
)
(y)
= ηL( f )
(
φ(y)
)= φ(y)( f )
which proves φ = ψ .
Consequently, F is reﬂective in C and proposition is proved. 
We needed a very special case of mono-initiality of C , namely the following one: if a morphism e : L → RL in C factorizes
(in L0) as L → C(X) ↪→ RL then the mapping L → C(X) is a morphism of C . So, we could deﬁne L0-convenient categories
as those subcategories of L0 having the corresponding ηCL as their morphism. Another suﬃcient deﬁnition could use the
reﬂectivity of F in C . However, the conditions in our deﬁnition are easier to check.
The mapping ηCL : L → C(XCL ) from the above proof is a reﬂection morphism and will be denoted by ηCL . Recall that
ηCL ( f )(x) = x( f ). This mapping in C = L0 is known as the spectral representation of L. The reﬂectivity is expressed by the
following commutative diagram, where ϕ is any morphism of C and ψ exists uniquely:
C  L η
C
L
ϕ
C(XCL )
C(ψ)
C(Y )
XCL
Y
ψ
As we mentioned above, the categories L0, SAff, ArchG, ArchV and ArchA are L-convenient categories. It is possible
to have a more general description of similar structures. One must be careful with the fact that those categories must
contain F as their full subcategory (one cannot take any universal algebras having lattice structures).
Example 4. A signature is a nonempty set O endowed with a mapping a : O → Z+ called arity. A set L is said to be an
O-structure for a given signature O if for any o ∈ O , there exist subsets Lo1, . . . , Loa(o) ⊆ L and there is a mapping
oL : L
o
1 × · · · × Loa(o) → L, ( f1, . . . , fa(o)) 
→ oL( f1, . . . , fa(o))
called a(o)-ary operation.
Clearly, lattices can be described as such structures by means of uncountably many 0-ary operations and two binary
operations.
Given a signature O we may consider a category having for objects the O -structures, and for morphisms triples 〈x, L,C〉
where L, C are O -structures and x is a mapping of L into C which satisﬁes
x
(
oL( f1, . . . , fa(o))
)= oC
(
x( f1), . . . , x( fa(o))
)
,
for every o ∈ O , f1 ∈ Lo, . . . , fa(o) ∈ Lo .1 a(o)
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this paper.
Let C be an O -category. Then it is L0-convenient (it is clear that SAff, ArchG, ArchV, ArchA are of this type). Indeed, if
L ∈ C , O is the signature of C and o ∈ O , then for any x ∈ XCL :(
ηCL
(
oL( f1, . . . , fa(o))
))
(x) = x(oL( f1, . . . , fa(o))
)
= oC(XCL )
(
x( f1), . . . , x( fa(o))
)
= oC(XCL )
(
ηCL ( f1)(x), . . . , η
C
L ( fa(o))(x)
)
= (oC(XCL )
(
ηCL ( f1), . . . , η
C
L ( fa(o))
))
(x).
Hence, the spectral representation ηCL : L → C(XCL ) becomes a C-morphism.
2.1. Properties of η
In this subsection, a category C will mean an L0-convenient category.
Some easy observations about η follow directly from the diagram above and from the description of η in the proof of
Proposition 3.
Observations.
1. Whenever there exists an injection (in C) of L into some C(Y ) then already ηCL is an injection.
2. If there is a surjection in C of L onto some C(Y ) then Y can be C-embedded into XCL .
3. If the image L˜ = ηCL (L) is a subobject of C(XCL ) in C , then the embedding i : L˜ → C(XCL ) is a reﬂection and i = ηCL˜ (up
to isomorphism).
4. If L is C-isomorphic to some C(Y ) then ηCL is C-isomorphism.
5. The image ηCL ( f ) of f ∈ L is the f -th projection RL to R restricted to XCL .
Thus, examining a possibility of embedding of L into a function space, it suﬃces to examine η. That is not true for
surjections. Every object in C can be mapped (in C) onto some C(Y ). Nevertheless, if we examine isomorphisms of L onto
some C(X), it suﬃces to consider XL . As we shall see below, surjectivity of η behaves nicely in comparison in differ-
ent L0-convenient categories. The third property says that examining surjectivity of η one can assume that η is injective
(respective conditions on f ∈ L must be expressed by η( f ) then).
Since it is possible to deduce some properties of L from those of L∗ , we need relations between η and its restriction
to L∗ . In our examples of L0-convenient categories C , one has L∗ ∈ C provided L ∈ C . In general we must assume such
a property in L-convenient categories.
We shall now look at some relations between ηL and ηL∗ . It is shown in [9] that ηL need not be injective or surjective
even when ηL∗ is an isomorphism. Nevertheless, some relations exist. At ﬁrst we show a relation between XL and XL∗ .
The embedding eL : L∗ ↪→ L gives rise to the morphism C(eL) :C(XCL∗ ) → C(XCL ) for some eCL : XCL → XCL∗ .
Lemma 5. Let eL : L∗ → L belong to C . The canonical mapping eCL : XCL → XCL∗ is a topological embedding.
Proof. At ﬁrst we must prove that eCL is injective. Let x, y ∈ XCL be different homomorphisms. So there is f ∈ L with, say,
x( f ) < y( f ). For g = ( f ∨ x( f )) ∧ y( f ) ∈ L∗ we have x(g) = x( f ), y(g) = y( f ). Consequently, the restrictions of x, y to L∗
are different.
Since the mapping eCL : X
C
L → XCL∗ is a restriction of the projection RL → RL
∗
, it is continuous. All the sets G = {x ∈ XCL :
x( f ) ∈ (r, s)} for any f ∈ L and an r, s ∈ R, r < s, form a subbase of XCL . Clearly, G = {x ∈ XCL : x(g) ∈ (r, s)}, where g =
( f ∨ r) ∧ s. Thus G = XCL ∩ {x ∈ XCL∗ : x(g) ∈ (r, s)} and the last set {x ∈ XCL∗ : x(g) ∈ (r, s)} is open in XCL∗ . Consequently, eCL is
a topological embedding. 
In the next we shall consider XCL as a subspace of X
C
L∗ . The following commutative diagram may be helpful for the next
consideration (the right vertical arrow is the restriction of maps).
L
ηCL C(XCL )
L∗
ηCL∗ C(XCL∗)
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(i) If ηCL is injective then η
C
L∗ is injective and for every f < g in L there are some r, s in R such that ( f ∨ r) ∧ s < (g ∨ r) ∧ s.
(ii) The converse of (i) holds if XCL is dense in X
C
L∗ .
Proof. The ﬁrst item is trivial. For the second one, take f = g ∈ L. We want to show that there exists some x ∈ XCL with
x( f ) = x(g). It suﬃces to assume that f < g (otherwise we can take f ∧ g < f ∨ g). By the condition, there are some r, s ∈ R
with ( f ∨ r)∧ s < (g∨ r)∧ s. There is some x ∈ XCL∗ with x(( f ∨ r)∧ s) < x((g∨ r)∧ s). Since x ∈ XCL X
C
L∗ , the inequality remains
true after taking some y ∈ XCL instead of x. 
Several examples in [9] show that the conversion of (i) need not hold if XL is not dense in XL∗ .
In fact, a stronger condition than the distinguishing one holds if ηCL is injective, namely that every f ∈ L can be reached
from L∗ in the following sense:
f = sup
n
inf
m
{
( f ∨ rm) ∧ sn: n ∈ N
}
,
where {rn}, {sn} are arbitrary monotone sequences in R converging to −∞, or +∞ resp.
In the next assertion, the closures are taken in XCL∗ . We say that a mapping into a topological space T is dense if it is
onto a dense subspace of T .
Proposition 7. Let C be an L-convenient category.
(i) If ηCL is dense in the topology of uniform convergence, then βX
C
L = XCL and ηCL (L∗) is dense in C∗(XCL ). If, moreover, XCL is dense
in XCL∗ , then η
C
L∗ is dense.
(ii) If ηCL∗ is dense in the topology of uniform convergence, then η
C
L (L
∗) is dense in C(XCL ). Thus ηCL∗ is dense in C∗(XCL ) if, moreover,
XCL = βXCL .
Proof. (i) Clearly, ηCL (L
∗) is dense in C∗(XCL ). It remains to show that every f ∈ C∗(XCL ) can be continuously extended to XCL .
It follows from the ﬁfth observation above that every ηCL ( f ), for f ∈ L∗ , can be continuously extended to XL∗ , thus to XCL
(denote the last extension by f˜ ). If g ∈ C∗(XL) is a uniform limit of a sequence of ηCL ( fn), fn ∈ L∗ , then the extensions f˜n
form a Cauchy sequence in C(XCL ) and have a limit g˜ there. Clearly, g˜ is a continuous extension of g .
(ii) The space XCL is C-embedded in X
C
L∗ and so the composition of ηL∗ with the restrictions onto X
C
L maps L
∗ onto a
dense set of C(XCL ). 
The previous proposition remains true if we change the word “dense” to “surjective”. We state a special case as
Corollary 8. Let C be an L-convenient category. If ηCL is surjective and XCL is dense in XCL∗ then ηCL∗ is surjective.
The converse does not hold even if βXCL = XCL∗ . An example of such L is, for instance, Example 40 in [9] (it is the lattice
of all continuous functions on R bounded both from below and from above by polynomials).
So, in the next corollary we cannot get equivalence.
Corollary 9. If ηCL is an isomorphism in C then ηCL∗ is an isomorphism in C and XCL∗ = βXCL .
Proof. If L = C(XL), then L∗ = C∗(XL) and XL is C-embedded in XL∗ by the previous Proposition 7 (ii). The space XL must
be dense in XL∗ since otherwise ηL∗ would not be an isomorphism. 
We shall now look at relations of η’s in different L0-convenient categories.
If C1, C2 are L0-convenient categories and C1 is a subcategory of C2, then for any object L of C1 the set XC1L is a subset
of XC2L . Moreover, it is a topological subspace of X
C2
L (both spaces are subspaces of R
L ).
We shall use the next diagram following from the reﬂectivity of F in C2 (the mapping ι is the embedding):
C1  L η
C1
L
η
C2
L
C(XC1L )
C(XC2)
C(ι)
XC1L
ι
XC2L L
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(i) If ηC1L is injective then η
C2
L is injective.
(ii) If ηC2L is surjective and X
C1
L is C-embedded in X
C2
L , then η
C1
L is surjective.
(iii) If L = L∗ and ηC2L is surjective then ηC1L is surjective.
(iv) Assume that F is embedded into Top via a functor commuting with the forgetful functors into Set. If ηC2L is dense and XC1L is
C-embedded in XC2L , then η
C1
L is dense.
Proof. The ﬁrst assertion trivially follows from the diagram. As for the second statement, we know from the proof of
Proposition 3 that every η( f ) is a restriction of the corresponding projection RL → R. If XC1L is C-embedded in XC2L then
C(ι) is surjective and the second assertion follows.
The next item is a consequence of the second one because compact subspaces are always C-embedded (in TopR).
The last item follows from the fact that a surjective continuous map between topological spaces maps a dense set onto
a dense set. 
The ﬁrst assertion of the last proposition does not help too much. It says, e.g., that if an -group embeds into some C(X)
as and -group, it embeds into some C(Y ) as a real lattice – that is trivial, of course.
The assertions on surjectivity have another usage. The third assertion says, e.g., that if a bounded real lattice algebra is
mapped onto its reﬂection in F as a real lattice, it is mapped onto its reﬂection as a real lattice algebra. So, for getting
surjectivity or density of ηCL it suﬃces to consider lattice structures, at least for bounded lattices.
Conclusions. Suppose we have an object L of an L-convenient category. The previous consideration shows that ﬁnding
conditions for η to be injective or surjective are different matters (of course, knowing injectivity of η helps in investigation
of its surjectivity).
To show that L is C-isomorphic to some C(X) our general procedure suggests the following procedure:
(1) Find conditions under which ηL∗ is a surjection. Such conditions are known.
(2) Extend the surjectivity of ηL∗ to ηCL . We use here another approach than in [9] for lattices.
(3) Find conditions under which ηL∗ is an injection. Such conditions are known for many structures. We extend it at least
to O -categories.
(4) Extend the injectivity of ηL∗ to ηCL . For that we ﬁnd conditions under which X
C
L is dense in X
C
L∗ .
3. A representation of homomorphisms
To investigate both injectivity and surjectivity of ηCL one needs a description of points of X
C
L and X
C
L∗ . There are several
ways how to proceed. For surjectivity of ηCL∗ it suﬃces to deal with lattices only and we mention two descriptions of L0
homomorphisms onto R from [9]. The ﬁrst one characterizes preimages of single real numbers, the second one characterizes
preimages of members of a countable open subbase of R. Of course, a characterization of required homomorphisms may be
simpler in some richer structures – in those cases the approaches usually depend on the special structure.
In the ﬁrst description it is easy to do it directly in O -categories that can be used later in investigation of injectivity of η.
Deﬁnition 11. Let C be an O -category. A partition {S(r)}r∈R of L is said to be an R-system if:
(a) S(r) ∩ R = {r}, for every r ∈ R;
(b) if oL( f1, . . . , fa(o)) ∈ S(r), then f1 ∈ S(r1), . . . , fa(o) ∈ S(ra(o)) for some r1, . . . , ra(o) ∈ R such that oR(r1, . . . , ra(o)) = r, for
every r ∈ R.
If x ∈ XCL then the partition {x−1(r)}r∈R is an R-system. Conversely, if we have an R-system {S(r)} then the map assigning
to f ∈ L the unique r ∈ R with f ∈ S(r) deﬁnes a homomorphism x ∈ XCL (by the conditions (a) and (b)).
So we get the following assertion (for C = L0 it is proved in [9]):
Theorem 12. There is a one-to-one correspondence between XCL and the set of all R-systems on L.
The second description of homomorphisms in L0 uses the fact that their preimages of intervals (a,+∞) are prime ﬁlters
(or, dually, preimages of (−∞,a) are prime ideals).
A ﬁlter F in L divides a set B ⊂ L if F ∩ B = ∅, and B \ F = ∅.
Deﬁnition 13. A countable chain (with respect to inclusion) D of prime ﬁlters in L dividing L∗ is said to be a dividing
chain if
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⋃
D = L;
(b)
⋂
D = ∅;
(c) for every r < s ∈ R there is some F ∈D with r /∈ F , s ∈ F .
For each ﬁlter F in a dividing chain there exists a (unique) rF ∈ R such that (rF ,+∞) ⊂ F ∩ R ⊂ [rF ,+∞) (intervals
taken in R).
Using the numbers rF , it is possible to characterize lattice homomorphisms by dividing chains satisfying some additional
condition (certain maximality). For our purposes, the next result from [9] is suﬃcient.
Theorem 14. LetD be a dividing chain in L. For f ∈ L deﬁne xD( f ) = sup{rF : f ∈ F}. The mapping xD is a homomorphism L → R.
The assignment {dividing chains} XL is a surjection.
For a dividing chain D we denote D+ the union of all members F ∈D having positive rF .
For an L0-convenient category C that is an O -category, it is also possible to add conditions on dividing chains to get
C-homomorphisms but it is not as direct as in the case of R-systems. We do not see a way how to describe homomorphisms
in general L0-convenient categories.
4. Surjectivity of ηCL
4.1. Surjectivity of ηCL∗
Suppose an object L of an L-convenient category is given. As we know from Proposition 7, for surjectivity of ηCL∗ it
suﬃces to show surjectivity of ηL∗ . A procedure leading to density of ηL∗ was described in [2]:
Deﬁnition 15. A lattice L from L0 is said to be normal if it satisﬁes the following condition:
For all α  β < γ  δ ∈ R and for every f ∈ L, there exist g,h,k ∈ L such that g ∧ h  α, β < h ∨ f , f ∧ k < γ and
δ  k ∨ g .
In the next result from [2] it suﬃces to assume normality for the image ηL∗ (L∗).
Proposition 16. If L∗ is normal, then L∗ separates points of XL∗ in a strong sense:
For any x = y from XL∗ and any r, s in R there is some f ∈ L∗ with x( f ) = r, y( f ) = s.
Consequently (by Stone–Weierstrass theorem, more precisely from its Kakutani’s form for lattices), normality of L∗ im-
plies density of ηL∗ , thus density of ηCL∗ .
To get surjectivity of ηL∗ instead of density, we may use a small modiﬁcation of a procedure from [2] (but any other
characterization may be used instead).
Deﬁnition 17. A lattice L is said to be ideal-complete if every ideal I in L∗ has a supremum in L∗ provided it has the
following property:
For any α < β in R there exist k1,k2 ∈ L∗ and g ∈ I such that I  k1 ∨ k2, and if h ∈ I , g  h and ki ∧ α  h, then
ki ∧ h β (i = 1,2).
Theorem 18. The mapping ηL∗ is surjective provided L∗ is normal and ηL∗ (L∗) is ideal-complete.
How to extend surjectivity of ηL∗ to surjectivity of ηL? One possibility is described in [9]. We shall show another
approach here, maybe a simpler one.
At ﬁrst we must know that ηL(L∗) = C∗(XL). Up to now we know that ηL(L∗) consists of maps continuously extendable
to the closure of XL in XL∗ . There are several ways how to describe that XL is C∗-embedded in XL∗ . We shall use the
procedure described in our previous papers, namely that disjoint zero sets in XL have disjoint closures in XL∗ . We called
that procedure as separation.
4.2. Separation
Disjoint zero sets can be described by means of the Urysohn’s procedure that he used for his construction of a separating
function. We shall repeat basic steps. In this subsection, L will state for a real lattice.
Deﬁnition 19. A subset C ⊂ L+ is said to be a cover if for any R-system S in L there exists h ∈ C such that h /∈ S(0) (or
equivalently, if every dividing chain D contains some h ∈ C in D+).
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coz( f ) is zero( f )).
Given h ∈ L+ we set h⊥ = {g ∈ L+: g ∧h = 0}, and for a subset I ⊂ L+ we denote I⊥ =⋂h∈I h⊥ . It is clear that if I ⊆ L+ ,
then zero(I⊥) = coz(I), and coz(I⊥) = int(zero(I)).
Now we shall consider the following transitive relations (used previously in [7–9], and heavily related with those ap-
pearing in [1,3,11]):
Deﬁnition 20. For subsets I, J ⊂ L+ we denote:
(a) I ≺ J in case J⊥ ⊂ I⊥ .
(b) I  J in case I⊥ ∪ J is a cover.
(c) I  J in case I  J and there is a countable family C of subsets of L+ containing both I , J and having the property
that for every distinct P , Q ∈C there exists K ∈C with either P  K  Q , or Q  K  P .
It is not diﬃcult to prove the following assertions (see [9, Proposition 27]).
Proposition 21. The following assertions hold for subsets I, J ⊂ L+:
(i) I ≺ J iff coz(I) ⊂ coz( J );
(ii) I  J iff coz(I) ⊂ coz( J );
(iii) I  J iff coz(I) and zero( J ) are functionally separated in L.
In the next deﬁnition (inspired by Shirota [11]), the symbol f  H  g for H ⊂ L, f , g ∈ L means that f is a lower bound
and g an upper bound of H .
Deﬁnition 22. L is said to be separating provided any pair I  J in L+ satisﬁes the following condition:
If H ⊂ L, 0 H  1 with H ≺ I , then there exists some k ∈ L such that H  k ≺ J .
Clearly, L is separated iff L∗ is separated. The next result is proved in a more general form in [9, Theorem 29].
Proposition 23. L is separating iff for any pair A, B of functionally separated subsets of XL , there exists k ∈ L+ such that ηL(k) = 0
on A and ηL(k) = 1 on B.
The previous result says that every two disjoint zero sets in XL , for separated L, are separated by an element of L∗ , thus
in XL∗ , which was needed for the next result.
Theorem 24. If L is normal and ηL(L∗) is separating and ideal-complete, then ηL∗ (L∗) = C∗(XL).
4.3. Extension of surjectivity of ηL∗ to ηL
Deﬁnition 25. A sequence { fn} in L is said to be pointwise bounded if every dividing chain D in L has a member
containing all fn ’s and a member disjoint with the set { fn}.
Lemma 26. If { fn} ⊂ C(X) is an increasing pointwise bounded sequence of functions and fn ∧ k = fk for every n > k from N, then the
sequence is locally eventually constant. Thus sup{ fn} in C(X) exists and it is a pointwise supremum.
Proof. Take an x ∈ X . We must ﬁnd its neighborhood U such that the restriction of the sequence { fn} to U is constant
starting with some index. Since { fn(x)} is strictly bounded from above by a constant K ∈ N, the function f K is bounded
by K on a neighborhood U of x. Take y ∈ U and n > K . We have f K (y) = ( fn ∧ K )(y) = fn(y) ∧ K = fn(y). 
Thus we can deﬁne the following property:
Deﬁnition 27. A real lattice L is called pointwise complete if it satisﬁes the following condition and its dual:
Every pointwise bounded increasing sequence { fn} in L having the property fn ∧ k = fk for every n > k from N, has
a supremum f in L such that f ∧ k = fk for each k ∈ N.
In case we already know that ηL is injective we can use L instead of ηL(L) in the next result.
Theorem 28. If ηL∗ is a surjection and ηL(L) is pointwise complete, then ηL is a surjection.
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to ηL∗(L∗), the sequence { f ∧ n} is increasing and pointwise bounded in ηL(L) and ( f ∧ n) ∧ k = f ∧ k for every n > k
from N. Consequently, by pointwise completeness, there exists sup{ f ∧ n: n ∈ N} = g in ηL(L). Moreover, g ∧ n = f ∧ n for
every n and, hence, g = f .
Any f ∈ C(X) is expressed as infm supn{( f ∨ (−m))∧n}. For every m ∈ N the function gm = supn{( f ∨ (−m))∧n} belongs
to ηL(L) by the preceding paragraph. The sequence {gm} is pointwise bounded and decreasing, satisﬁes the (dual) property
of pointwise completeness, thus infm gm exists in ηL(L) and equals to f . 
Corollary 29. If L is normal and ηL(L) is separating, ideal-complete and pointwise complete, then ηL(L) = C(XL).
From Proposition 10 and Theorem 18 we derive
Corollary 30. Let L be an object of an L-convenient category C . If the lattice structure of L∗ is normal and η∗L (L∗S) is ideal-complete
then ηCL∗ is surjective.
Corollary 31. Let L be an object of an L-convenient category C . If the lattice structure of L∗ is normal and ηL(L) is separating, ideal-
complete and pointwise complete then ηCL is surjective.
5. Injectivity
Probably we cannot deduce injectivity of ηCL from injectivity of ηL , since it may be impossible to ﬁnd a characterization
of XCL for abstract L0-convenient category C . On the other hand, we are not aware of a counterexample to that deduction.
At least we shall try to transfer known procedures for special categories to more general categories. It is possible to do
that in an O -category.
Anderson and Blair proposed the following deﬁnition which implies the injectivity of ηL∗ (see [1] or [2]):
Deﬁnition 32. A real lattice L is called special if
(a) f ∨ r  s > r implies f  s, and f ∧ r  s < r implies f  s;
(b) for every pair of elements f < g in L there exists r < s in R and h ∈ L such that f ∧ h r and g ∧ h  t for every t < s
in R.
Notice that h in (b) can be chosen bounded (take (h ∧ s) ∨ r) – thus L∗ is special provided L has that property. Also, it
implies that for f < g there are r < s such that ( f ∧ s) ∨ r < (g ∧ s) ∨ r.
Theorem 33. If L is special, then ηL∗ is injective.
There are a large number of representation theorems for richer categories than L0 (the source for representation theo-
rems is the paper [6]).
To obtain the injectivity of ηL we know from Proposition 6 that it suﬃces to add density of XL in XL∗ . The density
means that for every h ∈ L+ there is x ∈ XCL with x(h) > 0, i.e., L+ ⊂
⋃{D+: D is a dividing chain in L}.
So we get the following theorem:
Theorem 34. The morphism ηL is injective iff L is special and positive parts of dividing chains in L cover L∗+ .
Another possibility is to use R-systems.
Theorem 35. Let L be an object of an L0-convenient category C that is an O-category. Then ηCL is injective iff {r} =
⋂{S(r): {S(r)} is
an R-system of L} for every r ∈ R.
6. Summary
A summary of our previous results may be as follows. Of course, there are more possibilities, mainly for embedding
into C(X). Not to repeat various descriptions of injectivity of ηCL we may call such situation as L is semi-simple.
Theorem 36. Let C be an L-convenient category. Then its full subcategory consisting of semi-simple objects which are pointwise
complete real lattices and their sublattice of bounded elements are normal, separating and ideal-complete, is naturally isomorphic
to F .
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