Center manifold analysis can be used in order to investigate the stability of the stationary solutions of various PDEs. This can be done by considering the PDE as an ODE between certain Banach spaces and linearising about the stationary solution. Here we investigate the volume preserving mean curvature flow using such a technique. We will consider surfaces with boundary contained within two parallel planes such that the surface meets these planes orthogonally. The stationary solution we consider is a cylinder. We will find that for initial surfaces that are sufficiently close to a cylinder the flow will exist for all time and converge to a cylinder exponentially. In particular, we show that there exists global solutions to the flow that converge to a cylinder, which are initially non-axially symmetric. A similar case where the initial surfaces are compact without boundary has previously been investigated by Escher and Simonett [3].
Introduction
Given a sufficiently smooth, compact initial hypersurface Ω 0 = X 0 (M n ) ⊂ R n+1 we are interested in finding a family of embeddings X : M n × [0, T ) → R n+1 such that
where H = n i=1 κ i is the mean curvature and κ i are the principal curvatures of the surface Ω t = X(M n , t) = X t (M n ), ν Ω t and dµ t are a choice of unit normal and the induced measure of Ω t respectively. Note that the flow (1.1) decreases surface area while preserving volume (see Section 2) .
For convex hypersurfaces without boundary it is known that a unique solution exists for all time and that the hypersurfaces converge to a sphere as t → ∞ [6] .
Other results include average mean convex surfaces with initially small traceless second fundamental form converging to spheres [7] and surfaces that are graphs over spheres with a height function close to zero, in a certain function space, converging to spheres [3] . The case where the initial surface has a boundary has also been studied. In this case it is assumed that Ω 0 is smoothly embedded in the domain
with d > 0 and ∂Ω 0 ⊂ ∂W. The volume enclosed by Ω 0 and W will be labelled V and ν Ω t is chosen to point outward. The boundary conditions for the flow are then that Ω 0 intersects ∂W orthogonally. Assuming Ω 0 to be rotationally symmetric it was proved in [1] that the flow exists for all time and converges to a cylinder in W of volume V under the assumption
This constraint is needed to ensure that the solution never touches the axis of rotation, so that no singularities develop. Short time existence of the flow can be proven using standard parabolic techniques for initially smooth surfaces, however in this paper we are concerned with a larger class of initial surfaces so need a more general existence theorem (see Section 2). The main result of this paper is An important point to note is that the limiting cylinder may not be the same as the cylinder C n R,d thus the cylinders are stable critical points of the PDE (1.1), but not necessarily asymptotically stable. An immediate consequence of this theorem is that there are non-axially symmetric surfaces that converge to a cylinder under the flow (1.1), since there are non-axially symmetric surfaces in any h 1+α ∂ ∂z neighbourhood of a cylinder. Lastly note that the condition R >
is of a similar nature to the condition (1.2); in fact for a cylinder (1.2) reduces to R ≥ nd. In view of this, when considering the flow of axially-symmetric surfaces that are close to a cylinder we reproduce the results of [1] under a weaker condition. The condition is also sharp, in the sense that if R =
then there is a one-parameter family of unduloids, satisfying the boundary conditions, such that C n R,d is the only cylinder in the family, i.e., there are stationary solutions to the flow arbitarily close to C n R,d that are not cylinders.
In Section 2 of this paper we convert the flow (1.1) to a PDE for the graph function and also introduce the function spaces and notation that will be used throughout the paper. The section ends with some important theorems about the flow. In Section 3 we consider the problem as an ODE on Banach spaces and determine the spectrum of the linearisation of the speed. This then allows us to find a center manifold of the flow, which is seen to consist locally entirely of cylinders. Lastly exponential attractivity to this manifold is proven.
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Notation and Preliminaries
In this paper we consider M n = C n R,d , a given cylinder of radius R and length d, and
. The volume form on such a graph surface will be denoted by dµ ρ and we let µ ρ be the function such that dµ ρ = µ ρ dµ 0 . We use the notation q ∈ S n−1 R , the (n − 1)-dimensional sphere of radius R, and z ∈ [0, d], so that (q, z) ∈ C n R,d . Proceeding as Escher and Simonett [3] and converting the flow to an evolution equation for the height function ρ : C n R,d × [0, T ) → R it is known that up to a tangential diffeomorphism the flow (1.1) is equivalent to
where
is the mean curvature of the surface defined by ρ(·, t) andg i j ρ denotes the inverse metric on C n R+ρ,d (see [2] ). The graph functions ρ are chosen in the little-Hölder spaces, which are defined for α ∈ (0, 1), k ∈ N, an open set U ⊂ R n and a multi-index β = (β 1 , . . . , β n ) with |β| = n i=1 β i as follows (see [8] ):
where D is the derivative operator on R n and C α , C k+α are the Hölder spaces:
The norms on the little-Hölder spaces are the same as those on the Hölder spaces,
The little-Hölder spaces can be extended to a manifold by means of the atlas of C n R,d . In addition, it is known that the little-Hölder spaces are the continuous interpolation spaces between the C k spaces (see [8] ),
where (·, ·) is an interpolation functor for each θ ∈ (0, 1) and is defined for Y ⊂ X as follows:
The interpolation space h α C n R,d can also be viewed as the closure of the smooth functions on the cylinder, C ∞ C n R,d , inside the space of Hölder continuous functions C α C n R,d (see [8] ). To simplify the notation involving the boundary conditions, let Y C n R,d represent any function space on the cylinder and set
With this notation we also have that
where α ∈ (0, 1) -a result that follows from the Reiteration Theorem ([8] Theorem 1.2.15) along with the characterisation of interpolation spaces in Chapter 3 of [8] .
For an operator between function spaces G : Y →Ỹ we denote the Fréchet derivative by ∂G. A linear operator, A : Y ⊂ X → X, is called sectorial if there exist θ ∈ π 2 , π and ω ∈ R and M > 0 such that
here ρ(A) is the resolvent set, R(λ, A) = (λI − A) −1 is the resolvent operator and · L(X) is the standard linear operator norm (see [8] ).
The following are some facts about the flow. Proof. Both parts are covered in [1] . Using the divergence theorem and setting E t ⊂ W to be the (n + 1)-dimensional space with boundary Ω t we have the first part of the lemma as follows
where the integral over the part of the boundary contained in ∂W vanishes due to the boundary conditions. The second statement is through a direct calculation of the evolution equation for the area
Note that Lemma 2.1 is also true for hypersurfaces without boundary. We now give a general short-time existence theorem Theorem 2.2. For 0 < β < 1 and a given hypersurface Ω 0 of class h 1+β , the flow (1.1) has a unique classical solution {Ω t : t ∈ [0, T )} for some T > 0. Each hypersurface Ω t is of class C ∞ for t ∈ (0, T ). Moreover, the mapping t → Ω t is continuous on [0, T ) with respect to the h 1+β -topology and smooth on (0, T ) with respect to the C ∞ -topology.
Proof. This result follows from the main result by Escher and Simonett in [3] . It is clear that the arguments in their proof still hold with h 2+α , h 1+β and h 1+β 0 replaced by h 2+α 
Stability around Cylinders
The flow in equation (2.1) can be considered as an ordinary differential equation between Banach spaces. Set 0 < α < β < 1 and define
The flow (2.1) is then rewritten as
Lemma 3.1. For the linearisation, ∂G(0), of G it holds
Proof. Firstly note that L 0 = 1 and that ∂L ρ ρ=0 = 0. Hence for u ∈ h 2+α
∂H ρ ρ=0 u dµ 0 .
It was shown in [4] that
, so combining these results gives, for u ∈ h 2+α
The divergence theorem and the boundary conditions give the result. As we are considering the flow locally about ρ = 0 it is convenient to rewrite (3.1) highlighting the dominant linear part
then the spectrum σ (∂G(0)) of ∂G(0) consists of a sequence of isolated non-positive eigenvalues where the multiplicity of the 0 eigenvalue is n + 1.
Proof. First note that ∂G(0)
the spectrum consists solely of eigenvalues. To characterise the spectrum of ∂G (0) we first look at the spectrum of
.
In the following we deal with the natural complexification without distinguishing it notationally. The operatorÃ is self adjoint with respect to the L 2 inner product on h 2+α 
So, after expanding,
Setting both sides equal to a constant ξ ∈ R
The eigenvalues of the Laplacian on S n−1 R are well known to be
for l ∈ N ∪ {0}, with eigenfunctions the spherical harmonics of order l, X l,
so the other separation equation becomes
where we included the boundary conditions to ensure that v ∈ h 2+α
. The eigenvalues and eigenfunctions to the second separation equation are given by
and
So λ l,m are the eigenvalues ofÃ with multiplicity M l and eigenfunctions spanned by Returning to the spectrum of ∂G(0), v 0,1,0 = 1 is still an eigenfunction but with eigenvalue λ 0,0 = 0. The operator ∂G(0) is also self adjoint with respect to the L 2 inner product on h 2+α
Therefore we need only consider other eigenfunctions, orthogonal to v 0,1,0 = 1, in order to characterise the spectrum. This means that for an eigenfunction u 
with eigenfunctions
It is clear from these expressions that λ 1,0 = 0, and we relabel the constant eigenfunction as v 1,0,0 = 1 for convenience, so zero is an eigenvalue of multiplicity 
These eigenvalues are all negative under the condition R >
given in the statement of the theorem.
In what follows, we set P to be the projection from h α C n R,d onto the λ = 0 eigenspace given by
where we use ·, · to denote the L 2 inner product on h 2+α C n R,d can be split into the subspaces
, called the center subspace and stable subspace respectively. We are now in a position to apply Theorem 9.2.2 in [8] . Proof. In order to know that the assumptions of Theorem 9.2.2 in [8] are satisfied in our case, we use Equation (2.2) to show that for any α 0 satisfying 0 < α 0 < α < 1 the following holds
The assumptions are therefore satisfied by proving there exists a neighbourhood of
. It was shown in [2] , [4] that the mean curvature can be written in the form
where Q(ρ) is a second order uniformly elliptic operator that smoothly depends on ρ and its first derivative. This means thatG is a smooth operator inside a neigh-
, this operator is uniformly elliptic, hence its negative is sectorial. Now the operator
can be seen to be sectorial: using the definition of sectorial there exists M > 0, θ ∈ π 2 , π and ω ∈ R such that
, for all λ ∈ S θ,ω and u ∈ h 2+α 0 ∂ ∂z
they can be seen to be equal on Λ. The rest of the proof follows from [3] , where ρ ∈ S is formulated in terms of eigenfunctions:
with (y 1 , . . . , y n , 0) ∈ R n+1 being the point of intersection of the axis of rotation with the x n+1 -plane and y 0 := R ′ − R the difference between its radius and the radius of C n R,d . This map is smooth on a neighbourhood U of 0 ∈ R n+1 and its derivative at zero is given by ∂ρ(0)y = n p=0 y k v 1,p,0 , y ∈ R n+1 .
The map taking y to the coordinates of Pρ(y) with respect to the basis v 1,p,0 , 0 ≤ p ≤ n, is then found to have derivative at zero equal to the identity and hence is a diffeomorphism from U onto its image, possibly making U smaller. This means that the projection of S| U := {ρ(y) : y ∈ U} is an open neighbourhood of 0 ∈ X c . This can be made to coincide with Λ (after possible renaming) and since S| U ⊂ M c we conclude that S and M c coincide locally. We now prove the main result.
Proof. This follows by the same arguments given in [5] . We set U ⊂ h 
