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Abstract 
Chemical reaction(ACR) optimization algorithm invented recently by Bilal Alatas is a heuristics algorithm. However, 
there is still an insufficiency in ACR algorithm regarding its solution search equation, which is good at exploration 
but poor at exploitation. Inspired by Particle swarm optimization, we propose an improved ACR algorithm called 
gbest-guided ACR (GACR) algorithm by incorporating the information of global best (gbest) solution into the 
solution search equation to improve the exploitation. The experimental results tested on a set of numerical benchmark 
functions show that GACR algorithm can outperform ACR algorithm in most of the experiments 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of ICAE2011. 
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1. Introduction
Artificial chemical reaction (ACR) optimization algorithm, which was proposed by Bilal Alatas in
2011 [1], is a population-based heuristics optimization technique inspired from types and occurring of 
chemical reactions. But it is well known that exploitation is necessary for a population-based optimization 
algorithm.Several studies have shown that applying the global best (gbest) solution to guide the search of 
new candidate solutions can improve the exploitation of heuristics algorithms significantly[2].We modify 
the solution search equation by applying the global best (gbest) solution to guide the search of new 
candidate solutions in order to improve the exploitation, We define the ACR algorithm using the modified
solution search equation as Gbest-guided ACR (GACR) algorithm. 
2. Background information and overview of ACR optimization algorithm
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The algorithm proposed in this paper addresses optimization problems in the continuous domain of the 
form 
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The framework of ACR algorithm [1] can be described as the following four steps: 
Step 1: Setting the initial reactants and evaluation. 
Step 2: Applying chemical reactions. 
Step 3: Reactants update. 
Step 4: Termination criterion check. 
3. Gbest-guided ACR (GACR) algorithm 
As well known that exploitation is necessary for the population-based optimization algorithms,such as
genetic algorithm[3], differential evolution algorithm[4], and so on. There is one important detail that 
should be pointed out for the framework of ACR algorithm described above. the update process used in 
step2 and step3 includes five types of chemical reactions: Bimolecular reactions, Synthesis reaction, 
Displacement reaction, Redox2 reaction and  Monomolecular reactions.In synthesis reaction,a new 
reactant is obtained as ),,,,( 1 ni rrrR  where 
                                                                                                                        (2))1r( 21 iiiii rrr  
Where i  is a randomly chosen value in the interval [-0.25, 1.25], and
are two reactants.In displacement reaction, two new reactants are obtained as 
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According to the solution search equation of ACR algorithm described by Eq. (2), the new candidate 
reactant is generated by moving the old reactant towards (or away from) another reactant selected from 
the population. However, the probability that the selected reactant is a good reactant is the same as that 
the selected reactant is a bad one, so the new candidate reactant is not promising to be a reactant better 
than the previous one. On the other hand, in Eq. (3), the coefficient is chaotic. therefore, the solution 
search dominated by Eqs. (2)and (3) is good at exploration but poor at exploitation. In order to improve 
the exploitation, we modify the solution search equation described by Eqs. (2) and (3) as follows 
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where the third term in the right-hand side of Eqs. (4) and (5) is a new added term called gbest 
term, i  is the ith element of the global best solution, i
*r   is a uniform random number in [0,C], where C 
is a nonnegative constant. According to Eqs. (4) and (5), the gbest term can drive the new candidate 
solution towards the global best solution. 
4. Applications of GACR 
4.1 Numerical test problems 
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Well-defined benchmark functions[5] which are based on mathematical functions can be used as 
objective functions to measure and test the performance of optimization methods.  
The first function is the Griewangk function described by 
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where ,the initial range of ),,,( 21 Nxxxx  x is [-600,600] , and N 10N  denotes the dimension 
of the solution space. The minimum solution of the Griewangk function is  and 
=0.
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The second function is the Rastrigin function described by 
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where the initial range of x  is [-5.12,5.12] . The minimum solution of the Rastrigin function is 
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The third function is the Rosenbrock function described by 
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where the initial range of x  is [-2.048,2.048] , The minimum solution of the Rosenbrock function is 
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Algorithm success rate defined in Eq. (9) has been used for comparison of the results obtained from the 
simulated algorithms 
lev
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suc Q
NT
NT
S 100                                                                                                                        (9)
sucNT is the number of trials, which found the solution on the in the allowable maximum 
iteration.  is the number of all trials.  is the end condition to stop the algorithm, when it 
converges into  tolerance. 
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The two algorithms were run for 100 times to catch their stochastic properties. In this simulation, 
maximum iteration number was set to 500. 
GACR and ACR were started to be implemented with 20 reactants. The simulation results have been 
depicted in Table 1. It has shown that GACR is better than ACR algorithm. 
Table 1 Success rates of the used algorithms for the selected test functions. 
levQ
Griewangk Rastrigin Rosenbrock 
  ACR   GACR   ACR   GACR   ACR   GACR 
 1.e-5    32    63    85    92    31     73 
1.e-6    29 52    79    89    30     69 
4.2 Effect of the parameter
In order to investigate the effect of the parameter   of the solution search equation described by Eqs. 
(4) and (5) on the performance of GACR algorithm, two numerical benchmark functions used in [6] are 
used here. 
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The fourth function is the generalized Schaffer function described by 
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where the initial range of x  is [-100,100] . The minimum solution of the Rastrigin function is 
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The fifth function is the Ackley function described by 
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where the initial range of x  is [-32.768,32.768] . The minimum solution of the Ackley function is 
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We tested GACR algorithm with  = 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, respectively. For each benchmark 
function, two kinds of dimensions of solution space were tested. the Schaffer function was tested with 
dimensions 2 and 3, while the Ackley function was tested with dimensions 30 and 60. GACR and ACR 
were started to be implemented with 60 reactants. The maximum iteration number was set to 500. And the 
reported results are the means and standard deviations of the statistical experimental data. 
Tables 2–3 shows the optimization results of the Schaffer function and the Ackley function, 
respectively.
Table 2  Optimizations of the Schaffer function by ACR algorithm and GACR algorithm with C = 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 
respectively. The bold values are the minimum values in each ‘‘Mean” column. 
Schaffer function(f4)
N=2 N=3Algorithm
Mean SD Mean SD 
ACR 0 0 4.72386e-05 2.245e-03
GACR(C=0.5) 0 0 3.56321e-08 3.309e-09
GACR(C=1.0) 0 0 7.09783e-18 4.046e-17
GACR(C=1.5) 0 0 1.29087e-18 1.003e-17
GACR(C=2.0) 0 0 8.09213e-18 3.984e-17
GACR(C=3.0) 0 0 2.78432e-13 7.452e-11
GACR(C=4.0) 0 0 3.54179e-09 3.241e-04
Table 3  Optimizations of the Ackley function by ACR algorithm and GACR algorithm with C = 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 
respectively. The bold values are the minimum values in each ‘‘Mean” column. 
Ackley(f5)
N=30 N=60Algorithm
Mean SD Mean SD 
ACR 5.347892e-14 6.427e-15 2.095439e-13 3.091e-13
GACR(C=0.5) 4.786594e-14 5.231e-15 1.987052e-13 8.979e-15
GACR(C=1.0) 3.984094e-14 5.073e-15 1.542984e-13 2.092e-14
GACR(C=1.5) 2.976934e-14 2.983e-15 1.000897e-13 7.798e-15
GACR(C=2.0) 3.768092e-14 4.309e-15 1.290852e-13 8.098e-15
GACR(C=3.0) 3.908754e-14 3.978e-15 1.312982e-13 8.709e-15
GACR(C=4.0) 4.509843e-14 5.098e-15 1.764598e-13 1.094e-14
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It can be observed that for each of the two function optimizations, with the increase of the value of the 
parameter C, the mean beast value of the optimized function firstly decreases (which means the solution 
gets better), and then begins to increase (which means the solution gets worse) at a certain point in the 
most cases. It can be also observed that the performances of GACR algorithm with C = 1.5 are all 
superior to ACR algorithm. 
5. Conclusion 
In this paper, Artificial chemical reaction(ACR) optimization algorithm was studied. Observing that 
the solution search equation of ACR algorithm is poor at exploitation, we proposed an improved ACR 
algorithm called Gbest-guided ACR(GACR) algorithm, which takes advantage of the information of 
global best solution to guide the search of new candidate solutions in order to improve the exploitation. 
The experimental results tested on five benchmark functions show that GACR algorithm with appropriate 
parameter outperforms ACR algorithm. 
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