Abstract Real-time process monitoring and diagnosis of industrial processes is one of important operational tasks for quality and safety reasons. The objective of fault diagnosis or identification is to find process variables responsible for causing a specific fault in the process. This helps process operators to investigate root causes more effectively. This work assesses the applicability of combining a nonlinear statistical technique of kernel Fisher discriminant analysis with a preprocessing method as a tool of on-line fault identification. To compare its performance to existing linear principal component analysis (PCA) identification scheme, a case study on a benchmark process was performed to show that the fault identification scheme produced more reliable diagnosis results than linear method.
Introduction
To ensure safety and stability of industrial processes, we need to continuously monitor the process operations, detect and diagnose process abnormalities, and take appropriate remedial actions. The main reason for this is that the impact of abnormal process operations is enormous both on safety and cost. With the use of process data, for example obtained from plant information systems, automated on-line data collection has been popular. The availability of on-line process data has motivated real-time process monitoring and diagnosis based on multivariate statistical approaches. [1] A production system may be subject to unexpected malfunctions or quality problems. They may lead to an equipment damage, plant shutdowns, or sometimes cause explosions or environmental issues. Thus, it is crucial that such abnormalities are detected and diagnosed promptly and reliably so that corrective actions can be taken to maintain a high level of performance of a production system. [2] In general, while monitoring is to determine the occurrence of a fault, diagnosis is to identify its assignable cause. These two operational tasks are the major components of the traditional statistical process control. [3] In this work we assess the applicability of combing a nonlinear kernel technique of kernel Fisher discriminant analysis (KFDA) with a preprocessing method as a tool for on-line fault identification. Using a simulation process this work compare its performance to existing linear principal component analysis (PCA)-based identification technique.
In general, linear FDA has been reported to provide an efficient lower dimensional representation of data in that several groups or classes can be discriminated as clearly as possible. [4] Nonetheless, the use of linear techniques for nonlinear processes, however, will produce a lot of inaccurate identification results. Thus we utilize a nonlinear fault identification of KFDA, and combine it with an orthogonal filtering method, called orthogonal signal correction, to eliminate unwanted variation or noise of data.
We can obtain clues or information on which process variables caused the process to be out-of-control. For this purpose, we execute a pair-wise KFDA modeling on normal process data and each of fault data sets. It can characterize the change of each process variable's contribution relative to normal process data. The preprocessing step should be performed prior to KFDA modeling. This paper is organized as follows. First, a review of kernel Fisher discriminant analysis (KFDA) is given, which is followed by a simulation case study to demonstrate the fault identification performance. Finally, concluding remarks are given. 
Method
The optimal discriminant vectors can be expressed as a linear combination of the observations in F. Therefore, we can find that there exist coefficients such that
Then, the use of the M×M kernel matrix K and the substitution of equation (5) into equation (2) produces the following equation [5] :
Finally, the optimal discriminant vectors in F,which is the optimal solutions for equation (2) , are given by
As shown in Fig. 1 , the use of a kernel function enables us to compute dot products in F without nonlinear mappings Φ. 
Simulation Results
This work is demonstrated using simulation data of Tennessee Eastman (TE) process, which is a simulation of a real industrial process where the components and operating conditions were modified for proprietary reasons. [7] [ Fig. 2 
] A schematic diagram of TE process
This simulator has been widely used as a test bed of continuous processes for various purposes. As shown in [ Fig. 4 ] KFDA identification results
[Fig. 5] PCA identification results
Here, the identification of the two process variables (i.e., V17 and V52) makes sense because the fault of this case causes some fluctuation in these two variables. It can be seen by inspecting variable plots of Fig. 6 and Fig. 7 . 
Conclusion
In this work, nonlinear kernel version of FDA is presented to perform fault identification in an real-time basis. KFDA fault identification is based on the reconstruction of pre-images. By executing a pair-wise KFDA on normal data and each of fault classes we are able to characterize the change of each process variable's contribution relative to normal data during a specific fault.
A case study on the Tennessee Eastman process has shown that the method produces reliable identification results compared to linear PCA's identification index.
Using a nonlinear technique of KFDA in a fault identification task was able to represent nonlinear behavior of the process of interest. This method requires, on the other hand, representative data to describe different operation faults. Thus, process knowledge must be needed to provide detailed identification results from the data-driven approach.
There may be practical issues regarding the implementation of the identification scheme. An on-line data collection system should be available to gather the historical and on-line process data. In addition, the improvement of the diagnosis performance at the beginning of a fault would be an important issue in practice. This can be useful to practitioners who take some remedial actions using identification results.
