We present some new criteria for the feasibility of the interval Cholesky method. In particular, we relate this feasibility to that of the interval Gaussian algorithm.
Introduction
In [2] we introduced the interval Cholesky method in order to enclose the symmetric solution set property is not sufficient as Reichmann's example in [13] shows which originally was constructed for a different situation. This example caused the necessity of criteria which guarantee the existence of [x] C or, equivalently, the feasibility of the interval Cholesky method for arbitrary righthand interval sides. In [2] we proved that [x] C exists for a variety of structured matrices among them H-matrices, M -matrices, diagonal dominant matrices and tridiagonal ones, all with appropriate additional properties. In [3] we extended these criteria of feasibility by perturbation results analogously to those in [11] . In [15] further results of feasibility were presented for block variants of the algorithm which were introduced there. It is the purpose of the present paper to add other ones. In particular, we will show that the feasibility of the interval Gaussian algorithm [1] implies the existence of [x] C provided that [A] contains at least one positive definite element matrix. Based on this crucial result a lot of criteria for the interval Gaussian algorithm carry over to the interval Cholesky method. Unfortunately, the feasibility of the interval Cholesky method does not necessarily imply that of the interval Gaussian algorithm. We will illustrate this phenomenon by an example. It was unexpected since we can show that the existence of x C for each symmetric matrixÃ ∈ [A] implies the feasibility of the Gaussian algorithm for any matrix A ∈ [A] and not only for the symmetric ones.
We have organized our paper as follows: In Section 2 we recall the formulae for the algorithm and a recursive representation. In addition we introduce our notation and some basic facts as far as they are used later on. In Section 3 we state and prove our new results illustrating them by examples. we denote the set of real vectors with n components, the set of real n × n matrices, the set of intervals, the set of interval vectors with n components and the set of n × n interval matrices, respectively. By 'interval' we always mean a real compact interval. We write interval quantities in brackets with the exception of point quantities (i.e., degenerate interval quantities) which we identify with the element which they contain. Examples are the zero matrix O, the identity matrix I and the vector e = (1, 1, . 
Preliminaries
Since real numbers can be viewed as degenerate intervals, | · | and · can also be used for them.
By A ≥ O we denote a non-negative n × n matrix, i.e., a ij ≥ 0 for i, j = 1, . . . , n. Analogously, we define x ≥ 0 for x ∈ R n . We call x ∈ R n positive writing x > 0 if 
Sums with an upper bound smaller than the lower one are defined to be zero; the squares in the first formula are evaluated by applying the interval square function (2.3).
Apparently 
In [2] we showed that the matrix [L] in Definition 2.1 is the same as that defined by the interval Cholesky method. In particular, the existence of the Cholesky decomposition is equivalent to the feasibility of the interval Cholesky method. We will exploit this fact later on. It is a basic fact of matrix analysis that the existence of the Cholesky decomposition of a symmetric point matrix A ∈ R n×n is equivalent to A being positive definite, to A having only positive eigenvalues, and to A having only positive leading principal minors; cf. for instance [7] .
Directly from the formulae of the interval Cholesky method we obtain the following result which corresponds to Lemma 3.1 b) in [8] .
Proof.
Denote by a tilde all items which belong to [x] 
We continue by recalling some results from [2] . 
b) Each symmetric matrixÃ ∈ [A] is positive definite.
From Theorem 2.1 we easily get the following corollary. (ii) The sign condition a ii > 0, i = 1, . . . , n, holds.
(iii) The matrix [A] contains at least one symmetric and positive definite element
Proof.
The implications (ii) ⇒ (i) and (ii) ⇒ (iii) follow directly from Theorem 2.1 .
As in the first implication above one gets 0 ∈ [a] ii , and the sign condition for a ii follows from the positive definiteness ofÃ.
Theorem 2.2
Let Proof.
Since we will also use results of the interval Gaussian algorithm we will repeat its formulae, too.
G is defined without permuting rows or columns. 
T is evaluated as a product of intervals and not as in (2.3) . This implies
where both matrices may differ from each other. For symmetric point matrices A ≡ [A], however, equality always holds in (2.6), provided that a 11 > 0.
where
11 the triangular decomposition does not exist.
In the sequel we will use the notation of Section 2 without further reference.
New results
In this section we will present some new criteria for the feasibility of the interval Cholesky method. Since neither the existence of for the Cholesky method and We will prove now a result on point matrices which originally increased our hope for a converse of Theorem 3.1. 
where we used x
Ax. From (3.1) we immediately get det A = 0. Since this implication applies also to all leading submatrices of A the assertion follows from Theorem 9.1.2 in [12] .
Despite this positive result the converse of Theorem 3.1 does not hold. This is illustrated by the following example. with a positive parameter ε which will be chosen below. Then for the interval Cholesky method we get
, [x]
C exists for any positive value of ε. On the other hand we obtain C does. In particular, the assumptions of Theorem 3.2 are fulfilled. Therefore, the Gaussian algorithm is feasible for any matrixÃ ∈ [A], and our example is also a counterexample for the interval Gaussian algorithm.
The dimension n = 4 in Example 3.1 is minimal for a counterexample. This can be seen from our next result. with an appropriate nonnegative number d, we obtain
Thus any symmetric matrixΣ There are more classes of matrices for which one can prove the converse of Theorem 3.1. In order to characterize some of them we use the concept of an undirected graph of a real matrix A ∈ R n×n with the nodes 1, . . . , n and the edges {i, j}, whenever |a ij | + |a ji | = 0 ; cf. for instance [6] . We call j a neighbor of the node i 
= 0 implies [a]
(k) ij = 0, i, j ≥ k (no accidental zeros!); cf. [6] . If in G k the node k has the smallest degree and if this holds for all k = 1, . . . , n then we say that [A] is ordered by minimum degree. If the graph of such a matrix has tree structure (i.e., there are no cycles of length ≥ 3) the following result holds. For a variant of the interval Cholesky method Theorem 3.4 was proved in [4] . Note that symmetric tridiagonal interval matrices and symmetric arrowhead interval matrices [14] belong to the class of matrices characterized in Theorem 3.4 (provided that they contain a symmetric and positive definite matrixÃ). In order to formulate our next result we need the extended sign matrix S which we define recursively as in [8] . b) With S from a) the extended sign matrix S is defined as follows.
Note 
(iii) The matrix [A] is generalized irreducibly diagonally dominant or the sign condition
holds for some triple (i, j, k) with k < i, j.
(iv) The matrix [A] is generalized irreducibly diagonally dominant or the sign condition
holds for some triple (i, j, k) with k < j < i.
Proof.
The case n = 1 is trivial since a 11 > 0. Therefore, from now on we assume n > 1.
"(ii) ⇔ (iii)" holds by virtue of Theorem 4.7 in [8] .
From the general assumptions of the theorem we get s ii = 1 = s ii , i = 1, . . . , n, and
holds, i.e., the second sign condition in (3.3) can never be fulfilled. Moreover, a factor s kk = 1 can always be added in (3.4) which results in the first sign condition in (3.3). Hence the existence of some triple (i, j, k) as required in (iii) is equivalent to the existence of some triple as required in (iv). . This matrix has the same extended sign matrix S as [A] , is irreducible and diagonally dominant, but not irreducibly diagonally dominant. Moreover, it fulfills (3.5), and by Lemma 2.1 the interval Cholesky method is feasible for it since it is for [A] by assumption.
Since we assumed that [x]
G does not to exist the equivalence of (ii) and (iii) shows that the sign condition (3.3) does not hold. 
[a] 11
[a] 11 holds, and Lemma 2.1 (b) in [9] implies
From (3.6) and (3.7) we directly get With e = 1 e and (3.5) we obtain
Moreover, from (3.8) together with Lemma 3.3 in [5] we know that Σ
C
[A] is irreducible provided that n ≥ 3.
Since we assumed that [x]
G does not exist the interval Gaussian algorithm cannot be feasible for Σ fulfilled with (i, j, k) = (3, 2, 1 It is easy to see by Example 3.3 b) that (3.4) does not hold if the entries of S are replaced there by the corresponding entries of S. Doing so nevertheless, yields a sufficient criterion analogously to Theorem 5.3 in [5] . We state this result as a corollary which follows directly from Theorem 3.5 (iv) since (3.10) below can be written as (3.4). "(iii) ⇒ (i)" follows from Theorem 2.2 and the feasibility of the interval Gaussian algorithm for H-matrices; cf. [1] or [11] . 
Proof.
The equivalence of (i), (iii) and (iv) is contained in Theorem 3.1 of [10] ; cf. also Theorem 4.2 in [8] . The implication "(iv) ⇒ (ii)" follows from Theorem 2.1 . 
