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a b s t r a c t
Air pollution is a result of global warming, greenhouse effects, and acid rain. Especially
in highly industrialization areas, air pollution has become a major environmental issue.
Poor air quality has both acute and chronic effects on human health. The detrimental
effects of ambient ozone on human health and the Earth’s ecosystem continue to be
a national concern in Taiwan. The pollutant standard index (PSI) has been adopted to
assess the degree of air pollution in Taiwan. The standardized daily air quality report
provides a simple number on a scale of 0 to 500 related to the health effects of air quality
levels. The report focuses on health and the current PSI subindices to reflect measured
ozone (O3) concentrations. Therefore, this study uses the O3 attribute to evaluate air
quality. In an effort to forecast daily maximum ozone concentrations, many researchers
have developed daily ozone forecasting models. However, this continuing worldwide
environmental problem suggests the need for more accurate models. This paper proposes
two new fuzzy time series based on a two-stage linguistic partition method to predict air
quality with daily maximum O3 concentration: Stage 1, use the fuzzy time series based
on the cumulative probability distribution approach (CPDA) to partition the universe of
discourse into seven intervals; Stage 2, use two linguistic partition methods, the CPDA and
the uniform discretion method (UDM), to repartition each interval into three subintervals.
To verify the forecasting performance of the proposed methods in detail, the practical
collected data is used as and evaluating dataset; five other methodologies (AR, MA, ARMA,
Chen’s and Yu’s) are used as comparison models. The proposed methods both show a
greatly improved performance in daily maximal ozone concentration prediction accuracy
compared with the other models.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Air pollution is the introduction of chemicals, particulatematter, or biologicalmaterials that cause harmor discomfort to
humans or other living organisms, or damage the natural environment, into the atmosphere. As one of major tropospheric
photochemical oxidants, ozone depletion due to air pollution has long been recognized as a threat to human health as
well as to the Earth’s ecosystems. The World Health Organization states that 2.4 million people die each year from causes
directly attributable to air pollution. About 4% of deaths in the United States can be attributed to air pollution, according
to the Environmental Science Engineering Program at the Harvard School of Public Health. Health effects of air pollution
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Table 1
PSI pollutant subindices and influence on health.
PSI PM10 SO2 CO O3 NO2 Category
(µg/m3) (ppb) (ppm) (ppb) (ppb)
50 50 30 4.5 60 – Good
100 150 140 9 120 – Moderate
200 350 300 15 200 600 Unhealthy
300 420 600 30 400 1200 Very unhealthy
400 500 800 40 500 1600 Hazardous
500 600 1000 50 600 2000
have been studied in many different parts of the world. Thus, monitoring and forecasting the parameters of air quality are
popular and important topics. Accuratemodels for prediction are needed because suchmodels would allow compliance and
noncompliance in both short-term and long-term aspects.
Air quality forecasting is among the most common environmental forecasting applications, and is usually performed by
air quality agencies or authorities responsible for themonitoring andmanagement of the atmospheric environment in urban
agglomerations. As photochemical air pollution is one of the most pronounced air quality problems of developed countries,
ozone forecasting is usually part of the core of every air quality forecasting system or application. The basic technology for
analyzing air pollution is through the use of a variety of mathematical models for predicting the transport of air pollutants
in the lower atmosphere.
It is known that ozone (O3) is an effective anti-greenhouse gas, particularly in the upper troposphere, thus playing a
direct role in climate change. Ozone regulates the oxidizing capacity of the atmosphere via production of the OH radical that
acts as the principal cleaning agent in the atmosphere. In the lower atmosphere, elevated ozone is a pollutant, and it has
adverse effects on both human health and foliage [1–3]. For example, elevated ozone levels may cause eye irritation, coughs,
reduced athletic performance, and possible chromosome damage [4–6]. In Taiwan, the pollutant standard index (PSI) has
been adopted to assess air pollution. This is a standardized daily air quality reporting tool that provides a simple number
on scale of 0 to 500 related to the health effects of air quality levels. A PSI 24 h monitored value less 100 means that the air
quality will be acceptable (see Table 1). A number of clinical studies have focused on multi-day exposure (100–800 lg/m3)
to ozone, which shows that, on repeated daily exposures to ozone, the determinant of lung function will occur after the
first exposures, followed by a decrease on subsequent exposures; since ozone is a very strong oxidizing agent, even at low
density it can also affect the eyes, nose, and throat. At high density it will increase the risk of respiratory throat problems [7].
Thus, the prediction of ozone concentrations is a fundamental tool for the anticipated implementation of strategies in public
health.
The development of tools for predicting ozone concentrations has been drawing the attention of many scientists all
over the world during the past decade [8–21,1,22–28,2,3,29,30]. The prediction of the ozone level for the next day is
done on the basis of information including (1) past historical data, (2) meteorological parameters, such as the speed and
direction of the wind, the temperature, humidity, and pressure, (3) environmental pollutant concentrations of particulate
material (PM10), ozone (O3), sulfur dioxide (SO2), carbon monoxide (CO), and nitrogen dioxide (NO2). There are numerous
reports on various statistical modelingmethods to improve air quality forecasting, such as multiple linear regression (MLR),
nonlinear regression (NLR), neural networks (NNs), and fuzzy systems. Chelani and Devotta [31] used a combination of
an autoregressive integrated moving average model, which deals with linear patterns, and a nonlinear dynamical model,
to approximate the linear relationships between ozone and its predictor variables. The performance is compared for one-
step-ahead and multi-step-ahead forecasts using the error statistics (mean absolute percentage error and relative error).
It is observed that the hybrid model outperforms the individual linear and nonlinear models. Alawi et al. [23] combine
principal component regression (PCR) and an artificial neural network (ANN) to relate the lower ozone concentration to both
meteorological variables as well as to concentrations of primary pollutants. Hence, the forecasting accuracy of combining
PCR and an ANN is higher than that of individual forecasts. Lu et al. [12] developed a two-stage neural network to predict
ozone concentrations from meteorological conditions. The two-stage neural network first utilized an unsupervised neural
network (two-level clustering approach: SOM followed by K -means clustering) to cluster meteorological conditions into
different meteorological regimes. Then a supervised multi-layer perceptron (MLP) neural network was used to simulate
the nonlinear ozone–meteorology relationship within each meteorological regime. The results showed that meteorological
conditions can explain at least 60% variance of ozone concentrations obtained by the two-stage neural network. Sousa
et al. [1] predicted next-day hourly ozone concentrations through a newmethodology based on feed-forward artificial neural
networks using principal components as inputs; the results showed that the use of principal components as inputs improved
the prediction of both models by reducing their complexity and eliminating data collinearity. Mintz et al. [32] used an
automated fuzzy logic method, modified learning from examples (MLFE), whose computation is simple, andwhich analyzes
training data one-by-one in order to generate a series of rules describing the system. Lin and Cobourn [30] developed
Takagi–Sugeno fuzzy system ozone forecast models, which used the same input variables as existing NLR models, but the
maximum temperature, wind speed, and special relative humidity were input as a resultant parameter, or nonlinear term
extracted from the NLR model. They demonstrated that the fuzzy system model could provide better predictions of ozone
than an MLR model.
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MLR andNLRmethods are quite flexible as they can represent several different types of time series; theirmajor limitation
is the preassumptions: they need large samples (minimum50 sample data), a normal distribution, and stationary data trends
to give a linear form of the model. However, the approximation of linear models to real-world problems is not always
satisfactory. For example, the air pollutant concentrations are influenced by several factors in the atmosphere, andprediction
using linear models may not always give reasonable results. The NNmethods are generally developed using external inputs
such as meteorology and emissions, and the output is the air pollutant concentration; however, the methods are restricted
to some particular cases where the data on emissions and meteorological parameters are available. Their major limitation
is that the NN tends to suffer from overfitting problems, the lack of clear interpretation of the results, the fact that the NN
depends on its sensitivity to the presence of erroneous or noisy prototypes in the training set, and so on [17,23].
To address the deficiencies of previousmethods, this paper presents two two-stagemethods to enhance the performance
of predicting air quality. First, we use a cumulative probability distribution approach (CPDA) to partition the universe of
discourse into seven intervals, and we repartition each interval into three subintervals by employing the CPDA and the
uniform discretion method (UDM). Based on the above partition processes, the proposed methods can be more objective
and reasonable in defining the universe of discourse and determining the lengths of intervals. Second, there are three main
reasons why we proposed our trend-weighted models. (1) We classify recurrent fuzzy relationships into three different
types of trend and assign proper weights to individual fuzzy relationships, which was not properly handled in previous
studies. (2) We assigning proper alpha values in order to make the forecasted values more reasonable. (3) Currently, most
models give each fuzzy rule ‘‘equal importance’’, but actually each fuzzy rule has a different degree with which to influence
the predicted values. Third, with time, the data spread will change because of the variety and unsteady nature of the data
in the time series. Consequently, we use a rule of thumb: the universe of discourse can be partitioned by the mean and
standard deviation of the data. The cumulative probability of the normal distribution is used to determine the intervals to
resolve the data spread.
The rest of this paper is outlined as follows. Section 2 briefly introduces the literature related to fuzzy time series and the
cumulative probability distribution approach. Section 3 proposes and introduces the research framework and algorithms
used for analysis. Section 4 verifies the effectiveness of the proposed model with a practical collected dataset, and by
comparison with the prediction accuracy of the various models that have been developed. Finally, in Section 5, conclusions
and a discussion are presented.
2. Related works
This section briefly reviews the related literature, and is in two sections: fuzzy time series and the cumulative probability
distribution approach.
2.1. Fuzzy time series
Song and Chissom [33,34] first proposed fuzzy time series analysis in 1993 to establish fuzzy relationships among
observations. A fuzzy set is a class of objects with a continuum of grade of membership. Let U be the universe of discourse
with U = {u1, u2, . . . , un}, where ui are possible linguistic values of U . The major definitions of fuzzy time series are
introduced as follows.
Definition 1. Let Y (t) (t = . . . , 0, 1, 2, . . .), a subset of real numbers, be the universe of discourse in which the fuzzy sets
denoted as fi(t) (i = 1, 2, . . .) are defined, and let F(t) be a collection of fi(t) (i = 1, 2, . . .). Then F(t) is a fuzzy time series
of Y (t) (t = . . . , 0, 1, 2, . . .).
Definition 2. If there exists a fuzzy logical relationship (FLR) R(t−1, t) such that F(t) = F(t) = F(t−1)∗R(t−1, t), where
* represents an operation, then F(t) is said to be caused by F(t − 1). The logical relationship between F(t) and F(t − 1) is
denoted as F(t − 1)→ F(t).
Definition 3. Let F(t − 1) = Ai and F(t) = Aj. The relationship between two consecutive observations, F(t) and F(t − 1),
referred to as an FLR, can be denoted by Ai → Aj, where Ai is the left-hand side of the FLR and Aj is the right-hand side of
the FLR.
2.2. Cumulative probability distribution approach (CPDA)
According to the rule of thumb, the universe of discourse can be partitioned by the mean and standard deviation of
the data. The cumulative probability of the normal distribution is used to determine the intervals. The procedure of the
cumulative probability distribution approach is as follows [35].
Step 1. Test the normal distribution.
In this approach, the data must have a normal distribution. The Lilliefors test [36] is used to examine whether the data
has a normal distribution. The hypothesis is as follows.
H0: The data of enrollments of the University of Alabama obey a normal distribution.
If the test result is ‘‘not reject’’ then we can proceed to the next step.
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Step 2. Define the universe of discourse U .
Let U = [Dmin−σ ,Dmax+σ ], whereDmin andDmax denote theminimum andmaximum in historical data, and σ denotes
the standard deviation of the data, respectively. Extending the length on both sides at the universe of discourse by σ is done
to preserve a variation space and to ensure that the future results fall in U .
Step 3. Determine the length of intervals and build the membership function.
According toMiller [37], themagical number seven, plus orminus two, provides some limits on our capacity of processing
information. Therefore, the universe of discourse is partitioned into seven intervals based on a cumulative probability
distribution. PLB, the lower bound cumulative probability, and PUB, the upper bound cumulative probability, of each linguistic
value are obtained from Eqs. (1) and (2), respectively, where P ∈ [0, 1].
P1LB = 1−
n−
i=2
P iLB,
P iLB = (2i− 3)/2n, (2 ≤ i ≤ n)
(1)
PUB = j/n, (1 ≤ j ≤ n), (2)
where n denotes the amount of linguistic values and i, j denote the given order of linguistic value. The lower bound of the
first linguistic value and the upper bound of the last linguistic value are correspond directly to the lower bound and the
upper bound of the universe of discourse, respectively.
The inverse of the normal cumulative distribution function (CDF) is computed with parameters µ and σ at the
corresponding probabilities in P , whereµ denotes themean, and σ denotes the standard deviation of the data, respectively.
The normal inverse function in terms of the normal CDF is defined as
x = F−1(p|µ, σ) = {x : F(x|µ, σ) = p}, (3)
where
p = F(x|µ, σ) = 1
σ
√
2π
∫ x
−∞
e
−(t−µ)2
2σ2 dt.
Step 4. Fuzzify the historical data.
The membership degree of each enrollment is calculated to determine its linguistic value.
Step 5. Establish the fuzzy logic relations and make forecasts.
The simplified arithmetic operations proposed by Chen [38] are used to calculate the first-order fuzzy relations and the
forecasted outputs. The reason for choosing Chen’s model in this paper is that it uses simple computations rather than Song
and Chissom’s complicated max–min composition operations.
3. Proposed model and algorithm
Section 3.1 briefly introduces the conceptual basis and framework of the proposed model, and the steps of the algorithm
are described in detail in Section 3.2.
3.1. Proposed model
Time series models have utilized fuzzy theory to solve various domain forecasting problems, such as university
enrollment forecasting [33,34,39,40,38], financial forecasting [41–44], air quality forecasting [45,10], and temperature
forecasting [46,47]. However, according to the literature reviewed above, we have found several fuzzy time series issues,
such as determining a reasonable universe of discourse, inspecting the data distribution within linguistic values, recurrent
fuzzy relationships, considering the FLR weight, and so on. Therefore, fuzzy time series models in air quality forecasting
present interesting issues. In summary, the following issues are also the drawbacks of existing fuzzy time series methods:
(1) Lack of persuasiveness in determining the universe of discourse and the length of intervals; (2) Lack of consideration of
the different trend weights to assign to various fuzzy relationships; (3) Lack of consideration of the dispersal condition of
whole data.
To overcome these fuzzy time series drawbacks, we propose a two-stage linguistic partition method (see Fig. 1) to
partition the values of the attribute and consider trend weighting for various fuzzy rules. First, we use the CPDA to partition
the universe of discourse into seven intervals.We use two linguistic partitionmethods, the CPDA and theUDM, to repartition
each interval into three subintervals. Based on these two-stage partition processes, the proposed method can be more
objective and reasonable for improving the persuasiveness in determining the universe of discourse and the length of
intervals. Second, there are threemain reasons whywe propose our trend-weightedmodels. The first is to classify recurrent
fuzzy relationships into three different types of trend and assign proper weights to individual fuzzy relationships, which
were not properly handled in previous related studies. The second is to assign a proper alpha value in order to make the
forecasted value more reasonable. The third is that currently most models give fuzzy rule ‘‘equal importance’’, but actually
each fuzzy rule has a different degree of influencing predicting values. Third, with time, the data spread will change because
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Fig. 1. Research process.
of the variety and unsteady nature of the data in the time series. Therefore, we use a rule of thumb: the universe of discourse
can be partitioned by the mean and standard deviation of the data. The cumulative probability of the normal distribution is
used to determine the intervals and to resolve the data spread.
The proposed method consists of the following major steps.
Step 1. Preprocess the data and select the attributes.
Step 2. Determine the universe of discourse U .
Step 3. Partition U into N intervals by two-stage linguistic partition methods.
Step 4. Fuzzify the dataset into linguistic values and establish the fuzzy logic relationships.
Step 5. Calculate the trend weighting.
Step 6. Defuzzify the linguistic value and forecast.
Step 7. Evaluate the results.
3.2. The proposed algorithm
The detailed algorithm is now presented. It consists of seven steps, as follows.
Step 1. Preprocess the data and select the attributes.
The major tasks in data preprocessing include: (i) removing missing values, (ii) smoothing noisy data, (iii) removing
outliers, and (iv) resolving inconsistent fields [48]. In forecasting, selecting core attributes is and important step,
and attribute selection is performed to discover a subset of attributes that are relevant for the target data mining
task [49].
Step 2. Determine the universe of discourse U .
Define the universe of discourse, U , based on the range of available historical time series data, by the formula
U = [Dmin − dσ ,Dmax + dσ ], where Dmin denotes the minimum value in the universe of discourse U , Dmax denotes
the maximum value in the universe of discourse U , d represents a positive integer value, and σ is the standard
deviation.
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Step 3. Partition U into N intervals by two-stage linguistic partition methods.
Stage1. Partition the universe of discourseU intoN intervals by the CPDAmethod (weneed to testwhether the ozone
data obey the normal distribution); that is, u1 = [Dmin − dσ , x1), u2 = [x1, x2), . . . , un = (xn−1,Dmax + dσ ]
and x1 ≤ x2 ≤ · · · ≤ xn−1. According to Miller [37], the magical number seven, plus or minus two, provides
some limits on our capacity of processing information, which leads us to partition our intervals into seven
linguistic values in order to have better identity for human interpretation. Therefore, partition the universe
of discourse U into seven intervals as follows: u1 = [Dmin−dσ , x1), u2 = [x1, x2), . . . , u7 = [x2,Dmax+dσ ]
and Dmin − dσ ≤ x1 ≤ x2 ≤ Dmax + dσ .
Stage2. This paper proposes two linguistic partition methods, the CPDA and the UDM, to repartition each interval
into three subintervals (to generate n intervals).
Partition method 1: Use the CPDAmethod to repartition each interval into three subintervals. Therefore, the
universe of discourse U will be partition into 21 subintervals as follows:
u11 = [Dmin − dσ , x1), u12 = [x1, x2), u13 = [x2,Dmax + dσ ], u21 = [Dmin − dσ , x1),
u22 = [x1, x2), u23 = [x2,Dmax + dσ ], . . . , u71 = [Dmin − dσ , x1), u72 = [x1, x2),
u73 = [x2,Dmax + dσ ].
Partition method 2: Use the UDMmethod to repartition each interval into three subintervals. Therefore, the
universe of discourse U will be partition into 21 subintervals as follows:
u11 = [x10, x11) = [x0, x0 + dσ), u12 = (x1, x2) = (x1, x1 + dσ),
u13 = (x2, x3) = (x2, x2 + dσ ]
u21 = [x0, x1) = [x0, x0 + dσ), u22 = (x1, x2) = (x1, x1 + dσ),
u23 = (x2, x3) = (x2, x2 + dσ ], . . . ,
u71 = [x0, x1) = [x0, x0 + dσ), u72 = (x1, x2) = (x1, x1 + dσ),
u73 = (x2, x3) = (x2, x2 + dσ ],
where Ei = (xi3 − xi0)/3 denotes the uniform cut value, x10 = Dmin − dσ , and x73 = Dmax + dσ .
Step 4. Fuzzify the dataset into linguistic values and establish the fuzzy logic relationships.
Define the two-stage linguistic values A1, A2, . . . , Ak by Eq. (4). The aij indicate the grade of membership of uj in
fuzzy set Ai, where aij ∈ [0, 1], 1 ≤ i ≤ k, and 1 ≤ j ≤ m. Find the degree of each attribute belonging to
each Ai (i = 1, . . . ,m). If the maximum membership of the attribute is under Ak, then the fuzzified attribute is
labeled as Ak. The fuzzy logical relationships are generated based on the fuzzified attribute. In this paper, the seven
fuzzy linguistic vales, A1 = (very low concentration), A2 = (low concentration), A3 = (little low concentration),
A4 = (normal concentration), A5 = (little high concentration), A6 = (high concentration) and A7 = (very high
concentration), are applied [38]
A1 = a11/u1 + a12/u2 + · · · + a1m/um
A2 = a21/u1 + a22/u2 + · · · + a2m/um
...
Ak = ak1/u1 + ak2/u2 + · · · + akm/um.
(4)
Construct the fuzzy logical relationships and build the FLR groups. There are two substeps included in this process as
follows. (1) Establish a relationship between two consecutive linguistic values, Ai(t − 1) and Aj(t). Then, represent
the relationship in an FLR such as Ai → Aj. (2) Classify all FLRs with the same LHSs (left-hand sides) to form an FLR
group. For example, A1 → A1, A1 → A2, and A1 → A3 can be grouped as A1 → A1, A2, A3.
Step 5. Calculate the trend weighting.
Assign weights to all FLR groups based on the trend-weighted method [39]. And transfer these weights into a
normalized weight matrixWn(t), which is defined in the following equation:
Wn(t) = [W ′1,W ′2, . . . ,W ′j ] =
 W1j∑
k=1
Wk
, . . . ,
W2
j∑
k=1
Wk
, . . . ,
Wj
j∑
k=1
Wk
 . (5)
(t = 1) A1 → A1 No change Assign weight 1
(t = 2) A1 → A2 Up trend Assign weight 1
(t = 3) A1 → A1 Down trend Assign weight 2
(t = 4) A1 → A1 No change Assign weight 3
(t = 5) A1 → A3 Up trend Assign weight 1
The weights are specified as follows:w1 = 3,w2 = 1,w3 = 1,w4 = 3,w5 = 1.
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Table 2
O3 descriptive statistics (training data).
Number 214 Minima 5.9
Mean 24.74 Maxima 55.9
Median 22.83 Percentile 25 17.55
Mode 20.5 Percentile 50 22.83
Standard deviation 9.45 Percentile 75 30.9
By Eq. (5), the weight matrix is determined as
W (t) =
[
1
1+ 1+ 2+ 3+ 1 ,
1
1+ 1+ 2+ 3+ 1 ,
2
1+ 1+ 2+ 3+ 1 ,
3
1+ 1+ 2+ 3+ 1 ,
1
1+ 1+ 2+ 3+ 1
]
.
Step 6. Defuzzify linguistic and forecast.
To defuzzify the initial forecasts, the normalizedweightmatrix,Wn(t) is employed, and the defuzzifiedmatrix, Ldf (t),
is defined in Eq. (6).
Ldf (t) = [m1,m2, . . . ,mi], (6)
wheremi is the midpoint of ith linguistic interval, ui.
The process of ‘‘defuzzification’’, defined in Eq. (7), generates the initial forecast based on the attribute of O3.
Forcast(t + 1) = Ldf (t) •Wn(t)T . (7)
Step 7. Evaluate the results.
The ultimate goal of any forecasting endeavor is to get a highly accurate and unbiased forecast. We use the root
mean square error RMSE and the mean absolute percentage error MAPE as evaluation criteria for the forecast error
to identify the difference between the actual value and the forecast. They are defined as follows [41,42].
1. Root mean square error (RMSE)
RMSE =
 n∑i=1 e2i
n
. (8)
2. Mean absolute percentage error (MAPE)
MAPE = 1
n
− etAt
 (100%), (9)
where et is the forecast error of period t , et = At −F t , At presents the actual value of period t , Ft denotes forecast value
of period t , and n denotes the number of periods of evaluation.
4. Numerical analysis and comparison
To verify the proposed methods, we collected an air quality O3 dataset to evaluate the performance and compare with
other methods.
Wec present a detailed analysis of ozone monitoring data collected in Hsinchu city, Taiwan. The data consists of five
environmental pollutant concentrations (SO2, NO2, PM10, O3 and CO) and five meteorological variables (wind speed, wind
direction, air temperature, relative humidity, and solar radiation); this data was used to verify the proposed methods for
predicting the concentration of ozone in Hsinchu city. The results confirmed that the high ozone events that occur are
mainly industrial emissions of nitrogen oxide fromphotochemical processes. The data for 2007was selected as an evaluation
dataset.
To examine the improvement in performance, five other methodologies, AR, MA, ARMA, and two fuzzy time series
models, proposed by Chen [38] and Yu [41], were used as comparison models.
The detailed computation process of the proposed methods is demonstrated step by step as follows.
Step 1. Preprocess the data and select the attributes.
We collected air quality data: 365 records from the air quality inspection station dataset with O3 attribute from 1
January 2007 to 31 December 2007 in Hsinchu city, Taiwan [50]. In data preprocessing, 30 incomplete records were
removed; hence, the final empirical dataset contains 335 records. The dataset is split into two sets. One dataset,
consisting of 214 records, was used for training. The other dataset, consisting of 121 records, was used for testing.
The O3 descriptive statistics (training data) are shown in Table 2.
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Mean = 24.74
Std. Dev. = 9.45
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Fig. 2. Ozone data, showing a normal distribution.
Air pollutant in the atmosphere that has received extensive attention in the literature [31,8,51,9–11,45,12–19,32,
20,21,1,22,52,23–28,2,3,29,30].
These reports all adopt the O3 attribute to predict air quality; hence we also use the O3 attribute to forecast the air
quality.
Step 2. Determine the universe of discourse U .
According to theO3 attribute in 2007 [50], the universe of discourse for observations isU = [Dmin−dσ ,Dmax+dσ ] =
[5.9− 9.45, 55.9+ 9.45] = [−3.55, 65.35], where we set d = 1.
Step 3. Partition U into N intervals by two-stage linguistic partition methods.
Stage1. Use the O3 dataset to plot a histogram (see Fig. 2), which shows the normal distribution for O3. Hence, we
can use the CPDA method to partition U into seven intervals as follows:
u1 = [−3.55, 14.65), u2 = [14.65, 19.39), u3 = [19.39, 23.04), u4 = [23.04, 26.45),
u5 = [26.45, 30.09), u6 = [30.09, 34.84), u7 = [34.84, 65.35].
Stage2. Use two linguistic partition methods, the CPDA and the UDM, to repartition each interval into three
subintervals.
Partition method 1: Use the CPDA method to repartition each interval into three subintervals. Therefore,
partition each individual interval into three subintervals as follows:
u11 = [−3.55, 11.01), u12 = (11.01, 12.98), u13 = (12.98, 14.65],
u21 = [14.65, 16.67), u22 = (16.67, 17.69), u23 = (17.69, 19.39],
u31 = [19.39, 20.87), u32 = (20.87, 21.8), u33 = (21.8, 23.04],
u41 = [23.04, 24.29), u42 = (24.29, 25.22), u43 = (25.22, 26.45],
u51 = [26.45, 27.93), u52 = (27.93, 28.96), u53 = (28.96, 30.09],
u61 = [30.09, 32.37), u62 = (32.37, 33.48), u63 = (33.48, 34.84],
u71 = [34.84, 38.02), u72 = (38.02, 42.61), u73 = (42.61, 65.35].
Partition method 2: Use the UDM method to repartition each individual interval into three subintervals as
follows:
u11 = [−3.55, 2.52), u12 = (2.52, 8.58), u13 = (8.58, 14.65],
u21 = [14.65, 16.23), u22 = (16.23, 17.81), u23 = (17.81, 19.39],
u31 = [19.39, 20.61), u32 = (20.61, 21.83), u33 = (21.83, 23.04],
u41 = [23.04, 24.18), u42 = (24.18, 25.31), u43 = (25.31, 26.45],
u51 = [26.45, 27.66), u52 = (27.66, 28.88), u53 = (28.88, 30.09],
u61 = [30.09, 31.67), u62 = (31.67, 33.25), u63 = (33.25, 34.84],
u71 = [34.84, 45.01), u72 = (45.01, 55.18), u73 = (55.18, 65.35].
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Table 3
O3 linguistic values expressed as a fuzzy number.
Date O3 Fuzzy number
2007/1/1 21.3 A˜8
2007/1/2 20.5 A˜7
2007/1/3 18.4 A˜6
.
.
.
.
.
.
.
.
.
2007/8/28 25.8 A˜12
2007/8/29 18.6 A˜6
2007/8/31 29 A˜15
Table 4
Fuzzy logical relationship groups for the CPDA–CPDA method.
Group Fuzzy logical relationships
1 1, 2, 4, 8
2 1, 3, 4, 6, 7, 13, 14
3 1, 2, 3, 4, 5, 11, 12
4 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 19
5 4, 5, 6, 7, 8, 9, 11, 13, 14
4 1, 2, 4, 5, 9, 10, 11, 15, 17, 19
5 3, 4, 5, 6, 7, 8, 9, 13, 14, 17, 20, 21
6 5, 7, 9, 12, 13
7 3, 5, 7, 10, 11, 13, 18, 19, 21
8 4, 6, 7, 8, 9, 12, 18
9 1, 2, 4, 8
10 1, 3, 4, 6, 7, 13, 14
11 3, 4, 10, 11, 13, 16, 19
12 4, 6, 9, 11, 12, 16, 17
13 3, 5, 6, 9, 15, 18, 19, 21
14 1, 4, 12, 16
15 3, 7, 13, 15, 16, 20
16 5, 9, 14, 18, 19, 20
17 7, 14, 20, 21
18 5, 16, 17, 19
19 2, 6, 7, 9, 10, 12, 15, 16, 19, 20, 21
20 7, 13, 15, 18, 19, 20, 21
21 5, 11, 19, 20, 21
Step 4. Fuzzify the dataset into linguistic values and establish the fuzzy logic relationships.
For example, the corresponding fuzzy number of O3 = 21.3 is assigned as A˜8 on date 1 January 2007. Similarly, other
O3 values are assigned as shown in Table 3.
According to Table 3, we can derive the fuzzy logical relationships as A˜8 → A˜7, A˜7 → A˜6, . . . , A˜12 → A˜6, A˜6 → A˜15.
We classify all FLRs with the same LHSs (left-hand sides) to form an FLR group. In total, 21 fuzzy logical relationship
groups are generated. From Partition method 1 (the CPDA method), we can derive the fuzzy logical relationships
as shown in Table 4. From Partition method 2 (the UDM), we can derive the fuzzy logical relationships as shown in
Table 5.
Step 5. Calculate the trend weighting.
For example, from Table 3, the trend weight matrix of group 1 is computed as follows:
W (t) =
[
1
1+ 6+ 1+ 1 ,
6
1+ 6+ 1+ 1 ,
1
1+ 6+ 1+ 1 ,
1
1+ 6+ 1+ 1
]
= [0.11, 0.67, 0.11, 0.11].
Step 6. Defuzzify linguistic value and forecast.
Using group 1 as an example, the defuzzified matrix of group 1 is listed as
Ldf (t) = [m8,m4,m2,m1].
The initial forecast can be obtained by multiplying the defuzzified matrix by the weighting matrix as follows:
Forecast(t) = [m8,m4,m2,m1] · [0.11, 0.67, 0.11, 0.11] = 12.52.
Step 7. Evaluate the results.
The period 2007/1/1–2007/12/31 of the O3 scatter plot (see Fig. 3) is employed to initially test the proposed model.
Using the CPDA–CPDA and CPDA–UDMmethods, Fig. 4 illustrates the forecasting results for the ozone concentration
of the testing data and Table 6 is an illustration of the testing data to detail the forecasting error comparison.
The performance comparison in Table 6 clearly demonstrates the superiority of the proposed methods compared
to the other methods. It is apparent that the proposed method has the smallest RMSE for the CPDA–CPDA method
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Table 5
Fuzzy logical relationship groups for the CPDA–UDMmethod.
Group Fuzzy logical relationships
1
2 3, 8
3 2, 3, 4, 5, 6, 7, 11, 12, 13, 14
4 3, 4, 5, 6, 7, 8, 9, 10, 12, 19
5 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 19
4 3, 4, 5, 9, 10, 11, 15, 17, 19
5 3, 4, 5, 6, 7, 8, 9, 13, 14, 17, 19, 21
6 5, 7, 9, 10, 12, 14
7 3, 5, 7, 10, 11, 13, 18, 19, 20
8 4, 6, 7, 8, 9, 12, 18
9 3, 8
10 2, 3, 4, 5, 6, 7, 11, 12, 13, 14
11 3, 4, 10, 11, 13, 16, 19
12 4, 6, 8, 9, 11, 12, 17
13 3, 5, 6, 15, 18, 20
14 3, 4, 5, 9, 16, 19
15 3, 7, 12, 13, 15, 17, 19
16 9, 18, 19
17 5, 7, 14, 15, 19
18 5, 16, 17, 18
19 3, 6, 7, 9, 10, 12, 14, 15, 16, 18, 19, 20
20 5, 11, 19, 20
21 19
Table 6
The forecasting performance comparisons.
Prediction model Testing data
MAPE (%) RMSE
Proposed CPDA–CPDA 10 3.22
Proposed CPDA–UDM 9 3.35
AR(1) 19 5.02
MA(1) 52 12.95
ARMA(1, 1) 19 4.97
Chen’s [38] 30 8
Yu’s [41] 28 8.03
Note: training time period 2007/1/1–2007/8/31, testing time period
2007/9/1–2007/12/31.
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Fig. 3. Ozone concentration from 2007/01/01 to 2007/12/31.
and the lowest MAPE for the CPDA–UDM method among the comparisons. The RMSE of the proposed CPDA–CPDA
method is 3.22, and the MAPE of the proposed CPDA–UDMmethod is 9%. From the outstanding performances of the
proposed methods, we are convinced that the proposed methods are able to predict more accurately.
5. Conclusion and findings
This paper has proposed a new fuzzy time series based on a two-stage linguistic partitionmethod to predict air quality by
daily maximum O3 concentration: Stage 1, use fuzzy time series based on the cumulative probability distribution approach
(CPDA) to partition the universe of discourse into seven intervals; Stage 2, use two linguistic partition methods, the CPDA
and the uniform discretion method (UDM), to repartition each interval into three subintervals. In our empirical analysis,
there are two findings, as follows.
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Fig. 4. Predicted concentrations of ozone by the UDM–CPDA method and observed values.
Date: 12/02/08    Time: 07:56
Sample: 1 214
Included observations: 214
Autocorrelation Partial Correlation
Fig. 5. Training data lag test.
(1) The proposed model outperforms other fuzzy time series methods that only mine the FLR from time series, because
the proposed method uses simplified arithmetic operations to express each interval and considers the trend weights of
various fuzzy relationships.
(2) O3 supervision prediction is based on recent O3 concentration in recent days [17,23,2]. According to the time series lag
test (see Fig. 5) we can effectively improve the forecasting performance of conventional fuzzy time-series models. Based
on different testing periods, the time lags of O3 time series are not the same; hence the results explain that different day
of O3 may be generated by auto-regressive time series models.
In future, there are two directions for further research: (1) use the automatic partition interval method to refine the
proposed approach; (2) use an artificial intelligence (AI) method to develop a computer system for forecasting air quality.
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