Abstract-Agarwood is an important agricultural product widely used in fragrance industries. It can be found in various parts of ASEAN countries. The price of the Agarwood is determined according to its quality, which is generally decided based on certain grade. This paper proposes an intelligent grading technique for the wood using advanced signal processing of E-nose measurements. Agarwoods from Malaysia and Indonesia are classified into either high or low grade using artificial neural network. Thirty two sensor readings of the E-nose are used as the inputs of the artificial neural network. The experimental results show that the proposed technique, employing feed forward artificial neural network defined by 32-8-1 architecture and trained via Levenberg-Marquardt back propagation (LMBP) algorithm, successfully grade the Agarwood with a 100% classification rate.
INTRODUCTION

A. Agarwood
Agarwood is a fragrant wood that is usually formed from the diseased timber of the genus Aquilaria (Thymelaeceae) [1] . Good quality Agarwood is widely used as incense [2] while the low quality ones are used for essential oil extraction [3] . Agarwood is traded worldwide in significant volume and its quality very much depending on the wood resin content, aroma and region mainly from Agarwood producing countries such as Malaysia, Indonesia and India [3] [4] .Several medication benefits of Agarwood have been found recently in pharmacological study [5] and human physical condition [6] .
A variety of methods can be used in order to detect odor of a plant such as optical fiber and Gas Chromatography (GC) [4, 7] . Yet, the problem of identifying the Agarwood through GC is still ongoing investigation because of the distinctiveness and complexity of its characteristics. Other instruments such as liquid chromatography, optical microscopy [7] [8] and E-nose [9] . E-nose is able to detect odor in numerous application such as in quality of portable water [10] , classification of reagents, detection of hazardous chemicals and explosives [11] , plant malaise detection, liquor and perfumes [8] . The main sensing components of E-nose is an array of physical sensors [12] . Several methods were employed in E-nose for classification using Principal Component Analysis (PCA) [13] , Discriminant Factor Analysis (DFA) [14] and also ANN [15] [16] . ANN plays an increasing role in various applications such as in plantation, fragrance industry, and medication [13, [17] [18] [19] . The bestknown neural network using supervised learning in ANN is BP neural network [20] . The ANN has been successfully implemented for Agarwood classification [21] [22] .
Presently, the grading of quality Agarwood and oils are classified based on expertise of human sense. As a result, there is a need for a special instrumentation to classify the Agarwood instead of human expertise.
Therefore, this paper recommends a new technique employing E-nose and artificial neural network (ANN) for detecting the grades of the Agarwood based on five identified regions. The paper is organized as follows. Section II is the research methodology, section III is the results obtained, and the last section is the conclusion of this work.
II. METHODOLOGY
B. Measurement of Agarwood Sample Odor
The measurement of the Agarwood samples were based on a standard operation procedure defined by Forest Research Institute Malaysia (FRIM) [23] and the experimental setup is shown in Figure. For data preparation; ten measurements were taken from each sample; hence generating fifty E-nose readings for all samples with each reading consisted of an array of 32 sensor values contributing to 160 rows of sensors and 10 columns of datasets.
C. Data Preprocessing
After completing the data preparation, preprocessing technique was applied before beginning with ANN training and validation. All the sample data sets were normalized per sample region. The normalized 32 sensor values per sample region were set as inputs to ANN training from five Agarwood supplies. These data sets were divided into two groups of 80; one each for ANN training and validation. The ANN target assignment was as defined by Table I . 
D. ANN Architecture
A feed forward NN is made up of one or more neurons layer interconnection between input layer, hidden layer and output layer as shown in Figure 2 . Inputs are received by the input layer, which performs as a data distribution centre and fans out the inputs to the first hidden layer. Each hidden layer will first activate and transform the data before propagating them to the next layer. This process is repeated through each hidden layer until lastly all of the outputs from the last hidden layer will be associated in the output layer to construct the network outputs. 
E. ANN Modeling
The training procedure will optimize the hidden layer size with constant learning rate and momentum rate where the final goal is to minimize the SSE of the ANN training. With the intention of computing classification rate, the classification matrix was outlined in Table 2 . The table computes the high grade (HG) and the low grade (LG) agarwood testing data using threshold of 0.1. It can be observed that there is no high grade low grade data are misclassified. All the data remain in the predicted group as per targets (Table I ). The total true grade is equal to the total predicted grade shows that the classification is 100% accuracy rate as Shown in Table II . 
F. ANN Model Performance
Classification methods were then analyzed based on their SSE, R 2 and the classification rate. Figure 3 and 4 show sample measurement of the E-nose 32-array sensors for high grade and low grade data. Figure 3 indicates that there is 32-array sensors were used as high grade features which is 128 x 10 data matrix. In figure 4 , 32 x 10 data matrix are from low grade data. It can be observed that the pattern from each group can be discriminated significantly after normalization process. Figure 6 displays each model performance after 9 iterations where, the legend ' ' and '□' represents SSE and the agarwood classification accuracy percentage respectively. It can be seen from the figure, models with 1 until 10 hidden layer sizes has produced 100% accuracy. The number of hidden layer size from lowest to highest SSE is 8, 10, 1, 5, 7, 9, 4, 6, 2 and 3. However, model with hidden layer size of 8 was chosen since it has minimum SSE. Since the result is already optimized, the learning and momentum rate are set constant at 0.9 and 1 respectively. Figure 7 and 8 shows the training and validation data error respectively. Since training data error is less than that of validation data error, the ANN is a well-trained and optimized model. respectively. Then, R 2 value of training and validation are both 1.00. The SSE value from the validation data is smaller than that of the training data and the R 2 value of 1.00 for training and validation are a sign of the network model is an optimized and well-trained model. The accuracy of classification rate of the training and validation of ANN model is both 100% within the threshold value of 0.1. 
III. RESULTS
IV. CONCLUSION
The experiment above demonstrated the successful application of ANN in classifying the Agarwood into high or low grades. Thirty two array measurements of E-nose were used as the inputs of the ANN. The network optimum architecture is defined by 32-8-1 trained over 9 epochs. A very low training and validation errors were obtained. Further processing of the ANN outputs thru a classification matrix with 0.1 threshold produces 100% classification. In future, the technique can be further refined to produce finer grading and also integrate other identity such as the the origin of the Agarwood. 
