W e consider the optimal production and inventory control of an assemble-to-order system with m components, one end-product, and n customer classes. A control policy specifies when to produce each component and, whenever an order is placed, whether or not to satisfy it from on-hand inventory. We formulate the problem as a Markov decision process and characterize the structure of an optimal policy. We show that a base-stock production policy is optimal, but the base-stock level for each component is dynamic and depends on the inventory level of all other components (more specifically, it is nondecreasing). We show that the optimal inventory allocation for each component is a rationing policy with different rationing levels for different demand classes. The rationing levels for each component are dynamic and also nondecreasing in the inventory level of all other components. We compare the performance of the optimal policy to heuristic policies, including the commonly used base-stock policy with fixed base-stock levels, and find them to perform surprisingly well, especially for systems with lost sales.
Introduction
Assemble-to-order (ATO) production has become a popular strategy for manufacturing firms that seek to be both responsive and cost efficient. ATO production enables a firm to shorten its response time to its customers by staging inventory of components ahead of demand while postponing the final assembly until demand is realized. This strategy is particularly valuable when component supply leadtimes are long or the supply processes are capacitated. Furthermore, by pooling component inventories, ATO can reduce the costs of offering higher product variety, which can be useful when demand for individual end-products is variable. In addition to manufacturing, features of ATO systems are present in several other settings where demand is either correlated across several items (e.g., demand for computers and printers) or orders for multiple items from the same customer must be fulfilled simultaneously (e.g., order fulfillment at e-retailers and mail order catalogs).
An ATO strategy is increasingly being coupled with a customer differentiation strategy. Firms segment customers into different classes to which they offer the same product but with different levels of service quality. Customers may be differentiated based on the price they pay, the volume they purchase, or the length of contract to which they commit. The quality of service customers are offered may be specified in terms of penalties levied for delays and lost sales, expediting undertaken in case of shortages, or guarantees of a specified service level (e.g., a fill rate) for customers with long-term contracts. Firms affect the quality of service received by different customers via inventory allocation decisions. For example, a firm may choose not to fulfill demand from a low-priority customer to reserve inventory for future demand from higher priority customers.
Examples in industry of ATO systems with multiple customer classes are many. For instance, IBM has recently restructured the manufacturing of its server computers into two stages (Cheng et al. 2005) . In the first stage, components with long manufacturing leadtimes are built in a make-to-stock fashion. In the second stage, these components are assembled to order in response to customer demand. The demand for the servers arises from different corporate customers who can have different fulfillment time requirements and different penalties for delays. Companies such as Solectron and Flextronics that provide outsourcing manufacturing services in the electronics industry to original equipment manufacturers (OEMs) are adopting similar strategies. These contract manufacturers (CMs) often produce in the same plant the same product with minor variations for different OEMs (Benjaafar et al. 2004 ). To benefit from inventory pooling, sometimes only components, such as printed circuit boards, are produced and stocked ahead of demand, with final assembly occurring when the OEMs place their orders. Depending on their contractual agreements with the OEMs, the CMs can face penalties for delays and stockouts that can vary from one OEM to another.
In spite of their prevalence in practice, however, ATO systems are notoriously difficult to analyze and manage. The difficulty appears to be due to several factors: (a) demands for the different components being correlated, (b) supply leadtimes for different components being different, and (c) order fulfillment being dependent on the availability of multiple components. These factors make it difficult to manage components independently. For example, continuing to produce one component when there is a shortage of another may do little to improve the ability to fulfill demand. Similarly, deciding to stop production of one component without considering the inventory level of other components may not necessarily reduce overall inventory costs. Also, in systems with multiple customer classes, deciding whether or not to fulfill demand from a particular customer class cannot be carried out without considering the inventory level of all components.
In this paper, we consider a system consisting of multiple components, multiple customer classes, and a single end-product. Components are produced one unit at a time on separate production facilities with finite production rates. Components can be produced ahead of demand and held in stock but incur a holding cost that varies by component. To fulfill a customer order, all m components must be available. Otherwise, the order is lost or backordered if backorders are allowed. An order that is not immediately fulfilled from stock incurs a shortage cost (a lost sale cost or a backorder cost) that can vary from class to class. The system manager must determine when to produce a particular component and, whenever an order is placed, whether or not to satisfy it from on-hand inventory.
We formulate the problem as a Markov decision process (MDP) and characterize the structure of an optimal policy, under both the total expected discounted cost and the average cost criteria. We show that the optimal production policy for each component is a state-dependent base-stock policy, where the state of the system is specified by the vector of component inventory levels. We show that the base-stock level for each component is nondecreasing in the inventory level of other components with a unit increase in the inventory of any component leading to at most one unit increase in the base-stock level of other components. We show that the optimal inventory allocation policy consists of a multilevel rationing policy. An order from a customer class is satisfied only if the current inventory level at each component is above a certain rationing level. The rationing levels for each class at each component are state-dependent and nonincreasing in the inventory levels of other components. We show using examples that the optimal base-stock and rationing levels are sensitive to system parameters, including production rates and holding costs. However, characterizing analytically the impact of these parameters is difficult in general, and we suspect that in most cases there may not be simple relationships.
Using numerical results, we compare the performance of the optimal policy with those of two simple heuristics. The first heuristic consists of using a fixed base-stock level for each component. The second heuristic monitors the difference in the inventory level between each pair of components and stops the production of a component if this difference is above a target threshold. For both heuristics, inventory allocation is carried out via fixed rationing levels. The first heuristic is motivated by prior studies of ATO systems that have focused on evaluating base-stock policies with fixed base-stock levels. These policies are easy to implement and are common in practice. However, they are static; production decisions are not adjusted to take into account the state of the system, and there is no attempt to coordinate production of the different components once the base-stock levels have been set. The second heuristic is a dynamic policy that monitors the inventory level of all components and attempts to coordinate production in a way that mimics the optimal policy. This heuristic is clearly superior to the first one, and this is confirmed by the numerical results. Perhaps surprisingly, we find both policies to perform well relative to the optimal policy for systems with lost sales. For systems with backorders, there are cases for which the heuristics, and especially the one with fixed base-stock levels, perform poorly.
The rest of this paper is organized as follows. In §2, we offer a brief review of related literature. In §3, we present our model for systems with lost sales. In §4, we extend our analysis to a system with backorders. In §5, we also present numerical results and comparisons with heuristics. In §6, we offer a summary and few concluding comments.
Literature Review
The literature on ATO systems can be broadly classified into two categories: one dealing with systems with periodic review and one with systems with continuous review; see Song and Zipkin (2003) for a comprehensive literature review. In both streams of literature, little is known about optimal control policies. For periodic review systems, Schmidt and Nahmias (1985) studied the structure of the optimal policy for a system with two components and showed that it does not have a simple form. Rosling (1989) showed that, under some mild conditions on initial inventories, a modified base-stock policy for component replenishment is optimal. However, most other researchers dealing with periodic review have focused on performance evaluation of heuristic policies; see, for example, Hausman et al. (1998), de Kok and Visschers (1999) , Cheng et al. (2002) , Zhang (1997) , Agrawal and Cohen (2001) , Frank et al. (2004) , and references therein.
The literature on ATO systems with continuous review can be classified itself into two areas based on the underlying component supply process: (1) systems with exogenous and load-independent leadtimes and (2) systems with endogenous and load-dependent leadtimes (our paper belongs to the second category). In the first case, inventory replenishment leadtimes are assumed to be independent of the number of outstanding orders (pure inventory systems). In the second case, replenishment leadtimes are affected by the number of outstanding orders because of limitations in production capacity (integrated production-inventory systems). For both cases, component inventory is typically assumed to be managed using independent base-stock policies with fixed base-stock levels, and the assembly of the final product is instantaneous.
ATO systems with exogenous supply leadtimes (and base-stock control with independent and fixed base-stock levels) can be viewed as a set of infinite server queues-that is, G/G/ queues-with correlated arrivals. Song (1998) considered a system with Poisson demand and deterministic leadtimes modeled as M/D/ queues. She developed an efficient algorithm for computing order fill rates. Song and Yao (2002) extended this analysis to systems with stochastic component leadtimes modeled as M/G/ queues. They examined the impact of supply leadtime variability and evaluated several performance bounds that they used to examine the tradeoff between inventory and service level. Gallien and Wein (2001) also considered ATO systems in which the supply process of each component is modeled as a M/G/ queue. They evaluated a policy consisting of a fixed and common base-stock level for all components and component-dependent order leadtimes, such that a replenishment order for each component is delayed by a component-dependent leadtime.
ATO systems with load-dependent supply leadtimes and base-stock policies with fixed base-stock levels can also be viewed as queues with correlated arrivals but with a finite number of servers. Song et al. (1999) considered a system in which each component is produced on a separate production facility with a single server and exponentially distributed production times. They also assumed that there is a limit on the number N of outstanding orders with each facility, so that each facility can be modeled as an M/M/1/N queue. They showed that exact performance measures can be obtained using the matrix geometric method. Dayanik et al. (2003) developed bounds on the fill rate for systems that can be modeled as correlated M/M/1/N queues. Glasserman and Wang (1998) considered systems that can be modeled as M X /G/1 and G X /G/1 queues and obtained an asymptotic relationship between base-stock levels and target delivery leadtimes. Chen et al. (1993) considered a special ATO system with two components, each produced on a single server facility, and unlimited demand for the final product. They showed that the optimal policy for each facility is to produce as long as its inventory is below a certain threshold or if there is positive inventory at the other facility. This policy ceases to be optimal when the demand rate is finite. Finally, there is a rich literature from queuing theory on the general analysis of systems with correlated arrivals. We refer the reader to Xu (2001) for a recent review.
The literature dealing with production and inventory control with multiple demand classes is relatively limited. Ha (1997a) considered a make-to-stock queue with a single server and single component (no assembly) with Poisson demand and exponentially distributed production times. For a system with multiple customer classes and lost sales, he showed that the optimal policy is of the threshold type, where orders from the lower priority class are fulfilled as long as inventory is above a certain threshold level. Ha (1997b) extended these results to systems with backordering and two customer classes, and de Véricourt et al. (2002) generalized them to systems with N classes. Benjaafar et al. (2004) considered inventory rationing in a system with multiple products and multiple production facilities.
Our paper fits in the stream of literature on ATO systems with continuous review and load-dependent supply leadtimes. We consider an ATO system with similar characteristics to the ones treated in Song et al. (1999) and Dayanik et al. (2003) . Similar to those papers, we assume that demand forms a Poisson process, assembly is instantaneous, and components are produced on separate single server production facilities with exponentially distributed production times. Our focus on an optimal policy is, of course, different from those papers that assume a specific heuristic policy. Also, those papers treat multiple products, whereas ours considers a system with a single product. Our treatment of systems with multiple customer classes is similar to the one in Ha (1997a, b) and de Véricourt et al. (2002) , who also considered systems with single servers, exponentially distributed production times, and Poisson demand processes for each customer class. The focus of those papers is on systems with a single component produced on a single facility. Our paper appears to be the first to consider the optimal control of a system with multiple components, multiple production facilities, and multiple demand classes. It also appears to be the first to compare in this setting the performance of an optimal policy with the performance of heuristics.
Model Formulation and Structure of the Optimal Policy
We consider a system consisting of a single endproduct assembled from m components and satisfying demand from n customer classes. The components are produced one unit at a time on m separate production facilities, and the finished components are placed in inventory. Items in inventory incur a holding cost per unit per unit time that may vary from component to component. Production times are independent and exponentially distributed with mean
m. Hence, each facility can be viewed as a single server with finite service rate k . Demand for the end-product from each class l, l = 1 n, takes place continuously over time according to an independent Poisson process with rate l . Demand for the end-product from any class can be satisfied only if all m components are available. Otherwise, the demand is considered lost (or must be expedited through other means, including overtime or outsourcing to a third party). A demand from class l that cannot be immediately fulfilled from stock incurs a lost sale cost c l per unit, which can vary from class to class. Without loss of generality, we assume
Because the lost sale costs can be different for different classes, it may not always be optimal to satisfy demand from a class even if all m components are available in inventory. In fact, it might be more desirable to reject a demand from a class to reserve the available inventory for future demand from a more important class (i.e., one with a higher shortage cost). Consequently, each time an order is placed, the system manager must decide whether or not to satisfy it from on-hand inventory, if any is available. If a decision is made to satisfy an incoming order from available inventory, the product is immediately assembled and shipped to the customer. Our assumption of instantaneous assembly is consistent with most of the literature on ATO systems (Song and Zipkin 2003) . It is in part motivated by the fact that, in many ATO applications, final assembly time is significantly shorter that component production times.
In addition to determining whether or not to reject an incoming order, the system manager must constantly decide whether or not to produce any of the components. If a component is not currently being produced, this means deciding whether or not to initiate its production. If the component is currently being produced, this means deciding whether or not to interrupt its production. If the production of a component is interrupted, it can be resumed the next time the production of that component is initiated (because of the memoryless property of the exponential distribution, resuming production from where it was interrupted is equivalent to initiating it from scratch). We assume that there are no costs associated with interrupting production. This conforms to earlier treatment of production-inventory systems in the literature; see, for example, Ha (1997a, b) . This assumption is not restrictive because, as we show in Theorem 1, it turns out that it is never optimal to interrupt production of a component once it has been initiated.
The state of the system at time t can be described by the vector X t = X 1 t X m t , where
m, is a nonnegative integer denoting the on-hand inventory for component k at time t. We let h X t = m k=1 h k X k t , where h k is an increasing convex function, denote the inventory holding cost rate when the state is X t . Note that because of the possibility of interrupting production, it is not necessary to include in the state description whether a component is currently being produced. Furthermore, because both order interarrival times and production times are exponentially distributed, the system is memoryless, and decision epochs can be restricted to only times when the state changes (i.e., the completion of a component or the fulfillment of an order). The memoryless property allows us to formulate the problem as an MDP and to restrict our attention to the class of Markovian policies for which actions taken at a particular decision epoch depend only on the current state of the system.
In each state, the system manager must decide which components to produce and whether or not to accept an order from a particular customer class, should one arise. A policy specifies for each state x = x 1 x m , the action a x = u 1 u m w 1 w n , where u k = 1 means produce component k k = 1 m , u k = 0 means do not produce component k, w l = 1 means satisfy demand from class l l = 1 n , and w l = 0 means reject demand from class l. For example, in a system with two components and two demand classes, the action a x = 1 0 0 1 means that whenever the system is in state x, produce component 1, do not produce component 2, reject demand from class 1, and accept demand from class 2. As we can see, there are two types of decisions: production decisions indicated by the parameters u k and inventory allocation decisions indicated by the parameters w l . Production decisions determine for each state whether or not a component should be produced, and inventory allocation decides in which states it is best not to fulfill demand from a particular class to reserve inventory for future demand from other classes. We refer to this type of allocation as inventory rationing.
The Case of Discounted Cost
The expected discounted cost over an infinite planning horizon v x obtained under a policy and a starting state x = x 1 x m can be written as
where > 0 is the discount rate and N l t denotes the number of orders from class l that have not been fulfilled from on-hand inventory up to time t. Following Lippman (1975) , we work with a uniformized version of the problem in which the transition rate in each state under any action is = n l=1 l + m k=1 k so that the transition times 0 = t 0 ≤ t 1 ≤ t 2 ≤ · · · are such that the times between transitions t i+1 − t i i ≥ 0 are a sequence of i.i.d. exponential random variables, each with mean 1/ . This leads to a Markov chain defined by X i i ≥ 0 , where
X m t i is the state resulting from the ith transition. The introduction of the uniform transition rate allows us to transform the continuous time decision process into a discrete time decision process, simplifying the analysis considerably.
If action a is selected in state x, the next state is y with probability
where I z is an indicator function with I z = 1 if z is true and I z = 0 otherwise, and e k is the kth unit vector of dimension m and e = m k=1 e k = 1 1 1 is an m-dimensional vector of ones. Let N l t i , l = 1 n, denote the cumulative number of unfilled orders from class l after the ith transition. Then, v x in (1) can be rewritten in the equivalent form
Our objective is to choose a policy * that minimizes the expected discounted cost. The optimal cost function v * ≡ v * satisfies the following optimality equation:
Let the operators T l and T k , for l = 1 n and k = 1 m, be defined, for any real valued function v over the state space, as follows:
and
Also, without loss of generality, we rescale time so that + = 1. Then, the optimality equation in (4) can be rewritten in the following simpler form:
The operator T l is associated with decisions about whether or not to satisfy an order of type l, and the operator T k is associated with decisions about whether or not to produce component k. Note that whenever there is on-hand inventory for each component, it is optimal to satisfy demand from class l if v * x − e ≤ v * x + c l . Similarly, it is optimal to produce component k when the system is in state x if v * x + e k ≤ v * x . In the following theorem, we characterize the structure of an optimal policy. The proof of this and all subsequent results are included in the appendix available on the Management Science website at http:// mansci.pubs.informs.org/ecompanion.htm. 
m and not to fulfill it otherwise. The optimal policy has the following additional properties:
(1) The optimal base-stock level s *
(
2) A unit increase in the inventory level of component j leads to at most a unit increase in the optimal base-stock level for component
k k = j . In other words, s * k x −k + e j ≤ s * k x −k + 1. (3
) It is never optimal to interrupt the production of a component once it is initiated. (4)
The rationing level r * k l x −k for class l at component k is nonincreasing in the on-hand inventory levels of other components. That is, r * k l x −k is nonincreasing in each of the variables x j , j = k.
(5) The rationing levels are ordered as follows:
) It is always optimal to satisfy an order from class 1 if there is on-hand inventory.
Theorem 1 states that the production of each component is governed by a base-stock policy, with a base-stock level that depends on the inventory level of all the other components such that an increase in the inventory level of one component leads to either an increase in the base-stock level of other components or leaves these base-stock levels unchanged. The theorem also states that inventory allocation is controlled by a multilevel rationing policy that determines whether a demand from a particular class is satisfied. In particular, a demand from a class is satisfied only if the inventory of each component is above its rationing level for that demand class. Note that the rationing levels for a class are not necessarily identical across components. Moreover, an increase in the inventory level of one component could lead to a decrease in the rationing levels at other components.
Theorem 1 applies to two important special cases: (1) systems with multiple components but a single customer class and (2) systems with multiple customer classes but a single component. In the first case, the optimal policy reduces to a production policy only, with state-based base-stock policies for each component, where the base-stock level for each component satisfies properties 1-3 of Theorem 1. In the second case, the optimal production policy is a basestock policy with a fixed base-stock level, and the optimal inventory allocation policy is a multilevel rationing policy with fixed rationing levels; this is the case treated in Ha (1997a) . The structure of the optimal policy is illustrated in Figures 1 and 2 for a system with three demand classes and two components (details about the computational procedure used to obtain the figures can be found in §5). As we can see from Figure 1 , the optimal production policy divides the state space into four regions: region 1 where both components are produced, region 2 where component 1 is produced but not 2, region 3 where component 2 is produced but not 1, and region 4 where neither component is produced. It is important to note that other than region 1, the other three regions are transient under the optimal policy. Note also, as suggested by Theorem 1, that the optimal production policy dynamically adjusts the base-stock level of each component based on the inventory level of the other component. In particular, the optimal policy attempts to limit the gap between the inventory levels of the two components. This makes intuitive sense because there is little benefit in continuing to produce one component when the amount of inventory of the other component is significantly smaller. As illustrated in Figure 2 , the optimal rationing policy divides the state space into three regions: region 1 where demand from any class is satisfied, region 2 where demand from only classes 1 and 2 is satisfied, and region 3 where only demand from class 1 is satisfied. The boundaries of these regions highlight the fact that the rationing level at one component can be affected in dramatic ways by the inventory level at other components. For example, an increase in the inventory of component 1 from 9 to 10 leads the rationing level for class 2 to drop from 16 to 10. The superposition of Figures 1 and 2 would partition the state space into several subregions, each corresponding to a combination of (a) satisfying one or more demand classes and (b) producing one or both components or not producing at all.
Finally, we must point out that, although the structure induced by the optimal policy is independent of the specific values of system parameters, the curves describing the base-stock and rationing levels are sensitive to these values. For example, in Figures 3  and 4 , we show the optimal production and inventory allocation policies for the same system illustrated in Figures 1 and 2 except that the production rate for component 1 is significantly higher than that for component 2 1 = 5 2 = 1 . As expected, the base-stock level for component 2 is higher than that for component 1. The base-stock level for component 2 in the recurrent region is insensitive to the inventory level for component 1 (component 1 can be replenished relatively quickly and, therefore, does not play a significant role in deciding whether or not component 2 is produced). Not surprisingly, the inventory allocation decisions are also insensitive to the inventory level for component 1 and depend only on that for component 2. Unfortunately, characterizing analytically the impact of component production rates and holding costs on the parameters of the optimal policy appears difficult in general, and we suspect that in most cases there may not be simple relationships.
The Case of Average Cost
In this section, we briefly discuss the case in which the optimization criterion is the average cost per unit time over an infinite planning horizon. The main result is that the structural characteristics of the optimal policy described in the previous section for the discounted cost case carry over to the average cost case. Given a policy , the average cost is given by
The objective is to identify a policy * that yields J * x = inf J x for all states x. Such a policy is said to be optimal for the average cost criterion. 
The Case of Systems with Backorders
In this section, we consider systems in which orders that cannot be fulfilled immediately from stock are backordered and not lost. We present results only for the case with a single customer class under the discounted cost criterion. The extension to the average cost case is straightforward, and the structure of the optimal policy remains unchanged from the discounted cost case. Extending the analysis to systems with multiple customer classes appears more difficult, however, and we do not attempt it here (the analysis is more complex because there is a need to include in the state space not only information about net inventory but also backorder level from each class). When there is a single customer class, the state of the system at time t can be described by the vector Y t = Y 1 t Y m t , where Y k t is an integer that corresponds to the net inventory level of component k at time t, such that backorder level B t at time t is given by B t = max k 0 −Y 1 t −Y m t , and on-hand inventory of component k at time t is given by X k t = Y k t + B t . Let b > 0 denote the backorder cost per unit per unit time. Then, the total cost rate z Y t incurred at time t can be written as
At any time t, a control policy specifies whether or not any of the components should be produced. Let v y denote the expected discounted cost obtained under a policy and a starting state y = y 1 y m . Then, v y is given by
Our objective is to choose a policy * that minimizes the expected discounted cost. Similar to the case with lost sales, we can restrict our attention to the class of Markovian policies, and we can limit decision epochs to times when the state changes. After rate uniformization and time rescaling, the optimal cost function v * ≡ v * can be shown to satisfy the following optimality equation for any starting state y:
The operator T k k = 1 m is defined for any real valued function v over the state space as
and is associated with the decision of whether or not component k should be produced. This decision is made each time a new order arrives or any component completes production. Theorem 3 characterizes the structure of the optimal policy that retains all the properties observed in systems with lost sales. 
) It is never optimal to interrupt the production of a component once it is initiated.
The structure of the optimal production policy is illustrated in Figure 5 for a system with two components. Although the structure is similar to the one with lost sales, notice here that the base-stock levels may not always be positive. It is possible not to produce a component even though its net inventory is negative. This is not surprising because the net inventory of an item can be negative but its on-hand inventory is positive. For example, if y 1 = −7 and y 2 = −2, then backorder level is 7 and on-hand inventory level of component 1 is zero x 1 = 0 , but on-hand inventory level of component 2 is 5 x 2 = 5 . Hence, it may not be desirable to produce component 2 until the net inventory level of component 1 catches up sufficiently.
Heuristic Policies
In this section, we propose two heuristics whose performance we compare with that of the optimal policy in §5. The first heuristic consists of controlling the production of components independently of each other via a vector s = s 1 s m of fixed (i.e., state-independent) base-stock levels and controlling acceptance or rejection of orders via a vector r l = r 1 l r m l of fixed rationing levels for each class l, l = 1 n. We refer to this policy as the independent base-stock with rationing (IBR) policy. The expected discounted cost of the IBR policy can be obtained for a system with multiple classes and lost sales (for a given vector of base-stock levels s and a matrix of rationing levels r = r k l ) via the following dynamic programming equation:
where (14) with the inequality x ≥ r l taken component-wise, where r l = r 1l r kl . The IBR policy is graphically illustrated in Figures 6 and 7 for a system with two components and three customer classes (for comparison purposes, we also show the optimal policy in the background). Similar to the optimal policy, the base-stock levels define four regions in which we produce both components, one of the components, or none of the components, and the rationing levels define three regions in which we satisfy all customer classes, only customer classes 1 and 2, or only customer class 1. However, in contrast 
Optimal policy
to the optimal policy, the base-stock and rationing levels for each component are fixed and not affected by the inventory levels of other components. The advantage of the IBR policy is that it is much simpler to implement than the optimal policy because it does not require the storage of the state-dependent base-stock levels. This is important when the number of components is large and it becomes difficult to compute the optimal policy because of the exponential growth in the size of the state space. However, the IBR policy is clearly suboptimal and lacks the coordination in managing the production of different components carried out under the optimal policy. 
The second heuristic is similar to the IBR policy, except that we now introduce a coordination parameter R, such that the production of a component k is not initiated unless the difference between the inventory level of component k and the smallest inventory level among the other components is less than R. We refer to this policy as the coordinated base-stock with rationing (CBR) policy. Expected cost for the CBR policy can be obtained via the following dynamic programming equation:
where
The CBR policy is motivated by the fact that, under the optimal policy, production of the various components is coordinated. An increase (decrease) in the inventory level of one component tends to increase (decrease) the optimal base-stock level of other components. The CBR policy attempts to mimic the behavior of the optimal policy by monitoring the difference in inventory levels between different components and stopping production of a component when this difference becomes too large; see Figure 8 . This is different from the IBR policy, which does not attempt any coordination and manages the production of each component independently. Note that the IBR policy is a special case of the CBR policy and corresponds to the case where R is greater than or equal to max s 1 s m . Hence, the CBR policy will always outperform the IBR policy, with the cost of the IBR policy providing an upper bound on the CBR. The CBR policy can be further refined by letting the coordination parameter be component-dependent. This leads to a coordination vector R = R 1 R m , where R k is the coordination parameter used by component k, k = 1 m. When the number of components is small, it is straightforward to evaluate the cost under the IBR and CBR heuristics (using the policy-evaluation version of the value iteration algorithm) for a given combination of the control parameters (i.e., base-stock and rationing levels and coordination parameter). When the number of components is large, exact computation of the cost becomes difficult because of the exponential growth in the size of the state space (these are the same instances in which evaluating the optimal policy is also computationally intractable). However, for a given vector of base-stock levels, a matrix of rationing levels, and a coordination parameter, it is not difficult to evaluate the heuristics using simulation, even when the state space is large. Determining optimal values for the control parameters can be carried out via an exhaustive search over a sufficiently large range of feasible values. Because of the combinatorial nature of the problem, this is possible only when the number of components is small. For large problems, a heuristic search may be needed. This, of course, would not guarantee the optimality of the resulting parameters but may lead to reasonably good approximations. We close this section by noting that the heuristics proposed for systems with lost sales can be used for systems with backorders. In particular, for a system with a single customer class, the production of each component k could be managed using an independent fixed base-stock level s k so that the component is produced if and only if its net inventory level y k <s k . A coordination parameter R could be introduced, as in the case of lost sales, so that production of a component k takes place if and only if y k < min j =k s k y j +R .
Numerical Results
To test the performance of the optimal policy against the IBR and CBR heuristics, we carried out a series of numerical experiments for a system with two components and for a wide range of parameter values. For each problem instance, numerical results are obtained by solving the corresponding dynamic programming equation using the value iteration method. The value iteration algorithm we use is a direct adaptation of the algorithm described in Puterman (1994, Chapter 8) . We present results for the average cost criterion because they are independent of the starting state and the discount factor. The state space is truncated at −n , where n min k and n max k , k = 1 2, are positive integers that are gradually increased until the cost is no longer sensitive to the truncation level (for the case of systems with lost sales, n min k = 0). The value iteration algorithm is terminated once five-digit accuracy is obtained. Note that the value iteration algorithm suffers from "the curse of dimensionality" that afflicts dynamic programming algorithms. Because the computational effort grows exponentially in the dimensions of the state space, solving problems with more than two components is generally difficult. See Puterman for further discussion of computational complexity and convergence of the value iteration algorithm.
To identify good values for the control parameters for the IBR and CBR heuristics in the case of lost sales, we use the following heuristic search procedure (a slightly modified version of this procedure is used in the case of backorders): For the base-stock levels, we exhaustively search over the region 0 s is the largest base-stock value for component k, k = 1 2, that is observed under the optimal policy in the recurrent region. For each combination of base-stock values, we search exhaustively over all feasible values for the rationing levels and coordination parameter. For the rationing levels, this means examining for each component all values that do not exceed the base-stock level for that component. For the coordination parameter, we examine all values that do not exceed the largest of the two component base-stock levels.
Systems with a Single Customer Class
In this section, we present numerical results for systems with a single customer class. Results for systems with multiple classes are presented in §5.2. We first consider the case of lost sales and then discuss the case with backorders. For all problem instances in this section and in §5.2, we use linear holding costs with h 1 ≥ 0 and h 2 ≥ 0 being the unit holding cost rates for components 1 and 2, respectively. Representative results for systems with lost sales are shown in Tables 1 and 2 . The parameter values for the 50 examples shown were generated randomly. The results are consistent with a larger set of examples we examined, including examples in which we systemically varied the value of one parameter while fixing the values of all others (for brevity, results from this more extensive data set are not included but are available from the authors on request). The following two observations can be made. Perhaps surprisingly, the percentage cost difference between the optimal policy and the CBR heuristic is relatively small. For the instances shown, the average percentage difference is 1.14%, with a minimum of 0% and a maximum of 4.65%. The percentage cost difference between the optimal and IBR heuristic is also small, with an average percentage of 1.41%, a minimum of 0%, and a maximum of 4.75%.
We carried out similar experiments for systems with backorders. In this case, we found the performance of the heuristics to be sensitive to parameter values. Therefore, instead of presenting results with randomly generated data, we present results from three specific sets of examples. In each set, we vary the value of a single parameter while keeping all other parameter values constant. In the first set, we vary the backorder cost b, in the second set the demand rate , and in the third set the ratio 1 / 2 . We also include results from a fourth data set that represents rather extreme scenarios where the ratio 1 / 2 is high, demand rate is very low, and backorder cost is very small. Representative results from each set are shown in Tables 3 and 4 . Based on these results, the following observations can be made.
In the first three data sets, the percentage cost difference between the optimal policy and the heuristics is generally small. However, there are cases for which this difference is significant; nearly 9% for the CBR policy and in excess of 50% for the IBR policy in some examples. In the extreme scenarios of the fourth data set, the heuristics perform poorly with very large percentage cost differences between the optimal policy and the heuristics. However, in these cases, although the percentage cost differences are large, the absolute cost differences are relatively small. The CBR policy significantly outperforms the IBR policy in some cases, with the instances in which the difference between the CBR and IBR policies is large are the same as those in which the difference between the CBR and the optimal policy is also large.
In comparing the numerical results obtained for systems with backorders and systems with lost sales, it appears that the heuristics are less effective in the case of backorders. Also, although there is little difference between the IBR and the CBR policies in the case of lost sales, that difference can be significant in the case of backorders. These differences between the backorder and lost sales case are somewhat surprising. They suggest that the benefit of coordinating production among components, as carried out by either the optimal policy or the CBR heuristic, can be much more valuable for systems with backorders. A possible explanation is that in systems with backorders, the region of the state space over which coordination can take place is larger (the recurrent region is finite for lost sales but not for backorders). This is significant because the difference in inventory Table 1 Optimal Policy vs. Heuristics Note. For the optimal policy, s max k is the maximum base-stock level observed for components k in the recurrent region; for the heuristics, s k is the selected base-stock level for component k and R is the coordination parameter.
with backorders is that in the case of the former, it is always possible to set the base-stock levels at zero and reject demand from all classes. This leads to an average cost of n l=1 l c l , which provides a lower bound on the cost of the heuristics. No such policy and no such bound exist in the case of backorders in which the backlog, depending on system parameter values, can be arbitrarily large.
These results suggest four important implications for operations managers in practice: (1) simple heuristics with static parameters can be effective in managing ATO systems; (2) the effectiveness of the heuristics is greater in systems with lost sales than in systems with backorders; (3) for systems with backorders, coordination in the production of different components appears to matter more, and therefore a heuristic such as the CBR heuristic can be more useful; and (4) coordinating production is more important when there is a potential for a significant backlog, such as when the utilization of one or more of the production facilities is high.
Systems with Multiple Customer Classes
For systems with multiple classes and lost sales, we carried out a series of numerical experiments first to evaluate the performance of the heuristics, second to examine the impact of differences in the shortage costs among different classes, and third to assess the benefit of rationing inventory among different classes as indicated by the optimal policy. We consider a system with two components and two demand classes, 1 and 2, with lost sale costs c 1 and c 2 , respectively. We obtain the average cost for the system under (1) the optimal policy, (2) a policy in which orders are fulfilled on a first come-first served (FCFS) basis, regardless of their class, and (3) the IBR and CBR heuristics. Under the FCFS policy, the optimal average cost J FCFS is obtained by solving the following dynamic programming equation:
and T k is as defined in (6).
Representative results from our experiments are shown in Figure 9 and Table 5 . In Figure 9 (a), we compare the average cost of the optimal policy to that of the FCFS policy as we vary the ratio c 1 /c 2 by increasing c 1 and holding c 2 fixed. In Figure 9 (b), we do the same except that we vary the ratio c 1 /c 2 by increasing c 1 and decreasing c 2 while holding c 1 +c 2 constant. In Table 5 , we compare the average cost of the optimal policy to the average cost of the heuristics as we vary the ratio c 1 /c 2 while holding c 1 +c 2 fixed. Based on these numerical results, the following observations can be made:
• As shown in Table 5 , both the CBR and IBR heuristics perform well for a wide range of values of c 1 /c 2 . For the cases shown, the maximum percentage difference between any of the two heuristics and the optimal policy is less than 1.5%. This is consistent with the results obtained for systems with a single customer class and supports the argument that simple heuristics can be effective for systems with lost sales.
• As illustrated in Figure 9 (a), the difference in average cost between the optimal policy and the FCFS policy increases dramatically as the lost sale cost of one of the demand classes increases. For large values of c 1 /c 2 , this difference can be significant. For example, when c 1 /c 2 = 10, the average cost of the FCFS policy is more than triple that of the optimal policy. Although the average cost increases under both policies, the increase under the optimal policy is relatively modest even when the ratio c 1 /c 2 is high, whereas the increase under the FCFS is linear.
• As shown in Figure 9 (b), the difference in average cost between the optimal policy and the FCFS policy also increases as one demand class becomes more expensive and the other less expensive, with the differences becoming significant when c 1 /c 2 is large. However, in contrast to the results of Figure 9 (a), the average cost of the FCFS policy is unaffected by changes in c 1 /c 2 , whereas that of the optimal policy actually decreases.
The behavior of the FCFS policy with respect to changes in c 1 and c 2 can be explained as follows. The probability of a rejected order being of class l is l / l l , and the expected lost sales cost of a Table 4 Control Parameters for the Optimal and Heuristic Policies for Systems with Backorders for the Cases in Table 3 Optimal CBR IBR s rejected order is l c l l / l l . Consequently, the total expected cost would increase linearly with increases in the lost sale cost of an individual class as long as the costs of the other classes are held fixed. This is the case for the system shown in Figure 9 (a). However, the total expected cost remains unchanged if an increase in the lost sales cost of one class is offset by a reduction in the cost of another class so that l c l l / l l remains constant. This is true for the system shown in Figure 9(b) , in which the quantity l c l l / l l = c 1 +c 2 is held fixed. The behavior of the optimal policy is a little less obvious to explain. It appears that increasing c 1 leads the optimal policy to ration inventory more aggressively in favor of class 1. This reduces the probability that a class 1 demand is rejected, which lessens the impact of the increase in c 1 . In the case of Figure 9 (b), This allows for even more aggressive rationing in favor of class 1, accompanied with an overall reduction in inventory. The net effect is a reduction in total cost. For operations managers in practice, the results of this section highlight the importance of customer differentiation and inventory rationing. Regardless of whether the rationing is done optimally or via a heuristic, it is important to differentiate between customers and to make inventory allocation decisions that take into account the cost differences between different customer classes. In fact, inventory allocation among customers seems to be a more critical function (based on the results for systems with lost sales) than production coordination among components.
Summary and Concluding Comments
In this paper, we considered the optimal production control and inventory allocation of an ATO system consisting of a single product, m components, and n customer classes. We showed that the optimal production policy for each component is a state-dependent base-stock policy, in which the base-stock level for each component is nondecreasing in the inventory level of other components. We showed that the optimal inventory allocation is a state-dependent, multilevel rationing policy in which the component rationing level for each class is nonincreasing in the inventory level of other components. Because obtaining the optimal base-stock levels and the optimal rationing levels can be computing-intensive when the number of components is large, we proposed simple heuristics with fixed parameters. For cases in which it is possible to compare the heuristics to the optimal policy, we found the heuristics to perform well for systems with lost sales. For systems with backorders, there are cases in which the cost differences between the heuristics and the optimal policy are significant. The results presented in this paper provide a first step toward a better understanding of the structure of the optimal policy for assembly systems and for identifying useful heuristics. There are several avenues for future research. In particular, it would be of interest to consider systems with multiple products, in which each product may require only a subset of the components, systems with variable order sizes in which the order size distribution varies with product and demand class, and systems with multiple echelons in which the assembly takes place over several stages. We expect the problem to become considerably more difficult with each additional feature, and it is not clear whether the optimal policy would continue to have a recognizable structure. However, it may still be possible to identify effective heuristics. Finally, it would be useful to develop performance evaluation models in which, assuming the structure of the production and inventory allocation policy, closedform expressions or efficient numerical procedures provide estimates of total cost. For systems with a single component and multiple classes, such procedures are available; see, for example, Ha (1997a) and de Véricourt et al. (2002) . However, for systems with multiple components, the task seems difficult even for systems with a single class (Song and Zipkin 2003) . Nevertheless, approximate models or numerical procedure might be possible to construct for some special cases.
An online supplement to this paper is available on the Management Science website (http://mansci.pubs. informs.org/ecompanion.html).
