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 本論文は 7章構成であり、以下の内容である。 
 第 1章「序論」では、研究背景、研究目的および本論文の構成について述べてい
る。 























 スパースコーディングとは式(1)のように、入力信号 yを辞書 D(            
 )の尐ない基底 d(      )の線形和で近似表現できる手法である。nは入力信号と
基底の次元数であり、mは辞書サイズである。 
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に対応するスパース係数は xiである。K-SVDの入力が画像で、スパース制限 Tが 3








 ここでは、画像 Yからあるサイズの画像パッチを切って K-SVDの入力とする。
また、本論文で使用した画像パッチのサイズが全て 8[pixel]×8[pixel]である。K-
SVDが基底を求める流れとしては、まず辞書 Dを既知量にしてスパース係数 Xを求



























画素を Piとして、その平滑値 smooth(w)を式(3)で計算する。 
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 ここで、qは計算窓の数である。原信号 Yに対応する全ての平滑ベクトルからな
る行列を smooth(Y)とし、辞書 Dの基底 diに対応する平滑ベクトルからなる行列を
smooth(D)とし、式(1)に対して、式(6)のように近傍画素類似性制約を導入した（提
案手法 1）。ここで σは平滑制約調整のための重み値である。 
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項として導入する。画像パッチ yiのエッジ画像 canny(yi)及び基底 diのエッジ画像
canny(di)を計算する。エッジ画像中で、エッジ部分を 1、他の部分を 0としてエッジ
情報を表す。原信号 Yに対応する全ての canny(yi)を並べた行列を canny(Y)とし、辞
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 実験で学習した辞書 Dのパラメータを表 1に示す。まずσとωを 0.5に設定し、
K-SVDに対して提案手法 1~3が学習した辞書の基底画像の変化を観察する。次に、
制約項の制約が弱い際（σを 0.1に、ωを 0.02に設定）、提案手法 1~3と K-SVDが
学習した辞書を比較する。 
 
表 1 学習した辞書のパラメータ 
手法 辞書サイズ スパース制限 T 制約項 
K-SVD 256 25 なし 
提案手法 1 256 25 σ=0.5 
提案手法 2 256 25 ω=0.5 
提案手法 3 256 25 σ=0.5, ω=0.5 
提案手法 1 256 25 σ=0.1 
提案手法 2 256 25 ω=0.02 










底 diの j番目の計算窓の平滑値である。なお、式(8)は、近傍画素類似性 Sが良いほ
ど値が小さくなる。 
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 実験で学習した辞書 Dの RMSEと近傍画素類似度 Sを表 2に示す。 
 
表 2 RMSEと近傍画素類似度 Sの結果 
手法 RMSE S 
K-SVD 0.0137 5.9647e+03 
提案手法 1 0.0321 1.8531e+03 
提案手法 2 0.0418 3.6520e+03 
提案手法 3 0.0560 1.8399e+03 
提案方式 1 0.0148 5.6202e+03 
提案方式 2 0.0136 5.6669e+03 
提案方式 3 0.0152 5.6494e+03 
  
 K-SVDが学習した辞書の基底画像を図 5.1に示す。近傍画素類似性のみ（提案手
法 1）、エッジ特徴のみ（提案手法 2）、両者とも（提案手法 3）を新たな制約項と
してスパースコーディングに導入し、σとωを 0.5に設定する際に学習した辞書の




























































図 5.7 提案手法 3（σ=0.1,ω=0.02）が学習した基底画像 
 
 表 2から、σとωを 0.5に設定する際、提案手法 1~3は、K-SVDより基底画像の
近傍画素類似性が高いが、信号の復元力は低下した。σを 0.1に、ωを 0.02に設定





















は第 3章と同じものであり、人画像辞書の学習データは 2756枚の人画像から 2000
枚をランダムに選択し、それらから 10万個の 8[pixel]×8[pixel]の画像パッチをラン
ダムに選択して（1枚画像に 50個の画像パッチ）、輝度のみを学習データとした。
学習データの前処理は第 3 章と同じで、画像パッチ中の各画素を[0, 1]の値に変換後、
パッチ中の画素の平均値を引いた値として正規化する。実験で学習したランダム画
像辞書と人画像辞書のパラメータを表 3に示す 。 
 
表 3 学習した辞書のパラメータ 
手法 辞書サイズ スパース制限 T 制約項 学習画像 
K-SVD 256 1,5,10 なし ランダム画像 
提案手法 1 256 1,5,10 σ=0.5 ランダム画像 
提案手法 2 256 1,5,10 ω=0.5 ランダム画像 
K-SVD 256 1,5,10 なし 人画像 
提案手法 1 256 1,5,10 σ=0.1 人画像 
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と同じもの、表 3.3のテスト画像パッチがランダム画像から選んだもの。   
 
表 3.1 RMSE比較結果（テスト画像：人画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0338 0.0363 
K-SVD（T=5） 0.0154 0.0162 
K-SVD（T=10） 0.0099 0.0100 
提案手法 1（T=1） 0.0403 0.0431 
提案手法 1（T=5） 0.0215 0.0249 
提案手法 1（T=10） 0.0162 0.0185 
提案方式 2（T=1） 0.0610 0.0632 
提案方式 2（T=5） 0.0360 0.0365 
提案方式 2（T=10） 0.0287 0.0291 
 
 
表 3.2 RMSE比較結果（テスト画像：人画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0307 0.0342 
K-SVD（T=5） 0.0136 0.0150 
K-SVD（T=10） 0.0086 0.0098 
提案手法 1（T=1） 0.0367 0.0407 
提案手法 1（T=5） 0.0193 0.0231 
提案手法 1（T=10） 0.0145 0.0171 
提案方式 2（T=1） 0.0589 0.0610 
提案方式 2（T=5） 0.0346 0.0352 
提案方式 2（T=10） 0.0274 0.0281 
 
 
表 3.3 RMSE比較結果（テスト画像：ランダム画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0706 0.0689 
K-SVD（T=5） 0.0488 0.0429 
K-SVD（T=10） 0.0396 0.0313 
提案手法 1（T=1） 0.0946 0.0857 
提案手法 1（T=5） 0.0612 0.0575 
提案手法 1（T=10） 0.0524 0.0467 
提案方式 2（T=1） 0.0911 0.0911 
提案方式 2（T=5） 0.0681 0.0642 






















































































底数の平均差μと標準偏差 Zを表 4に示す。 
 
表 4  基底数の平均差μ、標準偏差 Z比較結果 
手法 平均差μ 標準偏差 Z 
K-SVD（T=1） 7.875 6.292 
K-SVD（T=5） 7.875 4.559 
K-SVD（T=10） 6.875 5.149 
提案手法 1（T=1） 6 4.351 
提案手法 1（T=5） 6.750 6.083 
提案手法 1（T=10） 8.375 6.840 
提案方式 2（T=1） 8.750 6.981 
提案方式 2（T=5） 6.875 3.862 
提案方式 2（T=10） 8.750 6.094 
 




  表 3.1~3の RMSE比較結果から、ランダム画像から学習した基底がランダム画像
の方に、人画像から学習した基底が人画像の方に対して、復元能力が高いことがわ
かった。 












 実験で学習した辞書のパラメータを表 5に示す 。 全部で 27種類の辞書を学習し
た。 
表 5 基底学習のパラメータ 
手法 辞書サイズ n スパース制限 T 制約項 学習画像 
K-SVD 96, 128, 256 1,5,10 なし 人画像 
提案手法 1 96, 128, 256 1,5,10 σ=0.5 人画像 
提案手法 2 96, 128, 256 1,5,10 ω=0.5 人画像 
 
 
 学習した 27種類の辞書基底画像をそれぞれ k-means法（クラスタ数 16）でクラス
タリングした。k-meansの実装が、MATLABの kmeans関数と二乗ユークリッド距離
尺度を使用した。 
 図 8.1~9に、K-SVDが学習した 9種類の辞書の基底画像を示す。図 8.10~18に、




















































図 8.5 K-SVD（n=128、T=5）の基底画像 
 

























































図 8.12 提案手法 1（n=256、T=10）の基底画像 
 
















図 8.14 提案手法 1（n=128、T=5）の基底画像 
 


























































図 8.21 提案手法 2（n=256、T=1）の基底画像 
 





図 8.23 提案手法 2（n=128、T=5）の基底画像 
 





















 図 8.1~9に示している K-SVDが学習した 9種類の辞書基底画像のクラスタリング
結果を図 9.1~9に示す。図 8.10~18に示している提案手法 1が学習した 9種類の辞書
基底画像のクラスタリング結果を図 9.10~18に示す。図 8.19~27に示している提案手











































































































































































































































































































































































































































































                                     0          0.25         0.5         0.75           1          +∞ 
図 10 スパース係数の絶対値の和の量子化 
 
 
 ここでは、0から 0.25未満の値を 0に、0.25から 0.5未満の未満の値を 0.25に、






図 11.1~27に示す。図 9.1~9に示している K-SVDが学習した 9種類の辞書の各基底
クラスタに対応する可視化図形を図 11.1~9に示す。図 9.10~18に示している提案手
法 1が学習した 9種類の辞書の各基底クラスタに対応する可視化図形を図 11.10~18


























































































































































































































































































































































































































 人物追跡評価のデータセットとして TownCentre Dataset[11]を用い、複数物体追跡
の精度指標であるMOTA(Multiple Object Tracking Accuracy[12])による評価を行なっ
た。 
 
     (  
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表 8  K-SVDと提案手法 1、2 の基底画像クラスタの分布 
を用いて、MOTAの評価結果 
 MOTA[%] 
手法 n T th=0 th=0.2 th=0.4 th=0.6 th=0.8 
K-SVD 96 1 46.33816 46.38336 46.0217 46.74503 45.84087 
K-SVD 96 5 45.61483 45.20796 46.06691 46.97107 46.74503 
K-SVD 96 10 46.47378 45.4792 46.15732 46.83544 46.51899 
提案手法 1 96 1 45.52441 46.42857 45.02713 46.06691 46.15732 
提案手法 1 96 5 47.10669 46.15732 46.15732 46.51899 46.38336 
提案手法 1 96 10 46.69982 45.25317 46.24774 48.01085 46.20253 
提案手法 2 96 1 45.52441 45.52441 45.52441 45.52441 45.434 
提案手法 2 96 5 46.11212 45.434 45.66004 45.66004 45.61483 








表 9 特徴量の次元数とMOTAの評価結果 
特徴 特徴量の次元数 MOTA[%] 
従来（人物の移動距離お
よび大きさの変化） - 41.72 
提案（基底画像クラスタ




 表 8に示している K-SVDと提案手法 1、2の基底画像クラスタの分布の評価結果
から、最も低い精度の 45.02713%（提案手法 1、辞書サイズ n=96、スパース制限
T=1、th=0.4）でも、従来方式（41.72%）より高いことを示している。また、thが
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 本論文は 7章構成であり、以下の内容である。 
 第 1 章「序論」では、研究背景、研究目的および
本論文の構成について述べている。 
 第 2 章「関連研究」では、スパースコーディング
と K-SVDに関する先行研究について述べている。 




















 第 7 章「結論」では、まとめと今後の課題につい
て述べている。 
 
図 1 K-SVDと提案手法で学習した辞書の基底画像 
 








習した辞書の比較結果を表 1と表 2に示す。 
 





K-SVD（T=1） 0.0706 0.0689 
K-SVD（T=5） 0.0488 0.0429 
K-SVD（T=10） 0.0396 0.0313 





K-SVD（T=1） 0.0338 0.0363 
K-SVD（T=5） 0.0154 0.0162 




























































および大きさの変化） - 41.72 
提案（基底画像クラス
タの分布） 16 46.34 
 
よって、基底画像クラスタ分布は人物領域の特徴
量を表していると考えられる。 
今後の課題としては、辞書サイズ、辞書の学習手
法、制約項の有無とパラメータ値、クラスタ数等の
最適値を検討することが挙げられる。
 
