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Abstract
Let −Dω(·, z)D + q be a differential operator in L2(0,∞) whose leading coefficient contains the
eigenvalue parameter z. For the case that ω(·, z) has the particular form
ω(t, z) = p(t)+ c(t)2/(z − r(t)), z ∈ C \ R,
and the coefficient functions satisfy certain local integrability conditions, it is shown that there is
an analog for the usual limit-point/limit-circle classification. In the limit-point case mild sufficient
conditions are given so that all but one of the Titchmarsh–Weyl coefficients belong to the so-called
Kac subclass of Nevanlinna functions. An interpretation of the Titchmarsh–Weyl coefficients is given
also in terms of an associated system of differential equations where the eigenvalue parameter ap-
pears linearly.
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Let p and q be real-valued functions on [0,∞) such that 1/p and q are locally inte-
grable. Then −DpD + q defines a (maximal) Sturm–Liouville operator in L2(0,∞). The
closure of its restriction to functions with compact support in (0,∞) is a symmetric differ-
ential operator with defect numbers (1,1) or (2,2), corresponding to the occurrence of the
limit-point or limit-circle case at infinity, respectively. In the limit-point case, i.e., when the
defect numbers are (1,1), the self-adjoint realizations are given by boundary conditions of
the form
(pu)′(0) = τu(0),
where τ ∈ R ∪ {∞}. Under mild conditions on the functions p and q the corresponding
Titchmarsh–Weyl functions belong to the Kac subclass of Nevanlinna functions, except
when τ = ∞, cf. [7,11–13,17]. The boundary condition u(0) = 0 when τ = ∞ gives the
generalized Friedrichs extension, cf. [9,10].
A formal generalization of the Sturm–Liouville equation which involves the eigenvalue
parameter z ∈ C rationally is
−(ω(·, z)u′)′ + qu = zu, z ∈ C, (1.1)
where
ω(t, z) = p(t) + c(t)
2
z − r(t) , z ∈ C \
{
r(t): t ∈ (0,∞)}, (1.2)
and p, q , c, and r are real-valued functions. A different type of generalization is of the
form
−(pu′)′ +
(
q + s
z − r
)
u = zu. (1.3)
Such equations, sometimes called Hain–Lüst equations, appear in several areas of applied
mathematics, such as hydrodynamics [2,8,18], astrophysics [2], fluid dynamics [19], and
polymerisation chemistry [14].
There are various ways to put problems of the type (1.1) with a ‘floating singularity’
as in (1.2), or of type (1.3), in a mathematical framework. Associating with them a linear
system of differential equations in which the eigenvalue parameter appears linearly, these
problems can be approached via blocks of operators. The resulting self-adjoint boundary
value problems on a compact interval were considered in [3,5,16] for (1.3) and in [21] for
(1.1) in the regular case, and in [15] for (1.3) in a particular singular case.
In the present paper the limit-point/limit-circle alternative for (1.1) on the halfline
(0,∞) and its implications for the associated linear system of differential equations are
investigated. In particular, in the limit point case it is shown that under mild conditions
the Titchmarsh–Weyl coefficient for all but one self-adjoint extension belongs to the Kac
class N1, and the exceptional case corresponds to the generalized Friedrichs extension.
The organization of the paper is as follows. In Section 2 Green’s formula for (1.1)
is derived. This leads to the limit-point/limit-circle classification in Section 3, which is
analogous to the standard case. In Section 4, estimates for the solutions of the system
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in the limit-point case belongs to the Kac class N1 (Theorem 5.1). These results are suit-
ably adapted from [12]. In Section 6 a linear system of differential equations associated
with (1.1) is considered in which the eigenvalue parameter appears linearly. The associated
maximal and minimal operators are defined. It is shown that if (1.1) is in the limit-point
case, then the minimal operator has defect numbers (1,1) and its self-adjoint extensions
are characterized by boundary conditions at 0 (Proposition 6.3). Finally, in Section 7 some
examples are considered. In particular, it is shown that all solutions of (1.1) for z ∈ C \ R
may belong to L2(0,∞), whereas the minimal operator of the parameter-linear system has
defect numbers (1,1).
2. Parameter-linear systems of differential equations
2.1. Integrability conditions on the coefficients
Let p, q , c, and r be real-valued measurable functions on the interval (0,∞). For the
differential equation (1.1) to make sense, it is assumed that
q ∈ L1loc[0,∞), (2.1)
and that
1
ω(·, z) ∈ L
1
loc[0,∞) for all z ∈ C \ R. (2.2)
In the following proposition a sufficient condition for (2.2) is given in terms of the coeffi-
cients involved in ω(·, z).
Proposition 2.1. Assume that p(t) = 0 a.e. on (0,∞). Then for all z ∈ C \ R,
1
|ω(t, z)|  h(t, z), t ∈ (0,∞), (2.3)
where h(t, z) with z = x + iy ∈ C \ R is given by
h(t, z) = 2|p(t)| max
{
1,
|x| + |r(t)|
y
}
, t ∈ (0,∞). (2.4)
In particular, if 1/p and r/p belong to L1loc[0,∞), then (2.2) is satisfied.
Proof. Observe that for z = x + iy ∈ C \ R,
ω(t, z) = p(t) + c(t)
2(x − r(t))
(x − r(t))2 + y2 − i
yc(t)2
(x − r(t))2 + y2 . (2.5)
Divide (0,∞) into the three disjoint subsets
M1 =
{
t ∈ (0,∞): (x − r(t))p(t) 0},
M2 =
{
t ∈ (0,∞): (x − r(t))p(t) < 0, c(t)2|x − r(t)|2 2  1 ∣∣p(t)∣∣
}
,(x − r(t)) + y 2
S. Hassi et al. / J. Math. Anal. Appl. 295 (2004) 258–275 261M3 =
{
t ∈ (0,∞): (x − r(t))p(t) < 0, c(t)2|x − r(t)|
(x − r(t))2 + y2 >
1
2
∣∣p(t)∣∣}.
Then it follows that
∣∣ω(t, z)∣∣


|p(t)| if t ∈ M1,
1
2 |p(t)| if t ∈ M2,
y
2
|p(t)|
|x−r(t)| if t ∈ M3,
which immediately leads to (2.3) when h(t, z) is defined by (2.4). If 1/p and r/p belong
to L1loc[0,∞), it is clear from (2.4) that h(·, z) ∈ L1loc[0,∞). 
The conditions involving p and r in Proposition 2.1 seem to be quite general, although
they are clearly not necessary for (2.2). From (2.5) it is also clear that the conditions 1/c ∈
L1loc[0,∞) and r/c ∈ L1loc[0,∞) are sufficient for (2.2), although it is not very natural to
have conditions involving 1/c and r/c.
2.2. The corresponding first order system
With the differential equation (1.1) there is associated a system of first order linear
differential equations. Let a(z) and b(z) be holomorphic functions on C \R. For z ∈ C \R
let u(·, z) be the solution of the following homogeneous system of differential equations:{−(pu′1 + cu2)′ + (q − z)u1 = 0,
cu′1 + (r − z)u2 = 0,
(2.6)
with initial values given by{
u1(0, z) = a(z),
(pu′1 + cu2)(0, z) = b(z).
(2.7)
The second equation of (2.6) is equivalent to
u2(t, z) = c(t)
z − r(t)u
′
1(t, z), (2.8)
and a substitution of (2.8) into the first equation of (2.6) leads to the initial value problem
for u1(·, z) consisting of (1.1) and the initial conditions
u1(0, z) = a(z),
(
ω(·, z)u′1(·, z)
)
(0) = b(z). (2.9)
Conversely, if u1(·, z) is a solution of (1.1) with initial conditions (2.9), define u2(·, z) by
(2.8), so that the second equation in (2.6) is satisfied. Moreover, the identity
pu′1 + cu2 = ω(·, z)u′1(·, z)
shows that the first equation in (2.6) is satisfied. The initial value problem (1.1), (2.9) is
clearly equivalent to the integral equation
u1(t, z) = a(z)+ b(z)
t∫
0
dτ
ω(τ, z)
+
t∫
0
1
ω(τ, z)
( τ∫
0
(
q(s)− z)u1(s, z) ds
)
dτ.
(2.10)
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each z ∈ C \ R. Due to the particular structure of ω(·, z) in (1.2), it follows that for each
t ∈ [0,∞) the function u1(t, z) is holomorphic in z ∈ C \ R. See, e.g., [20, Sections 16
and 17] for existence, uniqueness, and holomorphy of the solution in the standard case; the
proof in the present case is completely analogous.
2.3. Green’s formula
Since the differential expression in the left-hand side of (1.1) depends on the parameter
z ∈ C \R, the usual Green’s formula needs an adaptation. Assume that the conditions (2.1)
and (2.2) are satisfied. Let u(·, z) be a solution of (1.1), let v(·,w) be a solution of (1.1)
with z replaced by w, and define the ‘Lagrange brackets’ of u(·, z) and v(·,w) by[
u(t, z), v(t,w)
]= u(t, z)ω(t,w)v′(t,w) − ω(t, z)u′(t, z)v(t,w). (2.11)
Observe that
ω(t, z) − ω(t,w)
z − w¯ = −
c(t)
z − r(t)
c(t)
w¯ − r(t) . (2.12)
The following version of Green’s formula is now easily checked by means of (2.11) and
(2.12); for all b > 0,
b∫
0
(
u(t, z)v(t,w) + c(t)u
′(t, z)
z − r(t)
c(t)v′(t,w)
w¯ − r(t)
)
dt
= [u(b, z), v(b,w)] − [u(0, z), v(0,w)]
z − w¯ . (2.13)
3. The limit-point/limit-circle classification
Parallel to the usual Sturm–Liouville equation there is a limit-point/limit-circle classifi-
cation for (1.1). The present exposition follows [6, pp. 226–229]; see also [1,4,13,22]. The
standing assumptions in this section are (2.1) and (2.2). Then it follows from Section 2
for each −π/2 < α  π/2 that the eigenvalue problem (1.1) has two linearly independent
solutions ϕ(·, z) and ψ(·, z), holomorphic in z outside the closure of the range of r , which
are defined by the initial conditions{
ϕ(0, z) = sinα, ψ(0, z) = cosα,
ω(0, z)ϕ′(0, z) = − cosα, ω(0, z)ψ ′(0, z) = sinα. (3.1)
Every solution of (1.1) is a linear combination of ϕ(·, z) and ψ(·, z). The function χ(·, z)
defined by
χ(·, z) = ϕ(·, z) + m(b, z,β)ψ(·, z) (3.2)
satisfies the boundary condition
cosβ χ(b, z)+ sinβ ω(b, z)χ ′(b, z) = 0, −π/2 < β  π/2, (3.3)
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m(b, z,β) = −A cotβ + B
C cotβ + D, (3.4)
where
A = ϕ(b, z), B = ω(b, z)ϕ′(b, z), C = ψ(b, z), D = ω(b, z)ψ ′(b, z).
In terms of the Lagrange brackets notation in (2.11) these definitions give rise to the fol-
lowing identities:
AD¯ − BC¯ = [ϕ(b, z),ψ(b, z)], C¯D −CD¯ = −[ψ(b, z),ψ(b, z)].
Furthermore, it follows from the initial conditions (3.1) that
AD − BC = 1.
For a fixed b and z the point m(b, z,β) describes a circle Cb in the complex plane when β
varies over [0,π), whose center m˜b and radius rb are given by
m˜b = AD¯ − BC¯
C¯D − CD¯ = −
[ϕ(b, z),ψ(b, z)]
[ψ(b, z),ψ(b, z)]
and
rb = |AD −BC||C¯D − CD¯| =
1
|[ψ(b, z),ψ(b, z)]| . (3.5)
Since [ψ(·, z),ψ(·, z)](0) = 0 (due to (2.11) and (3.1)), it follows from Green’s formula
(2.13) that
b∫
0
(∣∣ψ(t, z)∣∣2 + ∣∣∣∣c(t)ψ ′(t, z)z − r(t)
∣∣∣∣
2)
dt = [ψ(b, z),ψ(b, z)]
2i Im z
. (3.6)
The equation for the circle Cb can be expressed by[
χ(b, z),χ(b, z)
]= 0, (3.7)
and it follows from the definition (3.2) of χ(·, z) that[
χ(0, z),χ(0, z)
]= −2i Imm(b, z,β). (3.8)
Now (3.7), (3.8), and Green’s formula (2.13) lead to
Imm(b, z,β)
Im z
=
b∫
0
(∣∣χ(t, z)∣∣2 + |c(t)χ ′(t, z)|2|z − r(t)|2
)
dt. (3.9)
As b gets larger, the new circles are contained in the previous ones; the reasoning in [6] also
applies to the present situation. Hence there is a limit-circle (limb→∞ rb > 0) or there is a
limit-point (limb→∞ rb = 0). The identities (3.5), (3.6), and (3.9) then show the following
alternative for the eigenvalue problem (1.1).
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u(·, z), c(·)
z − r(·) u
′(·, z) ∈ L2(0,∞), z ∈ C \ R, (3.10)
and in the limit-point case there is precisely a one-dimensional space of solutions u(·, z)
of (1.1) satisfying (3.10). In the last case these solutions are multiples of
χ(·, z) = ϕ(·, z) + m(z)ψ(·, z),
where m(z) is ‘the limit-point,’ and in fact
m(z) − m(w)
z − w¯ =
∞∫
0
(
χ(t, z)χ(t,w) + c(t)χ
′(t, z)
z − r(t)
c(t)χ ′(t,w)
w¯ − r(t)
)
dt. (3.11)
4. Some estimates for the parameter-linear system
In this section the results from [12, Section 3] are extended to the present situation. As-
sume that the conditions (2.1) and (2.2) are satisfied. Define the functions Q0(x), P(x, z),
and Pi(x, z), i = 0,1, by
Q0(x) =
x∫
0
∣∣q(t)∣∣dt, P (x, z) =
x∫
0
1
ω(t, z)
dt, Pi(x, z) =
x∫
0
t i
|ω(t, z)| dt.
(4.1)
The function Ψ stands for Ψ (t) = tet , so that Ψ is real-valued, continuous, and non-
decreasing on [0,∞) with Ψ (0) = 0.
Lemma 4.1. Assume that the conditions (2.1) and (2.2) are satisfied. Let u1(·, z) be the
solution of the initial-value problem (1.1), (2.9). Then for all x ∈ [0,∞) and all z ∈ C \ R:∣∣u1(x, z)− a(z)− b(z)P (x, z)∣∣

(∣∣a(z)∣∣+ ∣∣b(z)∣∣P0(x, z))Ψ
( x∫
0
Q0(t) + |z|t
|ω(t, z)| dt
)
. (4.2)
Proof. It follows from (2.10) and (4.1) that
∣∣u1(x, z)∣∣ ∣∣a(z)∣∣+ ∣∣b(z)∣∣
x∫
0
dt
|ω(t, z)| +
x∫
0
Q0(t) + |z|t
|ω(t, z)| M(t, z) dt, (4.3)
where
M(t, z) = max ∣∣u1(s, z)∣∣.
0st
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M(x, z)
∣∣a(z)∣∣+ ∣∣b(z)∣∣P0(x, z) +
x∫
0
Q0(t) + |z|t
|ω(t, z)| M(t, z) dt. (4.4)
This inequality is solved in the usual way and leads to
M(x, z)
(∣∣a(z)∣∣+ ∣∣b(z)∣∣P0(x, z))exp
( x∫
0
Q0(t) + |z|t
|ω(t, z)| dt
)
.
Hence the statement follows. 
For each z ∈ C \ R the values of the composite function involving Ψ in Lemma 4.1,
Ψ
( x∫
0
Q0(t) + yt
|ω(t, iy)| dt
)
,
can be made arbitrarily small when x is restricted to a sufficiently small interval to the
right of zero. For later purposes it will be enough to consider such intervals for z on the
positive imaginary axis. For this purpose consider the following uniform local integrability
assumption:
1
|ω(·, iy)|  h1(·) ∈ L
1
loc[0,∞), y  1. (4.5)
A sufficient condition for the assumption (4.5) to hold is already implied by Proposi-
tion 2.1.
Corollary 4.2. Assume that p(x) = 0 a.e. on (0,∞) and that 1/p, r/p ∈ L1loc[0,∞). Then
the assumption (4.5) is satisfied with h1 = (2/|p|)max{1, |r|}.
The uniform local integrability condition (4.5) gives the following uniform estimate.
Lemma 4.3. Assume that the assumptions (2.1) and (4.5) are satisfied, and let u(·, z) be
the solution of the initial-value problem (1.1), (2.9). For each 0 < c0 < 1 there exist y0  1
and a function δ : [y0,∞) → (0,1) such that for y → ∞,
(i) δ(y) → 0,
(ii) yδ(y) → ∞,
and for all y  y0 and x ∈ [0, δ(y)],
Ψ
( x∫
0
Q0(t) + yt
|ω(t, iy)| dt
)
 c0. (4.6)
Consequently,∣∣u(x, iy)− a(iy)− b(iy)P (x, iy)∣∣ c0(∣∣a(iy)∣∣+ ∣∣b(iy)∣∣P0(x, iy)). (4.7)
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Ψ
( x∫
0
Q0(t) + yt
|ω(t, iy)| dt
)
 Ψ
( x∫
0
h1(t)
(
Q0(t) + yt
)
dt
)
(4.8)
for all y  1. Since h1 ∈ L1loc[0,∞) and q ∈ L1loc[0,∞), h1 and q satisfy the assumptions
in [12] made on 1/p and q . Therefore, by [12, Lemma 3.2] there are y0 > 0 and a function
δ : [y0,∞) → (0,1) satisfying (i) and (ii) such that
Ψ
( x∫
0
h1(t)
(
Q0(t) + yt
)
dt
)
 c0
for all x ∈ [0, δ(y)]. With this and (4.8), the estimate (4.6) follows if it is assumed that
y0  1. Finally, by Lemma 4.1 the inequality (4.7) holds for every y  y0 and 0 
x  δ(y). 
Lemma 4.4. Assume that the conditions (2.1) and (4.5) are satisfied, and let u(·, z) be
the solution of the initial-value problem (1.1), (2.9). Choose 0 < c0 < 1 and let δ(y) :
[y0,∞) → (0,1) be a function as in Lemma 4.3. Then for y  y0 and b > 1,
b∫
0
∣∣u(t, iy)∣∣2 dt > (1 − c0)2δ(y)∣∣a(iy)∣∣2
− 2(1 + c0)2
∣∣a(iy)b(iy)∣∣
δ(y)∫
0
P0(t, iy) dt. (4.9)
Proof. It follows from (4.7) that there are complex numbers ζ1 (= ζ1(x, y)) and ζ2
(= ζ2(x, y)) with |ζ1|, |ζ2| c0, such that for all y  y0 and 0 x  δ(y),
u(x, iy) = a(iy)(1 + ζ1) + b(iy)
(
P(x, iy)+ ζ2P0(x, iy)
)
.
The triangle inequality implies∣∣u(x, iy)∣∣2  (1 − c0)2∣∣a(iy)∣∣2 − 2(1 + c0)2∣∣a(iy)b(iy)∣∣P0(x, iy)
+ ∣∣b(iy)(P(x, iy) + ζ2P0(x, iy))∣∣2. (4.10)
To obtain the estimate (4.9), delete the last term in the right-hand side of (4.10), integrate
both sides of the resulting inequality from 0 to δ(y), and then use δ(y) < 1 < b. 
5. The Titchmarsh–Weyl coefficient in the limit-point case
Assume that the conditions (2.1) and (2.2) are satisfied, and assume that (1.1) is in
the limit-point case. The Titchmarsh–Weyl coefficient m(z) in Proposition 3.1 depends on
the parameter α in the initial conditions (3.1), so denote it by mα(z). Moreover, if mβ(z)
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then
mβ(z) = mα(z) + tan(α − β)1 − tan(α − β)mα(z) , (5.1)
since the functions ϕα(·, z)+mα(z)ψα(z) and ϕβ(·, z)+mβ(z)ψβ(·, z) are linearly depen-
dent. In particular, if mα(z) = m(z) for α = 0, then
mα(z) = m(z) − tanα1 + tanαm(z) . (5.2)
Recall that N1 is the Kac class of all Nevanlinna functions m(z) for which
∞∫
1
Imm(iy)
y
dy < ∞,
cf. [12, Section 2]. Sufficient conditions for the Titchmarsh–Weyl coefficient to be in N1
are given in the following theorem.
Theorem 5.1. Assume that the conditions (2.1) and (4.5) are satisfied, and assume that
(1.1) is in the limit-point case. Let δ(y) : [y0,∞) → (0,1) be a function as in Lemma 4.3
and assume that
∞∫
y0
1 + y ∫ δ(y)0 P0(t, iy) dt
y2δ(y)
dy < ∞. (5.3)
Then m(z) ∈ N1 and
lim
y→∞m(iy) = 0.
Proof. Putting the parameter α = 0, it follows from the boundary conditions (3.3) that the
function u(·, z) = χ(·, z), defined in (3.2), satisfies (1.1), (2.9) with
a(z) = m(b, z,β), b(z) = −1. (5.4)
The equality (3.9) implies that for y > 0,
∣∣m(b, iy,β)∣∣ Imm(b, iy,β) y
b∫
0
∣∣u(t, iy)∣∣2 dt. (5.5)
Choose b > 1. Then it follows from (5.4), (5.5), and Lemma 4.4 that∣∣m(b, iy,β)∣∣> (1 − c0)2yδ(y)∣∣m(b, iy,β)∣∣2
− 2(1 + c0)2y
∣∣m(b, iy,β)∣∣
δ(y)∫
0
P0(t, iy) dt,
where c0, y0, and the function δ(y) are as in Lemma 4.3. This implies
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2y
∫ δ(y)
0 P0(t, iy) dt
(1 − c0)2yδ(y)  C
1 + y ∫ δ(y)0 P0(t, iy) dt
yδ(y)
(5.6)
with a constant C > 0 only depending on c0, and the estimate in the right-hand side is
independent of b. After taking the limit b → ∞ in (5.6), integration of this inequality leads
to
∞∫
y0
|m(iy)|
y
dy C
∞∫
y0
1 + y ∫ δ(y)0 P0(t, iy) dt
y2δ(y)
dy < ∞.
Clearly, this implies that m(z) ∈ N1 and that m(iy) → 0 as y → ∞. 
Condition (5.3) is quite technical. However, it is a rather mild condition which can be
verified in simple terms. For this define
Hi(x) =
x∫
0
t ih1(t) dt, i = 0,1, H01(x) =
x∫
0
H0(t) dt.
Proposition 5.2. Assume that one of the following functions
H01(δ)
H1(δ)
h1(δ) (5.7)
or
H0(δ)
δ
(5.8)
is integrable in a neighborhood of 0. Then the assumption (5.3) in Theorem 5.1 is satisfied.
Proof. Apart from a change in notation, this proposition coincides with [12, Proposi-
tion 5.1]. 
6. The maximal and minimal realizations
Associated with the system (2.6) is the formal differential expression
Tˆ :=
(−DpD + q −Dc
cD r
)
.
Since the system (2.6) cannot be written as a first order system of differential equations,
the usual method for differential operators (under minimal conditions) to obtain a minimal
and a maximal operator cannot be used. In order to define the minimal and the maximal
operator in the Hilbert space (L2(0,∞))2 the following local regularity conditions are
assumed:
p, c are absolutely continuous on (0,∞), p′, c′, q, r ∈ L2loc(0,∞). (6.1)
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differential expression Tˆ induces the following linear operator:
Tˆ : (L2(0,∞))2 → (D′(0,∞))2.
Clearly, Tˆ is continuous and hence closed.
Denote the inner product in (L2(0,∞))n by ( · , · ) and the canonical sesquilinear forms
on (D′(0,∞))n × (C∞0 (0,∞))n and (H−1loc (0,∞))n × (H 1c (0,∞)) by 〈 · , · 〉 and 〈 · , · 〉1,
respectively, where the positive integer n will be clear from the context, H−1loc (0,∞) is
the space of distributions on (0,∞) which belong locally to the Sobolev space H−1 and
H 1c (0,∞) is the set of distributions with compact support in (0,∞) which belong to the
Sobolev space H 1.
Lemma 6.1. The operator Tˆ satisfies
〈Tˆ u, v〉 = (u, Tˆ v), u ∈ (L2(0,∞))2, v ∈ (C∞0 (0,∞))2, (6.2)
or, equivalently,
Tˆ ∗ = Tˆ  (C∞0 (0,∞))2. (6.3)
Proof. For u ∈ (L2(0,∞))2 and v ∈ (C∞0 (0,∞))2,
〈Tˆ u, v〉 = 〈(−DpD + q)u1, v1〉− 〈Dcu2, v1〉 + 〈cDu1, v2〉 + 〈ru2, v2〉
= 〈pDu1,Dv1〉 + 〈qu1, v1〉 + 〈cu2,Dv1〉 + 〈cDu1, v2〉 + 〈ru2, v2〉.
Now observe that
〈pDu1,Dv1〉 = 〈Du1,pDv1〉1 = (u1,−DpDv1),
and similar identities are valid for the other terms. This leads to the identity (6.2). 
The restriction T0 = Tˆ  (C∞0 (0,∞))2 is also called the pre-minimal operator. Define
the maximal operator Tmax on (L2(0,∞))2 by
domTmax =
{
u ∈ (L2(0,∞))2: Tˆ u ∈ (L2(0,∞))2},
Tmaxu = Tˆ u, u ∈ domTmax.
It is clear that Tmax is closed. Finally, let Tmin be the closure of T0 in (L2(0,∞))2.
Proposition 6.2. Assume the local regularity conditions (6.1). The operator Tmin is a
densely defined closed symmetric restriction of Tmax with equal defect numbers and
T ∗min = Tmax. Every self-adjoint extension T of Tmin satisfies Tmin ⊂ T ⊂ Tmax.
Proof. It follows from (6.3) that T0 is symmetric. From the definitions of T0, Tmax, and
Tmin and from (6.3) it is clear that T ∗min = Tmax. The statements about the extensions follow
from well-known results. Finally, observe that since Tmax is a differential operator with
real coefficients, u ∈ ker(Tmax − z) if and only if u¯ ∈ ker(Tmax − z¯). Hence Tmin has equal
defect numbers. 
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(1.1), and the second component is uniquely determined by (2.8). Hence, if in addition to
(6.1), also (2.2) is assumed, it follows that
dim ker(Tmax − z) 2, z ∈ C \ R.
Therefore, Tmin has defect numbers (0,0), (1,1), or (2,2). The case of defect num-
bers (0,0) has been excluded via the limit-point/limit-circle alternative above, see in partic-
ular (3.10). Consider the limit-point case and, for α ∈ (−π/2,π/2], denote the L2-solution
of (1.1) by
χα(·, z) = ϕα(·, z) + mα(z)ψα(·, z).
Then ker(Tmax − z) is spanned by
Ξα(·, z) =
(
χα(·, z)
c(·)
z−r(·) χ
′
α(·, z)
)
, (6.4)
and (3.11) can be written as
mα(z) − mα(w)
z − w¯ =
[
Ξα(·, z),Ξα(·,w)
]
,
which expresses the fact that mα(z) is the Weyl-function (or Q-function) for the minimal
operator Tmin (which need not be completely non-selfadjoint) and a certain self-adjoint
extension T (α) of Tmin.
Proposition 6.3. Assume the regularity conditions (2.2) and (6.1) and that the limit-point
case holds at ∞. For α ∈ (−π/2,π/2] the selfadjoint extension T (α) of Tmin which cor-
responds to mα(z) is given by the boundary condition:
domT (α) = {u ∈ domTmax : sinαu1(0) = cosα(pu′1 + cu2)(0)}, (6.5)
and T (α) = Tmax  domT (α).
Proof. Note that
Ξα(·, z) = Ξα(·,w) + (z − w)
(
T (α) − z)−1Ξα(·,w),
so the element Ξα(z) − Ξα(w) ∈ domT (α) satisfies the boundary condition determined
by T (α). It follows from the initial conditions (3.1) that
χα(0, z)− χα(0,w) =
(
mα(z) − mα(w)
)
cosα,
and
ω(0, z)
(
χ ′α(0, z)− χ ′α(0,w)
)= (mα(z)− mα(w)) sinα,
which leads to (6.5). 
If mβ(z) corresponds to the boundary condition (6.5) with α replaced by β , then it
is connected to mα(z) by (5.1). In particular, if mα(z) = m(z) for α = 0, then (5.2)
expresses mα(z) in terms of m(z). If m(z) ∈ N1 and limz→∞ m(z) = 0, then for all
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lows that mα(z) ∈ N \ N1. The boundary condition u(0) = 0, corresponding to α = π/2,
determines the generalized Friedrichs extension of Tmin.
Recall from [10,11] that the self-adjoint extensions T (α) in (6.5) with α ∈ (−π/2,π/2)
behave like rank one perturbations of the extension T (0), while the extension T (π/2) can
be obtained via a completion procedure from the corresponding minimal operator. In par-
ticular, for all α ∈ (−π/2,π/2) the domains dom |T (α)|1/2 coincide with each others and
the completion of the domain of the minimal operator with respect to the form generated
by the modulus |T (α)| (or with respect to the graph topology of |T (α)|1/2 which is inde-
pendent of α ∈ (−π/2,π/2)) produces the domain dom |T (π/2)|1/2 as a one-dimensional
restriction of dom |T (α)|1/2. Due to the analogy with the case where the minimal opera-
tor is semibounded, the selfadjoint extension T (π/2) is called the generalized Friedrichs
extension, see [9,10].
7. Examples: defect numbers
In this section some examples of systems of differential equations of the form (2.6) are
considered and some of their spectral properties are investigated.
Example 7.1 (Constant coefficient functions). Let the coefficient functions be constant. For
each z ∈ C \ R there are two solutions of
−
(
p + c
2
z − r
)
u′′1 + (q − z)u1 = 0, (7.1)
which are of the form u1(t, z) = eµ(z)t with
µ2(z) = q − z
p + c2/(z − r) . (7.2)
This leads to the equation
(z − r)(z − q)+ pµ2(z)(z − r) + µ2(z)c2 = 0. (7.3)
For all z ∈ C \ R it follows that µ2(z) ∈ C \ R¯− . Indeed, assuming that µ2(z) is real, the
imaginary part of (7.3) gives
2 Re z = r + q −pµ2(z),
where Im z = 0 has been used, and the real part gives
−1
4
(
r − q + pµ2(z))2 + µ2(z)c2 − (Im z)2 = 0.
But this is impossible if µ2(z)  0. Thus µ(z) ∈ C \ iR for all z ∈ C \ R, and therefore
one solution µ(z) in (7.2) has positive real part, and the other one, −µ(z), has negative
real part. Hence, all solutions of (7.1) belonging to L2(0,∞) are precisely the multiples of
u1(t, z) = e−µ(z)t . Surely, then
u2(t, z) = −cµ(z)e−µ(z)t
z − r
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has defect numbers (1,1) and the limit-point case prevails.
Using (7.2), it follows that the functions ϕ and ψ with α = 0 in (3.1) are given by
ϕ(t, z) = − µ(z)
q − z sinh
(
µ(z)t
)
, ψ(t, z) = cosh(µ(z)t).
Hence, together with (7.2),
ϕ(·, z) + µ(z)
q − zψ(·, z) ∈ L
2(0,∞),
which shows that
m(z) = µ(z)
q − z .
Example 7.2 (Power type coefficient functions). The substitution x + 1 → 1/t is used,
which maps (0,∞) onto (0,1). This has the advantage that the point ∞ moves to 0, and
for certain classes of coefficient functions it will be possible to use results for regular and
regular singular differential equations for limit-point and limit-circle classifications.
With the above notation, set
f˜ (t) = f (x)
for any function f on (0,∞). From
dt
dx
= d
dx
1
x + 1 = −
1
(x + 1)2 = −t
2
it follows that
∞∫
0
∣∣f (x)∣∣2 dx =
1∫
0
∣∣∣∣ f˜ (t)t
∣∣∣∣
2
dt,
which gives uj ∈ L2(0,∞) if and only if vj ∈ L2(0,1), j = 1,2, where vj (t) = u˜j (t)/t .
The differential equations (2.6) and (1.1), respectively, have to be rewritten in terms
of v. Since also u2 = (c/(z − r))u′1 is needed, conditions for u2 ∈ L2(0,∞) will be given
in terms of v1. From
u′1(x) =
dt
dx
du˜1
dt
(t) = −t2 d
dt
(
tv1(t)
)= −t3v′1(t) − t2v1(t)
and (2.8) it follows that u2 ∈ L2(0,∞) if and only if (c˜/(z − r˜))(t2v′1 + tv1) ∈ L2(0,1).
Now consider the case that p(x) = cp(x + 1)α , q(x) = cq(x + 1)β , c(x) = (x + 1)γ ,
r(x) = (x + 1)ν , where cp > 0, cq ∈ R, α,β, γ,µ ∈ R. Then the differential equation (1.1)
becomes
− d
dx
(
cp(x + 1)α + (x + 1)
2γ
z − (x + 1)ν
)
u′1 +
(
cq(x + 1)β − z
)
u1 = 0. (7.4)
The above transformation leads to
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dt
(
cpt
−α + t
−2γ
z − t−ν
)
t2
d
dt
(
tv1(t)
)+ (cqt−β+1 − zt)v1(t)
= −t2 d
dt
([
cpt
3−α + t
3−2γ
z − t−ν
]
v′1(t) +
[
cpt
2−α + t
2−2γ
z − t−ν
]
v1(t)
)
+ (cqt−β+1 − zt)v1(t)
= −t2
[(
cpt
3−α + t
3−2γ
z − t−ν
)
v′′1 (t)
+
(
cp(3 − α)t2−α + (3 − 2γ ) t
2−2γ
z − t−ν − ν
t2−2γ−ν
(z − t−ν)2 + cpt
2−α + t
2−2γ
z − t−ν
)
v′1(t)
+
(
cp(2 − α)t1−α + (2 − 2γ ) t
1−2γ
z − t−ν − ν
t1−2γ−ν
(z − t−ν)2 − cqt
−β−1 + zt−1
)
v1(t)
]
.
This can be rewritten as
0 =
[
cp − t
α−2γ+ν
1 − ztν
]
v′′1 (t)
+ 1
t
[
cp(4 − α) − (4 − 2γ ) t
α−2γ+ν
1 − ztν − ν
tα−2γ+ν
(1 − ztν)2
]
v′1(t)
+ 1
t2
[
cp(2 − α) − (2 − 2γ ) t
α−2γ+ν
1 − ztν − ν
tα−2γ+ν
(1 − ztν)2 − cqt
α−β−2 + ztα−2
]
v1(t).
Now assume cp = 1 and put α = 4, γ = 5/2, ν = 1, β = 2, cq = 2(1 − cp). Then[
cp − 11 − zt
]
v′′1 (t) +
1
t
[
1
1 − zt −
1
(1 − zt)2
]
v′1(t)
+ 1
t2
[
−2cp + 3 11 − zt −
1
(1 − zt)2 − 2(1 − cp) + zt
2
]
v1(t) = 0. (7.5)
Note that for z ∈ C \ R the coefficient of v′′1 (t) is bounded away from zero. The coefficient
of v′1(t),
− z
(1 − zt)2 ,
is bounded, and the coefficient of v1(t),
1
t
z
(1 − zt)2 −
2z2
(1 − zt)2 + z = zt
−1 + O(1),
has a singularity at t = 0. Therefore, the problem is regular singular.
The differential equation (7.5) has two linearly independent solutions, which near zero
have the form
w1(t) = tg1(t), w2(t) = w1(t) log t + g2(t),
where g1, g2 are power series near zero. Without loss of generality, g1(0) = 1 can be
chosen; then g2(0) = (1 − cp)/z. Obviously, w1,w2 ∈ L2(0,1), and also
c˜(t) (
t2w′1(t) + tw1(t)
)= t−5/2−1 O(t2)= O(t1/2) ∈ L2(0,1).z − r˜(t) z − t
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c˜(t)
z − r˜(t)
(
t2w′2(t) + tw2(t)
)= t−5/2
z − t−1
(
t2O(log t) + tg2(0) + O
(
t2
))
= t
1/2
1 − zt
(
O(log t) + O(1))+ t1/2
1 − zt g2(0)
= O(t1/2 log t)+ t1/2
1 − zt g2(0),
where t1/2 log t ∈ L2(0,∞), (t1/2/(1 − zt))g2(0) /∈ L2(0,∞). Since g2(0) = (1 − cp)/
z = 0, it follows that the problem is in the limit-point case.
This shows that it is possible for (1.1) to have two linearly independent solutions in
L2(0,∞), but the minimal operator Tmin associated with (2.6) has defect numbers (1,1).
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