For a continuous flow on a compact metric space, the aim of this paper is to prove a Conley-type decomposition of the strong chain recurrent set. We first discuss in details the main properties of strong chain recurrent sets. We then introduce the notion of strongly stable set as an invariant set which is the intersection of the ω-limits of a specific family of nested and definitively invariant neighborhoods of itself. This notion strengthens the one of stable set; moreover, any attractor results strongly stable. We then show that strongly stable sets play the role of attractors in the decomposition of the strong chain recurrent set; indeed, we prove that the strong chain recurrent set coincides with the intersection of all strongly stable sets and their complementary.
Introduction
Let φ = {φ t } t∈R be a continuous flow on a compact metric space (X, d). In the celebrated paper [5] , Charles Conley introduced the notion of chain recurrence. A point x ∈ X is said to be chain recurrent if for any ε > 0 and T > 0, there exists a finite sequence (x i , t i ) i=1,...,n ⊂ X × R such that t i ≥ T for all i, x 1 = x and setting x n+1 := x, we have d(φ t i (x i ), x i+1 ) < ε ∀i = 1, . . . , n.
The set of chain recurrent points, denoted by CR(φ), results closed, invariant and it (strictly) contains the set of non-wandering points. In the same paper, Conley defined attractor-repeller pairs as follows. We know that a set A ⊂ X is an attractor if it is the ω-limit of a neighborhood U of itself, that is A = ω(U). Similarly, a set which is the α-limit of one of its neighborhoods is a repeller. Given an attractor A, he proved that the set A * , constituted by the points x ∈ X whose ω-limit has empty intersection with A, is a repeller, hence called the complementary repeller of A. Successively, Conley investigated the refined link between chain recurrence and attractors, showing that CR(φ) = {A ∪ A * : A is an attractor} .
As an outcome, he made explicit a continuous Lyapunov function which is constant on the connected components of the chain recurrent set and strictly decreasing outside. The construction of such a function is essentially based on the closure and countability of the sets A ∪ A * . This result is considered so important that it is sometimes called the fundamental theorem of dynamical systems, see e.g. [13] .
In the same year, Robert Easton in [8] defined strong chain recurrent points substituting condition (1) by
Moreover, he connected this stronger notion to the property for the corresponding Lipschitz first integrals to be constants. The set of strong chain recurrent points is denoted by SCR(φ).
For Y ⊂ X, we define Ω(Y, ε, T ) to be the set of x ∈ X such that there is a strong (ε, T )-chain from a point y ∈ Y to x, and Ω(Y ) := ε>0, T >0
Ω(Y, ε, T ).
Let f be a homeomorphism on a compact metric space (X, d). We remark that Albert Fathi and Pierre Pageaut recently gave a new insight into the subject (see [10] and [14] ). Their point of view is very different from the one of Conley's original work and it is inspired by the celebrated work of A. Fathi in Weak KAM Theory (see [9] ). This approach is based on a re-interpretation from a purely variational perspective of chain recurrent and strong chain recurrent sets. One of their fundamental results is the construction of a Lipschitz continuous Lyapunov function which is constant on the connected components of the strong chain recurrent set and strictly decreasing outside (see Proposition 4.2 in [14] ). An adaptation of Fathi and Pageault's techniques for a flow φ = {φ t } t∈R which is Lipschitz continuous for every t ≥ 0, uniformly for t on compact subsets of [0, +∞), can be found in [1] . This paper is devoted to investigate -in the original spirit of Conley's work-the structure of the strong chain recurrent set SCR(φ) for a continuous flow on a compact metric space. In order to describe our results in some more details, we need to introduce the notion of strongly stable set. The next definition comes after a careful understanding of how SCR(φ) dynamically strengthens CR(φ).
DEFINITION.
A closed set B ⊂ X is strongly stable if there exist ρ > 0, a family (U η ) η∈(0,ρ) of closed nested neighborhoods of B and a function
bounded on compact subsets of (0, ρ), such that
In particular, B is (closed and) invariant and so ω(B) = B. The above notion -see Remark 4.1-strengthens the one of stable set, or Lyapunov stable set (cfr. [3] (Page 1732) and [4] (Paragraph 1.1)). Moreover, as shown in Example 4.1, any attractor results strongly stable. Analogously to the case of attractors, given a strongly stable set B, we define its complementary B
• to be the set of points x ∈ X whose ω-limit has empty intersection with B. We first prove the next result.
is the intersection of all strongly stable sets in X which contain ω(Y ), that is Ω(Y ) = {B : B is strongly stable and ω(Y ) ⊆ B} .
The proof is divided into two main parts, corresponding to the two inclusions. The most delicate point is understanding and making explicit the family of strongly stable sets which actually decomposeΩ(Y ).
As an outcome, we establish that strongly stable sets play the role of attractors in the decomposition of the strong chain recurrent set. More precisely, we prove that SCR(φ) admits the following Conley-type decomposition:
THEOREM 2. If φ : X × R → X is a continuous flow on a compact metric space, then the strong chain recurrent set is given by
We notice that equality (4) turns into (2) in the case where SCR(φ) = CR(φ). The paper is organized as follows. Section 2 is devoted to preliminaries. In Section 3 we discuss in details the main properties of strong chain recurrent sets. The proofs of the theorems above are given in Section 4; we conclude with an example in a 1-dimensional case.
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Preliminaries
Throughout the whole paper, φ : R × X → X is a continuous flow on a compact metric space (X, d). We use the notation φ(t, x) = φ t (x). This section is devoted to introduce some standard notions. Through the whole paper, cl denotes the closure and B(x, ε) the open ball with center x ∈ X and radius ε > 0.
A set C ⊂ X is called invariant if for any x ∈ C it holds φ t (x) ∈ C for all t ∈ R; in such a case, φ t (C) = C for any t ∈ R. A set C ⊂ X is called forward invariant if for any x ∈ C one has φ t (x) ∈ C for all t ≥ 0. We now recall the well-known definition of limit sets, which describe the long term behavior of a subset Y ⊂ X subjected to the flow φ. Definition 2.1. (ω-limit and α-limit sets)
The limit sets of Y ⊂ X are given by
We point out that the above definition can be formulated in the more general case where X is a Hausdorff space (not necessarily compact), see e.g. [12] , [11] and [15] .
In the sequel we collect some useful facts about ω(Y ), in the case where (X, d) is a compact metric space. Equivalent properties hold for α(Y ). We refer to [7] , [15] and [16] for an exhaustive treatment of the subject.
(c) x ∈ ω(Y ) if and only if there are sequences y n ∈ Y and t n ∈ R, t n → +∞, such that lim n→+∞ φ tn (y n ) = x.
In particular, a closed set C is invariant if and only if C = ω(C). Moreover, for any
In the celebrated paper [5] , Conley introduced attractors, repellers and a weak form of recurrence, called chain recurrence.
Definition 2.2. (Attractor and repeller)
A subset A ⊂ X is called attractor if there exists a neighborhood U of A such that ω(U) = A. Similarly, a set which is the α-limit of a neighborhood of itself is called repeller.
Given an attractor A ⊂ X, let us define
The sets A * and C(A, A * ) are called respectively the complementary (or dual) repeller of A and the connecting orbit of the pair (A, A * ). The next properties hold (see [2] , [5] and [15] ).
(ii) A point x ∈ X is said to be chain recurrent if for all ǫ > 0 and T > 0, there exists an (ǫ, T )-chain from x to x. The set of chain recurrent points is denoted by CR(φ).
Expressed in words, a point is chain recurrent if it returns to itself by following the flow for a time great as you like, and by allowing an arbitrary number of small jumps. In the same paper [5] , Conley described the structure of the chain recurrent set CR(φ) in terms of attractor-repeller pairs and, as an outcome, proved the intimate relation between chain recurrence and Lyapunov functions. We first recall the notion of continuous Lyapunov function and then we state the so-called Conley's decomposition theorem.
Definition 2.4. (Lyapunov function)
A function h : X → R is a Lyapunov function for φ if h • φ t ≤ h for every t ≥ 0.
Theorem 2.1. (Conley's decomposition theorem)
Let φ : R × X → X be a continuous flow on a compact metric space.
(i) The chain recurrent set is given by
(ii) There exists a continuous Lyapunov function h : X → R which is constant on the connected components of the chain recurrent set and strictly decreasing outside, that is
for all x ∈ CR(φ) and t ≥ 0.
In the same year, Robert Easton in [8] strengthened chain recurrence by substituting (6) with the condition that the sum of the jumps is arbitrarily small, as explained in the next Definition 2.5. (Strong chain recurrence) (i) Given x, y ∈ X, ǫ > 0 and T > 0, a strong (ǫ, T )-chain from x to y is a finite sequence
(ii) A point x ∈ X is said to be strong chain recurrent if for all ǫ > 0 and T > 0, there exists a strong (ǫ, T )-chain from x to x. The set of strong chain recurrent points is denoted by SCR(φ).
Clearly, the set of fixed points, and -more generally speaking-the one of periodic points, is contained in SCR(φ) ⊆ CR(φ). Moreover, SCR(φ) and CR(φ) are easily seen to be invariant and closed (see e.g. [5] , [2] and [18] ).
Strong chain recurrence in compact metric spaces
For fixed ε > 0 and T > 0, let us define
In the next lemmas, we collect the main properties of the sets Ω(Y, ε, T ) andΩ(Y, ε, T ).
Proof. Let ε 1 ∈ (0, ε). If there exists a strong (ε 1 , T )-chain from a point y ∈ Y to x ∈ X, then replacing x by any point x 1 ∈ B(x, ε − ε 1 ) we obtain a strong (ε, T )-chain from y to
and a strong (ε + η 2
, T )-chain from a point y ∈ Y to x 1 . Replace x 1 by x and obtain a strong (ε + η, T )-chain from y to x.
modulus of uniform continuity of φ t 1 and let y 1 ∈ Y such that d(y, y 1 ) < δ. Replacing y by y 1 , we obtain a strong (ε + η, T )-chain from y 1 to x.
There exists a strong (ε + ζ, T )-chain from a point y ∈ Y tox. Replacex by x and obtain a strong (ε + η, T )-chain from y to x.
There exists a strong (ε 1 , T )-chain from a point y ∈ Y to x. Concatenating the two chains, we obtain a strong (ε 1 + ε 2 , T )-chain from y to z.
Let us define nowΩ
By Lemmas 3.3 and 3.6, we immediately conclude that 
We denote by λ the Lebesgue measure on the interval. If
Let us define
The properties of the relation SP(X) are illustrated in the next proposition, see also [17] (Definition 3.2) and [18] (Definition 2.3 and Theorems 2.1, 2.2, 2.3). We refer to [5] (Page 36, Section 6) for the analogous result in the chain recurrent case.
Proposition 3.1. SP(X) is a transitive, closed relation on X. Moreover, if (y, x) ∈ SP(X) and t, s ∈ R, then (φ t (y), φ s (x)) ∈ SP(X).
Proof. The transitivity of the relation SP(X) follows directly from Lemma 3.7.
In order to prove that the relation SP(X) is closed, let (ȳ,x) be a limit point of SP(X). By the continuity of φ T atȳ, for any ε > 0 there exists ε 1 ∈ 0,
Consequently, since (ȳ,x) is a limit point of SP(X), there exists (y, x) ∈ SP(X) such that d(ȳ, y) < ε 1 and d(x, x) < ε 1 implying
For any ε > 0 and T > 0 we construct a strong (ε, T )-chain fromȳ tox by concatenation of three strong chains. First, by inequality (13), we build a strong (
, T )-chain fromȳ to φ T (y) made up of a single jump:
Moreover, since (y, x) ∈ SP(X), there exists a strong (ε 1 , 2T )-chain (x i , t i ) i=1,...,n from y to x (so with x n+1 = x). We consider the strong (ε 1 , T )-chain (z i , s i ) i=1,...,n−1 from φ T (y) to x n (hence with z n = x n ):
Finally, we exhibit the following strong ( ε 2 , T )-chain from x n tox:
By gluing the three strong chains above, we obtain a strong (ε, T )-chain fromȳ tox proving that (ȳ,x) ∈ SP(X).
Finally, we prove that if (y, x) ∈ SP(X) and t, s ∈ R, then (φ t (y), φ s (x)) ∈ SP(X). This means that for any ε > 0 and T > 0 there exists a strong (ε, T )-chain from φ t (y) to φ s (x). We point out that, since (y, x) ∈ SP(X), for any ε 1 > 0 and T > 0, there exists a strong (ε 1 , T + |t| + |s|)-chain (x i , t i ) i=1,...,n from y to x. Moreover, since φ s is continuous at x, for any ε > 0 there exists ε 1 ∈ 0,
. Hence, for any ε > 0 and T > 0, we exhibit the following strong
In fact:
For Y ⊆ X, let now SP Y (X) = {x ∈ X : ∃y ∈ Y such that x ∈Ω(y)}.
Proof. If x ∈Ω(Y ) then there exists a sequence of strong (ε k , T k )-chains with ε k → 0, T k → +∞ with initial point y k ∈ Y and final point x. Up to subsequences, assume that y k converges to y ∈ Y . Fix T > 0 and ε > 0 and choose k so that
is a strong (ε, T )-chain from y to x. Proof. By definition (11) and Lemma 3.2,Ω(Y ) is the intersection of closed sets and therefore it is closed. Invariance of SP(X) -proved in Proposition 3.1-and Lemma 3.8 imply the invariance ofΩ(Y ).
By intersecting, we obtain
By Lemma 3.9, ω(Ω(Y )) =Ω(Y ) and the equality holds. 
Strongly stable sets and strong chain recurrence sets
We start this section by recalling the notion of (Lyapunov) stable set and then we define strongly stable sets. By Remark 4.1, every strongly stable set is stable. Moreover -see Example 4.1-an attractor results strongly stable. Afterwards, in Theorem 4.1 we prove the decomposition of the setΩ(Y ) in terms of strongly stable sets. As an outcome, we finally show that these sets play the role of attractors in the Conley-type decomposition of SCR(φ). Indeed, Theorem 4.2 is the analogous of point (i) of Theorem 2.1: the strong chain recurrent set of a continuous flow on a compact metric space coincides with the intersection of all strongly stable sets and their complementary.
Definition 4.1. (Stable set)
A closed set B ⊂ X is stable if it has a neighborhood base of forward invariant sets.
We notice that the neighborhood base of forward invariant sets can assumed to be closed, since the closure of a forward invariant set is forward invariant.
Proof. Let U be a closed forward invariant neighborhood of B. Since ω(x) ∩ B = ∅, there exists a timet > 0 such that φt(x) ∈ U. Since U is closed and forward invariant, we have that ω(x) ⊂ cl φ [t,+∞) (x) ⊂ U. As U is arbitrary in the neighborhood base of B, we conclude that ω(x) ⊆ B.
Definition 4.2. (Strongly stable set)
Remark 4.1. Every strongly stable set is stable. Indeed, if U is an open neighborhood of B, then there exists η ∈ (0, ρ) such that ω(U η ) ⊂ U. Hence, there exists a timet > 0 such that
Clearly, V η results closed and forward invariant. Since U η is a neighborhood of B and φ t is continuous, then every φ t (U η ) is a neighborhood of φ t (B) = B. Hence V η is a (closed and) forward invariant neighborhood of B.
Example 4.1. Every attractor is strongly stable. Indeed, for η > 0, let
Condition (i) of Definition 4.2 is clearly satisfied. Moreover, since A ⊂ X is an attractor, there exists a neighborhood U of A such that ω(U) = A. As a consequence, there exists ρ > 0 such that A ⊂ A ρ ⊆ U. Therefore, for any η ∈ (0, ρ), ω(A η ) = A, satisfying then condition (ii) of Definition 4.2. In addition, there exists a time t(η) > 0 such that
We finally prove that the function (0, ρ) ∋ η → t(η) ∈ (0, +∞) is bounded on compact subsets of (0, ρ). Since ω(U) = A ⊂ int(A η ) for any η ∈ (0, ρ), we choose the first timē
Clearly, the function (0, ρ) ∋ η →t(η) ∈ (0, +∞) is decreasing and therefore it is bounded on compact subsets of (0, ρ). Since
we have that t(η) ≤t(η), ∀η ∈ (0, ρ). As a consequence, also the function (0, ρ) ∋ η → t(η) ∈ (0, +∞) is bounded on compact subsets of (0, ρ). We observe that, in the case of attractors, condition (iii) of Definition 4.2 is realized in a stronger way. Indeed, for any 0 < η < ρ, one has the stricter inclusion (14) . 
We then conclude that ω(Ω(Y, ε, T )) = η>0 ω(Ω(Y, ε + η, T )), proving condition (ii) of Definition 4.2.
The next theorem is fundamental in order to prove the Conley-type decomposition of the strong chain recurrent set. The corresponding result in the chain recurrent case is statement C of Section 6 in [5] . 
Proof. (⊆) Let B ⊂ X be strongly stable and η ∈ (0, ρ) be fixed. By hypothesis, ω(Y ) ⊆ B ⊂ U η/2 . As a consequence, there exists a timet(η/2) > 0 such that
Let us define T (η) := max{t(η/2), max
We notice that max λ∈[0,η/2] t(η/2 + λ) is achieved since the function (0, ρ) ∋ η → t(η) ∈ (0, +∞) is bounded on compact subsets of (0, ρ).
We proceed by proving that every strong (η/2, T (η))-chain starting at Y ends in U η , i.e.
This thesis immediately follows from these facts. By (16) , for every ) ⊆ U η/2+η 1 . Iterating the above argument and using the fact that the sum of the amplitudes of the jumps is smaller than η/2, we obtain thatΩ (Y, η/2, T (η)) ⊆ U η .
Since the above argument holds for any η ∈ (0, ρ), we conclude that
where, in the last equality, we have used condition (ii) of Definition 4.2. Given a strongly stable set B ⊂ X, we define the complementary of B to be the set
The set B • ⊂ X is invariant and disjoint from B but it is not necessarily closed even if B is closed (see also Paragraph 1.5 in [6] ). If B is an attractor then B
• coincides with the so-called complementary repeller B * (see the first formula in (5)). Moreover, every B ⊂ X strongly stable is stable. Therefore -by Lemma 4.1-for every x ∈ X, either ω(x) ⊆ B or x ∈ B
• . We finally prove the Conley-type decomposition of the strong chain recurrent set in terms of strongly stable sets. Theorem 4.2. If φ : X × R → X is a continuous flow on a compact metric space, then the strong chain recurrent set is given by SCR(φ) = {B ∪ B
• : B is strongly stable }.
Proof. We prove the two inclusions.
(⊆) Let x ∈ SCR(φ). By Theorem 4.1, this means that x ∈Ω(x) = {B : B is strongly stable and ω(x) ⊆ B}.
If B is strongly stable and ω(x) B then x ∈ B • . Therefore x ∈ B ∪B • and the inclusion immediately follows.
(⊇) Let x ∈ {B ∪B
• : B is strongly stable}. Since B ∩B • = ∅, the next two cases occur. If x ∈ B, then ω(x) ⊆ B. On the other hand, if x ∈ B
• then, by definition, ω(x) ∩ B = ∅. This means that x ∈ {B : ω(x) ⊆ B} =Ω(x). Equivalently, x ∈ SCR(φ).
Clearly, decomposition (18) equals to decomposition (7) when a dynamical system admits only attractors or, equivalently, SCR(φ) = CR(φ). and we denote by SS(X, φ)/ ∼ the set of the associated equivalence classes. By using this relation, decomposition (18) equals to SCR(φ) = {B ∪ B
• : B ∈ SS(X, φ)/ ∼}.
For a 1-dimensional dynamical system, we finally present an example of the above decomposition (19). Finally, taking the (finite) intersection, we obtain SCR(φ) = {B i ∪ B
• i : i = 0, 1, 2, 3} = F ix(φ).
