Особенности вычислительной реализации алгоритма оценки ляпуновских показателей систем с запаздыванием by Vladimir Goryunov E. & Владимир Горюнов Евгеньевич
Моделирование и анализ информационных систем. Т. 26, №4 (2019), с. 572–582






алгоритма оценки ляпуновских показателей
систем с запаздыванием
Горюнов В. Е.
Поступила в редакцию 23 октября 2019
После доработки 6 ноября 2019
Принята к публикации 27 ноября 2019
Аннотация. Рассматривается вычислительная реализация алгоритма оценки спектра показа-
телей Ляпунова для систем дифференциальных уравнений с запаздывающими аргументами. Учи-
тывая, что для таких систем, а также для краевых задач не удается доказать известную теорему
Оселедеца, которая позволяет эффективно вычислять искомые величины, приходится говорить
лишь об оценках характеристических показателей, в каком-то смысле близких к ляпуновским.
В данной работе предложены две методики обработки решений линеаризованных на аттракторе
систем, одна из которых основана на базисе импульсных функций, а другая — на базисе тригоно-
метрических функций. Продемонстрирована гибкость применения указанных алгоритмов в случае
квазиустойчивых структур, когда несколько показателей Ляпунова близки к нулю. Разработан-
ные методы тестируются на логистическом уравнении с запаздыванием. Полученные результаты
иллюстрируют “близость” оцениваемых характеристик и показателей Ляпунова.
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Введение
Рассматривается расширение стандартного алгоритма [1] вычисления нескольких
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Отметим, что ляпуновские показатели для систем с запаздыванием могут не
вполне корректно оцениваться численно. Дело в том, что для конечномерных систем
имеет место известная теорема Оселедеца [2], в которой утверждается, что линеари-
зованная на устойчивом решении система всегда является правильной по Ляпунову.
Это позволяет в определении ляпуновских показателей [3] заменить верхний предел
на обычный и численно оценивать эти величины. В случае уравнений с запаздыва-
ющими аргументами и краевых задач такую теорему доказать не удается. Поэто-
му при разработке алгоритмов вычисления ляпуновских показателей важно иметь
модельное уравнение с запаздыванием, для которого спектр может быть вычис-
лен каким-либо другим способом. Наличие такой задачи позволяет протестировать
разработанный алгоритм и убедиться в его работоспособности. В статьях [4–6] вы-
числяются спектры ляпуновских показателей, однако обоснования предложенного
алгоритма, как, впрочем, и тестирующего примера авторы не приводят, в отли-
чие от работы [7], которая послужила основой для представленных в данной ста-
тье методик. Отдельно упомянем [8] — одну из первых работ по данной тематике.
Отметим, что все результаты, описанные в этой статье, носят экспериментальный
характер.
1. Описание алгоритма
Опишем процесс получения оценок первых𝐾 показателей Ляпунова в случае систем
дифференциальных уравнений с запаздывающими аргументами следующего вида:
?˙? = 𝐹
(︀
𝑥, 𝑥(𝑡− ℎ1), 𝑥(𝑡− ℎ2), . . . , 𝑥(𝑡− ℎ𝑠)
)︀
, (1)
где для ∀𝑡 𝑥(𝑡) ∈ R𝑁 , 𝑁 — размерность системы, ℎ𝑖 ∈ R (𝑖 = 1, . . . , 𝑠), ℎ1 > ℎ2 >
. . . > ℎ𝑠 > 0.
В качестве фазового пространства примем пространство непрерывных на отрез-
ке [−ℎ1, 0] функций в R𝑁 , а именно 𝐶([−ℎ1, 0];R𝑁).
Для численного решения системы (1) с начальными условиями
𝑥0(𝑡) = 𝑓(𝑡), 𝑡 ∈ [−ℎ1, 0], 𝑓(𝑡) ∈ 𝐶([−ℎ1, 0];R𝑁) (2)
будем использовать метод Дормана–Принса пятого порядка (DOPRI54) с перемен-
ной длиной шага [9].
Таким образом, будем решать систему (1) с соответствующим начальным усло-
вием (2) выбранным методом до момента времени Θ, достаточного для прибли-
жения траектории решения к изучаемому аттрактору. При этом на промежутке
𝑡 ∈ [Θ− ℎ1,Θ] получим функцию 𝑥(0)(𝑡) ∈ 𝐶([Θ− ℎ1,Θ];R𝑁), которая станет новым
начальным условием системы (1).
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где 𝑗 = 1, . . . , 𝐾, 𝑥*(𝑡) — решение системы уравнений (1) с начальным условием
𝑥(𝑡) = 𝑥(0)(𝑡) при 𝑡 > Θ. Они представляют собой линеаризованные на решении 𝑥*(𝑡)




𝑢1𝑗(𝑡), . . . , 𝑢𝑁𝑗(𝑡)
)︀T,








Для каждой системы уравнений (3) используем начальные условия в виде орто-








(Θ− ℎ1) + (𝑗 − 1)ℎ1/𝐾,
(Θ− ℎ1) + 𝑗ℎ1/𝐾
]︁
, 𝑗 = 1, . . . , 𝐾,
0 иначе,
(5)
либо в виде ортонормированных тригонометрических функций:
𝑢𝑗(𝑡) =
⎧⎪⎨⎪⎩














2, 𝑗 = 3, 5, 7, . . .
(6)
Решая совместно систему (1) с начальным условием 𝑥(𝑡) = 𝑥(0)(𝑡) и системы
уравнений (3) с начальными условиями (5) или (6) на промежутке 𝑡 ∈ [Θ,Θ + 𝑇 ],
где 𝑇 ≥ ℎ1, получаем для каждой из линеаризованных систем решение 𝑢(1)𝑗 (𝑡) =(︀
𝑢
(1)
1𝑗 (𝑡), . . . , 𝑢
(1)
𝑁𝑗(𝑡)
)︀T, 𝑗 = 1, . . . , 𝐾.
Учитывая, что решения 𝑢(1)𝑗 (𝑡) ведут себя экспоненциально, необходимо их пере-
нормировывать через определенные промежутки времени. Заметим, что проблему
представляют как неограниченный рост решений, так и их стремление к нулю. Та-
ким образом, на промежутке 𝑡 ∈ [Θ + 𝑇 − ℎ1,Θ + 𝑇 ] усредняем внутри каждого из
𝑀 равных временных интервалов длины ℎ1/𝑀 вычисленные решения линеаризо-
ванных систем 𝑢(1)1𝑗 (𝑡), . . . , 𝑢
(1)
𝑁𝑗(𝑡), в результате чего получаем кусочно-непрерывные
функции ?˜?(1)1𝑗 (𝑡), . . . , ?˜?
(1)
𝑁𝑗(𝑡) соответственно, которые используем в одном из описан-
ных ниже методов.
Метод импульсных функций.
∙ Применяем метод Грама–Шмидта [10] к ?˜?(1)𝑗 (𝑡).
∙ При этом после процедуры ортогонализации каждой функции, но перед ее
перенормировкой вычисляем величины 𝜉(1)𝑗 = ‖?˜?(1)ort 𝑗‖, где ‖ · ‖ — норма, опре-
деленная в (4), ?˜?(1)ort 𝑗(𝑡) — ортогонализированная система функций ?˜?
(1)
𝑗 (𝑡).
∙ Продолжаем решать системы (1), (3), при этом в качестве начальных условий
для линеаризованных систем используем полученную ортонормированную си-
стему функций.
Горюнов В.Е.
Особенности вычислительной реализации алгоритма оценки ляпуновских показателей 575
Для применения данного метода требуется в качестве начальных условий для линеа-
ризованных систем выбрать систему ортонормированных импульсных функций (5).
Метод тригонометрических функций.
∙ Предварительно переводим функции ?˜?(1)𝑗 (𝑡) в систему векторов 𝑣(1)𝑗 ∈ R𝑀𝑁
по следующему правилу: 𝑣(1)𝑚𝑛𝑗 = ?˜?
(1)
𝑛𝑗 (Θ+𝑇−ℎ1+(𝑚−1/2)ℎ1/𝑀),𝑚 = 1, . . . ,𝑀 ,
𝑛 = 1, . . . , 𝑁 , 𝑗 = 1, . . . , 𝐾.
∙ К получившейся системе векторов применяем дискретное преобразование Фу-
рье [11], в результате чего получаем комплекснозначные векторы 𝑐(1)𝑗 ∈ C𝑀𝑁/2+1.
∙ Векторы 𝑐(1)𝑗 разделяем на пары действительнозначных векторов, состоящие
из действительных и мнимых частей 𝑑(1)𝑗 ∈ R𝑀𝑁+2.
∙ К системе векторов 𝑑(1)𝑗 применяем метод Грама–Шмидта.













где 𝑑(1)ort 𝑗 — ортогонализированная система векторов 𝑑
(1)
𝑗 , 𝑗 = 1, . . . , 𝐾.
∙ Полученные ортонормированные действительнозначные векторы переводим
обратно в комплекснозначные, к которым применяем обратное дискретное пре-
образование Фурье, таким образом получая векторы 𝑤(1)𝑗 ∈ R𝑀𝑁 .
∙ Строим систему функций ?ˆ?(1)𝑗 (𝑡) по правилу: ?ˆ?(1)𝑛𝑗 (𝑡) = 𝑤(1)𝑚𝑛𝑗 при 𝑡 ∈ [Θ + 𝑇 −
ℎ1+(𝑚−1)ℎ1/𝑀 ; Θ+𝑇−ℎ1+𝑚ℎ1/𝑀 ],𝑚 = 1, . . . ,𝑀 , 𝑛 = 1, . . . , 𝑁 , 𝑗 = 1, . . . , 𝐾.
∙ Продолжаем решать системы (1), (3), при этом в качестве начальных условий
для линеаризованных систем используем систему функций ?ˆ?(1)𝑗 (𝑡).
Для применения данного метода требуется в качестве начальных условий для ли-
неаризованных систем выбрать систему ортонормированных тригонометрических
функций (6).
Повторяем описанный процесс на временных интервалах [Θ+𝑘𝑇−ℎ1,Θ+𝑘𝑇 ], 𝑘 >
1, в результате чего обработке алгоритмом подвергаются соответствующие решения
𝑢
(𝑘)








, 𝑗 = 1, . . . , 𝐾. (7)
Отметим, что выбор времени перенормировки 𝑇 можно осуществлять двумя раз-
личными способами: через равные промежутки времени или динамически [12]. В по-
следнем случае на каждом шаге алгоритма придется хранить не только 𝜉(𝑘)𝑗 , но и 𝑇𝑘.
Тогда формула оценки показателей Ляпунова будет иметь вид
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, 𝑗 = 1, . . . , 𝐾.
Описанная структура алгоритма позволяет начинать вычисления и до выхода
решения на изучаемый аттрактор, особенно когда сам процесс приближения ре-
шения к аттрактору может быть сопряжен с большими вычислительными трудно-
стями, как это показано в [13] для случая нескольких близких к нулю показателей
Ляпунова у квазиустойчивых структур. В таком случае первые шаги, соответствую-
щие временным интервалам, в которых решение еще не приблизилось к аттрактору
на достаточное расстояние, должны отбрасываться и никак не учитываться в сумме
из формулы (7). Также рекомендуется отбрасывать несколько первых шагов и в об-
щем случае, поскольку процесс формирования нового ортонормированного базиса
линеаризованных систем может заметно отразиться на спектре показателей при не
слишком большом количестве учтенных шагов 𝐿 (см. подобный прием в [14]).
Теперь перейдем к результатам тестирования описанных методов.
2. Тестирование на примере уравнения Хатчинсона
Вычислительные эксперименты проводились для уравнения Хатчинсона [15], кото-
рое имеет следующий вид:
?˙? = 𝑟𝑥(𝑡)
(︀
1− 𝑥(𝑡− 1))︀. (8)
В работе [16] показано, что ненулевые решения уравнения (8) асимптотически
устойчивы при 𝑟 ∈ (0, 𝜋/2), причем при 𝑟 ∈ (0, 𝑒−1) монотонно, а при 𝑟 ∈ (𝑒−1, 𝜋/2)
колебательным образом решение стремится к единице. Кроме того, единичное ре-
шение обладает глобальной устойчивостью при 𝑟 ≤ 37/24 [16–18], а в [19, 20] при-
веден алгоритм, который допускает улучшение этой оценки. В случае единичного
состояния равновесия при 𝑟 < 𝜋/2 показатели Ляпунова для уравнения Хатчинсона
совпадают с вещественными частями корней характеристического квазиполинома
𝑃 (𝜆) ≡ 𝜆 + 𝑟 exp(−𝜆), 𝜆 = 𝜏 + 𝑖𝜔. Для их вычисления используется система алгеб-
раических уравнений:
𝜏 + 𝑟𝑒−𝜏 cos𝜔 = 0, 𝜔 − 𝑟𝑒−𝜏 sin𝜔 = 0.
Округленные компоненты решения 𝜏𝑖 данной системы при разных значениях пара-
метра 𝑟 представлены во втором столбце таблиц 1–3. Будем называть их эталонными
значениями.
Уравнение (8) дополняется системой линеаризованных уравнений:
?˙?𝑗 = 𝑟
(︀
1− 𝑥(𝑡− 1))︀𝑢𝑗(𝑡)− 𝑟𝑥(𝑡)𝑢𝑗(𝑡− 1), 𝑗 = 1, . . . , 𝐾.
Для всех опытов применялись следующие параметры:
∙ количество вычисляемых показателей Ляпунова 𝐾 = 10;
∙ время выхода на аттрактор Θ = 150;
∙ время до перенормировки решений линеаризованных систем 𝑇 = 4;
∙ количество пересчетов показателей Ляпунова 𝐿 = 5000.
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Таблица 1. Первые 10 оценок показателей Ляпунова (?ˇ?𝑖 – методом импульсных
функций, ?˜?𝑖 – методом тригонометрических функций) для уравнения Хатчинсо-
на при 𝑟 = 1.5, а также абсолютная разность 𝜎𝑖 и относительная разность 𝜌𝑖 между
ними и эталонными значениями.
Table 1. The first 10 estimates of Lyapunov exponents (?ˇ?𝑖 – by the method of impulse
functions, ?˜?𝑖 – by the method of trigonometric functions) for the Hutchinson equation
at 𝑟 = 1.5 as well as the absolute difference 𝜎𝑖 and the relative difference 𝜌𝑖 between the
obtained and the reference values.
𝑖 𝜏𝑖 ?ˇ?𝑖 ?ˇ?𝑖 𝜌𝑖 ?˜?𝑖 ?˜?𝑖 𝜌𝑖
𝑀 = 100
1 −0.0328 −0.0338 0.0010 0.0305 −0.0335 0.0007 0.0213
2 −0.0328 −0.0338 0.0010 0.0305 −0.0336 0.0008 0.0244
3 −1.6509 −1.6544 0.0035 0.0021 −1.6540 0.0031 0.0019
4 −1.6509 −1.6544 0.0035 0.0021 −1.6541 0.0032 0.0019
5 −2.2447 −2.2491 0.0044 0.0020 −2.2488 0.0041 0.0018
6 −2.2447 −2.2491 0.0044 0.0020 −2.2489 0.0042 0.0019
7 −2.6130 −2.6179 0.0049 0.0019 −2.6178 0.0048 0.0018
8 −2.6130 −2.6179 0.0049 0.0019 −2.6179 0.0049 0.0019
9 −2.8811 −2.8866 0.0055 0.0019 −2.8868 0.0057 0.0020
10 −2.8811 −2.8866 0.0055 0.0019 −2.8869 0.0058 0.0020
𝑀 = 1000
1 −0.0328 −0.0329 0.0001 0.0030 −0.0326 0.0002 0.0061
2 −0.0328 −0.0330 0.0002 0.0061 −0.0327 0.0001 0.0030
3 −1.6509 −1.6513 0.0004 0.0002 −1.6509 0.0000 0.0000
4 −1.6509 −1.6513 0.0004 0.0002 −1.6510 0.0001 0.0001
5 −2.2447 −2.2452 0.0005 0.0002 −2.2448 0.0001 0.0000
6 −2.2447 −2.2452 0.0005 0.0002 −2.2449 0.0002 0.0001
7 −2.6130 −2.6134 0.0004 0.0002 −2.6132 0.0002 0.0001
8 −2.6130 −2.6134 0.0004 0.0002 −2.6132 0.0002 0.0001
9 −2.8811 −2.8815 0.0004 0.0001 −2.8813 0.0002 0.0001
10 −2.8811 −2.8815 0.0004 0.0001 −2.8813 0.0002 0.0001
𝑀 = 2000
1 −0.0328 −0.0329 0.0001 0.0030 −0.0325 0.0003 0.0091
2 −0.0328 −0.0330 0.0002 0.0061 −0.0326 0.0002 0.0061
3 −1.6509 −1.6512 0.0003 0.0002 −1.6507 0.0002 0.0001
4 −1.6509 −1.6512 0.0003 0.0002 −1.6508 0.0001 0.0001
5 −2.2447 −2.2450 0.0003 0.0001 −2.2446 0.0001 0.0000
6 −2.2447 −2.2450 0.0003 0.0001 −2.2447 0.0000 0.0000
7 −2.6130 −2.6132 0.0002 0.0001 −2.6130 0.0000 0.0000
8 −2.6130 −2.6132 0.0002 0.0001 −2.6130 0.0000 0.0000
9 −2.8811 −2.8812 0.0001 0.0000 −2.8811 0.0000 0.0000
10 −2.8811 −2.8812 0.0001 0.0000 −2.8811 0.0000 0.0000
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Таблица 2. Первые 10 оценок показателей Ляпунова (?ˇ?𝑖 – методом импульсных
функций, ?˜?𝑖 – методом тригонометрических функций) для уравнения Хатчинсо-
на при 𝑟 = 1.0, а также абсолютная разность 𝜎𝑖 и относительная разность 𝜌𝑖 между
ними и эталонными значениями.
Table 2. The first 10 estimates of Lyapunov exponents (?ˇ?𝑖 – by the method of impulse
functions, ?˜?𝑖 – by the method of trigonometric functions) for the Hutchinson equation
at 𝑟 = 1.0 as well as the absolute difference 𝜎𝑖 and the relative difference 𝜌𝑖 between the
obtained and the reference values.
𝑖 𝜏𝑖 ?ˇ?𝑖 ?ˇ?𝑖 𝜌𝑖 ?˜?𝑖 ?˜?𝑖 𝜌𝑖
𝑀 = 100
1 −0.3181 −0.3195 0.0014 0.0044 −0.3192 0.0011 0.0035
2 −0.3181 −0.3196 0.0015 0.0047 −0.3194 0.0013 0.0041
3 −2.0623 −2.0663 0.0040 0.0019 −2.0659 0.0036 0.0017
4 −2.0623 −2.0663 0.0040 0.0019 −2.0660 0.0037 0.0018
5 −2.6532 −2.6580 0.0048 0.0018 −2.6578 0.0046 0.0017
6 −2.6532 −2.6580 0.0048 0.0018 −2.6578 0.0046 0.0017
7 −3.0202 −3.0257 0.0055 0.0018 −3.0256 0.0054 0.0018
8 −3.0202 −3.0257 0.0055 0.0018 −3.0257 0.0055 0.0018
9 −3.2878 −3.2938 0.0060 0.0018 −3.2943 0.0065 0.0020
10 −3.2878 −3.2938 0.0060 0.0018 −3.2943 0.0065 0.0020
𝑀 = 1000
1 −0.3181 −0.3183 0.0002 0.0006 −0.3180 0.0001 0.0003
2 −0.3181 −0.3184 0.0003 0.0009 −0.3181 0.0000 0.0000
3 −2.0623 −2.0628 0.0005 0.0002 −2.0622 0.0001 0.0000
4 −2.0623 −2.0628 0.0005 0.0002 −2.0624 0.0001 0.0000
5 −2.6532 −2.6537 0.0005 0.0002 −2.6533 0.0001 0.0000
6 −2.6532 −2.6537 0.0005 0.0002 −2.6534 0.0002 0.0001
7 −3.0202 −3.0207 0.0005 0.0002 −3.0204 0.0002 0.0001
8 −3.0202 −3.0207 0.0005 0.0002 −3.0205 0.0003 0.0001
9 −3.2878 −3.2882 0.0004 0.0001 −3.2880 0.0002 0.0001
10 −3.2878 −3.2882 0.0004 0.0001 −3.2880 0.0002 0.0001
𝑀 = 2000
1 −0.3181 −0.3182 0.0001 0.0003 −0.3178 0.0003 0.0009
2 −0.3181 −0.3184 0.0003 0.0009 −0.3180 0.0001 0.0003
3 −2.0623 −2.0626 0.0003 0.0001 −2.0620 0.0003 0.0001
4 −2.0623 −2.0626 0.0003 0.0001 −2.0622 0.0001 0.0000
5 −2.6532 −2.6534 0.0002 0.0001 −2.6531 0.0001 0.0000
6 −2.6532 −2.6534 0.0002 0.0001 −2.6531 0.0001 0.0000
7 −3.0202 −3.0204 0.0002 0.0001 −3.0202 0.0000 0.0000
8 −3.0202 −3.0204 0.0002 0.0001 −3.0202 0.0000 0.0000
9 −3.2878 −3.2879 0.0001 0.0000 −3.2877 0.0001 0.0000
10 −3.2878 −3.2879 0.0001 0.0000 −3.2877 0.0001 0.0000
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Таблица 3. Первые 10 оценок показателей Ляпунова (?ˇ?𝑖 – методом импульсных
функций, ?˜?𝑖 – методом тригонометрических функций) для уравнения Хатчинсо-
на при 𝑟 = 0.5, а также абсолютная разность 𝜎𝑖 и относительная разность 𝜌𝑖 между
ними и эталонными значениями.
Table 3. The first 10 estimates of Lyapunov exponents (?ˇ?𝑖 – by the method of impulse
functions, ?˜?𝑖 – by the method of trigonometric functions) for the Hutchinson equation
at 𝑟 = 0.5 as well as the absolute difference 𝜎𝑖 and the relative difference 𝜌𝑖 between the
obtained and the reference values.
𝑖 𝜏𝑖 ?ˇ?𝑖 ?ˇ?𝑖 𝜌𝑖 ?˜?𝑖 ?˜?𝑖 𝜌𝑖
𝑀 = 100
1 −0.7941 −0.7959 0.0018 0.0023 −0.7957 0.0016 0.0020
2 −0.7941 −0.7961 0.0020 0.0025 −0.7957 0.0016 0.0020
3 −2.7721 −2.7770 0.0049 0.0018 −2.7766 0.0045 0.0016
4 −2.7721 −2.7770 0.0049 0.0018 −2.7767 0.0046 0.0017
5 −3.3533 −3.3591 0.0058 0.0017 −3.3588 0.0055 0.0016
6 −3.3533 −3.3591 0.0058 0.0017 −3.3589 0.0056 0.0017
7 −3.7173 −3.7237 0.0064 0.0017 −3.7237 0.0064 0.0017
8 −3.7173 −3.7237 0.0064 0.0017 −3.7237 0.0064 0.0017
9 −3.9835 −3.9906 0.0071 0.0018 −3.9914 0.0079 0.0020
10 −3.9835 −3.9907 0.0072 0.0018 −3.9914 0.0079 0.0020
𝑀 = 1000
1 −0.7941 −0.7942 0.0001 0.0001 −0.7939 0.0002 0.0003
2 −0.7941 −0.7944 0.0003 0.0004 −0.7940 0.0001 0.0001
3 −2.7721 −2.7726 0.0005 0.0002 −2.7722 0.0001 0.0000
4 −2.7721 −2.7726 0.0005 0.0002 −2.7723 0.0002 0.0001
5 −3.3533 −3.3539 0.0006 0.0002 −3.3536 0.0003 0.0001
6 −3.3533 −3.3539 0.0006 0.0002 −3.3537 0.0004 0.0001
7 −3.7173 −3.7178 0.0005 0.0001 −3.7177 0.0004 0.0001
8 −3.7173 −3.7178 0.0005 0.0001 −3.7177 0.0004 0.0001
9 −3.9835 −3.9840 0.0005 0.0001 −3.9839 0.0004 0.0001
10 −3.9835 −3.9840 0.0005 0.0001 −3.9839 0.0004 0.0001
𝑀 = 2000
1 −0.7941 −0.7941 0.0000 0.0000 −0.7937 0.0004 0.0005
2 −0.7941 −0.7943 0.0002 0.0003 −0.7939 0.0002 0.0003
3 −2.7721 −2.7724 0.0003 0.0001 −2.7719 0.0002 0.0001
4 −2.7721 −2.7724 0.0003 0.0001 −2.7720 0.0001 0.0000
5 −3.3533 −3.3536 0.0003 0.0001 −3.3533 0.0000 0.0000
6 −3.3533 −3.3536 0.0003 0.0001 −3.3533 0.0000 0.0000
7 −3.7173 −3.7175 0.0002 0.0001 −3.7173 0.0000 0.0000
8 −3.7173 −3.7175 0.0002 0.0001 −3.7173 0.0000 0.0000
9 −3.9835 −3.9836 0.0001 0.0000 −3.9835 0.0000 0.0000
10 −3.9835 −3.9837 0.0002 0.0001 −3.9835 0.0000 0.0000
580
Моделирование и анализ информационных систем. Т. 26, №4 (2019)
Modeling and Analysis of Information Systems. Vol. 26, No 4 (2019)
Вычисленные оценки ляпуновских показателей, абсолютная и относительная
разности для удобства округлены до четвертого знака после запятой.
Как видно из таблиц 1–3, точность вычисления показателей зависит от величи-
ны выбранного разбиения. При увеличении 𝑀 в 10 раз со 100 до 1000 относительная
погрешность уменьшилась на порядок. В крайнем случае, когда количество точек
разбиения равно количеству вычисляемых показателей Ляпунова, достигаемая точ-
ность мала. Отметим, что в некоторых случаях, например, для режимов модели
из [13], метод тригонометрических функций может оказаться неприменим ввиду
потери информации на этапе применения дискретного преобразования Фурье.
Заключение
Таким образом, проведенные численные эксперименты показывают, что при выбо-
ре достаточного количества точек разбиения 𝑀 оцениваемые характеристики могут
оказаться качественно близкими к показателям Ляпунова. В случае небольшой раз-
мерности системы (1) выбор методики влияет на скорость расчетов в зависимости от
характера исследуемого решения. В частности, если решение является относитель-
но сглаженным, то метод тригонометрических функций работает быстрее метода
импульсных функций. Если же решение содержит большое количество участков
с достаточно острыми пиками, то метод импульсных функций является предпочти-
тельным по скорости выполнения. Кроме того, при увеличении количества вычис-
ляемых показателей Ляпунова 𝐾 и числа точек разбиения 𝑀 , а также размерности
исследуемой системы 𝑁 становится эффективным применение многопроцессорных
параллельных систем.
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Abstract. We consider the computational implementation of the algorithm for Lyapunov expo-
nents spectrum numerical estimation for delay differential equations. It is known that for such systems,
as well as for boundary value problems, it is not possible to prove the well-known Oseledets theorem
which allows us to calculate the required parameters very efficiently. Therefore, we can only talk about
the estimates of the characteristics in some sense close to the Lyapunov exponents. In this paper, we
propose two methods of linearized systems solutions processing. One of them is based on a set of im-
pulse functions, and the other is based on a set of trigonometric functions. We show the usage flexibility
of these algorithms in the case of quasi-stable structures when several Lyapunov exponents are close
to zero. The developed methods are tested on a logistic equation with a delay, and these tests illustrate
the “proximity” of the obtained numerical characteristics and Lyapunov exponents.
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