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第1章 序論 
 
1.1 はじめに 
 
 High Dynamic Range (HDR) 画像とは、従来の Standard Dynamic Range (SDR) 画像
よりも、広いダイナミックレンジを持つ画像である。つまり、画像中の明るい部分や暗い部
分の階調が失われる白飛び、黒潰れといった現象を抑えることができ、より実世界に近い鮮
やかな色表現を可能とした画像である。 
HDR 画像を取得する方法の一つに、カメラのオートブラケット機構により露出の異なる
複数枚の画像を撮影し、合成するという方法がある。しかし、この手法には、動きのある撮
影には不向きであることや [1]、既存の RAW データでない画像を後から HDR 化すること
はできないといったデメリットがある。一方で、単一の SDR 画像の輝度を拡張して HDR
画像を生成する Inverse Tone Mapping という手法がある。 
近年、撮像・表示デバイスの技術発展に伴い、HDR コンテンツを享受する環境が整いつ
つある今、Inverse Tone Mapping は重要な技術となってきている。 
 
1.2 研究目的 
 
 本論文では、単一の SDR 画像から HDR 画像を生成することを目的とする。これを成し
遂げるため、近年カラリゼーションや超解像、ノイズ除去等の Image Enhancement の領
域で、高い精度を挙げている Deep Learning を用いる。既存の SDR で記録されていた画
像では HDR 画像と比較して満足のいくものではなくなってしまうといった問題 [2] を提
案する Inverse Tone Mapping 技術により解決し、今後普及の進む HDR 画像と比較して、
遜色ない HDR 画像を生成する手法を提案することを目的とする。 
また、従来からある Inverse Tone Mapping の殆どが輝度チャネルのみに処理を施して拡
張し、色を表すクロミナンスチャネルには処理を施さない。しかし、近年の技術発展により
普及が進む HDR 対応ディスプレイは表現できる輝度の幅が広いだけでなく、ITU-R 
BT.2020 のような高色域も表現することが可能となっている。そのため、単に輝度を拡張す
るだけでなく、HDR 環境でより実世界に近く鮮やかな色表現を可能とするために、色情報
も考慮した Inverse Tone Mapping が求められている。 
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1.3 本論文の構成 
 
 本論文は 6 章で構成されている。第 1 章では、研究背景、及び本研究の目的について述
べた。第 2 章では関連技術として、Deep Learning や画質評価指標である PSNR 及び、特
に HDR 画像の評価に使用される HDR-VDP-2 について述べる。第 3 章では関連研究とし
て、従来からある信号処理ベースの Inverse Tone Mapping に加えて、近年提案されてきて
いる CNN ベースの HDR 画像化、Inverse Tone Mapping について述べる。第 4 章では提
案手法として、Inverse Tone Mapping のための CNN のアーキテクチャ及び、異なるデー
タセットを 2 つ用意し、それらに対して異なる 2 つの手法を提案し、述べる。第 5 章では
実験として、客観評価指標である PSNR や HDR-VDP-2 を用いて、他手法、Ground truth
と比較を行い、提案手法が有効であることを述べる。最後に第 6 章では、本論文の総括を行
う。 
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第2章 関連技術 
 
 本章では、関連技術として、Deep Learning や評価指標である PSNR 及び HDR-VDP-2
について述べる。 
 
2.1 Deep Learning 
 
2.1.1 概要 
 
 Deep Learning とは人間の脳の機能を模倣したニューラルネットワークを多層にした機
械学習の手法の一つである。データを反復させながら使用し、多層のニューラルネットワー
クに入力することで、データの特徴を抽出、学習する。 
 近年、画像認識や音声認識等幅広い分野で従来手法を上回る成果を挙げており、盛んに研
究が行われている。 
 Deep Learning を用いるには、一般的に多くのデータと時間が必要であることがデメリ
ットして挙げられ、計算時間については GPU を使用することが推奨される。また、データ
の水増し方法として、データをランダムにクロップするランダムクロッピングやデータを
反転させるミラーリング等がある。 
 
2.1.2 Convolutional Neural Network 
 
 多層のニューラルネットワークのことであり、畳み込み層とプーリング層を繰り返し、上
記の層を繰り返した後に全結合層を追加して構成されることが多い。一方で、プーリング層
や全結合層を取り除き、畳み込み層のみで構成されたニューラルネットワークや、並列にニ
ューラルネットワークを構成するもの等、様々な分野、タスクに応じたアーキテクチャが考
案されている。図 2.1 は CNN の概要図である。 
 
 
図 2.1 CNN の概要図 [3] 
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2.1.3 Convolution 層 
 
 Convolution(畳み込み)層では畳み込み処理を行う。図 2.2 に畳み込みの様子を示す。畳
み込みの重要なパラメータとして、カーネルサイズ、ストライド、パディングが挙げられる。 
パディングとは、畳み込み前にデータの境界にある値を埋めることで、0 を埋めるゼロパ
ディングが最も使用される。また入力と出力のサイズを、畳み込み後に変化させないような
パディングをハーフパディングと呼び、入力よりも畳み込み後、出力サイズを大きくするよ
うなパディングをフルパディングと呼ぶ。 
図 2.2 では、入力サイズが 5×5、カーネルサイズ 3×3、ストライド 2、パディングを 1
として畳み込みを行い、出力サイズが 3×3 となっている。また、畳み込み後に得られるデ
ータは特徴マップと呼ばれ、フィルタ数だけ特徴マップが得られる。 
 
 
図 2.2 畳み込み処理の様子 [4] 
 
2.1.4 Pooling 層 
 
 プーリング層には主に二つの役割がある。一つ目は、特徴マップのサイズを小さくしダウ
ンサンプリングすることである。これには、パラメータ数を減らし、計算時間を短縮できる
といったメリットがある。二つ目に特徴マップの位置感度を低下させることである。これに
より、例えばある特定の物体が画像中のどの位置にあっても、位置に影響を受けずに認識を
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することができる。 
プーリングの手法で最も使用されるのは、定められた領域の最大値を出力の一部とする
マックスプーリングである。この他には最大値ではなく、平均値をとるアベレージプーリン
グ等がある。図 2.3 にマックスプーリング処理の様子を示す。図 2.3 では、ストライドを 1
として、3×3 の領域の最大値を取得していき、5×5 の特徴マップを 3×3 へダウンサンプ
リングしている。 
 
 
 
図 2.3 プーリング処理の様子 [4] 
  
2.1.5 全結合層 
 
 全結合層とは、畳み込みとプーリングを繰り返した後に定義される層で、前層の全てのニ
ューロンをこの層のニューロンに結合させる層である。Deep Learning によりクラスタリ
ングを行いたい時、出力層に後述する Softmax 関数を定義するが、そのクラス数を全結合
層の出力数と同じとすると上記のタスクに適応できる。 
 
2.1.6 Deconvolution 層 
 
 Deconvolution 層とはニューラルネットワークにおいて、Transposed Convolution と呼
ばれるものであり、主にアップサンプリングのために使用され、Convolution の forward 
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pass と backward pass を逆にしたものである。つまり、カーネルにより定義される行列C、
𝐶𝑇において、forward pass、backward pass それぞれ Convolution はC、𝐶𝑇を掛けるのに対
して、Deconvolution(Transposed convolution)は𝐶𝑇、(𝐶𝑇)𝑇 = 𝐶を掛ける。 
 
2.1.7 ReLU 
 
 Deep Learning では多くの場合、活性化関数に ReLU(Rectified Linear Unit)が採用され
る。Deep Learning では、重みとバイアスを学習するが、活性化関数とは j 番目の入力を
𝑥𝑗、i 番目の出力を𝑦𝑖、両者の結合重みを𝑤𝑖𝑗、バイアスを𝑏𝑖とすると、 
𝑦𝑖=𝑓(∑𝑤𝑖𝑗𝑥𝑗 + 𝑏𝑖)
𝑗
 (2.1) 
という処理を行う。また、ReLU は式(2.2)のように定義される。 
f(x) = max⁡(x, 0) (2.2) 
ReLU を活性化関数として使用することで精度を維持しながら学習の収束を早めることが
できる。 
 
2.1.8 損失関数 
 
 損失関数とは、予測することで得られた出力とターゲットである正解を比較して、その差
を最小限に抑えるように適用される関数である。これを反復の最後に適用することで DNN
は学習を行っていく。損失関数としては主に Softmax や Euclidean が用いられる。 
 
2.1.9 Softmax 
 
 Softmax は式(2.3)のようにされる。 
𝑦𝑖 =
exp⁡(𝑎𝑖)
∑ exp⁡(𝑎𝑗)𝑗
 (2.3) 
上記の式のように Softmax は、確率を出力としており、分類問題に使用される損失関数で
ある。つまり、出力層のユニット数が n である時、n 個のクラスのうち、入力がどのクラス
に属するのかを解決するニューラルネットワークを構築することができる。 
 
2.1.10 Euclidean 
 
 Euclidean は式(2.4)のように定義される。 
y =
1
2𝑁
∑‖𝑥𝑖
1 − 𝑥𝑖
2‖
2
2
𝑁
𝑖=1
 (2.4) 
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上記の式のように、2 入力の差の二乗和である Mean Squared Error (MSE) を求めるよう
な関数となっている。 
Euclidean が採用される問題としては画像復元等があり、例えば超解像を行う処理では、
学習に使用する低解像度画像と高解像度画像の平均二乗誤差が最小になるように学習し、
画素の補間ができるモデルを生成するといったことに使用される。 
 
2.1.11 モデル最適化 [5] 
 
 Deep Learningでは、forwardによる推定とbackwardによる勾配の計算により損失(loss)
が改善されるようにパラメータを更新していく。この処理はイテレーション毎に行われる。 
まず、forward による計算で出力と loss を求める。その後、backward による計算で勾配を
求める。そして、モデル最適化手法に応じて勾配をパラメータ更新に組み込み、学習率やこ
れまでの学習状況、手法に応じて solver 状態の更新をする。 
 
2.1.12 最適化手法 
 
 最適化手法とは loss を最小限に抑えるよう最適化をする手法である。データセットを D
とすると、最適化により式(2.5)のように全データセットに対する loss の平均を求める。 
L(W) =
1
|𝐷|
∑𝑓𝑤(𝑋(𝑖)) + 𝜆𝑟(𝑊)
|𝐷|
𝑖
 (2.5) 
ここで、𝑓𝑤(𝑋(𝑖))はインスタンス𝑋(𝑖)の loss であり、𝑟(𝑊)は重みを𝜆とした正則化項である。 
|𝐷|は非常に大きい値のため、各イテレーションでは確率的近似により、ミニバッチN ≪ |D|
に対して、 
L(W) ≈
1
𝑁
∑𝑓𝑤(𝑋(𝑖)) + 𝜆𝑟(𝑊)
𝑁
𝑖
 (2.6) 
とできる。モデルは forward pass において、fwを計算し、backward pass において勾配∇fw 
を計算する。更新されるパラメータ∆Wは∇fw、∇r(W)、及び各手法のその他のパラメータに
より形成される。 
 
2.1.13 確率的勾配降下法 
 
 SGD(Stochastic gradient descent, 確率的勾配降下法)は、負の勾配∇L(W)と前の重み更
新𝑉𝑡の線形結合により、重みWの更新を行う。学習率αは、負の勾配の重みである。モーメ
ンタムμは前の更新の重みである。イテレーション t+1 での更新後の値𝑉𝑡+1、更新後の重み
𝑊𝑡+1は、前の重み更新を𝑉𝑡、現在の重みを𝑊𝑡とすると、 
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𝑉𝑡+1 = μ𝑉𝑡 − 𝛼∇𝐿(𝑊𝑡) 
𝑊𝑡+1 = 𝑊𝑡 + 𝑉𝑡+1 
(2.7) 
と定義できる。確率的勾配降下法は一般的にモデル最適化手法の中で最も使用されること
の多い手法である。 
 
2.1.14 Batch normalization [6] 
 
 Batch normalization とは、ニューラルネットワークの学習を加速させるために、ミニバ
ッチ毎に正規化する手法である。ミニバッチ毎に正規化することで、訓練データのサンプリ
ングと予測データの入力の分布に偏りがあり、アルゴリズムが対応できなくなる内部の共
変量シフトを抑制することができる。そのため、勾配消失問題が生じにくくなり、大きな学
習率を使用することができるようになり、学習の収束速度が向上する。 
 
2.1.15 ResNet [7] 
 
 Resnet とは、ある層で求める最適な出力を学習するのではなく層の入力を参照した残差
関数を学習することで最適化しやすくしているニューラルネットワークである。これは、畳
み込み層と Skip connection の組み合わせである残差ブロックを導入することで実装でき
る。残差ブロックは、図 2.4 のように畳み込み層の出力と畳み込み層に入力する前のデータ
X の恒等写像を足すことで実装される。 
 
 
図 2.4 残差ブロック 
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図 2.4 の恒等写像をしている部分を Skip Connection と呼ぶ。 
ResNet により、層を深くしすぎると勾配が消失し、性能が低下する問題があったが、層
の深度の限界を上げることができるようになった。 
 
2.2 PSNR 
 
 PSNR(Peak Signal-to-Noise Ratio、ピーク信号対雑音比)とは、客観評価による画質評価
手法の 1 つであり、現画像の最大画素値を MAX とすると式(2.8)のように定義される. 
PSNR = 10𝑙𝑜𝑔10
𝑀𝐴𝑋2
𝑀𝑆𝐸
 (2.8) 
ここで、MSE は平均二乗誤差であり、画像の解像度を w×h、元画像を X、劣化画像を Y
とすると、式(2.9)のように定義される。 
MSE =
1
ℎ𝑤
∑ ∑[𝑋(𝑖, 𝑗) − 𝑌(𝑖, 𝑗)]2
𝑤−1
𝑗=0
ℎ−1
𝑖=0
 (2.9) 
PSNR の単位は dB であり、値が高いほど高画質であるといえるが、画素単位による評価
であるために、主観評価とは一致しない場合もある。 
 
2.3 HDR-VDP-2 [8] 
 
HDR-VDP-2 とは、SDR 画像だけでなく、HDR 画像を含めたあらゆる輝度レンジの画
像に対して適用することができる客観評価指標であり、主観評価に近い結果を得ることが
できると言われている。HDR 画像を評価する際には、画素値と絶対輝度値が同じになる
ようにデータを格納しておく必要があり、ディスプレイのサイズ (inch)、画像の解像度、
ディスプレイの視距離 (m)をパラメータとして指定することで、 Probability of detection 
map、Detection probability、Quality の 3 つの結果を得ることができる。HDR-VDP-2
の概要図を図 2.5 に示す。 
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図 2.5 HDR-VDP-2 の概要図 
 
Probability of detection map とは、2 つの画像間の違いを観測者がどれくらい気づくか
を表すものであり、赤色が高確率で緑色が低確率であることを示す。Detection 
probability は画像全体に対して、観測者が気づく確率を示す。Quality は Reference 画像
に対する画質の劣化を mean-opinion-score (MOS) として表したものであり、0~100 の値
を持つ。また、値は高いほど良く、標準値は 30~70 とされている。Inverse Tone 
Mapping の手法の比較は、主に Quality の値を比較することで行われる。 
 
2.4 HDR、高色域のための規格 
 
2.4.1 Perceptual Quantizer (PQ) 
 
SMPTE ST 2084 とも呼ばれる、HDR のための規格であり、人の目の認識特性に対して
最も効率的な Electro-Optical Transfer Function (EOTF)を規格化している。その EOTF の
ダイナミックレンジは、最暗部から 10000nits までとして規定されており、輝度値を絶対
輝度として扱う。ST 2084 カーブは、ディスプレイのビーク輝度に左右されないため、従来
のガンマカーブ(ガンマ値は基本的に 2.2)との類似性が低く、放送やライブ中継には不向き
で主に映画や Web 配信で使用される。ST 2084 の EOTF を式(2.10)に示す。 
L = [
max⁡[(𝑁
1
𝑚2⁄ − 𝑐1),0]
𝑐2 − 𝑐3𝑁
1
𝑚2⁄
]
1
𝑚1⁄
 (2.10) 
ここで、L (0 ≤ L ≤ 1)はディスプレイ絶対輝度値、N は映像信号レベルを表し、また、 
𝑚1 = 0.1593017578125, 𝑚2 = 78.84375, 𝑐1＝𝑐3 − 𝑐2 + 1, 𝑐2 = 18.8515625, 𝑐3 = 18.6875 
である。 
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2.4.2 Hybrid Log-Gamma (HLG) 
 
 ST 2084 と同様に HDR のための規格である。ST 2084 が輝度値を絶対輝度値で扱うの
に対して、HLG は輝度値がディスプレイによって変動し、従来の SDR と同様に輝度値を
相対的に扱う。そのため、従来のガンマカーブと互換性があり、SDR で見られてきた放送
やライブ中継に使用することができる。しかし、ST 2084 の方が人の視覚に近い映像表現が
可能である。HLG の Opto-Electronic Transfer Function (OETF)を式(2.11)に示す。 
E′ = {
√3𝐸
𝑎・ ln(12𝐸 − 𝑏) + 𝑐
⁡⁡⁡⁡⁡⁡⁡⁡⁡
0 ≤ 𝐸 ≤ 1 12⁄
1
12⁄ ≤ 𝐸 ≤ 1
 (2.11) 
ここで、E はシーンの相対輝度、E’は映像信号レベルを表し、a = 0.17883277, b = 1 − 4a, 
c = 0.5 − a・ln(4a) である。 
 
2.4.3 ITU-R BT.2020 
 
 ITU-R BT.2020 は色域に関する規格で、現在の HD 放送の規格である ITU-R BT.709 や
デジタルシネマの規格である DCI P3 の色域よりも広い色域が定義されている。次世代の
UHD 放送は ITU-R BT.2020 により規定されており、従来では表現できなかった色が表現
可能となる。図 2.6 に各規格の色域を示す。 
 
 
図 2.6 各規格の色域 
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第3章 関連研究 
 
 本章では、関連研究として、第 5 章で比較実験のために用いる Tone Mapping の手法に
ついて述べる。また、従来から提案されてきた信号処理ベースの Inverse Tone Mappingと、
近年提案されてきている CNN ベースの HDR 画像化、Inverse Tone Mapping について述
べる。 
 
3.1 Tone Mapping 
 
 Tone Mapping とは、通常の SDR ディスプレイで HDR 画像を表示させるために、HDR
画像の輝度を SDR 画像相当の輝度まで圧縮する手法である。Tone Mapping の手法には、
全画素に単一の関数を用いることでマッピングする Global Tone Mapping と周辺画素のコ
ントラストを考慮して輝度拡張の処理をする Local Tone Mapping がある。Global Tone 
Mapping は全画素に同一の処理をするため、一般に計算コストが低く、リアルタイム性が
求められる動画像等に適している。一方で Local Tone Mapping は Global Tone Mapping
と比較して計算コストはかかるが、明るい部分や暗い部分の階調等の詳細情報を保持する
ことができ、広いダイナミックレンジを持つ画像を扱うのに適している。 
 ここで、最も有名なLocal Tone Mappingの手法の一つとしてReinhardのTone Mapping 
[9]手法について述べる。この手法は、アナログ写真を現像、プリントする際に使用される
Zone SystemとDodging-and-burningをもとに提案された手法である。Zone systemとは、
撮影したシーンの輝度を推測し、print zone にマッピングする方法である。Zone system の
概要図を図 3.1 に示す。 
 
 
図 3.1 Zone system 
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まず、撮影者は知覚したシーンの輝度を middle gray として print zone に設定する。次
にそのシーンの明るい領域と暗い領域を同様に読み取り、シーンのダイナミックレンジを
決定する。その際に、print zone にダイナミックレンジが収まらず、そのディテールの損失
をなくしたい場合は、局所的に現像処理を変更する Dodging-and-burning を行う。 
 Dodging-and-burning とは、現像時に局所的に輝度補正を行う技術で、部分的に光を遮
り、露出を下げる覆い焼き(dodging)と、部分的に更に光を当てることで、露出を上げる焼
き込み(burning)のことである。dodging をした領域は薄く(白く)なるため、明るくすること
ができ、burning した領域は濃く(黒く)なるため、暗くすることができる。 
 Reinhard の Tone Mapping は Zone system における middle gray 値をシーンの平均輝度
値に対数を取ったものとして、Global Tone Mapping を施した後、Dodging-and-burning
をもとにした手法により、明るい領域、暗い領域に局所的な輝度補正をしてダイナミックレ
ンジを圧縮することで、SDR 画像に変換する。 
 
3.2 Inverse Tone Mapping 
 
  3.2 では、従来から研究されてきた信号処理ベースの Inverse Tone Mapping について
いくつか紹介する。 
 
3.2.1 Content-adaptive inverse tone mapping [10] 
 
Kuo らが提案した Content-adaptive inverse tone mapping は、シーン認識をアルゴリ
ズムに含めることで、コンテンツ毎に適した処理を施すようにしたヒストグラムベースの
Inverse Tone Mapping である。過露光領域の修復や、動画にも適用できるように、画像か
動画かの判定をし、動画の場合はシーンの変化を検出するアルゴリズムなども含まれてい
る。システムのフローチャートを図 3.2 に示す。 
 
 
図 3.2 Content-adaptive inverse tone mapping のフローチャート 
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3.2.2 人間の視覚特性を考慮した Inverse Tone Mapping [11] 
 
 また、Huo らは、人間の視覚特性を考慮した Inverse Tone Mapping を提案した。Huo ら
の手法の概要を図 3.3 に示す。まず、LDR (SDR)画像を輝度チャネルとクロミナンスチャ
ネルに分解する。そして、輝度画像に対してバイラテラルフィルタを施し、輝度の局所平均
を求める。これと、局所的な網膜反応を考慮して輝度拡張の計算をし、クロミナンスチャネ
ルと組み合わせることで HDR 画像を生成する手法である。 
 
 
図 3.3 人間の視覚特性を考慮した Inverse Tone Mapping のフレームワーク 
 
3.2.3 クロスバイラテラルフィルタベースの Inverse Tone Mapping [12] 
 
 Kovaleski らはバイラテラルグリッドとクロスバイラテラルフィルタを用いた Inverse 
Tone Mapping を提案した。バイラテラルグリッドはグリッド生成、処理、スライシングの
3 つのステップで得られる。バイラテラルグリッドを処理するために、3 次元関数、ここで
はガウシアンカーネルによる畳み込みを適用し、新たなグリッドを生成する。そして、スラ
イシング操作により、区分的に滑らかな 2 次元のマップを抽出する。また、バイラテラルグ
リッドとともにグリッド位置を決めるためにバイラテラルフィルタが用いられる。 
このバイラテラルグリッドによりシャープエッジを保持する、滑らかな輝度拡張関数が
生成され、HDR 画像を生成することができる。 
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3.2.5 Inverse Tone Mapping に必要なガンマ値を自動で計算する手法 [13] 
 
 Masia らは、ガンマ関数により輝度の拡張を行う Inverse Tone Mapping において、画像
の統計から、ガンマ値を自動で計算する手法を提案した。まず、画像の統計を計算するため
に、sRGB の値をリニアライズし、輝度値 L を計算する。また、幾何平均の輝度値を𝐿𝐻と
すると、𝐿𝐻は以下の式(3.1)のように表せる。 
𝐿𝐻 = exp [
1
𝑁
∑log⁡(𝐿(𝑖) + 𝜀)
𝑁
𝑖=1
] ⁡ (3.1) 
ここで、εは値 0 の特異点を避けるための非常に小さな正の値である。更に、key 値を式(3.2)
により得る。 
𝑘 =
𝑙𝑜𝑔𝐿𝐻 − 𝑙𝑜𝑔𝐿𝑚𝑖𝑛
𝑙𝑜𝑔𝐿𝑚𝑎𝑥−𝑙𝑜𝑔𝐿𝑚𝑖𝑛
⁡ (3.2) 
ここで𝐿𝑚𝑎𝑥、𝐿𝑚𝑖𝑛はそれぞれ最大輝度、最小輝度を表す。そして、𝑘1を 1%の外れ値として
除去した key 値とし、各画像の白飛び領域の比率を𝑝𝑜𝑣とすると、式(3.3)のような回帰式に
よりガンマ値を得ることができる。 
γ = 2.4379 + 0.2319𝑙𝑜𝑔𝐿𝐻 − 1.1228𝑘1 + 0.0085𝑝𝑜𝑣 (3.3) 
 
3.3 CNNベースの HDR画像化、Inverse tone mapping 
 
 3.3 では、近年提案されてきた CNN ベースの HDR 画像化、及び Inverse Tone Mapping
について述べる。 
 
3.3.1 Deep high dynamic range imaging of dynamic scenes [14] 
 
 オプティカルフローによりアライメントされた複数枚の SDR 画像を合成する際に CNN
を使用した手法である。ここで、オプティカルフローとは、フレーム間の物体の動きをベク
トルで表し、移動物体の検出や動作の解析に用いられる手法であり、ここでは、Liu らが提
案した手法 [15]が用いられていた。CNN はカーネルサイズを徐々に小さくしていく 4 層
の畳み込み層のみで構築しており、その CNN アーキテクチャを図 3.4 に示す。 
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図 3.4 Deep high dynamic range imaging of dynamic scenes の CNN アーキテクチャ 
 
また、loss 関数に画像復元等で頻繁に使用される Euclidean loss ではなく、音響信号処
理の分野で値を圧縮する際に使用される µ-law を使用している。ここでの loss は HDR 画
像が一般に Tone Mapping 後に表示されることを考慮して、Tone Mapping 後の推定 HDR
画像と Ground truth の HDR 画像間の loss を計算している。図 3.5 にこのシステムの概要
図を示す。 
 
 
図 3.5 Deep high dynamic range imaging of dynamic scenes の概要図 
 
3.3.2 Deep Reverse Tone Mapping [16] 
 
 CNN ベースの Inverse Tone Mapping であり、単一の SDR 画像から露出の異なる複数
枚の SDR 画像を生成する際に CNN を使用した。そして、CNN の出力である複数枚の SDR
画像を合成することで HDR 画像を生成し、間接的に単一の SDR 画像から HDR 画像を生
成することを可能とした。Deep Reverse Tone Mapping の概要図を図 3.6 に示す。 
 
 
図 3.6 Deep Reverse Tone Mapping の概要図 
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 単一の SDR 画像から露出の異なる複数枚の画像は、Up-exposure model と Down-
exposure model の 2 つのモデルから生成される。これら 2 つのモデルには同じアーキテク
チャの CNN が使用されており、それを図 3.7 に示す。 
 
 
図 3.7 Deep Reverse Tone Mapping の CNN アーキテクチャ 
 
3.3.3 HDR image reconstruction from a single exposure using deep CNNs [17] 
 
 Eilertsen らは Saturated area を修復しながら、画像を HDR 化する CNN ベースの
Inverse Tone Mapping を提案した。CNN アーキテクチャは VGG16 [18]を使用しており、
訓練データに使用する HDR 画像が現状では十分に集められないことから、MIT Places 
database [19]で転移学習を行っている。CNN アーキテクチャを図 3.8 に示す。 
 
 
図 3.8  HDR image reconstruction from a single exposure using deep CNNs 
の CNN アーキテクチャ 
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 任意の単一の SDR 画像が入力された時、Saturated area を修復することを目的としてお
り、最終的な HDR 画像は、推定した画素値とリニアライズされた入力画像を以下の式(3.4)
のように組み合わせることで生成される。 
𝐻𝑖,𝑐 = (1 − 𝛼)𝑓
−1(?̂?𝑖,𝑐) + 𝛼𝑖exp⁡(?̂?𝑖,𝑐) (3.4) 
ここで、?̂?𝑖,𝑐は最終的な HDR 推定画像、𝑖は空間インデックス、cはカラーチャネル、?̂?𝑖,𝑐は
log domain での CNN の出力を表す。また、𝑓−1は Inverse camera curve、ここではガンマ
値 2 のガンマ関数を表し、入力を linear domain に変換するために用いられている。また、
αはブレンド値であり、式(3.5)のように定義される。 
𝛼𝑖 =
max⁡(0,max(?̂?𝑖,𝑐) − 𝜏)
1 − 𝜏
 (3.5) 
ここで、𝜏は閾値である。 
 loss 関数について、リニアな HDR の値を直接 loss 関数に計算させる場合、HDR の高輝
度な値が強く影響してしまうことから HDR 画像を log domain で処理している。loss は、
HDR の値に対数を取った以下の式(3.6)のように定義される。 
𝐿(?̂?, 𝐻) =
1
3𝑁
|𝛼𝑖(?̂?𝑖,𝑐 − log⁡(𝐻𝑖,𝑐 + 𝜀))|
2
 (3.6) 
ここで、?̂?は HDR 推定画像、𝐻はリニアな Ground truth、𝑁は画素数、𝜀は画素値 0 の際の
特異点を除去するための非常に小さな正の定数である。 
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第4章 提案手法 
 
 本章では、提案手法として、まず Inverse Tone Mapping のための CNN のアーキテクチ
ャについて述べる。そして、Radiance HDR や OpenEXR のような一般的な HDR データ
セットに対して、対数を用いたデータ整形を用いることで、SDR 画像から HDR 画像への
学習を可能とした手法について述べる。また、VRAM の制限のため、高解像度の画像を分
割して CNN に入力し、最後に結合させる場合、畳み込み時のゼロパディングにより生じて
しまう境界線を除去する手法について述べる。 
 
4.1  Inverse Tone Mappingのための CNN 
 
 Inverse Tone Mapping のための CNN として、 [14]を参考にした、4 層の畳み込み層の
みで構築した。これを図 4.1 に示す。また、活性化関数として最終層以外に ReLU を使用
した。最終層の活性化関数にシグモイドを適用して、CNN の出力のレンジを 0 から 1 にす
ることが多いが、実験の結果、シグモイドを使用しない方が僅かに良い結果が得られたため、
使用していない。カーネルサイズは 1 層目から順に 7,5,3,1 で、ストライド数 1、ゼロパデ
ィングにより畳み込み前後でサイズが変化しないようにした。確率的勾配降下法により推
定された HDR 画像と対応する Ground truth の HDR 画像間の Euclidean(MSE) loss を最
小化するように学習させることで、Inverse tone mapping のためのパラメータθを推定し、
SDR 画像から HDR 画像への end-to-end マッピングFを学習させる。 
 
 
図 4.1 Inverse Tone Mapping のための CNN デザイン 
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4.2  対数を用いたデータ整形 
 
Radiance HDR や OpenEXR のような一般的なフォーマットの HDR 画像を学習させる
ために、対数を用いたデータ整形を提案する。SDR 画像と HDR 画像では、画素値の分布
が大きく異なるため、MSE で loss を最小化させることが困難であると言われている。HDR
画像は SDR 画像よりも画素値の上限が大きく、特に値が大きくなるほど、分布が疎になる
という特徴があるため、HDR 画像に対して式(4.1)のような対数を用いたデータ整形を施す。 
Y = 𝑙𝑜𝑔𝑚𝑎𝑥+1(𝑋 + 1) (4.1) 
ここで、Y はデータ整形後の画素値、X はデータ整形前の画素値、max は全画素値の最大
画素値を表す。式(4.1)により、HDR 画像の値のレンジを 0~1 にしつつ、値の高い部分ほど
大きく値を抑制できるため、より SDR 画像のデータ分布に類似した、学習に適した分布に
変換することが可能となる。図 4.2 に正規化した SDR 画像のヒストグラム、正規化前の
HDR 画像のヒストグラム、対数を用いたデータ整形後の HDR 画像のヒストグラムの例を
示す。上記のデータ整形後、CNN に学習させ、テストフェーズでは、CNN の出力に対し
て、式(4.1)の逆処理である、式(4.2)の処理を施すことで元の分布に戻し、最終的な HDR 画
像を生成し、評価する。 
X = (𝑚𝑎𝑥 + 1)𝑌 − 1 (4.2) 
 
 
図 4.2 対数を用いたデータ整形によるヒストグラムの変化例 
 
4.3  分割処理で生じる境界線の除去 
 
 殆どの CNN を用いた手法はテスト画像をリサイズ、ダウンサンプリングしてから評価す
る。しかし実用性を考慮すると、4Kのような高解像度の画像で評価することが求められる。
しかし、テストフェーズにおいて、VRAM の制限のため高解像度の画像をそのまま CNN へ
の入力とできない場合は、画像を分割して処理する必要がある。その場合、畳み込み時の入
力と出力のサイズを変化させないためのゼロパディングの影響で CNN の出力画像の縁が
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暗くなり、最終的にそれらの画像を結合させた時、境界線が生じてしまう。これは画質の大
きな劣化であると判断できるため、境界線を除去する手法を提案する。その概要図を図 4.3
に示す。入力画像全体に対して、ミラーパディングをした後に画像を分割し、ミラーパディ
ングで画素補間した分広い領域で畳み込みをする。そして、暗くなった画像の縁を使用しな
いようにクリッピングして、出力画像の一部を生成する。このようにすることで、画像に生
じてしまう境界線を除去する。 
 
 
図 4.3 ゼロパディングにより生じる境界線の除去の概要図 
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第5章 実験 
 
 本章では、4 章で述べた提案手法が有効であることを示すための実験や、実験環境につい
て述べる。 
 
5.1 実験環境 
 
 PC に関する実験環境をまとめたものを表 5.1 に示す。 
 
表 5.1 PC に関する実験環境 
 製品名 GALLERIA XG 
 OS Ubuntu16.04LTS 
PC システム 64bit OS 
 CPU Intel Core i7-6700K 
 GPU NVIDIA Geforce1080 8GB 
 メモリ 24.00GB 
 
 Deep Learning に用いるオープンソースのフレームワークに Caffe [20]を用いる。また、
NVIDIA が提供する並列コンピューティングアーキテクチャである CUDA を用いる。 
CUDA は、GPU の能力を利用することにより、計算処理能力を劇的に向上させることが
できる [21]。 
また、DNN のライブラリである cuDNN を用いる。cuDNN は GPU に加速する DNN の
ライブラリであり、Forward、Backward 時の畳み込み、プーリング、正規化、活性化関数
による処理等を高度にチューニングする実装を提供する [22]。 
本実験では、CUDA 8.0、cuDNN v5.1 を使用し、また NVIDIA のドライバのバージョン
は 367.57 を使用した。また、その他の実験環境として、MATLAB R2016a を使用した。 
 
5.2 Caffe 
 
 Caffe は Deep Learning のために作られたオープンソースのフレームワークである。現
在は BVLC(Berkeley Vision and Learning Center)で維持、開発されており、画像認識を含
め、様々な分野で利用されている。C++で実装されており、Python や MATLAB にも対応
している。また、CUDA を利用し、GPU を用いて高速に計算処理をすることができる。
Caffe は独自のファイル形式である prototxt ファイルを用いて Network 定義や Solver 定
義を行うことで学習を行う。次項で、これらの詳細について説明する。 
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5.2.1 Network 定義 
 
 Network 定義を行う prototxt ファイルでは、ニューラルネットワークをどのように定義
するのかについて記述する。Network 定義ファイルでは処理毎に layer を定義し、各 layer 
内に、その処理で使用される各パラメータを定義するといった形式になっている。まず、
Caffe では Data Layer を通してデータが入る。データの入力形式として LEVELDB や
LMDB 等の効率的なデータベースや HDF5 形式等が対応している。ラベルデータに数値で
なく画像を設定したい場合は HDF5 形式にデータを格納する必要があり、その場合は
Transform param が設定できないため、prototxt ファイル上で、ランダムクロッピングや
ミラーリングなどの Data Augumentation をすることができないといった制約がある。そ
の後、畳み込みやプーリング、活性化関数等を layer に定義し、最後に loss を計算する Loss 
Layer を定義するのが一般的である。 
 
5.2.2 Solver 定義 [23] 
 
 Solver 定義では、5.2.1 で定義したニューラルネットワークをどのように学習させるかに
ついて定義する。以下に定義できる各パラメータについて説明する。 
 
・base_lr 
ネットワークの学習率の初期値を定義する。実数値でなければならない。 
 
・lr_policy 
学習率が時間とともにどのように変化していくかを定義する。 
 
・gammma 
次の step に行く毎に、どのように学習率が変化するのかを定義する。実数値でなければな
らない。 
 
・stepsize 
イテレーション何回毎に、学習を次の step に移行するのかを定義する。正の整数値でなけ
ればならない。 
 
・stepvalue 
学習を次の step に移行すべき潜在的に大きなイテレーション回数の 1 つを示す 
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・max_iter 
イテレーション何回まで学習を行うのかを定義する。 
 
・momentum 
前の重みを次の計算にどの程度保持するのかを定義する。 
 
・weight_decay 
大きな値の重みに対して、正則化を行う要素を定義する。 
 
・solver_mode 
GPU を使用するか、CPU のみで処理を行うかを選択する。 
 
・snapshot 
イテレーション何回毎に Caffe がモデルを出力するのかを定義する。正の整数値でなけれ
ばならない。 
 
・snapshot_prefix 
snapshot の出力のファイル名を定義する。 
 
・net 
学習させたい Network 定義ファイルの path を指定する。 
 
・test_iter 
test_interval 毎に何回 test イテレーションが生じるかを定義する。正の整数値でなければ
ならない。 
 
・test_interval 
どの程度ネットワークの test phase が実行されるかを定義する。 
 
・display 
スクリーンにどのくらいの頻度で Caffe に結果を出力させるかを定義する。正の整数値で
ある必要があり、イテレーションの回数を指定する。 
 
・type 
ネットワークを学習させるために用いる誤差逆伝搬法のアルゴリズムを指定する。 
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5.3 データセット 
 
 5.3 では、まず HDR 画像の説明、及び一般的な HDR フォーマットの詳細な説明をする。
そして、大きく分けて 2 パターンのデータセットを用意し実験を行うため、各データセッ
トについてそれぞれ説明する。 
 
5.3.1 HDR 画像について 
 
5.3.1 ではまず、HDR 画像の特徴について述べる。ダイナミックレンジとは各画素値が持
つ値の幅のことで、表現できる明るさの幅を指す。このダイナミックレンジが広い画像のこ
とを HDR 画像と呼び、JPG、PNG、BMP 等の、通常の SDR 画像では表現できない明る
さの階調を表現することができる。ここで、主な HDR 画像のファイル形式について、
Radiance 形式と OpenEXR 形式について述べる。 
 Radiance 形式のファイルは、拡張子が”.hdr”であり、仮数部として RGB 各チャネルに
8bit、指数部として 8bit の計 32bit の浮動小数点数で画素値を保持する。また、各画素値は
ランレングス符号化によって圧縮される。 
 OpenEXR 形式のファイルは、拡張子が”.exr”であり、RGB 各チャネルに 16bit の浮動小
数点数で画素値が保持され、符号部、指数部、仮数部にそれぞれ 1bit、5bit、10bit 割り当
てられる。また、16bit の浮動小数点数の他、32bit の符号なし整数や 32bit の浮動小数点
数もサポートし、異なるデータタイプで任意のチャネル数の値を保持することができる 
[24]。 
 
5.3.2 Radiance HDR 
 
まず、一般的な HDR フォーマットである Radiance HDR 形式の HDR 画像をデータセ
ットとして使用した。その HDR 画像データは Empa HDR Image Database [25]と sIBL 
Archive [26]から取得し、Train 画像 29 枚、テスト画像 4 枚用意した。そして、MATLAV 
Image Processing Toolbox の関数 tonemap により Tone Mapping を施し、対応する SDR
画像を生成した。更に、Data Augmentation として、パッチ生成を行う。パッチ生成とは、
画像をオーバーラップさせながら、小領域毎にスライドさせてクリッピングすることで、一
枚の画像から複数の画像を生成し、データを水増しする処理である。これを図 5.1 に示す。 
本論文はオーバーラップせずにストライド 32 として 32×32 でパッチ生成を行い、最終的
に Train 画像を約 37 万枚、Test 画像を 6 万枚用意した。 
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図 5.1 パッチ生成の概要図 
 
5.3.3 LUCORE [27] 
 
 4.2 で述べた通り、一般的なフォーマットの HDR 画像では、SDR 画像から HDR 画像を
生成するための CNN の学習は困難である。そこで、株式会社 IMAGICA 社が提供してい
る UHD/HDR の標準画像である LUCORE を使用する。 
LUCORE には SDR(100nits)バージョン、HDR(1000nits)バージョンと HDR(10000nits)
バージョンがある。これらは、それぞれ最大絶対輝度 100nits,1000nits,10000nits で最適な
カラーグレーディング(色調補正)を施した画像である。SDR 画像は Gamma 値 2.2 で最適
なカラーグレーディングがなされていて、HDR 画像は SMPTE ST 2084 に準拠している。
また、SDR 画像、HDR 画像ともに色域は ITU-R BT2020 に準拠しており、解像度は 4K 
(3840×2160)である。そして、データは 16bit の TIFF 形式で格納されている。これらは、
以下の表 5.2 にまとめた。 
 
表 5.2 LUCORE の各バージョンの説明 
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また、LUCORE 制作のワークフローを図 5.2 に示す。ここで、HDR 画像にはもう一つ、
シーン輝度忠実というバージョンがある。これは、撮影したシーンの被写体の持つ輝度に忠
実になるように階調再現したものであり、このバージョンでは、意図的なカラーグレーディ
ングは行われていない。本論文で LUCORE を使用する目的は、LUCORE の HDR ディス
プレイで表示させるための最適なカラーグレーディングを活かした HDR 推定を行うこと
であるため、シーン輝度忠実バージョンは使用しない。 
 LUCORE のシーン構成について、LUCORE には大きく分けてスタジオとロケーション
の 2 パターンのシーンが含まれている。ST 2084 カーブの評価や輝度の評価に最適なスタ
ジオモデルのカットのシーンが主にスタジオのシーンに含まれており、BT.2020 の色域を
カバーしたモデルと動物、植物、花火などのカットが主にロケーションのシーンに含まれて
いる。モデルには黒人女性、黄色人女性、白人女性が採用され、それぞれのフェイストーン
や髪の毛の艶、書き上げた髪の毛のディテール等が要素として含まれている。また、
10000nits の空や、ITU-R BT.709 の色域を超えたインコの青色、黄色、羽のテクスチャ、
夕日と波の煌き、花火の閃光等が要素として含まれている。 
LUCORE をデータセットに使用することで、HDR 環境に最適な輝度や色を持つ HDR
画像を生成することが期待できる。また、ST 2084 の EOTF を掛け、Radiance HDR の値
1 が 100nits に対応していることを考慮して、適切な値で乗算することで、Radiance HDR
のような一般的な HDR フォーマットに変換することができる。更に、ffmpeg を用いて連
番画像を動画化する際にHDR メタデータを付与することで容易に HDR動画を生成するこ
とができる。 
LUCORE の各シーンをそれぞれ 1,2 枚使用して、40×40 でパッチ生成を行い、最終的
に SDR 画像、HDR 画像それぞれ約 30 万枚用意してデータセットとして使用した。 
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図 5.2 LUCORE 制作のワークフロー 
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5.4 対数を用いたデータ整形による Inverse Tone Mapping 
 
HDR 画像に対して、4.2 で示した対数を用いたデータ整形を施して SDR 画像に類似した
データ分布に変換する。また、SDR 画像に対しては、MARLAB の関数 im2double により
0 から 1 の値に正規化して訓練データを作成した。ここで、4.2 のデータ整形を施さずに
SDR 画像の正規化後の値に 100 を乗算したものが絶対輝度値に対応、HDR 画像を正規化
した場合、SDR 画像と HDR 画像間のデータ分布や値の差の影響で MSE loss が発散して
しまう現象が見られ、適切に学習させることはできなかった。しかし、4.2 の処理を加える
ことで loss が低減されていく様子が見られ、学習が可能となった。 
テストフェーズでは、CNN の出力に対して、データ整形式の逆処理を施すことで HDR
画像を元の分布に戻すことを 4.2 に示した。テスト画像として、訓練データに含まれていな
い 5 枚の画像を用意して Ground truth の HDR 画像との MSE を取得した結果を表 5.3 に
示す。また、入力した SDR 画像の例を図 5.3 に示し、HDR 推定結果と対応する Ground 
truth の HDR 画像の例をそれぞれ図 5.4、図 5.5 に示す。ここで、図 5.4、図 5.5 の結果は
Radiance HDR 形式の HDR 画像を Luminance HDR を使用して表示して、ダイナミック
レンジの表示範囲をスライドさせることで 3 枚に分割して表示している。 
図 5.3 の入力画像と図 5.4 の結果を見ると、ダイナミックレンジが広がっていることや、
色鮮やかになっていることがわかる。しかし、図 5.4 と図 5.5 を比較すると、Ground truth
と比較して、HDR 推定画像は画質が劣化していることがわかり、また、Ground truth の色
鮮やかさを再現できていないことがわかる。これらのことから 5.4 の実験結果を考察する
と、一般的な HDR フォーマットを用いた場合では、高品質な HDR 画像推定は困難である
ことがわかる。 
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表 5.3 HDR 推定結果と Ground truth との MSE 取得結果 
Image MSE 
Circus_Backstage_3k 18.24 
Knossos5 1.25 
Malibu_Overlook_3k 9.21 
MontSaintMichel 5.05 
TestChart1 0.21 
 
 
図 5.3 入力 SDR 画像例 (MontSaintMichel) 
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図 5.4 HDR 推定結果例 
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図 5.5 Ground truth の HDR 画像 
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5.5 LUCORE を用いた Inverse Tone Mapping 
 
 5.4 では Radiance HDR 形式の HDR 画像をデータセットとして使用したが、対数を用い
たデータ整形により、学習を可能にしたものの、高品質な HDR 画像を推定することは困難
であることがわかった。 
そこで 5.5 では、Radiance HDR 形式の HDR 画像の代わりに LUCORE をデータセット
として使用する。 
また、5.5 での PSNR 及び HDR-VDP-2 の Quality 値は全て、訓練データに含まれてい
ない 38 枚のテストシーンの平均値を取ることで算出している。 
 
5.5.1 LUCORE のバージョン毎の結果の比較実験 
 
 表 5.2 の通り、LUCORE の HDR 画像には、1000nits、10000nits でそれぞれ最適なカ
ラーグレーディングをしたバージョンと、シーン輝度忠実バージョンがある。5.5.1 では、
それらを使用して以下の 3 パターンのデータセットを作成し、比較実験を行う。 
 
Pattern A 
・SDR(100nits)バージョンと HDR(1000nits)バージョンを使用 
・映像信号レベル値での学習 
 
Pattern B 
・SDR(100nits)バージョンと HDR(10000nits)バージョンを使用 
・映像信号レベル値での学習 
 
Pattern C 
・SDR(100nits)バージョンと HDR(10000nits)バージョンを使用 
・ディスプレイ絶対輝度値での学習 
 
 ディスプレイ絶対輝度値での学習に関して、まず SDR 画像に対して、ガンマ値 2.2 で最
適なカラーグレーディングをした画像であることを考慮し、ガンマ値 2.2 で逆ガンマ補正を
掛けたものをデータセットに使用する。HDR 画像に対しては、式(2.10)に示した ST 2084
の EOTF を適用した後にデータセットとして学習させる。そしてテストフェーズでは、逆
ガンマ補正後の SDR画像をCNNの入力画像として、得られたCNNの出力画像に対して、
式(2.10)の逆処理である ST 2084 の Inverse EOTF を適用することで HDR 推定画像とす
る。この Inverse EOTF を式(5.1)に示す。 
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E′ = (
𝑐1 + 𝑐2𝐿
𝑚1
1 + 𝑐3𝐿𝑚1
)
𝑚2
 (5.1) 
 2,000,000 イテレーション学習させて、HDR 推定画像を生成し、Ground truth の HDR
画像と PSNR による比較をする。各パターンにおける比較結果を表 5.4 に示す。 
 
表 5.4 各パターンにおける PSNR の平均値の取得結果 
Pattern Mean PSNR (dB) 
A 35.64 
B 31.71 
C 24.13 
 
ここで、表 5.4 の PSNR は 16bit の TIFF 形式の状態で計算している。また、PSNR で最
も良い値を示した Pattern A における、入力である SDR 画像と出力結果である HDR 推定
画像、Ground truth の HDR 画像の例を 2 つそれぞれ図 5.6、図 5.7 に示す。図 5.6、図 5.7
の HDR 画像は、データをディスプレイ絶対輝度値に変換後、Radiance HDR 形式に変換し
て保存し、NVIDIAのHDR画像を表示させるためのSDK [28]を使用することで表示した。 
表 5.4 の結果を見ると、Pattern A と Pattern B の比較から、10000nits のデータを使用
した結果よりも、1000nits のデータを使用した結果の方が良い結果となった。これは、
1000nits のデータの方が、SDR のデータ分布に類似しているために、学習が容易になった
ためであると推測される。 
また、Pattern B と Pattern C の比較から、データを信号レベル値で学習させる方が、デ
ィスプレイ絶対輝度値で学習させるよりも良い結果が得られることがわかった。これに関
する考察としてまず、ディスプレイ絶対輝度値に変換することで、SDR 画像と HDR 画像
のデータ分布の類似性が非常に高くなっていた。これは、学習の初期段階から loss が低い
値になっていたため判明したことである。上記を考慮すると、学習時の SDR、HDR 画像の
データを過度に近づけてしまうと、両者の相関関係が CNN に学習させることが困難になる
と推測できる。つまり、適切なデータ整形や正規化が CNN の学習には重要であることがわ
かる。 
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図 5.6 実験結果例 1(上から SDR 画像、HDR 推定画像、Ground truth の順) 
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図 5.7 実験結果例 2(上から SDR 画像、HDR 推定画像、Ground truth の順) 
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5.5.2 イテレーションのチューニングに関する比較実験 
 
 まず、5.5.1 で得られた HDR 推定画像の問題点及び考察について示す。図 5.6 の HDR 推
定画像と Ground truth の結果例を拡大したものを図 5.8 に示す。 
 
 
図 5.8 HDR 推定結果のノイズが強調されている様子  
(図 5.6 の実験結果例 1 の一部を拡大した図、左から HDR 推定画像、Ground truth の順) 
 
図 5.8 の結果を見ると、HDR 推定結果は、ノイズが強調されたような結果となっているこ
とがわかる。この原因を 5.5.1 の結果は 2,000,000 イテレーションした結果であることを考
慮し、イテレーションを過度に増やしたことにより、本来の信号だけでなく、ノイズ等も学
習してしまったためであると推測した。 
 そこで、5.5.2 ではイテレーションのチューニングに関する比較実験を行う。ここで以降
の実験では、表 5.4 で最も結果の良かった Pattern A、つまり 1000nits で最適なカラーグ
レーディングをした HDR 画像を映像信号レベル値で学習させたものを使用する。 
イテレーションと loss の関係を示す、loss の遷移図を図 5.9 に示す。図 5.9 を見ると、約
10000 イテレーションで loss の収束が見られる。そこで、10000 イテレーションから 10000
イテレーション毎に 50000 イテレーションまで 5.5.1 と同様に PSNR の平均値を取得した
結果を表 5.5 に示す。表 5.5 の結果を見ると、僅かではあるが、30000 イテレーションの
時、最も PSNR が良い値となった。 
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図 5.9 loss の遷移図  
 
表 5.5 各イテレーションにおける HDR 推定結果の比較 
Iteration Mean PSNR (dB) 
10,000 28.81 
20,000 29.97 
30,000 30.84 
40,000 30.76 
50,000 30.58 
 
一方で、2,000,000 イテレーションの時の PSNR は表 5.4 より 35.64dB で 30000 イテレ
ーションの時の 30.84dB よりも高い。ここで、30000 イテレーション、2,000,000 イテレー
ションの時の HDR-VDP-2 の Quality のスコアの平均値を計算した。その結果を表 5.6 に
示す。 
 
表 5.6 30,000 イテレーション、2000000 イテレーションの HDR-VDP-2 による比較 
Iteration Mean HDR-VDP-2 for SDR 
30,000 47.94 
2,000,000 44.62 
43 
 
表 5.6 の HDR－VDP-2 の結果は LUCORE の画像が TIFF 形式で保存されているため、
SDR 画像として計算した。表 5.6 の結果を見ると、主観評価に近い結果が得られる HDR-
VDP-2 の Quality 値では、2,000,000 イテレーションの結果よりも 30000 イテレーション
の結果の方が良い値となっていることがわかる。また、30000 イテレーションの時の
Quality のスコアは約 48 である。これは 5 段階評価の MOS 値において、MOS=4 程度で
あることを示しており、劣化はわかるが気にならない程度の画質であることを示す。 
また、5.5.1 の問題点であった、ノイズが強調される点は、30000 イテレーションの時に
は見られない。それがわかる比較画像を図 5.10 に示す。図 5.10 を見ると 2,000,000 イテレ
ーションの結果ではノイズが強調されているのに対して、30000 イテレーションの結果で
はノイズが Ground truth と同程度で気にならない。 
また、イテレーションを過度に増やすことで、滑らかなグラデーションの変化が失われ、
縞模様が生成されてしまう Banding という現象が生じてしまう問題も見られたが、これも
イテレーションのチューニングにより改善された。それがわかる比較画像を図 5.11 に示す。
図 5.11 を見ると、Ground truth に見られる滑らかな階調の変化が、2,000,000 イテレーシ
ョンの時には見られず、Banding が生じていることがわかる。一方で、30000 イテレーシ
ョンの時には Banding が生じておらず、Ground truth の滑らかな階調が保持されている
ことがわかる。 
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図 5.10 ノイズの比較画像  
(上から 30,000 イテレーション、2,000,000 イテレーション、Ground truth の順) 
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図 5.11 Banding の比較画像 
(上から 30,000 イテレーション、2,000,000 イテレーション、Ground truth の順) 
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5.5.3 境界線を除去する手法の有無による比較実験 
 
 5.5.2で示したHDR推定画像にはもう一つ、境界線が生じてしまうという課題点がある。
これは 4.3 で示したように、テストフェーズ時に VRAM の制限のために画像を分割処理す
ることで生じるもので、畳み込み時のゼロパディングにより分割入力画像の縁が暗くなり、
最終的に CNN の出力画像を結合させる際に境界線として表れてしまう。図 5.11 の 30000
イテレーション、2,000,000 イテレーションの結果は、LUCORE の画像の一部分を拡大し
た比較画像であるが、境界線が生じていることがわかる。 
図 5.11 の HDR 推定画像のように、4.3 で示した境界線を除去する手法を用いない場合に
は境界線が生じてしまう。5.5.3 では、4.3 の手法を用いた場合と用いなかった場合での比
較を PSNR、HDR-VDP-2 を用いて行う。その結果をまとめたものを表 5.7 に示す。 
 
表 5.7 境界線除去手法の有無による比較結果 
 With our splitting process 
method 
Without our splitting 
process method 
PSNR 30.87 30.84 
HDR-VDP-2 for SDR 47.81 47.94 
 
表 5.7 を見ると、4.3 の提案手法を用いた場合も画像全体に対する PSNR、HDR-VDP-2
の値に影響はないことがわかる。 
一方で、境界線が生じる部分や主観的な画質面では大きな改善が見られる。それがわかる
比較画像の例を 2 つそれぞれ図 5.12、図 5.13 に示す。 
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図 5.12 境界線除去による改善例 1 (風景) 
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図 5.13 境界線除去による改善例 2 (インコ) 
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ここで、画像全体の PSNR の取得結果を黒文字で示した。また、境界線部を中心として
3×3 の領域を切り取った画像を全体画像の右下に示しており、その領域の PSNR を取得し
た結果は緑色の文字で示した。また、これらの HDR 画像は 5.5.1 で行っていた Radiance 
HDR 形式に変換後に NVIDIA の HDR 表示用の SDK を使用する方法ではなく、HDR 推
定結果を連番画像として ffmpeg を用いて ST 2084、BT.2020 のメタデータを付与しながら
動画化し、その各フレームを表示させている。 
図 5.12、図 5.13 の結果を見ると境界線部を中心とした領域の PSNR は大きく改善され
ていることがわかる。また、4.3 で示した提案手法を用いた場合には、用いなかった場合に
見られる境界線が見られないことがわかり、境界線の除去に成功していることがわかる。 
一方で、画像全体の PSNR は影響がないのに対して、境界付近の PSNR が良い値になっ
ているということは、境界線を除去したことにより PSNR の値が下がっている領域がある
ということになる。そこで、図 5.12、図 5.13 では、境界線が交差する点を中心に 3×3 の
領域を切り取った画像の PSNR を計算したが、その領域を広げ、境界線交差点を中心付近
として、100×100 の領域を切り取って、同様に PSNR を計算した。その結果を表 5.8 に示
す。 
 
表 5.8 境界線交差点を中心付近とした小領域(100×100)での PSNR 取得結果例 
Image With our splitting process 
method 
Without our splitting 
process method 
風景 35.95 35.84 
インコ 26.61 26.55 
 
 表 5.8 の結果と図 5.12、図 5.13 で示した 3×3 の領域での PSNR 取得結果を比較する
と、境界線が生じている部分は、ゼロパディングにより暗くなった領域が改善されているた
め、PSNR の値が良くなっているが、境界線付近の PSNR の値は境界線除去手法により、
下がっていることがわかる。これは、境界線を除去するために、CNN へ画像を入力する前
に画像全体にパディングをしていることが影響していると考えられる。つまり、部分画像の
縁がパディングにより本来の連続的な画素値で畳み込み処理できないため、その領域の画
素値が Ground truth とは異なってしまうということである。一方で、HDR 推定画像を見
ると、上記の影響による劣化はわからない程度のものである。これはパディングの種類とし
て、ミラーパディングを選択したことが理由であると考えられる。これらを考慮すると主観
的な評価では、境界線を除去したほうが画質面ではメリットがあると考えることができ、提
案手法は有効であるといえる。 
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5.5.4 従来の信号処理ベースの Inverse Tone Mapping との比較実験 
 
 第 3 章で示した関連研究の中のうち、従来からある信号処理ベースの Inverse Tone 
Mapping と、提案する LUCORE を用いた CNN ベースの Inverse Tone Mapping との比
較を行う。 
 ここで、従来の信号処理ベースの Inverse Tone Mapping の手法は、Banterle らが公開
している MATLAB の HDR Toolbox [29]に実装されているものを使用した。信号処理ベー
スの Inverse Tone Mapping のパラメータは絶対輝度値を 1000nits として指定し、その他
のパラメータは全てデフォルト値で実験を行った。また、提案手法では CNN の出力に対し
て ST 2084 の EOTF を適用することで Radiance HDR 形式の HDR 画像を生成している。
HDR-VDP-2 の Quality のスコアの比較結果を表 5.9 に示す。表 5.9 を見ると、提案した
Inverse Tone Mapping が HDR-VDP-2 の Quality のスコアで最も良い値であることがわか
る。 
 
表 5.9 信号処理ベースの Inverse Tone Mapping との HDR-VDP-2 による比較 
 Kuo 
[2012] 
Huo 
[2013] 
Kovaleski 
[2014] 
Masia 
[2015] 
Ours 
HDR-VDP-2 
for HDR 
38.49 37.94 25.99 22.03 39.82 
 
5.5.5 CNN ベースの Inverse Tone Mapping との比較実験 
 
 5.5.4 では、従来から研究されてきた信号処理ベースの Inverse Tone Mapping との比較
を行った。5.5.5 では、近年提案された CNN ベースの手法として 3.3 で示した Eilertsen ら
の手法との比較を行う。 
 ここで、Eiltertsen らの手法は、5.5.4 で使用した Inverse Tone Mapping の手法と異な
り、絶対輝度値を指定できないため、HDR-VDP-2 の Quality のスコアを HDR 画像として
取得することができない。そのため、Quality のスコアを SDR 画像として取得する。その
ために、Ground truth の HDR 画像、提案手法及び Eilertsen らの手法から得られた HDR
推定画像に対して同様のTone Mappingを施してSDR画像に変換した。そのTone Mapping
として、3.1 で示した Reinhard らの手法を用いる。また、Reinhard らの Tone Mapping の
結果は 8bit の PNG 形式として保存して比較する。 
 ここで、Eilertsen らの手法は、CNN のプーリングとアップサンプリングの影響で縦横
比に制約がある。LUCORE は 3840×2160 の解像度であるが、Eilertsen らの手法では、
CNN へ画像を入力する前に 3840×2176 にリサイズされてしまう。そこで、画像の上下を
8 ずつ、クリッピングすることで Ground truth と同サイズにして比較を行う。Eilertsen ら
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の手法と提案手法とのPSNR及びHDR-VDP-2のQuality値の比較結果を表 5.10に示す。 
 
表 5.10 CNN ベースの Inverse Tone Mapping との比較結果 
 Eilertsen 
[2017] 
Ours 
PSNR 19.93 26.58 
HDR-VDP-2 for SDR 27.75 42.93 
 
 表 5.10 を見ると PSNR、HDR-VDP-2 で提案手法のほうが良い値であることがわかる。
Eilertsen らの手法が良い結果とならなかった理由としては、CNN のプーリングとアップ
サンプリングの影響で画像をクリッピングする必要があったことが挙げられる。また、
Eilertsen らの手法は Saturated area の修復を重視し、CNN による推定結果をリニアライ
ズされた入力 SDR 画像と組み合わせている。そのため、画像全体が LUCORE の Ground 
truth のような、HDR ディスプレイで表示させるための輝度や色を表現できていないため、
PSNR や HDR-VDP-2 で低い値となってしまったのだと推測される。 
 Eilertsen らの手法と提案手法の HDR 推定画像及び Ground truth の HDR 画像を
Reinhard の Tone Mapping により SDR 画像に変換した比較画像の例を 3 つ、それぞれ図
5.14、図 5.15、図 5.16 に示す。 
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図 5.14 HDR 推定画像及び Ground truth の比較 1 
(上から Eilertsen、Ours、Ground truth の順) 
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図 5.15 HDR 推定画像及び Ground truth の比較 2 
(上から Eilertsen、Ours、Ground truth の順) 
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図 5.16 HDR 推定画像及び Ground truth の比較 3 
(上から Eilertsen、Ours、Ground truth の順)  
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特に図 5.16 において、Eilertsen らの手法は太陽光を Saturated area と判定しているた
め、Ground truth とは異なった画像を生成していることがわかる。しかし、提案手法の太
陽光の推定結果も Ground truth と比較すると、十分な高輝度に拡張できていないことがわ
かる。 
ここで、図 5.16 における提案手法の HDR 推定画像と Ground truth を 0~1 に正規化し
た後にヒストグラムを取得した結果を図 5.27 に示す。 
 
 
図 5.17 太陽光のような高輝度域を含む画像におけるヒストグラムの比較 
(上から提案手法、Ground truth の順) 
 
図 5.17 を見ると、HDR 推定画像と Ground truth のヒストグラムはほぼ一致しているこ
とがわかる。一方で、Ground truth にはヒストグラムの右端に太陽光を表す値が分布して
いるが、提案手法における HDR 推定画像には見られない。これは、LUCORE には非常に
高い輝度を含む画像が十分に含まれておらず、非常に高い輝度値を推定することが困難で
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あったことが原因と考えられる。一方で、30000 イテレーションで推定した結果は Banding
の生じていない、自然で高品質な HDR 推定結果であることがわかる。 
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第6章 総括 
 
6.1 まとめ 
 
 本論文では、CNN を用いた、HDR ディスプレイで表示させるための Inverse Tone 
Mapping を提案した。その際に、畳み込み時のゼロパディングと画像を分割処理後に結合
させることで生じる境界線を除去する手法を提案し、境界線のない高解像度の画像を処理、
生成することを可能にした。また、提案手法で得られた HDR 推定画像は、ST 2084 EOTF
により容易に HDR フォーマットに変換できるだけでなく、ffmpeg を用いて HDR メタデ
ータを付与し、連番画像から HDR 動画を生成することが可能である。 
 また、提案手法を、従来から研究されてきた信号処理ベースの Inverse Tone Mapping、
近年提案された CNN ベースの Inverse Tone Mapping、及び Ground truth と比較を行っ
た。客観評価指標の PSNR と HDR-VDP-2 で比較した結果、従来手法よりも良い値が得ら
れ、Ground truth との画像の比較により、Ground truth に近い高品質な HDR 推定が可能
であることを示した。 
 
6.2 今後の課題 
 
 今後の課題として、ITU-R BT.709 から BT.2020 に変換する高色域化を CNN ベースで行
う手法を検討している。本論文で用いた SDR 画像は、ITU-R BT.2020 に準拠した画像であ
るが、現在の HD 放送の規格は ITU-R BT.709 により規定されている等、SDR 環境で
BT.2020 の高色域の情報を持っていることは少ない。 
 そこで CNN ベースの高色域化手法を提案し、本論文の内容と組み合わせることで、より
実用的な HDR 環境のための Inverse Tone Mapping を提案できるのではと考えている。 
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