Abstract: Over the years, ant colony optimisation (ACO) algorithms have been proposed particularly for solving the hard combinatorial optimisation problems, such as the travelling salesman problem (TSP) and the job-shop scheduling problem (JSSP). Also, most real-world applications are concerned with the multi-objective optimisation problems. In this paper a new ant colony optimisation (ACO) algorithm is proposed for solving two or more objective functions, simultaneously. It is based on the ant colony system (ACS) algorithm and uses the random weight-based method. It is applied on several benchmark instances of the TSP and the JSSP from the literature and compared with more recent multi-objective ant colony optimisation algorithms (MOACO). The experimental results have shown that the proposed algorithm achieves better performance for solving the travelling salesman problem and the job-shop scheduling problem with multiple objectives. It also obtained well distribution all over the Pareto-optimal front. Keywords: ant colony optimisation; ACO; job shop scheduling problem; JSSP; multi-objective problem; travelling salesman problem; TSP. His research interests span swarm intelligence, evolutionary computing, machine learning and numerical analysis. He has published research papers in these areas in international journals and conference papers. Currently, he supervises one PhD student and two MPhil students in these areas.
Introduction
Ant colony optimisation (ACO) is an optimisation methodology based on foraging behaviour of ant colonies. These insects have the ability to find the shortest path between their colony to food sources using the pheromone trail laying on the ground. ACO has been widely applied in solving the hard combinatorial optimisation problems, such as the travelling salesman problem (TSP), the job-shop scheduling problem (JSSP), the quadratic assignment problem (QAP), the vehicle routing problem (VRP), etc. Furthermore, most real-world optimisation problems naturally involve several objectives. A multi-objective optimisation problem has a number of objective functions to be minimised or maximised. Recently, many researchers have proposed ACO algorithms to solve multiple objective problems.
Over the years, most of the algorithms have been proposed for solving bi-objective optimisation problems (Baran and Schaerer, 2003; Iredi et al., 2001 ) and some of the algorithms have been proposed for multiple objectives (Angus, 2007; Rabanimotlagh, 2011) . Furthermore, aggregation of pheromone and/or heuristic information have performed as weighted product or weighted sum approach (Lopez-Ibanez and Stutzle, 2012) . In this way, previous MOACO algorithms have considered equal or fixed number of weights as same the number of objectives (Garcia-Martinez et al., 2007; Lopez-Ibanez and Stutzle, 2012) . Therefore, this paper proposes a new multi-objective ant colony optimisation (MOACO) algorithm: random weight-based ant colony optimisation (RWACO), and considers randomly generated weights for each objective. This new algorithm optimises two or more objective functions simultaneously. The proposed approach applies to two combinatorial optimisation problems, the TSP and the JSSP. To verify the performance of the proposed algorithm, it compares with some MOACO algorithms (Rabanimotlagh, 2011; Angus, 2007; Thantulage, 2009; Baran and Schaerer, 2003) which have been identified as better MOACO algorithms in recent experiments Fernando, 2015a, 2015b) for solving the TSP and the JSSP. Furthermore, computational experiments are conducted on the various benchmark instances of the TSP and the JSSP in the literature.
The rest of this paper is organised as follows. Section 2 describes some preliminaries on ACO, multi-objective optimisation problems, the TSP, the JSSP and four recent MOACO algorithms. In Section 3, the new ACO algorithm is proposed while Section 4 shows the experimental environment in order to test the new approach. Sections 5 and 6 present experimental results with analysis for the TSP and the JSSP, respectively. Finally, Section 7 gives some concluding remarks.
Preliminaries

Ant colony optimisation
ACO (Dorigo and Stutzle, 2004 ) is a meta-heuristic which is based on the behaviour of real ant species, in particular by their foraging behaviour. Ants in the colony deposit a chemical called pheromone trail on the ground when they travelled back to their nest which depends on the quality and quantity of the food they carried. Other ants in the colony use these pheromone trails lying on the ground to find the way to the food source. This indirect communication behaviour of real ant colonies enables them to find the shortest path between their nest and the food source, eventually. Artificial ants in the colony use these characteristics of real ant colonies, to find solutions for hard combinatorial optimisation problems. Dorigo et al. (1996) proposed the first ACO algorithm, ant system (AS) for solving the TSP. Artificial ants find solutions for the optimisation problems by traversing from one node to another. It uses pheromone trails deposited on the path and the heuristic information which represents a priori information about the problem instance to be solved. After completing a tour by an ant, pheromone trails are updated on the path. Before applying the new pheromone trail, it is evaporated. If an ant found a good solution then the pheromone trails on that path is high and vice versa.
Multi-objective optimisation problem
Single objective optimisation problem considers only one objective function which has to be minimised or maximised to find the optimal solution subject to the given constraints. On the other hand, many real-world problems involve simultaneous optimisation of several objective functions and they are called multi-objective optimisation problems (Deb, 2001) . Instead of giving one optimal solution, optimisation with multi objective functions gives a set of optimal solutions.
A generalised multi-objective optimisation problem consists of m set of objective functions and k restrictions which are the functions of n decision variables, as follows:
where X and Y are the decision space and the objective space, respectively. The difference between single objective and multi-objective optimisation is that in multi-objective optimisation the objective function constitutes a multi-dimensional space, in addition to the usual decision variable space.
Travelling salesman problem
The TSP plays an important role in the literature since most of the ACO algorithms have initially been applied to the TSP such as AS (Dorigo et al., 1996) and ant colony system (ACS) (Dorigo and Gambardella, 1997) . The TSP is the problem of a salesman who starts from a one city and finds the shortest possible path by visiting each city exactly once and finally comes back to the starting city. Formally, the TSP can be represented by a complete weighted graph G = (N, A) , where N is the set of nodes to represents the cities and A is the set of arcs to fully connect the given set of nodes N. Each arc (i, j) ∈ A is assigned a value d ij to represent the length of the arc which is the distance between cities i and j.
In the symmetric TSP d ij = d ji for every pair of nodes, that is, the distance between the cities are not changed with the direction of traversing the arcs. In the asymmetric TSP (ATSP), d ij ≠ d ji for at least one pair of nodes i, j.
Job-shop scheduling problem
The JSSP (Zhang et al., 2006; Ripon, 2007; Sabuncuoglu and Bayiz, 1999) involves processing of the set of jobs on several machines in any order. The n × m JSSP can be described as a set of n jobs to be processed on a set of m machines, the set of n jobs can be denoted as, J = J 1 , J 2 , …, J n and the set of m machines are M = M 1 , M 2 , …, M m . The processing of a job J j on one machine M r is called an operation O jr . Each job is processed on machines in a predefined order and once the processing of an operation is started it cannot be interrupted and concurrent. This is known as operation precedence constraint. Each operation O ij has to be processed on machine M j for an uninterrupted duration P ij , is called processing time. At the same time only a single job can be processed on the same machine is called machine-processing constraint.
The JSSP can be represented using a graph D = (N, C, D). The set of nodes N in the graph represent the set of operations O in the schedule. There are two dummy nodes which represent the start and the completion of the JSSP. Unidirectional set of edges C represents the order of operations processing in the same job. Undirected disjunctive set of edges D connects two operations which processing in the same machine from two different jobs.
In this study, performance of the JSSP is measured for makespan, mean tardiness, mean flow time and mean machine idle time criteria.
• makespan (C max ): the time taken to complete all the jobs 
Multi-objective ant colony optimisation algorithms
Recently, there have been proposed many ACO algorithms for solving multi objective optimisation problems (MOACO) in the literature. Garcia-Martinez et al. (2007) analysed the performances of several MOACO algorithms which have been proposed until 2007 and evaluated their performances by applying on bi-criteria TSP. Experimental results have shown that multiple ant colony system (MACS) (Baran and Schaerer, 2003) , UnsortBicriterion (Iredi et al., 2001) , BicriterionAnt (Iredi et al., 2001 ) and P-ACO (Doerner et al., 2004) algorithms obtained good performances. However, UnsortBicriterion and BicriterionAnt algorithms are not considered in this study, since they have proposed for solving bi-objective problems. Furthermore, P-ACO algorithm does not contribute to this study, since it has been outperformed by Pareto-strength ant colony optimisation (PSACO) algorithm (Thantulage, 2009) . Although, MACS algorithm is considered for this study by adapting it to the multiple objectives, since it returned good performance and obtained well distribution all over the Pareto front.
There have been proposed several modified ACO algorithms, within the past few years (Tuba and Jovanovic, 2013; Wei et al., 2014; Yousefikhoshbakht et al., 2013; Yue and Wang, 2015) . However, they are not considered for evaluation in this study, as they have proposed for solving single objective optimisation problems. Zhang et al. (2016) have been proposed an ACO algorithm for solving only bi-objective optimisation problem. According to their analysis, the proposed iPM-MACS algorithm obtains results as same as the MACS algorithm in the central part of the Pareto-optimal front. Therefore, it is not considered for this study.
Moreover, Ariyasingha and Fernando (2015a) analysed the performances of seven recent MOACO algorithms by applying on the TSP with multiple objectives. It has been concluded that MACS algorithm achieved better performance in all over the Pareto front while ACOMOFS (Rabanimotlagh, 2011) algorithm performed better in the central part of the Pareto front. Also, CPACO (Angus, 2007) and PSACO (Thantulage, 2009) algorithms achieved good performances in the central part of the Pareto front. Furthermore, our previous study (Ariyasingha and Fernando, 2015b) analysed the performances of six MOACO algorithms applied on the JSSP. According to the experimental results it has been concluded that the ACOMOFS, PSACO, MACS and CPACO algorithms are performed better than the other MOACO algorithms considered in the study.
Therefore, four recent MOACO algorithms: MACS (Baran and Schaerer, 2003) , efficient ACO algorithm for multi-objective flow shop scheduling problem (ACOMOFS) (Rabanimotlagh, 2011) , crowding population-based ant colony optimisation (CPACO) (Angus, 2007) and PSACO (Thantulage, 2009 ) are considered in this study to evaluate the performance of the proposed algorithm.
The proposed approach
Lopez-Ibanez and Stutzle (2012) experimentally analysed the effects of various algorithmic components to the quality and the shape of the Pareto fronts of some MOACO algorithms. One of the algorithmic components is that aggregation of pheromone and/or heuristic information in such a way that weighted product or weighted sum approach. In this way, they have examined the effects of these aggregation methods only for bi-objective TSP. Furthermore, it has shown that the weighted product approach performed better solutions than using weighted sum approach. However, they are not concerned about the random weight-based approach and their effects on the quality of the Pareto fronts.
This paper proposes an ACO algorithm to solve multi-objective optimisation problems and it is named as random weight-based ant colony optimisation (RWACO) algorithm. The proposed algorithm is based on the ACS (Dorigo and Gambardella, 1997) and it uses only one ant colony to optimise all objectives, simultaneously. Therefore this algorithm has the potential of finding an outstanding set of Pareto-optimal solutions. In each construction step, it uses only one pheromone trail value. Furthermore, it considers single heuristic information which is aggregated using the weighed sum approach. In each iteration, RWACO algorithm randomly generates a weight for each objective and calculates the heuristic information as given in equations (4) and (5). Therefore in each construction step, all objectives can be emphasised differently as it aggregates randomly generated weights for each objective.
State transition rule
Before applying the state transition rule, first a random number q is generated which is uniformly distributed in the interval [0, 1]. If q ≤ q 0 , each ant k travels from one city i to next city j according to the following formula and it is called exploitation step.
If q > q 0 , exploration step is done to select the next city j as follows:
where q 0 is a parameter which represents the relative importance of exploitation versus exploration. τ ij is the pheromone information and η ij is the heuristic information of each edge (i, j), where α and β are parameters which control the relative importance of pheromone trail and the heuristic information, respectively. k i N is the neighbourhood cities which remain to be visited by ant k in city i. The heuristic information of the edge (i, j) which uses to select the next city j from a city i is calculated as follows:
where H is the number of objectives and h ij d is the distance associated to the edge (i, j) of the objective h. w h is the weighting coefficient which is generated randomly for each objective h. Sum of all these weighting coefficients (w) of all objectives are set equal to one as given in the following equation (5). This is called random weight-based approach. 
Local updating rule
At each construction step, once the next city j is selected, the local pheromone updating rule is applied to the corresponding pheromone value of the selected edge (i, j). First, the pheromone on the selected edge is decreased to prevent from different ants to traverse the same path. Secondly, pheromone is deposited on the edge according to the following equation.
where τ 0 is the initial pheromone information and ρ′ is a parameter defines in the interval [0, 1] which represents local pheromone evaporation rate.
Global updating rule
After all ants in the colony have constructed their solution in each iteration, the global updating rule is applied to the pheromone values of all non-dominated solutions starting from the run. First, pheromone values of all the edges in the graph are evaporated as follows to prevent the convergence of the algorithm towards local optima.
(1 ) ij ij
where ρ is the parameter selected in the interval [0, 1] and it is called global pheromone evaporation rate. After that deposit pheromone on the edges of non-dominated solutions according to the following equation.
where H is the number of objectives and equal weights are used for each objective. F h represents the objective function value of the selected non-dominated solution. Table 1 presents a taxonomy of all the MOACO algorithms considered in this study.
Adaptation of RWACO algorithm for the JSSP
The new approach, RWACO algorithm can be applied to the TSP as described in the above section. However, when apply RWACO to the JSSP several changes should be performed. All these adaptation methodologies can be presented as follows. An ant k travels from operation i to another operation o using the following formula, if randomly generated number q ≤ q 0 .
Otherwise, an ant k moves to the next operation o as follows:
A is the remaining set of operations which allowed to be visited by each ant k. τ io and η io are pheromone trail and the heuristic information of the edge (i, o), respectively. The heuristic information η io is calculated as follows:
where H is the number of objectives and w h is the randomly generated weight for each objective. MOACO algorithms in this study consider two, three and four objectives. Therefore, h io d is calculated as follows for each objective.
1 ( ) for first objective 1 ( ) for second objective 1 ( ) for third objective 1 ( ) for fourth objective
( 1 2 ) where wr is the work remaining, p is the processing time, d is the due date of job and t is the machine idle time with respect to the selected operation o.
Experimentation
The performance of the proposed algorithm is compared with the four MOACO algorithms: ACOMOFS, CPACO, MACS and PSACO. These algorithms are applied to the two different combinatorial optimisation problems, the TSP and the JSSP to evaluate the performance of the proposed algorithm. A series of six different TSP benchmark instances: kroab50, kroac50, kroabc50, kroabcd50, kroab100 and kroabc100 which involve 50 and 100 cities respectively (Reinelt, 1991) , are selected to test the performance of the MOACO algorithms in the TSP. The kroab50, kroac50 and kroab100 TSP instances refer to two objectives while kroabc50 and kroabc100 TSP instances refer to three objectives. Furthermore, kroabcd50 TSP instance refers to four objectives. The objective functions: makespan, mean tardiness, mean flow time and mean machine idle time, are considered to minimise simultaneously while satisfying the constraints in the JSSP. Twelve benchmark JSSP instances (la01-la12) (Lawrence, 1984) are tested in two objectives (makespan, mean tardiness), three objectives (makespan, mean tardiness, mean flow time) and four objectives (makespan, mean tardiness, mean flow time and mean machine idle time) to measure the performance of MOACO algorithms.
When applied the MOACO algorithms into these two combinatorial optimisation problems, first the most effective parameters on the performance of the algorithms have been identified and the best values for the parameters have been applied for each algorithm. The best values obtained for the MOACO algorithms are given in Table 2 and these parameters are used for fair comparison of the MOACO algorithms.
Furthermore, each algorithm considered 20 ants to construct their solutions with the TSP and 50 ants were considered with the JSSP. Because, our previous studies Fernando, 2015a, 2015b) have shown that the performance of MOACO algorithms slightly depend on the number of ants used in the colony. Also, ACOMOFS, CPACO, MACS and PSACO algorithms obtain better performance when using 20 ants in the TSP and 50 ants in the JSSP. On the other hands, each algorithm considers 100 iterations and 10 runs. Then the solutions obtained by all the runs are used for the evaluation of the proposed algorithm. All algorithms are implemented in the same computer using CodeBlocks 13.12 under Ubuntu 14.04 environment running on an Intel Core i3 CPU at 2.40 GHz, with 4 GB memory.
Performance indicators
When using most performance indicators, it requires pseudo-optimal Pareto front be known which is an approximation to the true Pareto-optimal front. It can be calculated using the following five steps (Pinto and Baran, 2005) .
• Each algorithm is run for ten times to obtain non-dominated solutions; Y 1 , Y 2 , …, Y 10 .
• The union of all runs is calculated for each algorithm as follows:
• The Pareto front of each algorithm is obtained from the union of all runs by removing the dominated solutions as follows:
• A set of solutions Y′ is obtained as: 
Overall non-dominated vector generation
Overall non-dominated vector generation (ONVG) (Gottlieb and Raidl, 2006) measures the number of non-dominated solutions in each Pareto front, donated as |Y known |. Therefore, ONVG can be calculated using the following equation:
where | · | represents the cardinality. The larger the value of ONVG, the better the Pareto front.
Overall true non-dominated vector generation
Overall true non-dominated vector generation (OTNVG) (Gottlieb and Raidl, 2006) calculates the number of solutions of |Y known | which are in true Pareto-optimal front, |Y true |. The high value of OTNVG denotes that solutions are better. This indicator is defined as follows:
Overall true non-dominated vector generation ratio
Overall true non-dominated vector generation ratio (OTNVGR) (Gottlieb and Raidl, 2006) measures the ratio of OTNVG to the number of solutions in the true Pareto-optimal front |Y true |. This can be given as a percentage as follows:
A good solution should have a value of OTNVGR close to 100 percentage.
Coverage performance indicator
Coverage performance indicator (C performance indicator) (Deb, 2001) 
. When consider both C(A, B) and C(B, A), it can be noted that C(A, B) is not necessarily equal to 1 − C(B, A).
Relative percentage deviation and average relative percentage deviation
Relative percentage deviation (RPD) and the average relative percentage deviation (ARPD) are used as the performance indicators to compare the performance of MOACO algorithms considered in this study. RPD value for multi-objective optimisation problems (Rabanimotlagh, 2011; Sabuncuoglu and Bayiz, 1999) can be calculated as follows:
where Obj sol is the minimum objective function value of the algorithm and Obj * is the best objective function value of all the algorithms considered in the study. Where H is the number of objectives and w h is the weighting coefficient of the objective h which equally considers for each objective. Then, the average relative percentage deviation (ARPD) can be calculated for each problem set as follows:
where I is the number of problem instances and RPD i is the relative percentage deviation (RPD) of the problem instance i. If the values of RPD and ARPD, are very close to zero then it gives better performance.
Analysis of results for the TSP
Visual representation of non-dominated solutions
All the non-dominated solutions obtained by the ten runs of each algorithm are used to generate the union of each algorithm [equation (13)]. Scatter plot matrix method is used to represent the generated unions of algorithms visually. Hence, the bi-objective TSP instances; Kroab50, Kroac50 and Kroab100 can be represented in Figures 1, 2 and 3 , respectively. According to these figures, the MACS and the RWACO algorithms obtain good distribution all over the Pareto-optimal front. Also, the ACOMOFS, CPACO and PSACO algorithms obtain non-dominated solutions only in the central part of the Pareto front. However, the RWACO algorithm outperforms the CPACO and the PSACO algorithms when consider the bi-objective TSP instances, Kroac50 (Figure 2 ) and Kroab100 ( Figure 3) . Moreover, most of the non-dominated solutions returned by the RWACO algorithm outperformed the solutions returned by the MACS algorithm. 
Analysis of the solutions with overall true non-dominated vector generation ratio (OTNVGR)
Pseudo-optimal Pareto front Y apr which is a better approximation to the true Pareto front, can be obtained using the procedure explained in Section 4.1. Table 3 represents the number of solutions of Yapr which are experimentally found for each TSP instance with respect to all MOACO algorithms. Tables 4 to 6 represent a comparison between the solutions found by each algorithm with respect to the ONVG, OTNVG and OTNVGR for each TSP instance. Table 4 represents the results obtained for Kroab50 and Kroac50 TSP instances which indicate the bi-objective TSP instances with 50 cities. The results obtained for Kroab100 and Kroabc50 TSP instances represent in Table 5 which indicate the 100 cities bi-objective TSP instance and 50 cities three objective TSP instance, respectively. Also, Table 6 represents the Kroabc100 and Kroabcd50 TSP instances which present the 100 cities three objective TSP instance and 50 cities four objective TSP instance, respectively. The better solutions should have a higher value in OTNVGR. According to these tables, it can be observed that the ACOMOFS algorithm is better for three and four objective TSP instances and 100 cities bi-objectives instance as it obtains good OTNVGR values at these instances (Tables 5 and 6 ). The PSACO algorithm obtains good solutions only in the bi-objective TSP instance, Kroab50 (Table 4) . Moreover, the MACS algorithm obtains good solutions in two and three objective TSP instances: Kroac50, Kroab100, Kroabc50 and Kroabc100. Nevertheless, the RWACO algorithm founds many more solutions in OTNVGR than the other MOACO algorithms in each TSP instance as it obtained well distribution in all over the Pareto-optimal front. Therefore, the RWACO algorithm is the best approximation to the true Pareto-optimal front Y apr and it outperforms all the other MOACO algorithms.
Moreover, these tables present average computation times in CPU seconds for each MOACO algorithm. It can be observed that the RWACO algorithm generates solutions in minimum computation time for two and three objective TSP instances than the other MOACO algorithms. Figure 4 represents the summary of the results returned by all the MOACO algorithms using a set of box-plots. Six box-plots are represented from left to right in each box: Kroab50, Kroac50, Kroab100, Kroabc50, Kroabc100 and Kroabcd50. Row and column of the Figure 4 refer to algorithms A and B respectively. This performance indicator measures the proportion of solutions of set B which are dominated by solutions of set A. Thus, C(A, B) = 1 means that all solutions of B are weakly dominated by solutions of A. Furthermore, C(A, B) = 0 means that no solution of B is weakly dominated by solution of A as described in equation (19) . The middle line of each box represents the median of C (A, B) . In each box the bottom scale represents 0 and 1 at the top. According to this figure, the RWACO algorithm dominates solutions of the ACOMOFS algorithm only in bi-objective TSP instances as the C indicator values of the RWACO algorithm close to zero. This is because the Pareto front returns by the RWACO algorithm dominates solutions of the ACOMOFS algorithm in the bi-objective TSP instances. However, the RWACO and the ACOMOFS algorithms obtain similar performance for three and four objective instances as they obtain C values similarly. Moreover, it can be observed that the RWACO algorithm outperforms the CPACO, MACS and PSACO algorithms in all the TSP instances as its C indicator values are close to zero and also it dominates solutions of the CPACO, MACS and PSACO algorithms in all the situations. Furthermore, it can be observed that C indicator values of the RWACO algorithm are very close to zero in all the TSP instances. Therefore, the RWACO algorithm is the best algorithm in all the objective instances. 
Analysis of the C performance indicator
Analysis of results for the JSSP
The results obtained with the JSSP are analysed with the performances indicators described in Section 4.1, which are overall true non-dominated vector generation ratio (OTNVGR), coverage performance indicator, relative percentage deviation (RPD) and the average relative percentage deviation (ARPD). Tables 7 to 9 indicate the results obtained with the OTNVGR performance indicator for two, three and four objective JSSP instances, respectively. If the value of the OTNVGR is close to 100 percentage, then it gives better performance. In each table, the best value of each JSSP instance is in italic. As given in Table 7 which indicates the results of two objectives, it is observed that the RWACO algorithm outperforms solutions of other algorithms in most of the JSSP instances. The reason is that, the RWACO algorithm obtains maximum values in OTNVGR for seven JSSP instances. Moreover, according to the Table 8 which indicates the results of three objectives, it is shown that the RWACO algorithm dominates the solutions of the other MOACO algorithms in most JSSP instances as it returns better results in the OTNVGR for six instances. Furthermore, when we consider the Table 9 which presents the results of four objectives, it is observed that the RWACO algorithm outperforms all the other MOACO algorithms in all the JSSP instances, as it returns better values with the OTNVGR in all the JSSP instances. 
Analyse the results with OTNVGR
Analyse the results with the C performance indicator
The summary of the results returned by all the MOACO algorithms for two, three and four objectives are represented in Figures 5 to 7 using a set of box plots, respectively. In each box, twelve box-plots are represented from left to right: la01, la02, la03, la04, la05, la06, la07, la08, la09, la10, la11, and la12. As given in Section 5.3, row and column of each figure refer to algorithms A and B, respectively. The middle line of each box-plot represents the median of C (A, B) . Furthermore, the bottom scale presents 0 and the top by 1, in each box. According to Figure 5 which represents two objective JSSP instances, it is shown that most of the JSSP instances of the ACOMOFS, CPACO, MACS and PSACO algorithms are dominated by the RWACO algorithm. Because, most of the time the RWACO algorithm returns C values which are close to zero than the other MOACO algorithms. According to the Figure 6 , it is observed that the RWACO algorithm dominates all the solutions of all the other MOACO algorithms as its C values are minimum. Furthermore, all the instances of the other MOACO algorithms are outperformed by the RWACO algorithm when we consider the Figure 7 which indicates the results of four objective instances. The reason is that, the RWACO algorithm returns the least values in C indicator. 
Analysis of the solutions with RPD and ARPD
The relative percentage deviation (RPD) and the average relative percentage deviation (ARPD) are calculated by applying the formulas given in equations (20) and (21), respectively. These performance indicators are used to evaluate the performance of the RWACO algorithm when applied to the JSSP. Minimum values of the RPD and ARPD which are close to zero return better performance and they are in italic in each table.  Tables 10 to 12 indicate the results obtained for each MOACO algorithm in two, three and four objective instances, respectively. Furthermore, they represent the average computation times in CPU seconds for each objective of each MOACO algorithm separately, and the number of optimum solutions in RPDs. As given in Table 10 it is shown that, the ACOMOFS, CPACO and RWACO algorithms obtain similar number of optimum solutions in RPDs for two objective instances. However, the RWACO algorithm obtains approximately minimum ARPD value for two objective problem instances. According to Table 11 , it is observed that the RWACO algorithm returns maximum number of optimum solutions in RPDs for three objective instances while obtaining the least value in ARPD. Furthermore, it is indicated that the RWACO algorithm obtains maximum number of optimum solutions in RPDs and it also returns the minimum of ARPD when we consider four objective instances (see Table 12 ).
According to these results, it is shown that the RWACO algorithm returns similar performance as the PSACO algorithm for two objectives instances. Nevertheless, it obtains very good performance for three and four objective instances. Moreover, the RWACO algorithm takes the maximum CPU times for all the objectives while the CPACO and MACS algorithms take the minimum CPU times. 
General analysis
Some key global conclusions can be drawn by summarising all the detailed analyses as follows: In terms of the visual representations, OTNVGR and C performance indicator, it is shown that the RWACO obtains a good distribution all over the Pareto-optimal front and it outperforms all the MOACO algorithms for the TSP in two, three and four objectives. Because, the RWACO algorithm returns the best results in all the situations according to these performance indicators. In addition, the RWACO algorithm returns solutions in the minimum computation times with two and three objective instances. According to the results obtained with the OTNVGR indicator for the JSSP, the RWACO algorithm outperforms the other algorithms in most of the time for two and three objectives while it performs best for four objectives. In terms of the C performance indicator, the RWACO algorithm significantly performs better than the other algorithms in two objectives, while obtaining the best performance in three and four objectives. Furthermore, the results obtained with the RPD and ARPD have shown that the RWACO algorithm returns similar performance as others in two objectives and it obtains the best performance in three and four objectives. Therefore, it is concluded that the RWACO algorithm significantly performs better in two objectives while performing the best in three and four objectives.
Conclusions
In this paper, a new MOACO algorithm named RWACO is proposed. It uses several heuristic information and randomly generated weights for each objective. Furthermore, it is based on the ACS algorithm and optimises several objective functions simultaneously. The proposed algorithm is used to solve two combinatorial optimisation problems, the TSP and the JSSP. In order to verify the performance of the new approach, it is compared with the four recent MOACO algorithms for several benchmark problem instances of the TSP and the JSSP in the literature.
Experimental results have shown that the RWACO algorithm is the best performing algorithm for the TSP in all objectives. Furthermore, it significantly performs better in two objectives while obtaining the best performance for three and four objectives in the JSSP. The reason is that the RWACO algorithm aggregates heuristic information in weighted sum approach and randomly generates weights for each iteration. Therefore, it randomly searches solutions by covering all the parts of the Pareto-optimal front in each iteration and eventually obtains the distributed Pareto front. Furthermore, it uses the global pheromone and local pheromone updating procedure to enhance the quality of non-dominated solutions.
A future extension of this study would be to apply the random weight-based method for the other MOACO algorithms to understand its effect on their performance.
