Acoustic sensors have been widely used in time-of-flight ranging systems since they are inexpensive and convenient to use. One of the most important limitations of these sensors is their low angular resolution. To improve the angular resolution and the accuracy, a novel, flexible, and adaptive three-dimensional ͑3-D͒ multi-sensor sonar system is described for estimating the radius of curvature and location of cylindrical and spherical targets. Point, line, and planar targets are included as limiting cases which are important for the characterization of typical environments. Sensitivity analysis of the curvature estimate with respect to measurement errors and certain system parameters is provided. The analysis and the simulations are verified by experiments in 2-D with specularly reflecting cylindrical and planar targets, using a real sonar system. Typical accuracies in range and azimuth are 0.18 mm and 0.1°, respectively. Accuracy of the curvature estimation depends on the target type and system parameters such as transducer separation and operating range. The adaptive configuration brings an improvement varying between 35% and 45% in the accuracy of the curvature estimate. The presented results are useful for target differentiation and tracking applications.
INTRODUCTION
Ultrasonic transducers are a convenient and inexpensive means for intelligent systems to build models of their environment. However, these sensors are limited by their wide beamwidth which makes accurate localization of targets difficult. To increase the localization accuracy, an adaptive sensor configuration composed of multiple ultrasonic transducers is proposed that is capable of estimating the radius of curvature and location of spheres, cylinders, point, line, and planar targets. Consequently, these basic types of reflectors can be differentiated.
Target localization has been extensively studied in earlier work. In Ref. 1, time-delay estimation for active/passive localization in underwater sonar is reviewed with references to benchmark work. In particular, ocean effects which require sonar adaptation are considered. Adaptive sonar arrays have been also used by other researchers to add flexibility to their systems. 2 Coherent and incoherent processing techniques of time-delay estimation have been addressed in Refs. 3, 4. Active, wide-band detection and localization of targets in a dense and uncertain multipath environment has been considered in Ref. 5 . The review article in Ref. 6 considers numerical schemes for accurate processing of information from both active and passive acoustic arrays.
Sonar sensing has many applications for intelligent systems operating in three-dimensional ͑3-D͒ environments, such as airborne or underwater robots. Several researchers have investigated the limitations of sonar for 3-D target recognition, discrimination, and tracking: Self-contained navigation systems have been devised for underwater vehicles, capable of tracking and producing continuous range information from a passive target. 7 In Ref. 8 , an approach is described to the construction of 3-D stochastic models for intelligent systems exploring the underwater environment. In Ref. 9 , the minimum amount of information and actuation needed to track a ball in 3-D has been determined and implemented using qualitative methods. Hong and Kleeman have investigated the geometry of 3-D corner cubes using a lowsample rate equilateral triangular sonar configuration. 10 Kleeman and Akbarally have classified and discriminated the target primitives commonly occurring in 3-D space. 11 Peremans et al. 12 and Sabatini 13, 14 both have investigated curved reflectors using linear array configurations. In Ref. 15 , an analytical approach to surface curvature extraction is described which employs ultrasonic echo trajectories and differential geometry. In Refs. 16 and 17, binaural sonar information is fused for accurate object recognition using a system which adaptively changes its position and configuration in response to the echoes it detects. Curvature estimation has been also important in image analysis to provide viewpoint-independent cues for shape classification. 18 Some sonar systems attempt to emulate the remarkable perception and pattern recognition capabilities of bats and dolphins in extracting detailed information about their environments from acoustic echo returns. [19] [20] [21] Artificial neural networks have been widely used for this purpose, to process time and/or frequency representations of sonar echo signals. For example, one application is in the classification of sonar returns from undersea targets where the targets may be made of different materials, have different shape, buried in mud or sediment, or exist in the presence of other reflectors in the environment. [21] [22] [23] In Ref. 24 , cylinder-wall thicknesses discriminating capability of artificial neural networks is compared to that of dolphins. In Ref. 25 , artificial neural networks are applied to classifying underwater active sonar returns with different numbers of peaks. Another system can recognize 3-D cubes and tetrahedrons, independent of their orientation with the help of neural networks. 19 Acoustic imaging of extended targets by means of synthetic-aperture sonar has been considered in Ref. 26 , where echoes from spherical and cylindrical targets laid down on a seabed are processed together with random echoes from the sea bottom. In Ref. 27, Stergiopoulos reviews the implementation of adaptive synthetic-aperture processing schemes in integrated active-passive sonar systems.
In this paper, an adaptive sonar configuration is used for radius of curvature estimation and localization of targets. When the reflection point of the target is not along the lineof-sight of the transducer, the amplitude of the reflected signal is smaller, which decreases the signal-to-noise ratio ͑SNR͒ and worsens the accuracy. To reduce this effect, the transducers are rotated toward the target to obtain more nearly accurate estimates.
The organization of the paper is as follows: In Sec. I, background information on acoustic reflection and signal models of sonar sensors is reviewed and motivation for the adaptive configuration is provided. Methods for time-offlight estimation are discussed in Sec. II. In Sec. III, the geometry of reflection from spherical targets is considered and analyzed for radius of curvature estimation. The important limiting cases of point and planar targets are highlighted. Sensitivity analysis of curvature estimation is provided with respect to measurement errors and variations in some of the system parameters in Sec. IV. Section V presents the simulation results. A detailed description of the sensing device used in this study is provided in Sec. VI A. Experimental results which verify the analysis and the simulations are presented in Sec. VI B. Section VII briefly discusses the use of the method for target differentiation. Finally, conclusions are drawn and directions for future work are motivated.
I. ACOUSTIC REFLECTION AND SIGNAL MODELS
The characteristics of the radiation pattern of an acoustic transducer are different in the near-field ͑or Fresnel͒ region and the far-field ͑or Fraunhofer͒ region. 28 In this study, assuming all targets of interest are located in the far field, the far-field model of a piston-type transducer having a circular aperture is used. 28 For a single frequency of excitation, the far-field characteristics at range z and angular deviation ␣ from the line-of-sight are described by 29, 30 
where J 1 (.) is the Bessel function of the first order of the first kind and p max is the propagation pressure amplitude on the beam axis at range z min along the line-of-sight. z min Хa 2 / is the distance at which the far-zone characteristics begin. Although the 2-D cross-section of the characteristics is given here, in fact, the pattern is rotationally symmetric about the line-of-sight.
The half beamwidth angle ␣ 0 in the far-field corresponds to the first zero of the Bessel function in Eq. ͑1͒ which occurs at ka sin ␣ 0 ϭ1.22, resulting in:
͑2͒
where ϭc/ f 0 is the wavelength ( f 0 is the resonance frequency of the transducer͒ and a is the transducer aperture radius.
Since a range of frequencies around f 0 are transmitted, the corresponding beam patterns are superposed and the resulting pattern can be approximated by a Gaussian function centered at zero with standard deviation ␣ ϭ␣ 0 /2:
For a rigid cylindrical target of infinite height at range z and making an angle ␣ with the line-of-sight of the transducer, the received time signal can be modeled by:
where c is the reflection coefficient which increases with the radius of curvature, 34 A max is the maximum signal amplitude, z is the distance between the transducer and the object surface, t 0 is the time-of-flight, ⌬t c is the time difference between the center of the Gaussian window and t 0 , and t ϭ1/f 0 . Basically, the received signal envelope has been modeled as a Gaussian function centered at t 0 ϩ⌬t c with suitably chosen variance t 2 . 33 More generally, the model
is capable of representing observed signals for a wide variety of target types and locations in the far zone. 33 Here, k(z) incorporates A max and c , and is inversely proportional to some power of the range z depending on target type. 35 The inclination angle ␣ from the line-of-sight is related to the target azimuth and elevation angles and by the relation ␣ϭcos
Ϫ1
(cos cos ). With a single stationary transducer, it is not possible to estimate the angular position of the target (,) with better resolution than the angular resolution of the transducer which is approximately 2␣ 0 . When a range reading is received, all that is known is that the object lies somewhere on a spherical cap subtending a cone of half angle ␣ 0 and radius z, centered at the transducer. This is illustrated in Fig. 1 in 2-D for the transducer in the middle. To improve the angular resolution, the present system employs multiple identical acoustic transducers with center-to-center separation d ͑Fig. 1͒. Each transducer can operate both as transmitter and as receiver and detect echo signals reflected from targets within its sensitivity region. All members of the sensor configuration can detect targets located within the joint sensitivity re-gion, which is the overlap of the individual sensitivity regions, as shown in Fig. 1 . The extent of this region is different for different targets which, in general, exhibit different reflection properties. For example, for edgelike or polelike targets, this region is much smaller but of similar shape, and for planes, it is more extended. 36 When the object is not located along the line-of-sight of the transducer ͑i.e., ␣ 0°), there is an exponential decline in the amplitude that decreases the SNR ͓Eq. ͑4͔͒. Hence, information provided by sonar sensors is most reliable when the object lies along the line-of-sight of the transducer. Likewise, at nearby ranges, due to the k(z) term inversely varying with z in Eq. ͑5͒, more nearly accurate readings are provided. Therefore, the transducers are rotated around their centers to align the line-of-sight with the object as shown in 
II. TIME-OF-FLIGHT ESTIMATION
The most commonly used sonar ranging systems are based on time-of-flight measurements. In thresholding timeof-flight systems, an echo is produced when a transmitted pulse encounters an object and a range reading zϭ ct 0 /2 is produced when the echo amplitude first exceeds a preset threshold level back at the receiver. Here, t 0 is the timeof-flight estimate of the echo signal and c is the speed of sound in air. (cϭ331.4ͱT/273 m/s, where T is the absolute temperature in Kelvin. At room temperature, cϭ343.3 m/s.͒ An alternative to simple thresholding is the curve-fitting method which is based on fitting a parabola to the onset of the sonar echo in order to reduce the bias on the time-offlight estimate 35, 36 ͑Fig. 3͒. In this method, the estimate of t 0 , initially obtained by simple thresholding, is further improved by using Levenberg-Marguardt nonlinear least-squares optimization. 37 Recently, a consolidated comparison of simple thresholding, curve-fitting several variations of the sliding-window used in radar, and cross correlation methods has been provided in terms of their bias, variance, and processing time. 38 The first three methods are much simpler and faster, while offering a variety of attractive compromises between accuracy and system complexity. For instance, curve-fitting improves the bias of the time-of-flight estimate but the variance is comparable and the implementation requires more effort compared to thresholding.
When operated in the pulse-echo mode, 39 the transducers offer complete flexibility in the firing sequence and timing at which the individual transducers can be fired. In the firing pattern used here, each transducer registers only the echo of the signal transmitted by itself. Assuming the target is stationary, the firing is done sequentially to avoid crosstalk between the transducers. This is geometrically simpler to analyze as compared to firing patterns where the transducers simultaneously detect signals transmitted by each other. After each transmission, the detected waveform is recorded and thresholded to obtain a round-trip time-of-flight estimate.
III. TARGET REFLECTION GEOMETRY
In the following analysis, a stationary spherical target of radius R is assumed to be present at spherical coordinates (r,,). 
A. Spherical target with radius R
According to the firing pattern described in the previous section, the geometry of Fig. 2 indicates that the noisy distance measurements at the surrounding transducers are:
where t 0 , t r , t l , t u , t d are the time-of-flight measurements at the middle, right, left, up, and down transducers, respectively, n 0 , n r , n l , n u , n d are spatially and temporally uncorrelated zero-mean Gaussian noise. Each measurement confines the possible target locations to a spherical cap defined by the intersection of the sensitivity region and a sphere centered at the corresponding transducer ͑Fig. 1͒. At least three measurements are necessary to identify the curvature of the target both in 2-D and 3-D. This is illustrated in Figs. 4 and 5. In Ref. 12 , it has been shown that for the Polaroid transducer, the noise correlation coefficient is negligible since most of the noise on the range measurements is dominated by the thermal noise in the electronics. This is the reason why n 0 , n r , n l , n u , and n d can be modeled as uncorrelated Gaussian noise. Therefore, the error correlation matrix C and its inverse are approximated as diagonal:
and the conditional probability density function of the measurement vector m is:
where the vectors m and z(r,,R) are defined as:
The r, , , and R values maximizing Eq. ͑8͒ are the maximum likelihood estimates which can be found by solving m ϭz(r , , ,R ) for R , r , , and :
͑13͒
To localize the center of a target with finite radius, one needs three measurements in 2-D and five in 3-D as evident from the above expressions for the polar coordinates of the target.
B. Point target: The limit R˜0
In the limit R→0, a point target is obtained. Point-target localization in 2-D has been considered in Ref. 40 
Characterizing the point-target response of a sensor is important not only for its application to point or edgelike targets, but also to assess its performance on extended targets. There are different approaches for modeling extended targets. 12, 41, 42 If the approach is one of hypothesis testing or one of parameterizing the extended target, then sensor performance may not be easily related to its point-target response. On the other hand, for extended targets of unknown shape with possible roughness, 32 point-target analysis can be extremely useful.
C. Planar target: The limit R˜ؕ
In the limit R→ϱ, the target becomes a plane. Both the distance to the center of the ''sphere'' and its radius of curvature become infinity. In this case, either the limits of the above equations can be taken, or more simply, the perpendicular distances of the transducers to the plane can be directly derived from the geometry. With the measurement noise taken into account:
The solution is:
ͬ .
IV. SENSITIVITY ANALYSIS OF RADIUS OF CURVATURE
A sensitivity analysis has been performed to determine how much variation would result in the radius of curvature estimate R as a result of measurement errors and variation in certain system parameters such as z 0 , z l , z r , d, R, and . Since R can be estimated using either the set of measurements z 0 , z r , z l or the set of measurements z 0 , z u , z d , and since the equations involved are identical in form ͓Eq. ͑10͔͒, the sensitivity of R to z r (z l ) is the same as its sensitivity to z u (z d ). Furthermore, since the curvature estimation equation is symmetric with respect to z r and z l ͑and the alternative equation
cient to carry out the sensitivity analysis for only one of these distance measurements, which is chosen to be z r .
Given the radius of curvature estimate in Eq. ͑10͒, perturbation is added to the variable for which sensitivity analysis is made. For example, the perturbation ⌬z 0 is added to z 0 and its effect on the radius of curvature estimate is calculated as follows:
In Fig. 6͑a͒ , Eq. ͑17͒ has been plotted for r between 0 and 1.5 m. The perturbation error ⌬z 0 on z 0 has been varied between 0 and 0.4 mm. Actually, the typical standard deviation of the range measurement error in the current system is approximately 0.18 mm as verified in Sec. VI B. A stationary spherical target with radius 7.5 cm is assumed to be present at ϭ0°,ϭ0°. Transducer separation is set to its minimum value of 7.5 cm corresponding to the worst resolution case. For fixed transducer separation, error in radius of curvature increases linearly with z 0 but nonlinearly with increasing r. At a target range of rϭ50 cm, an error of ⌬z 0 ϭ0.18 mm on z 0 corresponds to an error of ⌬Rϭ15.4 mm on R, which represents about 20% error. At rϭ1.0 m, the same perturbation error on z 0 corresponds to an error of ⌬Rϭ61.0 mm on curvature, representing 82% error.
The fact that a positive error ⌬z 0 leads to a positive error ⌬R can be explained as follows: Assuming that the target has convex curvature, increasing z 0 while keeping z r and z l constant corresponds to an increase in the radius of curvature R, or a decrease in curvature 1/R. For fixed ⌬z 0 , error in R also increases with range rϭz 0 ϩR, since the fixed transducer separation d provides poorer resolution as the range increases. For larger ranges, as the ratio d/r decreases, the system has smaller resolution for the given separation.
In Fig. 6͑b͒ , the sensitivity of R with respect to z r ͑or equivalently z l , z u , z d ) has been plotted for the same parameters used in generating Fig. 6͑a͒ . Note that, in this case, for a positive error ⌬z r or ⌬z l , the error ⌬R on radius of curvature is negative. This again can be explained by the geometry of Fig. 2 . A positive error on the right and left measurements, with z 0 constant, causes a reduction in the radius of curvature. Fig. 7͑a͒ illustrates the effect of transducer separation d on the accuracy of the radius of curvature estimate. For r between 0 and 1.5 m and ⌬z 0 ϭ0.18 mm, Eq. ͑17͒ has been plotted for transducer separations between 4.0 and 60 cm. Corresponding plot for ⌬z r ϭ0.18 mm is presented in Fig. 8͑a͒ . In both figures, it is observed that the ratio d/r is a significant parameter in the curvature estimation process.
This ratio cannot be selected too large. This is because the directional sensitivity regions of the transducers are limited to a cone with half angle ␣ 0 ͑in the current system, ␣ 0 Х12°, Ref. 39͒. If d/r is selected too large, the sensitivity regions of the transducers will not overlap at the location of the target so that targets nearer than ͓(dϪa)/tan ␣ 0 ͔ ϩ (a 2 /) will not be detected. 43 This approximately corresponds to the distance between the central transducer and the start of the joint sensitivity region in Fig. 1 . On the other hand, if d/r is selected too small, the resolution provided by the differential time-of-flight information between the central and surrounding transducers will not be sufficiently large to estimate the curvature reliably. Hence, as the operating range increases, a larger transducer separation must be used in order to maintain the same accuracy in curvature estimation. This is verified by the experimental results in Sec. VI B where it can be observed that if the range is increased while the transducer separation is kept constant, the error on R increases. Thus, it is concluded that a sensor system which is to operate over a large range of target distances must have the capability of adaptively adjusting transducer separation d. The information provided by Figs. 1 and 6͑a͒ can be combined to formulate a rule for choosing the optimal transducer separation d for a given range r. Thus, one can envisage a two-step curvature estimation process: The range estimate obtained in the first step is used to adjust the transducer separation d to its optimal value, allowing an accurate curvature estimate in the second step.
The sensitivity of curvature to a measurement error ⌬z 0 at different curvature and azimuth values has also been investigated when ⌬z 0 ϭ0.18 mm. In the first case, it is observed that for fixed z 0 , ⌬R increases with the radius of curvature of the target as illustrated in Fig. 7͑b͒. In Fig. 7͑c͒ , is varied from Ϫ20°to 20°with dϭ7.5 cm. It can be observed that there is a slight increase in ⌬R with increasing ͉͉. Corresponding plots for a perturbation ⌬z r ϭ0.18 mm on the radius of curvature estimate are presented in Fig. 8͑b͒ and ͑c͒.
As will also be confirmed experimentally in Sec. VI B, accuracy is much less of a problem with the localization parameters so that a sensitivity analysis is not presented for these parameters.
V. SIMULATION RESULTS
In the simulations, the signals are modeled according to Eq. ͑4͒ using the parameter values A max ϭ1, r min ϭ5.8 cm, c ϭ0.45RϪ0.022, f 0 ϭ49.4 kHz, cϭ343.3 m/s. Zero-mean white Gaussian noise N(0,) of varying magnitude has been added to the signals before estimating the time-of-flight.
The initial estimate of the radius of curvature is made using Eq. ͑10͒ with the first set of measurements obtained at the initial ͑flat͒ position of the sensor ͑Fig. 2͒. The target position (r,,) is estimated using Eqs. ͑11͒-͑13͒. Using these initial estimates, transducers will be rotated toward the object so that it is located along their line-of-sights in order to obtain more nearly accurate results. For this purpose, the inclination angles r , l of the right and left transducers with respect to the target are estimated from the initial noisy measurements: First, the central, right and left transducers are all rotated by in elevation, and then rotated by , r , and l , respectively, so that they are approximately perpendicular to the object surface. New measurements are made and the radius of curvature is estimated for the second time, again using Eq. ͑10͒. Flat and rotated configurations of the transducers are illustrated in Fig. 2 in 2-D . The distance measurements z 0 , z r , z l , z u , z d should ideally be the same before and after the rotation. In practice, they will be slightly different due to the additive measurement noise. In the second estimate, the distance measurements z 0 , z r , z l , z u , z d are obtained with a larger SNR since the transducers are now looking straight ahead at the object. This in turn results in more nearly accurate estimates.
In all of the simulations, a 100-realization Monte-Carlo study has been employed. Figure 9͑a͒ illustrates the effect of varying d on the curvature estimate before and after the transducers are rotated. Note the reduction in the standard deviations of the estimates as d is increased. For dϾ21 cm, all of the transducers cannot detect the object and the estimates become very erroneous. Figure 9͑b͒ illustrates that as z 0 increases, standard deviations of both estimates increase. Figure 9͑c͒ illustrates the effect of the true radius. In all cases, significant improvement can be observed after the transducers are adapted. Figure 10 shows the dependence of the estimates on d for Rϭ5 cm, z 0 ϭ100 cm, and ϭ5°. Figure 10͑a͒ illustrates that as d increases, the estimate after rotation keeps improving. The estimation before rotation improves up to d ϭ12 cm, and after that point, it gets worse since the target is now located either at very low-SNR regions of the sensitivity region or outside it ͑as d increases, the normal angles of the left and right sensors increase͒. The average error in R before rotation is 5.96%. After rotation, the error is reduced to 0.05%. Figure 10͑b͒ illustrates how the azimuth estimate is affected by d. The average error figures before and after rotation are 6.0% and 0.0% respectively. Figure 10͑c͒ illustrates the dependence of the curvature estimate on d. The average error before and after rotation is 11.4% and 1.2%, respectively. Figure 11 shows the dependence of r , , and R estimates on the distance z 0 for Rϭ5 cm, dϭ10 cm, z 0 ϭ100 cm, and ϭ5°. For small values of z 0 , the normal angles of the left and right sensors are large and the initial estimates obtained with the flat configuration are not very accurate. For large values of z 0 , the normal angles decrease and the estimation accuracy improves. In Fig. 11͑a͒ , the average error of the distance estimate is 6.0% before rotation and 0.0% after rotation. In Fig. 11͑c͒ , the average error of radius of curvature estimation before rotation is 19.0% and 0.0% after rotation. Again, there is a minimum value of z 0 Х70 cm, at which the target is accurately detectable. For shorter distances, all estimates become erroneous since one or more transducers cannot detect the target. Figure 12 shows the effect of varying R on the r , , and R estimates for dϭ10 cm, z 0 ϭ100 cm, and ϭ5°. As R increases, the accuracy of all three estimates improve. In addition, there is significant improvement after the transducers are adapted to the target, as evident from the reduction in the standard deviations of the estimates.
VI. EXPERIMENTAL VERIFICATION

A. The sensing device and the experimental setup
The sensing device used in this investigation was precision constructed for 3-D sonar applications. A trade-off between simplicity of mechanical design and flexibility was established. The unit, illustrated in Fig. 13 , consists of five Polaroid 6500 series acoustic transducers, each operating at a resonance frequency of f 0 ϭ49.4 kHz. 39 A central transducer is flanked by four transducers symmetrically. The position of the central transducer is fixed but the separation d of each surrounding transducer from the center can be manually adjusted between 7.5 to 12.0 cm.
The device has 16 mechanical joints which enable it to move with the aid of stepper motors located behind the central transducer. In one extreme position, all the sensors are coplanar ͓Fig. 13͑a͔͒. In the other extreme, the flanking transducers have been rotated by 30°as shown in Fig. 13͑b͒ . In between, there are 1020 intermediate positions. The flexibility of the sensor can be judiciously used to recognize 3-D targets and focus on them to use the sensor data more effectively.
The analysis of the previous sections has been verified by real sonar data from cylindrical and planar targets using a 4-channel DAS-50 A/D card with 12-bit resolution and 1 MHz sampling frequency. Echo signals were processed on an IBM-PC 486 using the C programming language. The block diagram for the hardware is shown in Fig. 14 . The experiments were conducted in 2-D to allow accurate calibration. Real distances were ascertained accurately by carrying out the whole set of experiments on large sheets of millimetric paper. Transducer separation was kept constant at dϭ7.5 cm ͑except in the results presented in Table III where dϭ12.0 cm and those in Table VII where d is varied͒.
Each transducer was made to transmit and receive in sequence to avoid crosstalk and to benefit maximally from the high sampling rate of the A/D card. Starting at the transmit time, 10 000 samples of each echo signal have been collected to estimate the time-of-flight. The targets employed in this study are: cylinders with radii 25 mm, 50 mm, 75 mm and a planar target. All targets used in the experiments were wooden, with smooth surfaces, each with a height of 120 cm. In the experiments, the sensors were situated at the middle of this height so that the lower and upper edges of the cylinders remained outside the beam patterns of the transducers. For the maximum range considered in the experiments ͑150 cm͒, from the geometry, the beam extends over a transverse extent of 150ϫ2ϫtan ␣ 0 ϭ64 cm, which is less than 120 cm. Since the edges remain outside the beam patterns, edge effects are not observed. The cylindrical target with radius 25 mm is considered a good approximation to an edge target since cylinders with small radii behave similarly to outer edges formed by the intersection of two planes. 
B. Experimental results
Each target's surface distance z 0 to the central transducer was varied between 30 and 150 cm at 10 cm intervals. At each distance, data were collected while the target was stationary at ϭ0°. For the same target position, 1000 sets of measurements were taken. Each set of measurements provides a single estimate of target radius of curvature, range and azimuth. The typical differential distance measured by the central and the right/left transducers varies between 0 and 10 mm depending on the target curvature and distance, for dϭ7.5 cm. As the range of the target increases, the differential becomes less reliable to extract the curvature information.
The means and standard deviations of ẑ 0 , , and R of each type of target considered are computed and tabulated in Tables I-V. In all of the tables, results for ẑ 0 and R are tabulated individually instead of r itself, which is the sum of these two components. Radius of curvature estimates have been presented both at the flat position and adapted position of the transducers. The results before and after adaptation are denoted by the subscripts 1 and 2, respectively. The results for ẑ 0 and do not vary much after the rotation. Therefore, for these parameters, only the initial estimates made at the flat position have been presented.
In Table III , results for z 0 ϭ300 mm and z 0 ϭ400 mm have not been presented since a very thin cylinder at ϭ0°i s not detectable by the right and left transducers at the transducer separation of dϭ12.0 cm. For the same reason, results for z 0 ϭ300 mm in Table IV are excluded when d was set equal to 7.5 cm. From the results, it can be observed that the ẑ 0 and estimates are quite accurate: For a stationary target, the typical standard deviation of ẑ 0 is 0.18 mm, which is approximately the resolution allowed by the A/D converter sampling rate. The typical standard deviation of the azimuth estimate is 0.08°. Error on ẑ 0 and are relatively constant as the distance of the target is varied between 30 and 150 cm. However, for the curvature, typical error is around 7-9 mm at 30 cm, but keeps increasing with range for a fixed transducer separation. This is due to the reduction in the d/r ratio which provides poorer resolution in estimating curvature. To estimate the curvature of a cylindrical target reliably, it is necessary to increase the transducer separation as the range is increased as seen in Fig. 6͑a͒ . To illustrate the effect of transducer separation, results for the maximum allowed separation in the system (dϭ12 cm͒ are included in Table II where dϭ7.5 cm, it is observed that errors in the radius of curvature estimate are approximately reduced by 60%. In Table V , results for a planar target (Rϭϱ) are illustrated. In the experiments, whenever the denominator of Eq. ͑10͒ is zero, a very large value (10 20 ) is assigned to R to be able to represent it numerically.
In Table VI , results for the cylinder with Rϭ25 mm are provided for ϭ0°,3°,5°,8°. It is observed that the accuracies of range and azimuth estimates do not change significantly as compared to the case when the target is along the line-of-sight. The accuracy of the initial curvature estimate degrades with ͉͉ as expected. However, the estimates with the adapted configuration for target at different are comparable in accuracy. For larger values of than considered in the table, it is not possible to estimate the curvature since the target will be outside the sensitivity region of either the right or the left transducer.
Finally, the transducers were detached from the mounting and were placed on polyamid stands so that larger transducer separations than allowed by the prototype system could be tested (d: 15.0-30.0 cm͒. The results are presented in Table VII . When dϾ21 cm, it is not possible to acquire data with the side transducers at the flat position since the target at z 0 ϭ1.00 m remains outside the joint sensitivity region of the transducers. Therefore, for these cases, the transducers are maintained approximately perpendicular to the object surface while experimental data are being collected.
Overall, the results indicate that the accuracy of the curvature estimation after adapting the transducers brings an improvement varying between 35% and 45%.
VII. DISCUSSION AND CONCLUSION
A sensing device capable of estimating the location and radius of curvature of spherical and cylindrical targets has been described. The main goal of the study is to assess the performance of radius of curvature estimation. The estimation accuracy can be improved by employing an adaptive sensor configuration: After acquiring the initial data, transducers are rotated to align their line-of-sights with the object. This way, SNR is increased and more nearly accurate estimates can be obtained. Two limiting cases are of special interest: the point ͑in 3-D͒ or line ͑in 2-D͒ target and the planar target. Analytical results are verified by real sonar data from cylindrical and planar targets. Typical accuracies in range and azimuth are 0.18 mm and 0.1°, respectively. Accuracy of the curvature estimate depends on the target type and system parameters such as transducer separation and operating range. The estimation with the adapted configuration gives much better results than without adaptation, and brings an improvement in the accuracy of about 40%.
The radius of curvature estimation provides valuable information for differentiating reflectors with different radii ͑including Rϭ0 for an edgelike reflector to Rϭϱ for a planar reflector͒. The classification procedure, consistent with the experimental results, is illustrated in Fig. 15 . The uncertainty region of each radius estimate is considered to be between ͓R Ϫ3 R ,R ϩ3 R ͔ assuming zero-mean Gaussiandistributed estimation error. The standard deviation R increases with the radius of curvature. Given two targets with constant curvature, if there is overlap between their uncertainty regions, then these targets may not be distinguished for estimates which fall within the overlap region, shown by hatched areas in Fig. 15 . The results presented allow such decisions to be based on a solid footing. For reliable curvature estimation, it is necessary to increase the transducer separation as the range is increased. The transducer separation in the present system is relatively limited and not capable of real-time dynamic adaptation. A system which is adaptive also in this respect would be able to maintain high accuracy over a broader range of distances.
When dealing with shapes more general than cylinders and spheres, such as ellipsoidal surfaces, the geometry will be slightly more complicated. Nevertheless, a similar approach can be taken, possibly requiring additional sensors, or sensors with greater capability of motion. Finally, although the method has been developed for convex (RϾ0) reflectors, it is equally applicable to concave (RϽ0) reflectors. Targets that have spatially varying curvature which may become both concave and convex have also been addressed in recent work. 45, 46 Naturally, the larger the number of parameters ͑or degrees of freedom͒ of the surface, the larger the number of sensors needed.
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