In a ubiquitous environment, high-accuracy data analysis is essential because it affects real-world decision-making. However, in the real world, user-related data from information systems are often missing due to users' concerns about privacy or lack of obligation to provide complete data. This data incompleteness can impair the accuracy of data analysis using classification algorithms, which can degrade the value of the data. Many studies have attempted to overcome these data incompleteness issues and to improve the quality of data analysis using classification algorithms. The performance of classification algorithms may be affected by the characteristics and patterns of the missing data, such as the ratio of missing data to complete data. We perform a concrete causal analysis of differences in performance of classification algorithms based on various factors. The characteristics of missing values, datasets, and imputation methods are examined. We also propose imputation and classification algorithms appropriate to different datasets and circumstances.
Introduction
Ubiquitous computing has been the central focus of research and development in many studies; it is considered to be the third wave in the evolution of computer technology [1] . In ubiquitous computing, data must be collected and analyzed accurately in real time. For this process to be successful, data must be well organized and uncorrupted. Data preprocessing is an essential but time-and effort-consuming step in the process of data mining. Several preprocessing methods have been developed to overcome data inconsistencies [2] .
Data incompleteness due to missing values is very common in datasets collected in real settings [3] ; it presents a challenge in the data preprocessing phase. Data is often missing when user input is required. For example, in humancentric computing, systems often require user profile data for the purpose of personalization [4] . In the case of Twitter, text data is used for sentiment analysis in order to analyze user behaviors and attitudes [5] . As a final example, in ubiquitous commerce, customer data has been used to personalize services for users [6] . Values may be missing when users are reluctant to provide their personal data due to privacy concerns or lack of motivation. This is especially true for optional data requested by the system.
Missing values can also be present in sensor data. Sensor data is usually in quantitative form. Sensors provide physical information regarding temperature, sound, or trajectory. Sensor technology has advanced over the years; it is an essential source of data for ubiquitous computing and is used for situation awareness and circumstantial decisionmaking. For example, human interaction sensors read and react to current situations [7] . Analysis of image files for face recognition and object detection using sensors is widely used in ubiquitous computing [8] . However, incorrect data and missing values are possible even using advanced sensor technology due to mechanical and network errors. Missing values can interfere with decision-making and personalization, which can ultimately lead to user dissatisfaction. In many cases, the impact of missing data is costly to users of data analysis methods such as classification algorithms.
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Data incompleteness may have negative effects on data preprocessing and decision-making accuracy. Extra time and effort are required to compensate for missing data. Using uncertain or null data results in fatal errors in the classification algorithm, and deleting all records that contain missing data (i.e., using the listwise deletion method) reduces the sample size, which might decrease statistical power and introduce potential bias to the estimation [9] . Finally, unless the researcher can be sure that the data values are missing completely at random (MCAR), then the conclusions resulting from a complete-case analysis are most likely to be biased.
In order to overcome issues related to data incompleteness, many researchers have suggested methods of supplementing or compensating for missing data. The missing data imputation method is the most frequently used statistical method developed to deal with missing data problems. It is defined as "a procedure that replaces the missing values in a dataset by some plausible values" [3] . Missing values occur when no data is stored for a given variable in the current observation.
Many studies have attempted to validate the missing data imputation method of supplementing or compensating for missing data by testing it with different types of data; other studies have attempted to develop the method further. Studies have also compared the performance of various imputation methods based on benchmark data. For example, Kang investigated the ratio of missing to complete data in various datasets and compared the average accuracy of several imputation methods, such as MNR, -NN, CART, ANN, and LLR [10] . The results demonstrated that -NN performed best on datasets with less than 10% of data missing and LLR performed best on those with more than 10% of data missing.
However, after multiple tests using complete datasets, not much difference in performance was observed, and some datasets were linearly inferior. In Kang's study [10] , many datasets with equivalent conditions yielded different results. Thus, the fit between the dataset characteristics and the imputation method must also be considered. Previous studies have compared imputation methods by varying the ratio of missing to complete data or evaluating performance differences between complete and incomplete datasets. However, the reasons for these different results between datasets under equivalent conditions remain unexplained. Various factors may affect the performance of classification algorithms. For example, the interrelationship or fitness between the dataset, imputation method, and characteristics of the missing values may be important to the success or failure of the analytical process.
The purpose of this study is to examine the influence of dataset characteristics and patterns of missing data on the performance of classification algorithms using various datasets. The moderating effects of different imputation methods, classification algorithms, and data characteristics on performance are also analyzed. The results are important because they can suggest which imputation method or classification algorithm to use depending on the data conditions. The goal is to improve the performance, accuracy, and time required for ubiquitous computing.
Treating Datasets Containing Missing Data
Missing information is an unavoidable aspect of data analysis. For example, responses may be missing to items on survey instruments intended to measure cognitive and affective factors. Various imputation methods have been developed and used for treatment of datasets containing missing data. Some popular methods are listed below.
(1) Listwise Deletion. Listwise deletion (LD) involves the removal of all individuals with incomplete responses for any items. However, LD reduces the effective sample size (sometimes greatly, resulting in large amounts of missing data), which can, in turn, reduce statistical power for hypothesis testing to unacceptably low levels. LD assumes that the data are MCAR (i.e., their omission is unrelated to all measured variables). When the MCAR assumption is violated, as is often the case in real research settings, the resulting estimates will be biased.
(2) Zero Imputation. When data are omitted as incorrect, the zero imputation method is used, in which missing responses are assigned an incorrect value (or zero in the case of dichotomously scored items).
(3) Mean Imputation. In this method, the mean of all values within the same attribute is calculated and then imputed in the missing data cells. The method works only if the attribute examined is not nominal.
(4) Multiple Imputations. Multiple imputations can incorporate information from all variables in a dataset to derive imputed values for those that are missing. This method has been shown to be an effective tool in a variety of scenarios involving missing data [11] , including incomplete item responses [12] .
(5) Regression Imputation. The linear regression function is calculated from the values within the same attribute and then used as the dependent variable. The other attributes (except the decision attribute) are then used as independent variables. Then the estimated dependent variable is imputed in the missing data cells. This method works only if all considered attributes are not nominal.
(6) Stochastic Regression Imputation. Stochastic regression imputation involves a two-step process in which the distribution of relative frequencies for each response category for each member of the sample is first obtained from the observed data.
In this paper, the details of the seven imputation methods used herein are as follows.
(i) Listwise Deletion. All instances are deleted that contain more than one missing cell in their attributes.
(ii) Mean Imputation. The missing values from each attribute (column or feature) are replaced with the mean of all known values of that attribute. That is, let be the th missing attribute of the th instance, which is imputed by
where (complete) is a set of indices that are not missing in and | (complete)| is the total number of instances where the th attribute is not missing.
(iii) Group Mean Imputation. The process for this method is the same as that for mean imputation. However, the missing values are replaced with the group (or class) mean of all known values of that attribute. Each group represents a target class from among the instances (recorded) that have missing values. Let , be the th missing attribute of the th instance of the th class, which is imputed by
where ( th class incomplete) is a set of indices that are not missing in , and | ( th class incomplete)| is the total number of instances where the th attribute of the th class is not missing.
(iv) Predictive Mean Imputation. In this method, the functional relationship between multiple input variables and single or multiple target variables of the given data is represented in the form of a linear equation. This method sets attributes that have missing values as dependent variables and other attributes as independent variables in order to allow prediction of missing values by creating a regression model using those variables. For a regression target , the MLR equation with predictors and training instances can be written as
This can be rewritten in matrix form such that = , and the coefficient can be obtained explicitly by taking a derivative of the squared error function as follows:
(v) Hot-Deck. This method is the same in principle as casebased reasoning. In order for attributes that contain missing values to be utilized, values must be found from among the most similar instances of nonmissing values and used to replace the missing values. Therefore, each missing value is replaced with the value of an attribute with the most similar instance as follows:
where Std is the standard deviation of the th attribute which is not missing.
(vi) -NN. Attributes are found via a search among nonmissing attributes using the 3-NN method. Missing values are imputed based on the values of the attributes of the most similar instances as follows:
where -NN( ) is the index set of the th nearest neighbors of based on the nonmissing attributes and ( , ) is a kernel function that is proportional to the similarity between the two instances and ( = 4).
(vii) -Means Clustering. Attributes are found through formation of -clusters from nonmissing data, after which missing values are imputed. The entire dataset is partitioned into clusters by maximizing the homogeneity within each cluster and the heterogeneity between clusters as follows:
arg min
where (complete) is the centroid of (complete) and (complete) is the union of all clusters ( (complete) = (complete) 1 ∪ ⋅ ⋅ ⋅ ∪ (complete) ). For a missing value , the mean value of the attribute for the instances in the same cluster with (complete) is imputed thus as follows:
Model
In this paper, we hypothesize an association between the performance of classification algorithms and the characteristics of missing data and datasets. Moreover, we assume that the chosen imputation method moderates the causality between these factors. Figure 1 illustrates the posited relationships. A monotone pattern occurs if variables can be arranged such that all +1 , . . . , are missing for cases where is missing. Another characteristic, missing data spread, is important because larger standard deviations for missing values within an existing feature indicate that the missing data has greater influence on the results of the analysis (Figure 2 ). Table 2 lists the features of datasets. Based on the research of Kwon and Sim [15] , in which characteristics of datasets that influence classification algorithms were identified, we considered the following statistically significant features in this study: missing values, the number of cases, the number of attributes, and the degree of class imbalance. However, the discussion of missing values is omitted here because it has already been analyzed in detail by Kwon and Sim [15] . Table 3 lists the imputation methods used in this study. Since datasets with categorical decision attributes are included, imputation methods that do not accommodate categorical attributes (e.g., regression imputation) are excluded from this paper. 
Missing Data Characteristics.

Dataset Features.
Imputation Methods.
Classification Algorithms.
Many studies have compared classification algorithms in various areas. For example, the decision tree is known as the best algorithm for arrhythmia classification [16] . In Table 4 , six types of representative classification algorithms for supervised learning are described: C4.5, SVM (support vector machine), Bayesian network, logistic classifier, -nearest neighbor classifier, and regression.
Method
We conducted a performance evaluation of the imputation methods and classification algorithms described in the previous section using actual datasets taken from the UCI dataset archive. To ensure the accuracy of each method in cases with no missing values, datasets with missing values were not included. Among the selected datasets, six (Iris, Wine, Glass, Liver Disorder, Ionosphere, and Statlog Shuttle) were included for comparison with the results of Kang [10] . These datasets are popular and frequently utilized benchmarks in the literature, which makes them useful for demonstrating the superiority of the proposed idea. Table 5 provides the names of the datasets, the numbers of cases, and the descriptions of features and classes. The numbers in parentheses in the last two columns represent the number of features and classes for the decision attributes. For example, in dataset Iris, "Numeric (4)" indicates that there are four numeric attributes, and "Categorical (3)" means that there are three classes in the decision attribute.
Since UCI datasets have no missing data, target values in each dataset were randomly omitted [10] . Based on 
Imputation methods Description
Listwise deletion Perhaps the most basic traditional technique for dealing with missing data. Cases with missing values are discarded, restricting the analyses to cases for which complete data are available.
Mean imputation
Involves replacing missing data with the overall mean for the observed data.
Group mean imputation
A missing value is replaced by the mean of a subset of the data, based on other observed variable(s) in the data. Predictive mean imputation Also called regression imputation. Predictive mean imputation involves imputing a missing value using an ordinary least-squares regression method to estimate missing data. Hot-deck Most similar records are imputed to missing values.
-NN
The attribute value of is imputed to the most similar instance from nonmissing data. -means clustering numbers of sets are created that are homogeneous on the inside and heterogeneous on the outside. Estimates the known data using learning rules. C4.5 gradually expands the conditions of the algorithm, splitting the upper node into subnodes using a divide-and-conquer method until it comes to the end node. SVM Classifies the unknown class by finding the optimal hyperplane with the maximum margin that reduces the estimation error.
Bayesian network A probability network with a high posterior probability given the instances. Such a network can provide insight into probabilistic dependencies among the variables in the training dataset.
Logistic classifier
Takes the functional form of logistic CDF (cumulative distribution function). This function relates the probability of some event to attribute variables through regression coefficients and alpha and beta parameters, which are estimated from training data [13] .
-nearest neighbor classifier
Simple instance-based learner that uses the class of the nearest training instances for the class of the test instances. Regression
The class is binarized, and one regression model is built for each class value [14] . (7) Categorical (7) the list of missing data characteristics, three datasets with three different missing data ratios (5%, 10%, and 15%) and three sets representing each of the missing data patterns (univariate, monotone, and arbitrary) were created for a total of nine variations for each dataset. In total, 54 datasets were imputed for each imputation method, as 6 datasets were available. We repeated the experiment for each dataset 1000 times in order to minimize errors and bias. Thus, 5,400 datasets were imputed in total for our experiment. All imputation methods were implemented using packages written in Java. In order to measure the performance of each imputation method, we applied imputed datasets to the six classification algorithms listed in Table 4 .
There are various indicators to measure performance, such as accuracy, relative accuracy, MAE (mean absolute error), and RMSE (root mean square error). However, RMSE is one of the most representative and widely used performance indicators in the imputation research. Therefore, we also adopted RMSE as the performance indicator in this study. The performance of the selected classification algorithms was evaluated using SPSS 17.0. RMSE measures the difference between predicted and observed values. The term "relative prediction accuracy" refers to the relative ratio of accuracy, which is equivalent to 1 when there are no missing data [10] . The no-missingdata condition was used as a baseline of performance. As the next step, we generated a missing dataset from the original no-missing-dataset and then applied an imputation method to replace the null data. Then a classification algorithm was conducted to estimate the results of the imputed dataset. With all combinations of imputation methods and classification algorithms, a multiple regression analysis was conducted using the following equation to understand the input factors, the characteristics of missing data, and those of the datasets, in order to determine how the selected classification algorithms affected performance:
In this equation, is the value of the characteristics of the missing data (M), is the value of each dataset's characteristics in the set of dataset (D), and is a performance parameter. Note that M = {missing data ratio, patterns of missing data, horizontal scatteredness, vertical scatteredness, missing data spread} and D = {number of cases, number of attributes, degree of class imbalance}. In addition, = 1 indicates relative prediction accuracy, = 2 represents RMSE, and = 3 means elapsed time. We performed the experiment using the Weka library source software (release 3.6) to determine the reliability of the implementation of the algorithms [17] . We did not use the Weka GUI tool but developed a Weka library-based performance evaluation program in order to conduct the automatized experiment repeatedly.
Results
In total, 32,400 datasets (3 missing ratios × 3 imputation patterns × 6 imputation methods × 100 trials) were imputed for each of the 6 classifiers. Thus, in total, we tested 226,800 datasets (32,400 imputed dataset × 7 classifier methods). The results were divided by those for each dataset, classification algorithm, and imputation method for comparison in terms of performance. Figure 3 shows the performance of each imputation method for the six different datasets. On the -axis, three missing ratios represent the characteristics of missing data, and on the -axis, performance is indicated using the RMSE. All results of three different variations of the missing data patterns and tested classification algorithms were merged for each imputation method. For Iris data (Figure 3(a) ), the mean imputation method yielded the worst results and the group mean imputation method the best results.
Datasets.
For Glass Identification data (Figure 3(b) ), hot-deck imputation was the least effective method and predictive mean imputation was the best.
For Liver Disorder data (Figure 3(c) ), -NN was the least effective, and once again, the predictive mean imputation method yielded the best results.
For Ionosphere data (Figure 3(d) ), hot-deck was the worst and -NN the best.
For Wine data (Figure 3(e) ), hot-deck was once again the least effective method, and predictive mean imputation the best.
For Statlog data (Figure 3(f) ), unlike the other datasets, the results varied based on the missing data ratio. However, predictive mean imputation was still the best method overall and hot-deck the worst. Figure 3 illustrates that the predictive mean imputation method yielded the best results overall and hot-deck imputation the worst. However, no imputation method was generally superior in all cases with any given dataset. For example, the -NN method yielded the best performance for the Ionosphere dataset, but for the Liver Disorders dataset, its performance was lowest. In another example, the group mean imputation method performed best for the Iris and Wine datasets, but its performance was only average for other datasets. Therefore, the results were inconsistent, and determining the best imputation method is impossible. Thus, the imputation method cannot be used as an accurate predictor of performance. Rather, the performance must be influenced by other factors, such as the interaction between the characteristics of the dataset in terms of missing data and the chosen imputation method.
Mathematical Problems in Engineering Mathematical Problems in Engineering Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01. Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01. Figure 4 shows the performance of the classification algorithms by imputation method and ratio of missing data. As shown in the figure, the performance of each imputation method was similar and did not vary depending on the ratio of missing data, except for listwise deletion. For listwise deletion, as the ratio of missing to complete data increased, the performance deteriorated. In the listwise deletion method, all records are deleted that contain missing data; therefore, the number of deleted records increases as the ratio of missing data increases. The low performance of this method can be explained based on this fact. The differences in performance between imputation methods were minor. The figure displays these differences by classification algorithm. Using the Bayesian network and logistic classifier methods significantly improved performance compared to other classifiers. However, the relationships among missing data, imputation methods, and classifiers remained to be explained. Thus, a regression analysis was conducted.
Classification Algorithm.
In Figure 4 , the results suggest the following rules. method is used, THEN use the -NN method.
Regression.
The results of the regression analysis are presented in Tables 6, 7 Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01. Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01. Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01. Note 1: N attributes: number of attributes, N cases: number of cases, C imbalance: degree of class imbalance, R missing: missing data ratio, SE HS: horizontal scatteredness, SE VS: vertical scatteredness, spread: missing data spread, and missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1), and arbitrary (P missing dum1 = 1, P missing dum2 = 1) Note 2: RMSE indicates error; therefore, lower values are better. Note 3: * < 0.05, * * < 0.01.
patterns × 100 trials). Each dataset was generated randomly to meet the preconditions. We conducted the performance evaluation by randomly assigning each dataset to test/training sets at a 3 : 7 ratio. The regression analysis included the characteristics of the datasets and the patterns of the missing values as independent variables. Control variables, such as the type of classifier and imputation method, were also included. The effects of the various characteristics of the data and missing values on classifier performance (RMSE) were analyzed. Three types of missing ratios were treated as two dummy variables (P missing dum1, 2: 00, 01, 10). Tables 6-11 illustrate the results of the regression analysis of the various imputation methods. The results suggest the following rules regardless of which imputation method is selected: Figure 5 displays the coefficient pattern of the decision tree classifier for each imputation method. Dataset characteristics are illustrated on the -axis and the regression coefficients for each imputation method on the -axis. For all imputation methods except listwise deletion, the classifiers' coefficient patterns seemed similar. However, significant differences were found in the coefficient patterns using other algorithms. For example, for all imputation methods, a higher beta coefficient of the number of attributes (N attributes) was observed for the logistics algorithm than for any other algorithm. Thus, the logistics algorithm exhibited the lowest performance (highest RMSE) in terms of the number of attributes. In terms of the number of cases (N cases), SMO performed the worst. When the data were imbalanced, the regression method was the least effective one. For the missing ratio, the regression method showed the lowest performance except in comparison to listwise deletion and mean imputation. For the horizontal scattered standard error (SE HS), SMO had the lowest performance. For missing data spread, the logistic classifier method had the lowest performance.
Moreover, for each single factor (e.g., spread), even if the results for two algorithms were the same, their performance differed depending on which imputation method was applied. For example, for the decision tree (J48) algorithm, the mean imputation method had the most negative effect on classification performance for horizontal scattered standard error (SE HS) and spread, while the listwise deletion and group mean imputation methods had the least negative effect.
The similar coefficient patterns shown in Figure 5 indicate that the differences in impact of each imputation method on performance were insignificant. In order to determine the impact of the classifiers, more tests were needed. Figure 6 illustrates the coefficient patterns when the ratio of missing to complete data is 90%. Under these circumstances, the distinction between imputation methods according to dataset characteristics is significant. For example, very high or very low beta coefficients may be observed for most dataset characteristics except the number of instances and class imbalance. Figure 7 shows the RMSE based on the ratio of missing data for each imputation method. As the ratio increases, the performance drops (RMSE increases); this is not an unexpected result. However, as the ratio of missing to complete data increases, the differences in performance between imputation methods become significant. These results imply that the characteristics of the dataset and missing values affect the performance of the classifier algorithms. Furthermore, the patterns of these effects differ depending on the imputation methods and classifiers used.
Lastly, we estimate the accuracy (RMSE) of each method by conducting a multiple regression analysis. As shown in Table 12 , the results confirmed a significant association between the characteristics of the missing data and the method of imputation with the performance of each classification in terms of RMSE. In total, 226,800 datasets (3 12 Mathematical Problems in Engineering missing ratios × 3 missing patterns × 100 trials × 6 imputation methods × 7 classification methods) were analyzed. The results have at least two implications. First, we can predict the classification accuracy for an unknown dataset with missing data only if the data characteristics can be obtained. Second, we can establish general rules for selection of the optimal combination of a classification algorithm and imputation algorithm. Missing patterns: univariate (P missing dum1 = 1, P missing dum2 = 0, P missing dum3 = 0), monotone (P missing dum1 = 0, P missing dum2 = 1, P missing dum3 = 0), and arbitrary (P missing dum1 = 1, P missing dum2 = 1, P missing dum3 = 1). : standard beta coefficient. Note 2: * < 0.1, * * < 0.05.
Conclusion
So far, the prior research does not fully inform us of the fitness among datasets, imputation methods, and classification algorithms. Therefore, this study ultimately aims to establish a rule set which guides the classification/recommender system developers to select the best classification algorithm based on the datasets and imputation method. To the best of our knowledge, ours is the first study in which the performance of classification algorithms with multiple dimensions (datasets, imputation data, and imputation methods) is discussed. Prior research examines only one dimension [15] . In addition, as shown in Figure 3 , since the performance of each method differs according to the dataset, the results of prior studies on imputation methods or classification algorithms depend on the datasets on which they are based. In this paper, factors affecting the performance of classification algorithms were identified as follows: characteristics of missing values, dataset features, and imputation methods. Using benchmark data and thousands of variations, we found that several factors were significantly associated with the performance of classification algorithms. First, as expected, the results show that the missing data ratio and spread are negatively associated with the performance of the classification algorithms. Second and as a new finding to our best knowledge, we observed that the number of missing cells in each record (SE HS) was more sensitive in affecting the classification performance than the number of missing cells in each feature (SE VS). Further, we found it interesting that the number of features negatively affects the performance of the logistic algorithm, while other factors do not.
A disadvantage of logistic regression is its lack of flexibility. The assumption of a linear dependency between predictor variables and the log-odds ratio results in a linear decision boundary in the instance space, which is not valid in many applications. Hence, in the case of data imputation, the logistic algorithm must be avoided. Next, in response to concerns about class imbalance, which has been discussed in data mining research [18, 19] , we found that the degree of class imbalance was the most significant data feature to decrease the predicted performance of classification algorithms. In particular, SMO was second to none in predicting SE HS in any imputation situation; that is, if a dataset has a high number of records in which the number of missing cells is large, then SMO is the best classification algorithm to apply.
The results of this study suggest that optimal selection of the imputation method according to the characteristics of the dataset (especially the patterns of missing values and choice of classification algorithm) improves the accuracy of ubiquitous computing applications. Also, a set of optimal combinations may be derived using the estimated results. Moreover, we established a set of general rules based on the results of this study. These rules allow us to choose a temporally optimal combination of classification algorithm and imputation method, thus increasing the agility of ubiquitous computing applications.
Ubiquitous environments include a variety of forms of sensor data from limited service conditions such as location, time, and status, combining various different kinds of sensors. Using the rules deducted in this study, it is possible to select the optimal combination of imputation method and classification algorithm for environments in which data changes dynamically. For practitioners, these rules for selection of the optimal pair of imputation method and classification algorithm may be developed for each situation depending on the characteristics of datasets and their missing values. This set of rules will be useful for users and developers of intelligent systems (recommenders, mobile applications, agent systems, etc.) to choose the imputation method and classification algorithm according to context while maintaining high prediction performance.
In future studies, the predicted performance of various methods can be tested with actual datasets. Although, in prior research on classification algorithms, multiple benchmark datasets from the UCI laboratory have been used to demonstrate the generality of the proposed method, performance evaluations in real settings would strengthen the significance of the results. Further, for brevity, we used a single performance metric, RMSE, in this study. For example, FP rate, as well as TP rate, is very crucial when it comes to investigating the effect of class imbalance, which is considered in this paper as an independent variable. Although the performance results would be very similar when using other metrics such as misclassification cost and total number of errors [20] , more valuable findings may be generated from a study including these other metrics.
