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ZUSAMMENFASSUNG
Dieser Bericht gibt einen Überblick über bekannte Verfahren
und Technologien zur automatischen Adaption von Darstellungs-
elementen für mobile Endgeräte, wobei der Schwerpunkt bei
Verfahren zur Adaption von Bildern, Videos, Webseiten und Au-
diodateien liegt. Ziel ist es, basierend auf den Eigenschaften des
Endgerätes und den Interaktionsmöglichkeiten, geeignete Dar-
stellungsformate automatisch abzuleiten. Als mögliche Endge-
räte werden Mobiltelefone, PDAs, Tablet PCs und Notebook
PCs betrachtet. Ein guter Adaptionsalgorithmus sollte eine com-
putergestützte Umformatierung von nur einmal bereit gestell-
ten Inhalten für die verschiedenen Formfaktoren, Auflösungen,
Bildschirmgrößen, Interaktionstechniken (Maus, Stift, Touch-
Screen usw.) und Netzbandbreiten unterstützen.
1. MOTIVATION
Durch den schnellen Fortschritt in der Leistung der Mikropro-
zessoren, der Größe und Schnelligkeit der Speicherelemente,
der hoch auflösenden Farbbildschirme und zugleich einer Ver-
minderung der Leistungsaufnahme sind mobile Endgeräte in den
letzten Jahren immer populärer geworden. Schon heute liegt die
Versorgung der Bevölkerung in den Industrieländern mit Mo-
biltelefonen bei über 80%, PDAs (Handheld PCs) haben sich
auf breiter Basis durchgesetzt, und immer weitere Kreise der
Berufstätigen und Studierenden verfügen über Notebook- oder
Tablet-PCs, die sie ständig mit sich führen.
Es entsteht somit ein immenses Potenzial, mobile Endgeräte für
den Abruf von Informationen und für die Abwicklung von elek-
tronischen Geschäftstransaktionen zu nutzen (Mobile Business).
Es können nicht nur vorhandene Geschäftsvorgänge auf mobilen
Endgeräten elektronisch abgewickelt werden, sondern es entste-
hen auch völlig neue Geschäftsfelder, die ohne mobile, vernetzte
Endgeräte nicht umsetzbar waren.
Zwar bescheinigenMarktstudien demGeschäftsfeldMobile Busi-
ness grundsätzlich ein erhebliches Zukunftspotential, doch kann
vieles davon nicht realisiert werden, da grundlegende technische
Probleme noch immer nicht gelöst sind. So erfordert heute bei-
spielsweise die Heterogenität der Endgeräte eine mehrfache Be-
reitstellung von Inhalten (wie z.B. Videos, Musik, Bilder oder
Texte) in Abhängigkeit von der Bildschirmgröße, Leistungsfä-
higkeit des Prozessors und Größe des Speichers. Das von der In-
dustrie in einem Schnellschuss entwickelte WAP-Protokoll zur
Darstellung von Web-Inhalten auf Mobiltelefonen hat sich des-
halb nicht durchgesetzt. Auch sind manche Endgeräte über Wi-
reless LAN an stark frequentierten Lokationen (sog.’hot spots’)
mit dem Netz verbunden, andere über GPRS oder UMTS, wo-
bei jede dieser Netztechniken andere Durchsatzparameter, Zu-
gangsmechanismen, Verzögerungen und Fehleranfälligkeiten hat.
Mobile Endgeräte können durch eine Vielzahl von Ausstattungs-
merkmalen charakterisiert werden. Neben den unterschiedlichen
Geräteklassen wie beispielsweise Notebooks, Tablet-PCs, Hand-
held PCs (PDAs) oder Mobiltelefonen gibt es auch deutliche
Unterschiede in der Ausstattung innerhalb einer Geräteklasse.
Eine große Anzahl Geräte mit unterschiedlichsten Eigenschaf-
ten ist zur Zeit auf dem Markt, wobei ständig neue Geräte mit
zusätzlichen Funktionen erscheinen.
Neben den offensichtlichen Unterschieden wie Größe und Farb-
tiefe des Displays, Arbeitsspeicher oder Prozessor bestimmen
viele weitere Merkmale die Eigenschaften eines mobilen Gerä-
tes. Um beispielsweise Multimediadaten und insbesondere Vi-
deos wiedergeben zu können, müssen Prozessor, Architektur und
die auf dem Gerät verfügbare Software die Wiedergabe dieses
Mediums unterstützen. Häufig sind mehrere Technologien zur
Kommunikation und zum Datenaustausch in einem Gerät inte-
griert, wobei nicht immer alle Kommunikationswege gleichzei-
tig nutzbar sind und die tatsächlich verfügbare Übertragungska-
pazität durch die Umgebung beeinflusst wird.
Ein weiteres Merkmal mobiler Geräte sind die unterschiedli-
chen Interaktionsmöglichkeiten: die Eingabe kann über Tastatur,
Maus, die Tasten eines Mobilfunktelefons, einen Touchscreen
oder Sprache erfolgen, die Ausgabe auf dem Display oder über
einen Lautsprecher. Neben den technologischen Ausstattungs-
merkmalen spielen individuelle Nutzerpräferenzen und Konfi-
gurationsmöglichkeiten für die Akzeptanz eines mobilen Systems
eine entscheidende Rolle.
Für eine hohe Akzeptanz durch die Benutzer ist es notwendig,
dass die Möglichkeiten der unterschiedlichen Geräte möglichst
gut unterstützt werden. Unterschiedliche technologische Aus-
stattungsmerkmale erfordern aber heute eine spezielle Anpas-
sung der Inhalte. Eine manuelle Anpassung der Inhalte für jedes
Gerät verursacht einen viel zu hohen Aufwand für die Anbie-
ter von Inhalten, da die Kombination aus Hardwareausstattung,
Software und Benutzerpräferenzen eine große Anzahl an indi-
viduell angepassten Inhalten erfordert. Verfahren zur automati-
schen Anpassung der Inhalte werden dringend benötigt damit
Inhalte nur einmal erstellt werden müssen und dann auf jedem
mobilen Gerät sinnvoll wiedergegeben werden können. Hierbei
ist besonders wichtig, dass trotz einer Änderung der Darstellung
der wesentliche semantische Inhalt erhalten bleibt.
2. BEGRIFF INHALTSADAPTION
Aus den bisherigen Überlegungen kann eine Definition des Be-
griffes Inhaltsadaption (’content repurposing’) abgeleitet wer-
den. Im Kontext mobiler Geräte bezeichnet Inhaltsadaption die
automatische, zeitnahe Aufbereitung von Inhalten an die




Abbildung 1 verdeutlicht schematisch den Aufbau eines Systems
zur Inhaltsadaption. Die Medieninhalte werden mit einer ergän-
zenden semantischen Beschreibung (Metadaten) zentral auf ei-
nem Server gespeichert. Bei der Anfrage eines mobilen Gerätes
werden die Medieninhalte dynamisch und in Echtzeit anhand
der Gerätemerkmale, Netzkapazitäten und Benutzerpräferenzen
mit Hilfe der zusätzlichen Informationen der Metadaten adap-
tiert.
Im Folgenden werden Beispiele für mögliche Inhaltsadaptionen
vorgestellt. Für einen Dienst, der einen Stadtplan zur Verfügung
stellt, sind Straßen, Straßennamen, die aktuelle Position und ggf.
die Zielposition die zentralen Informationen. Nach der Adaption
des Stadtplans müssen diese Informationen sowohl auf Mobilte-
lefonen als auch Notebooks einfach und schnell wahrgenommen
werden können, wobei abhängig von den Benutzerpräferenzen
und der Displaygröße auch zusätzliche Informationen angezeigt
werden können.
Insbesondere beim Bau und der Wartung von komplexen Ma-
schinen werden viele Einsatzmöglichkeiten von mobilen Gerä-
ten deutlich.Während Konstruktionsbeschreibungen und -zeich-
nungen im Allgemeinen auf einem PC erstellt werden, bestehen
bisher nur eingeschränkte Möglichkeiten, auf diese vor Ort digi-
tal zuzugreifen. Die Herausforderungen liegen darin, die kom-
plexen Zeichnungen mit den textuellen Erläuterungen in geeig-
neter Form für mobile Geräte zu adaptieren, so dass diese effi-
zient genutzt werden können. Eine weitere Einsatzmöglichkeit
liegt in der Verwendung von digitalen Bauplänen, so dass Ar-
chitekten und Bauleiter jederzeit und an jedem Ort auf aktuelle
Pläne zugreifen können.
Im Rahmen von Supply-Chain-Management bietet sich der Ein-
satz von mobilen Geräten auch zur kurzfristigen Steuerung der
Kette an. Kurzfristige Managementaufgaben (z.B. beim Ausfall
einer Maschine oder bei Lieferschwierigkeiten) können direkt
vor Ort unter Zuhilfenahme eines mobilen Endgerätes und einer
graphischen Repräsentation der Supply-Chain erfolgen. Dies bie-
tet Vorteile und erhöht die Flexibilität der Supply-Chain.
Auch bei der Produktbeschreibung von Spezialbauteilen kann
eine graphische Darstellung den Bestellvorgang unterstützen. Die
Erweiterung zu einer dreidimensionalen Darstellung (z.B. durch
Animation oder Rendern) von Bauteilen, Maschinen oder Ge-
bäuden bietet eine zusätzliche Darstellungsform auf dem mobi-
len Gerät. Eine besondere Herausforderung liegt in der Entwick-
lung eines geeigneten Verfahrens zur Interaktion des Benutzers
mit den dreidimensionalen Modellen auf dem mobilen Gerät.
Bei Großbaustellen im Anlagenbau müssen kritische Ressour-
cen über mehrere Projekte hinweg koordiniert werden. Im Rah-
men des Projektmanagements ist ein Zugriff auf die jeweils ak-
tuellen Projektpläne auch vor Ort wünschenswert, um situativ
eine Entscheidung treffen zu können. Ein Beispiel ist die graphi-
sche Darstellung der zeitlichen Abfolge von Aktivitäten durch
Netzpläne oder Gantt-Diagramme. Für alle vorgestellten An-
wendungsszenarien sind Algorithmen zur Adaption der darzu-
stellenden Inhalte erforderlich, damit die relevanten Informatio-
nen auf mobilen Geräten sinnvoll angezeigt werden können.
Der Handel mit digitaler Musik nimmt über das Internet konti-
nuierlich zu, wobei zu erwarten ist, dass auch der Bedarf nach
individuell aufbereiteten Informationen im Audioformat z.B. in
Form von Nachrichten, Kundendaten oder technischen Beschrei-
bungen in der Zukunft ebenfalls an Bedeutung gewinnen wird.
Informationen im Audioformat sind insbesondere für Benutzer
relevant, die aufgrund ihrer aktuellen Tätigkeit (z.B. Fahrt im
PKW) längere Texte nicht lesen können. Damit ein Benutzer er-
kennen kann, ob die ausgewählte Audiodatei für ihn relevant ist,
könnte zusätzlich zunächst eine gekürzte Version zur Verfügung
gestellt werden. Der Benutzer sollte anhand der verkürzten ad-
aptierten Audiodatei schnell und einfach erkennen können, ob
der Inhalt für ihn relevant ist.
Die Wiedergabe eines Videos auf einem mobilen Gerät ist auf-
grund der beschränkten Kapazität häufig nicht in akzeptabler
Qualität möglich, da eine CPUmit zu geringer Leistung oder ein
überlastetes Netzwerk zu Unterbrechungen bei der Wiedergabe
und zu Bild- bzw. Tonfehlern führen können. Als Lösung kön-
nen einzelne aussagekräftige Bilder (’key frames’) mit der Au-
diospur übertragen werden, wobei die Schwierigkeit darin liegt,
den wesentlichen semantischen Inhalt zu erhalten.
Neben Display und Netzwerkverbindung sollten auch die unter-
schiedlichen Eingabemöglichkeiten der Geräte Auswirkungen
auf die Darstellung haben. Falls die Eingabe mittels Touchs-
creen möglich ist, sollte die Navigation durch entsprechend her-
vorgehobene Elemente im Display unterstützt werden. Bei Mo-
biltelefonen mit eingeschränkten Eingabemöglichkeiten über we-
nige Tasten bieten sich einfache Strukturen wie Menüs oder Li-
sten für die Interaktion an.
Anhand der Beispiele soll deutlich werden, dass unterschied-
liche Adaptionsverfahren für die verschiedenen Medientypen in
Abbildung 1: Aufbau eines Systems zur Inhaltsadaption
Betracht gezogen werden müssen. Damit Anwendungen auf mo-
bilen Geräten akzeptiert werden, ist es notwendig, die Inhaltsad-
aption für alle eingesetzten Medientypen zu unterstützen.
3. KLASSIFIKATIONDERVERFAHREN
ZUR INHALTSADAPTION
Algorithmen zur Adaption von Inhalten können anhand verschie-
dener Merkmale klassifiziert werden (vgl. Abbildung 2) [29].
Zunächst muss der Ort festgelegt werden, an dem die Inhaltsad-
aption durchgeführt wird. Die automatische Adaption von In-
halten kann auf einem Server [31, 34], einem Proxy [17, 30]
oder dem Client [28] erfolgen, wobei jede Methode Vor- und
Nachteile mit sich bringt. Bei dem Einsatz einer serverbasierten
Lösung wird es insbesondere bei einer großen Anzahl an Clients
und der Verwendung komplexer Adaptionsalgorithmen zu Per-
formanceengpässen kommen. Proxies können diese reduzieren,
indem sie die Anfragen von Endgeräten mit möglichst ähnlichen
Eigenschaften bearbeiten und bei nicht verfügbaren zwischen-
gespeicherten Daten die Anfrage an den Server weiterleiten. Ein
Nachteil liegt in der höheren Komplexität der Architektur. Cli-
entbasierte Ansätze eignen sich wegen der Übertragung der Ori-
ginalmedien auf das mobile Endgerät und den begrenzten Netz-
und Rechenkapazitäten nicht [9].
Neben dem Ort muss festgelegt werden, welche Informationen
bei der Adaption verwendet werden sollen. Die technischenMerk-
male des mobilen Endgerätes [13], d.h. die Hardware und Soft-
ware, die aktuell verfügbare Netzwerkkapazität und die Interak-
tionsmöglichkeiten des mobilen Gerätes müssen für die Adapti-
on der Inhalte berücksichtigt werden.
Ein weiteres Klassifikationskriterium betrifft den Zeitpunkt der
Adaption. Oft können aufgrund der Datenmenge im Bereich der
Inhaltsadaption komplexe Algorithmen nicht in Echtzeit ablau-
fen, so dass für ausgewählte Profile von Endgeräten statische
Versionen im Vorfeld berechnet und gespeichert werden müs-
sen. Ein dynamischer Algorithmus würde erst bei Bedarf die In-
halte in Echtzeit adaptieren.
4. STANDARDISIERUNG IM KONTEXT
VON INHALTSADAPTION
Durch verfügbare Standards wie HTML, XML oder CSS kön-
nen strukturierte Inhalte in Webseiten schnell und effizient ad-
aptiert werden [2, 19, 29, 60]. Die textuelle Beschreibung er-
leichtert die Umwandlung in andere Formate und Darstellungs-
formen. Neben HTML wurden Varianten mit geringerem Funk-
tionsumfang wie WML, S-HTML oder HDML speziell für mo-
bile Geräte entwickelt. Die Eigenschaften multimedialer Daten
werden durch diese Standards insbesondere im Bereich von Vi-
deos, Animationen oder Audio nicht ausreichend abgebildet. Ei-
ne Erweiterung für Multimediadaten kann durch PML (Proce-
dural Markup Language) realisiert werden [42]. Anhand einer
PML-Spezifikation ist es möglich, Daten auf der Basis indivi-
dueller Anforderungen automatisch aufzubereiten. SMIL (Syn-
chronized Multimedia Integration Language, [61]) ist ein wei-
terer Standard, der die Darstellung von Medieninhalten inner-
halb einer Präsentation beschreibt. Ein SMIL-Dokument enthält
die Informationen, wann, wie und wo ein Medienobjekt sichtbar
sein soll, und spezifiziert den Ablauf einer Präsentation. Inner-
halb von SMIL ist die konkrete Umsetzung der Adaption aus
den ursprünglichen Daten nicht definiert [7, 46].
Die Entwicklung von Systemen zur Annotation von Videos war
über viele Jahre ein bedeutender Forschungsbereich [12], aus
dem sich viele Prototypen und auch kommerzielle Anwendun-
gen entwickelt haben. Die bekanntesten Standards in diesem
Umfeld sind MPEG-7 und MPEG-21 [53, 56]. Für die Schema-
ta zur Beschreibung der Inhalte eines Videos stehen viele Edi-
toren und Bibliotheken zur Bearbeitung zur Verfügung. MPEG-
7 und MPEG-21 sind besonders gut zur Personalisierung und
Abbildung 2: Klassifikation der Inhaltsadaption
Adaption von Videos geeignet [24, 25, 53]. MPEG-7 standardi-
siert die Struktur zur Beschreibung eines Videos, wobei die Fra-
ge, wie eine konkrete Beschreibung erzeugt wird, nicht Teil des
MPEG-7 Standards ist. Benutzerpräferenzen können innerhalb
von MPEG-7 festgelegt werden (User Preference Description).
MPEG-21 erweitert die verfügbarenMetadaten, so dass eine Be-
schreibung der Umgebung des Nutzers möglich wird (Usage
Environment Description). Innerhalb dieser Beschreibung sind
Merkmale zur Charakterisierung des Displays, der eingesetzten
Hardware und Software oder der Systemkonfiguration vorgese-
hen.
In jüngster Zeit wurden zusätzliche Techniken standardisiert,
um Nutzeranfragen und Nutzerpräferenzen modellieren zu kön-
nen, so dass jetzt auch die Möglichkeit besteht, Parameter für
die Adaption digitaler Inhalte zu spezifizieren [35]. Der Begriff
Digital ItemAdaptation (DIA) wurde durch denMPEG-21 Stan-
dard geprägt [32]. DIA soll Informationen, die für eine Adaption
benötigt werden, zur Verfügung stellen. So können Informatio-
nen über verfügbare Video-Codecs, Ein- und Ausgabemöglich-
keiten, die Hard- und Softwareausstattung des mobilen Gerätes
und der aktuelle Netzwerkzustand spezifiziert werden. Weiter-
hin ermöglicht es DIA, Präferenzen bezüglich des Benutzerin-
terface sowie Informationen über die Umgebung des Benutzers
(Zeit und Ort) zu speichern. Der netzbasierte Zugriff von belie-
bigen Endgeräten auf Multimediadaten wird unter dem Begriff
Universal Multimedia Access (UMA) zusammengefasst [58].
5. ARCHITEKTUREN ZUR INHALTS-
ADAPTION
Neben den Metadaten können unterschiedliche Architekturen
für Systeme zur Inhaltsadaption eingesetzt werden. Ein Beispiel
für ein System zur Adaption der Inhalte einer Webseite ist Auro-
ra [22, 23]. Das System wurde entwickelt, umMenschen mit ge-
ringer Sehkraft oder Koordinationsproblemen Webinhalte durch
individuell angepasste Darstellungen leichter zugänglich zu ma-
chen. Ein wesentliches Ziel ist es, die Inhalte konsistent und
möglichst einfach darzustellen sowie komplexe Benutzerinter-
aktionen zu vermeiden. Die Webinhalte werden zunächst in ei-
ne XML-Notation überführt und anschließend entsprechend der
individuellen Präferenzen aufbereitet. Um die Adaption zu ver-
bessern, werden Webseiten in Kategorien (z.B. Auktion, Web-
suche, Reise oder Bank) eingeteilt, für die spezielle Regeln zur
Adaption hinterlegt sind.
Mehrere Architekturen zur Adaption von Inhalten wurden in
der Literatur vorgeschlagen. Obrenovic et al. schlagen eine ge-
nerische Architektur vor, um unabhängig von konkreten Gerä-
ten multimediale Inhalte an vorgegebene Parameter anzupas-
sen [36]. Bei diesem Ansatz teilt ein Metadatenmodell multime-
diale Inhalte in Pakete ein und spezifiziert diese anhand physi-
kalischer Faktoren und menschlicher Präferenzen. Hossain und
Paul stellen zwei relativ ähnliche Architekturen zur Adaption
von multimedialen Inhalten vor, die auf Webdiensten basieren
[20, 37]. Erhält das System eine Anfrage zur Adaption eines
Mediums, so wird ein Dienst ausgewählt, der die Daten entspre-
chend des Nutzerprofils aufbereiten kann.
6. VERFAHREN ZUR ADAPTION VON
INHALTEN
Innerhalb der letzten Jahre wurde eine große Anzahl sehr spe-
zialisierter Adaptionsverfahren veröffentlicht. Ausgewählte Ver-
fahren für die Adaption von Webseiten, Bildern und Videos so-
wie aus dem Umfeld von E-Learning werden im Folgenden vor-
gestellt.
6.1 Adaption von Webseiten
Um eine gute Darstellung der Inhalte einer Webseite zu gewähr-
leisten, ist eine Mindestauflösung und -größe des Displays sinn-
voll. Eine manuelle Anpassung der Inhalte speziell für kleine
Displays ist mit sehr hohen Kosten verbunden und wird sich –
wie am Beispiel von WAP deutlich wird – ohne automatisierte
Adaptionsverfahren nicht durchsetzten. Allgemein hat sich der
Ansatz zur Konvertierung bestehender Webseiten bewährt, eine
Webseite zunächst in eine XML-Notation zu konvertieren und
aus den strukturierten XML-Daten eine speziell angepasste Dar-
stellung für ein mobiles Endgerät zu erzeugen [4, 39].
Viele Ansätze legen ihren Schwerpunkt ausschließlich auf ei-
ne ansprechende Darstellung der Webinhalte [4, 10, 16, 41],
ohne den Erhalt der semantischen Bedeutung zu berücksichti-
gen [5, 8, 38]. Ein anderer Forschungsbereich analysiert Ver-
fahren zur Anzeige von Webseiten für Geräte mit sehr geringer
Speicher- und Rechenkapazität. Besonders geeignet zur Reduk-
tion der Komplexität einer Webseite ist das Entfernen von For-
matierungen [13].
6.2 Bildadaption
Beim Einsatz von sehr kleinen – aber auch sehr großen – Dis-
plays werden neue Verfahren zur Visualisierung von Bildern be-
nötigt. Jede Adaption eines Bildes sollte das Ziel haben, die
Bildinhalte einfach und verständlich darzustellen [26, 43]. Es
hat sich herausgestellt, dass zum Betrachten eines großen Bildes
ein manuelles Scrollen besonders ineffizient ist. Eine Verkleine-
rung des Bildes liefert ebenfalls nur bis zu einem gewissen Gra-
de akzeptable Ergebnisse, da – wie am Beispiel von Stadtplänen
deutlich wird – wesentliche semantische Inhalte bei zunehmen-
der Skalierung verloren gehen. Eine Möglichkeit, ein größeres
Bild auf einem mobilen Gerät anzuzeigen, besteht darin, es in
mehrere kleinere Bilder zu unterteilen, die auch einzeln betrach-
tet eine semantische Aussagekraft besitzen.
Im Bereich der automatischen Analyse von Bildern und Videos
wurden viele Verfahren veröffentlicht [44]. Hu und Bagga schla-
gen vor, Bilder aus dem Web in funktionale Kategorien zu un-
tergliedern [21]. Ein Bild kann beispielsweise in einem direkten
Zusammenhang mit einem Text stehen, als Icon eine speziel-
le Funktion repräsentieren, eine Überschrift ersetzen oder Wer-
bung beinhalten. Die Adaption eines Bildes hängt wesentlich
von dessen Funktion ab.
6.3 Videoadaption
Die Adaption von Videos ist durch eine besonders hohe Kom-
plexität gekennzeichnet [31, 57]. Viele Ansätze beschränken sich
auf die Anpassung globaler Parameter eines Videos, was durch
Skalierung, Reduktion der Farbtiefe, Änderung der Bildwieder-
holrate oder Anpassung der Kompressionsrate möglich ist [45].
Statt ein Video gleichmäßig anzupassen, ist es effizienter, den
semantischen Inhalt des Videos einzubeziehen [50]. So kann die
Adaption eines Videos durch eine Berücksichtigung relevanter
Objekte [3, 59] oder spezieller Ereignisse [27] erfolgen.
Mehrere Systeme zur automatischen Adaption von Videos wur-
den entwickelt, die in eingeschränktem Maße Nutzerpräferen-
zen sowie Netzwerk- und Gerätekapazitäten einbeziehen [18,
50]. DAVE ist ein System zur Adaption von Videos, das Mecha-
nismen zur Beschreibung des Inhalts des Videos und der physi-
kalischen Parametern des mobilen Gerätes zur Verfügung stellt
[33]. Das Ziel der Adaption innerhalb von DAVE ist es, die emp-
fundene Qualität des Videos zu maximieren, ohne die Ressour-
cenbeschränkung zu verletzen.
Eine weitere Möglichkeit zur Adaption von Videos wird durch
einen Medienwechsel erreicht. Bei Netzverbindungen mit gerin-
gem Datendurchsatz ist es nicht möglich, einen Videostrom auf
dem mobilen Endgerät wiederzugeben. Als Lösung eignet sich
die Darstellung des Videos als Folge von einzelnen aussagekräf-
tigen Standbildern (’key frames’) [63]. Ein weiteres Problem
sind unzuverlässige Netzverbindungen, so dass längere Videose-
quenzen nicht übermittelt werden können. Automatisch erzeug-
te Zusammenfassungen von Videos (’video summaries’) bieten
bei schlechten Netzverbindungen die Möglichkeit, die wesent-
lichen Inhalte des deutlich längeren Originalvideos zu übertra-
gen und wiederzugeben [15, 47, 51]. Die Struktur eines Videos,
die durch ähnliche Kameraeinstellungen und Szenen definiert
wird, sollte bei der Adaption ebenfalls berücksichtigt werden
[52, 54, 62].
6.4 Audioadaption
Zwei Forschungsbereiche sind für die automatische Adaption
von Audiodateien besonders relevant. Der erste Bereich umfasst
die Spracherkennung, d.h. die Umwandlung eines akustischen
Signals in einen Text. Bevor einzelne Wörter analysiert und er-
kannt werden können, muss zunächst die Kategorie des Audiosi-
gnals (Sprache, Musik oder Geräusch) spezifiziert werden. Gau-
vain et al. stellen ein System zur Spracherkennung für Nachrich-
tensendungen vor [14]. Eine weitere Anwendung, die Spracher-
kennung zur Indexierung von Videos nutzt, ist das CueVideo
System von IBM [49].
Ein zweiter Forschungsbereich befasst sich mit der Aufberei-
tung, Umwandlung und Ausgabe von Texten als Audiosigna-
le. Wichtige Fragestellungen in diesem Bereich sind das Einfü-
gen von Pausen, die Betonung einzelner Wörter und die Qualität
der Aussprache [40]. Eine zusätzliche Möglichkeit zur Adaption
eines Audiosignals ist die Anpassung der Abspielgeschwindig-
keit, wobei der Inhalt verständlich und die Tonhöhe unverändert
bleiben muss [55].
6.5 Inhaltsadaption im Bereich von
E-Learning
Die Adaption von Inhalten an die unterschiedlichen Anforde-
rungen und Fähigkeiten der Benutzer wird im Rahmen von E-
Learning schon seit vielen Jahren erforscht. Ein wesentlicher
Standard in diesem Bereich ist SCORM (Sharable Content Ob-
ject Reference Model) [1], um Inhalte im Rahmen von E-Learn-
ing anzupassen und auszutauschen. Adaptive kollaborative Sy-
steme, die individuell auf einen Lernenden zugeschnittene Ler-
neinheiten zur Verfügung stellen, können den Lernerfolg signi-
fikant steigern [48]. Ein wesentlicher Vorteil dieser Systeme be-
steht in der Möglichkeit, Inhalte wiederzuverwenden und auto-
matisch zu adaptieren. Insbesondere ein komponentenbasierter
Ansatz [11] bzw. die Integration von Hypermedia-Dokumenten
in webbasierte Systeme bietet deutliche Vorteile gegenüber ei-
ner klassischen Webseite [6].
7. ZUSAMMENFASSUNG
In diesem Bericht wurden unterschiedliche Verfahren zur Ad-
aption von Inhalten vorgestellt. Nach der Darstellung des gene-
rellen Aufbaus eines Systems zur Inhaltsadaption wurde spezi-
ell auf die Adaption von Webseiten, Bildern, Videos und Audi-
odateien eingegangen. Obwohl die vorgestellten Verfahren nur
einen Medientyp berücksichtigen, ist eine Adaption von unter-
schiedlichen Medientypen für konkrete Anwendungen auf mo-
bilen Endgeräten wünschenswert. Weitere bisher unberücksich-
tigte Kriterien sind die zeitnahe Aufbereitung der Inhalte und die
Auswirkung von Interaktionsmöglichkeiten auf die Darstellung
der Inhalte.
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