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Charge Density Wave–Assisted Tunneling Between Hall Edge States
L. Moriconi
Instituto de F´ısica, Universidade Federal do Rio de Janeiro,
C.P. 68528, Rio de Janeiro, RJ – 21945-970, Brasil
We study the intra-planar tunneling between quantum Hall samples separated by a quasi one-
dimensional barrier, induced through the interaction of edge degrees of freedom with the charge
density waves of a Hall crystal defined in a parallel layer. A field theory formulation is set up
in terms of bosonic (2+1)-dimensional excitations coupled to (1+1)-dimensional fermions. Parity
symmetry is broken at the quantum level by the confinement of soliton-antisoliton pairs near the
tunneling region. The usual Peierls argument allows to estimate the critical temperature Tc, so
that for T > Tc mass corrections due to longitudinal density fluctuations disappear from the edge
spectrum. We compute the gap dependence upon the random global phase of the pinned charge
density wave, as well as the effects of a voltage bias applied across the tunneling junction.
PACS: 73.43.-f, 11.10.-z, 73.43.Jn
Introduction. The existence of charge density waves
(cdws) in quantum Hall systems, initially conjectured to
arise in connection with cyclotron resonances and later
on with the destruction of the fractional effect in disor-
dered samples [1], has by now convincing experimental
and theoretical ground [2–5]. However, it has been re-
cently found [6,7] that for certain regimes at filling frac-
tions ν > 2, the spectral properties of charge density
fluctuations at low wavenumbers may substantially dif-
fer from the usual theoretical expectations, formulated
even before the discovery of the integer quantum Hall ef-
fect [8]. Gapless longitudinal and transverse modes for
these exotic “Hall crystals” [7] are predicted to be charac-
terized by linear dispersion curves, likely to be rendered
massive by the presence of disorder.
Our aim in this paper is to propose and study a double
layer system conceived to probe the dynamics of cdws
with two-dimensional lattice structure in the quantum
Hall effect, under the assumption they are governed by a
linear dispersion in the gapless limit. The proposed ex-
perimental construction is schematically depicted in fig.1.
Two close quantum Hall layers are coupled through the
Coulomb interaction. A quantum Hall cdw state is de-
fined in the upper sample (referred to as system I). The
lower sample (system II) is an assemblage of two copla-
nar systems, separated by a tunneling junction of width
∼ ℓ ∼ 102 A˚ (the magnetic length in usual quantum Hall
samples), which is surrounded by two sets of oppositely
oriented chiral edge states (“left” and “right” movers)
[9]. The essential situation we will focus is the tunneling
resonance that occurs when the Fermi level in system II
is tuned so that the left and right chiral edge states be-
come strongly coupled via the periodic structure of the
cdw state in system I. Such a tunneling resonance is ac-
tually attainable due to the fortunate fact that the lattice
parameter in the Hall cdw states is also close to ℓ [2,4,6].
Before embarking in the main considerations, a dis-
claimer is in order. It is reasonable to suppose that the
experimental search for a Hall crystal should be done
in principle with the help of standard approaches, like
radio-frequency absortion and transport measurements,
performed on single layer structures [11]. However, even
if a clear experimental signature of the Hall crystal is
found in that way, the investigation of its low-energy
spectrum turns out to be a more involved problem. It
should be clear that we do not intend to establish here
the way to detect a Hall crystal, but just advance a way
to probe its properties.
FIG. 1. The double layer system designed to probe low
energy modes of a quantum Hall cdw state in the upper layer
(system I) through the induced intra-planar tunneling which
takes place between edge states in the lower layer (system II).
The basic physical conditions necessary for the exper-
iment are completely realistic. Quantum Hall layers sep-
arated by distances near 102 A˚ are the subject of actual
experimental and theoretical investigations (see the re-
view [10]), whereas tiny (at the magnetic length scale)
and precisely constructed quasi one-dimensional barriers
were recently used by Kang et al. to study the tunneling
between coplanar quantum Hall samples [12].
To address (and by no means exhaust) a discus-
sion on the feasibility of the device sketched in fig.1,
we find useful to comment on a few experimental as-
pects, having in mind modern nanostructure technol-
ogy. Consider initially a Hall crystal which is hypothet-
ically prepared in a very clean (high mobility) quantum
well AlxGa1−xAs/GaAs/AlxGa1−xAs. The Hall crys-
tal is believed to exist for some range of filling factors
2 < ν = nh/eB < 3 at moderate Coulomb mixing be-
tween Landau Levels [6]. Such a quantum well can be
perfectly recreated in a double layer system, where it
1
plays the role of system I. We may take the other quan-
tum well (system II) to be the inversion layer at an ad-
joining AlxGa1−xAs/GaAs interface. The layers should
be constructed within the cleaved edge overgrowth tech-
nique [13], with the potential barrier in system II corre-
sponding to a thin, atomically precise, region of an alloy
of Alx′Ga1−x′As/AlAs inserted in the GaAs side before
the cleave is made [12]. Usual voltage gates are placed
above and below systems I and II, in order to control
their electron densities n1 and n2 in an independent way
[14]. It is clear that the determination of optimal values
for quantum well and potential barrier thicknesses, the
concentration of Si doping, Al fractions x and x′, etc., is
a matter of detailed quantum well engineering.
An advantage here over typical double layer tunnel-
ing experiments is that there is no need to attach sep-
arate ohmic contacts to the layers, a task generally ac-
complished through extra electrostatic gating [15]. The
layers can be connected in parallel, since σxx = 0 in the
Hall crystal state (of course, any external, in-plane elec-
tric field has to be small enough not to depin the cdw).
In case there is some residual longitudinal conductivity
contribution from the top layer, differential conductance
peaks would reveal the presence of tunneling resonances
in the bottom layer as well. The experimental pursue of
the tunneling resonance can then be carried out in two
essentially equivalent ways. Either by variating n2 with
all the other parameters fixed or, alternatively, by vari-
ating the magnetic field at fixed ratios n1/n2, to sweep
the filling factors 2 < ν1 < 3 and 2n2/n1 < ν2 < 3n2/n1.
Tunneling is expected to take place between edge states
which belong to the lowest Landau level, even if ν2 6= 1
[12].
Definition of the tunneling model. Let us imagine sys-
tem II as a stripe in the (x1, x2) plane, with |x1| < L/2,
where the limit L → ∞ is eventually performed. The
transverse magnetic field is ~B = −Bxˆ3, and the tun-
neling interface is given by a triangular potential barrier
V (x2) = −V0[2|x2|/δ − 1], defined for |x2| < δ/2. In our
computations the lateral size of the barrier, δ, is assumed
to be of the order of the magnetic length. A concrete
range of values is 1 meV < eV0 < 350 meV for the po-
tential barrier, and 1.5 meV < h¯ωc < 15 meV for the
cyclotron energy.
The second quantized hamiltonian, which takes into
account the interaction between system II and the cdw
state in system I, is written in the Landau gauge as H =
HΦ +HΦξ +Hξ, where
HΦ =
∫
d2~xΦ+{ 1
2m
[(p1 − eBx2)2 + p22] + eV (x2)}Φ ,
HΦξ=
∫
d2~xd2~x′ρ(~x; ~ξ)
e2
ǫ[(~x− ~x′)2 + d2] 12 Φ
+(~x′)Φ(~x′) ,
Hξ =
u
2
∫
d2~x[(∂t~ξ)
2 + c2(∂i~ξ)
2 + ω20
~ξ2] . (1)
Above, ρ(~x; ~ξ) is the deviation from the mean electron
density in the Hall crystal. Density fluctuations around
the periodic lattice are described by the distortion field
~ξ(~x, t). The non-local Coulomb coupling between elec-
trons at the upper and lower samples is modeled through
HΦξ, where d in (1) is the distance between layers.
The harmonic hamiltonian Hξ, which governs long
wavelength fluctuations of the distortion field, is not writ-
ten on a first-principles basis, otherwise it would neces-
sarily introduce the coupling of the elementary charge
motion to the external magnetic field. Rather, Hξ has to
be regarded, in a “Ginzburg-Landau” fashion, as the sim-
plest phenomenological choice devised to satisfy a few ba-
sic physical properties: it must be i) a local and isotropic
functional of ~ξ(~x, t), and ii) characterized by the fact that
all modes are linearly dispersing in the gapless limit.
The role played by the combination of magnetic field,
Coulomb interaction and disorder is assumed to be im-
plicit in the definition of coupling constants u, c and ω0.
In that sense, the gapless limit, ω0 → 0, in Hξ holds
for absence of disorder in system I. Furthermore, one
may estimate the energy density parameter uc2 from the
Coulomb interaction within the magnetic length scale,
that is, uc2 ∼ e2/ǫℓ3 ≡ rsh¯ωc/ℓ2, where rs ≥ 6, following
Murthy’s numerical explorations [6].
There is some support to conjecture that ω0 → 0
should indeed be taken for cdws realized in high mo-
bility samples. From a study of the static competition
between elastic, Coulomb and disordering interactions
due to impurities, Fukuyama and Lee [8] established a
criterion to predict if there is or not a gap at wavenum-
ber q → 0 in the spectrum of general two-dimensional
cdws. The Fukuyama-Lee criterion is rephrased as fol-
lows: let n and ni be the electron and impurity densities,
respectively, while the cdw has amplitude ρ0 and lattice
parameter ∼ 1/k¯. An individual impurity is mimicked
by the delta-potential V (~r) = V0δ
2(~r), with V0 ∼ edi,
where di is of the order of the screening length. The two-
dimensional cdw will have a diverging coherence length
(positional order in practice) and gapless excitations if
V0ρ0k¯
2√ni
πen2
< 1 . (2)
Considering that ρ0 < n ∼ 1/ℓ2, k¯ ∼ 1/ℓ and ni ∼
1/diℓp, where ℓp is the mean free path (evaluated at zero
magnetic field), we securely get (2) if di/ℓp ≪ 1. Since di
is a few angstroms large and ℓp ≃ 10µm for a sample with
mobility µ = 106 cm2/Vs, we expect (2) to be satisfied.
With no loss of important details, the cdw state ρ(~x; 0)
will be taken to be a square lattice with spatial period
π/
√
2k¯ . We may write
ρ(~x; ~ξ) =
1
2
ρ0J{cos[2
√
2k¯nˆ1 · (~x+ ~ξ + xˆ2θ/2k¯)]
+ cos[2
√
2k¯nˆ2 · (~x+ ~ξ + xˆ2θ/2k¯)]} , (3)
where J = det[δαβ + ∂αξβ ] is the jacobian which guaran-
tees charge conservation, that is,
∫
d2~xρ(~x; ~ξ) = 0. Crys-
tal axes are given by nˆ1 and nˆ2. We assume small and
smooth distortions (at the magnetic length scale) of the
square lattice. The global phase θ in (3) gives finite trans-
lations of the pinned cdw along the x2 direction. It is not
necessary to consider a phase parameter for the perpen-
dicular direction, since the total hamiltonian is invariant
under shifts of x1. The phase θ is expected to take ran-
dom values each time the two-dimensional cdw is crys-
tallized, in view of the extreme sensitivity of the pinning
process to small perturbations.
The careful reader may have already noticed that we
neglected, in (1), the Coulomb interaction between the
cdw and the charge depleted region at the barrier in the
bottom layer. Actually, due to translation symmetry
along the x1 axis, the charge depleted region generates
a potential V˜ (x2) in the top layer. Therefore, we should
have added, in principle, the correction term
∆H = e
∫
d2~xV˜ (x2)ρ(~x; ~ξ) (4)
toHφξ. However, taking now an homogenous distortion ~ξ
and using (3) and (4) with periodic boundary conditions,
the integration over x1 implies, for general cdw orienta-
tions, that ∆H → 0 in the low wavenumber limit (that
is, ∆H is a boundary term). It is solely in the special
case when one of the crystal axes is parallel to the x1 di-
rection, as in fig.1, that we may have ∆H = ∆H [ξ2] 6= 0,
so that the charge depleted region will favour some dis-
placement of the cdw along the x2 direction.
For the benefit of a direct exposition, instead of devel-
oping computations for arbitrary axes directions nˆ1 and
nˆ2, we will consider fully isotropic cdw fluctuations, with
nˆ1 = (xˆ1 + xˆ2)/
√
2 and nˆ2 = (xˆ1 − xˆ2)/
√
2, i.e.,
ρ(~x; ~ξ) = ρ0J cos[2k¯(x1 + ξ1)] cos[2k¯(x2 + ξ2) + θ] . (5)
When appropriate, we comment on the modifications in-
troduced by different choices of the crystal axes.
In order to define an expansion for the second quan-
tized fermion operator, we work in the lowest Landau
level approximation, taking for the Hilbert space basis
the one-particle eigenstates of HΦ with V0 = 0. Up to a
normalization constant,
Φ(x1, x2) =
∑
n
an exp[iknx1 − 1
2ℓ2
(x2 − knℓ2)2] . (6)
Imposing the periodic boundary condition Φ(x1, x2) =
Φ(x1 + L, x2), one gets the discrete set of wavenumbers
kn = 2πn/L, with n integer. The operator a
+
n creates
a particle which is free to move along the x1 direction,
but is localized around 〈x2〉 = knℓ2. It is clear from
the form of (5), that a tunneling resonance occurs at the
Fermi level which crosses the energy band generated by
the potential barrier at kn = ±k¯. Our task, thus, is
to obtain a theory for the edge degrees of freedom with
quantum numbers around these special values of kn. The
starting point is to rename operators as
an = (
2π
L
)
1
2


aR(k + k¯) , if n < 0
aL(k − k¯) , if n > 0
. (7)
The indices R and L denote chiral components defined
in a reference frame co-moving respectively with the −k¯
and k¯ states (when the barrier electric field is “turned
on”). Substituting (5)-(7) in HΦ and HΦξ, we perform
the integrations over x2, taking ~ξ(x1, x2) ≃ ~ξ(x1, 0) close
to the tunneling region. It is also convenient to introduce
the Dirac spinor
ψ =
1√
2π
∫
dk exp(ikx)
[
aR(k)
aL(k)
]
, (8)
and the chiral representation of gamma matrices, written
in terms of Pauli matrices as γ0 = σ1, γ
1 = −iσ2 and
γ5 = σ3. We find then
H= Hξ +
∫
dx[−ivψ¯γ1∂1ψ
+
g
2
cos(2k¯ξ2 + θ)ψ¯ exp(2ik¯ξ1γ
5)ψ] , (9)
where v = eV0ℓ
2/δ is the drift velocity near the barrier,
and g = e2πρ0 exp(−k¯d)/ǫk¯ parametrizes the Coulomb
coupling between layers. Note that HΦξ is mapped
into local terms in (9), an approximation related to the
smoothness properties of the distortion field.
The above hamiltonian describes the interaction of
(1+1)-dimensional Dirac fermions – the edge excitations
– with (2+1)-dimensional vector fields – the cdws – along
the line x2 = 0. Two-body interaction effects within sys-
tem II will not be considered, which may be addressed in
a luttinger liquid framework, once they are likely to just
renormalize the bare (input) parameters of the fermion
theory, as the gap (its size and position) and the drift
velocity [16–18].
As is well-known, disorder is expected to broaden and
reduce any tunneling resonance peak. It is not difficult
to show disorder may be effectively incorporated in (9) as
a random gauge field coupled to the edge states, in a way
suitable of analysis via the replica formalism [19]. While
leaving a deeper study of disorder for further work, we
just point, from previous experiments [12] that disorder
broadenening, if any, is typically of the order of 1 meV,
which sets an energy resolution for the observation of
many of the results derived here.
Regarding alternative cdw orientations, it is worth not-
ing there will be in general two resonant Fermi levels,
which correspond to the two periodic functions in (3).
The linearization procedure around the resonances leads
now to coupling terms like
3
2∑
p=1
gpψ¯ exp[i2
√
2k¯nˆp · (~ξ + xˆ2θ/2k¯)γ5]ψ . (10)
The “degenerate case”, (9), follows from g1 = g2 = g/4
with nˆ1 = (xˆ1 + xˆ2)/
√
2 and nˆ2 = (xˆ1 − xˆ2)/
√
2. As
nˆ1 and nˆ2 are rotated, one of the coupling constants g1
or g2 gets comparatively smaller. This is in fact the be-
haviour related to a more realistic cdw profile, which is
peaked in two-dimensional Fourier space at 2
√
2k¯nˆ1 and
2
√
2k¯nˆ2, but departs from the idealized harmonic form
(3). If the rotation angle is large enough, we may dis-
card one of the g′s in (10), implying physical quantities
become independent of θ. That is what happens when
nˆ1 is parallel to the tunneling barrier. Notwithstanding
the anisotropic cdw fluctuations which also appear in this
situation, tunneling will be due to the interaction of edge
states with ξ1, whereas any extra-term ∆H introduced
to accommodate the effect of the charge depleted region
will have to do with transverse fluctuations of the distor-
tion field. As a consequence, the coupling between the
top layer and the charge depleted region does not play a
relevant role in the tunneling process.
The rationale in focusing the degenerate case in detail
relies on its rich vacuum structure, qualitatively similar
(or even more general) than the ones found for diverse
cdw orientations.
Vacuum structure of the non-local effective fermion
model. Our main interest is to determine the fermion
mass – the tunneling gap – which could be experimen-
tally determined from the Fermi level positions of zero-
bias differential conductance peaks, for instance. A
naive inspection of the hamiltonian (9), “freezing” the
bosonic degrees of freedom in some homogenous con-
figuration ~ξ, suggests that the fermion mass would be
m = g| cos(2k¯ξ2 + θ)|/2, since the constant ξ1 can be
eliminated by a chiral rotation of the fermion fields. How-
ever, this simple argument is completely misleading, since
it neglects fluctuations of the distortion field, which are
particularly relevant in planar systems.
The central point of our analysis, to be performed in
the framework of finite temperature field theory [20], is
the elimination of ~ξ from the partition function by means
of a standard projection procedure. The computational
strategy is based on the cumulant expansion for the per-
turbative hamiltonian piece of O(g) in (9), in terms of
averages over fluctuations of ~ξ. We will be able to derive
in this way an effective (non-local) (1+1)-dimensional
fermion model, which describes the interaction between
edge states.
The partition function is written, in a self-evident no-
tation, as
Z =
∫
D~ξDψ¯Dψ exp[−Sξ − Sψ − Sξψ] . (11)
We get, from the second-order cumulant expansion,
Z = Z0
∫
Dψ¯Dψ exp[−Sψ −∆Sψ] , (12)
where
∆Sψ = 〈Sξψ〉0 + 1
2
[〈S2ξψ〉0 − 〈Sξψ〉20] , (13)
with 〈(...)〉0 standing for the statistical average taken
with the partition function Z0 =
∫
D~ξ exp[−Sξ]. We
have
Sξ =
u
2
∫
dτd2~x[(∂τ ~ξ)
2 + c2(∂i~ξ)
2 + ω20
~ξ2] (14)
and
Sξψ =
g
2
∫
dτdx cos(2k¯ξ2 + θ)ψ¯ exp(2ik¯ξ1γ
5)ψ . (15)
The integration over imaginary time is restricted to the
interval 0 < τ < β ≡ 1/T , and periodic and antiperiodic
boundary conditions are defined, as usual, for the boson
and fermion fields, respectively. The translation invariant
bosonic two-point correlation function, evaluated on the
line x2 = 0, is 〈ξi(0, 0, 0)ξj(x, 0, τ)〉0 = δijG(x, τ), with
G(x, τ) =
=
1
2πβ
∑
n
∫
dk
(2uc2)−1 exp[i(kx+ ωnτ)]
[k2 + (ω2n + ω
2
0)/c
2]
1
2
, (16)
where ωn = 2πn/β are the Matsubara frequencies. To
obtain the statistical averages in (13), it is only necessary
to know that
〈sin[2k¯ξi]〉0 = 〈sin[2k¯ξi] cos[2k¯ξj ]〉0 = 0 ,
〈cos[2k¯ξi]〉0 = cosh[2k¯2G(0)] ,
〈cos[2k¯ξi(0, 0, 0)] cos[2k¯ξj(x, 0, τ)]〉0 = δij exp[−4k¯2G(0)]
× cosh[4k¯2G(x, τ)] + (1− δij) cosh2[2k¯2G(0)] ,
〈sin[2k¯ξi(0, 0, 0)] sin[2k¯ξj(x, 0, τ)]〉0 = δij exp[−4k¯2G(0)]
× sinh[4k¯2G(x, τ)] . (17)
The exact results in (17) can be approximated by more
convenient expressions, if we note that all of them involve
functions of k¯2G(x, τ) = O(ξ2/ℓ2)≪ 1. We may take, in
practice, the leading order contributions:
〈cos[2k¯ξi]〉0 ≃ 〈cos[2k¯ξi(0, 0, 0)] cos[2k¯ξj(x, 0, τ)]〉0 ≃ 1 ,
〈sin[2k¯ξi(0, 0, 0)] sin[2k¯ξj(x, 0, τ)]〉0 ≃ 4k¯2G(x, τ) . (18)
A direct computation gives, then,
∆Sψ =
ig
2
cos θ
∫
dτdxψ¯γ5ψ +
g2k¯2
2
∫
dτdτ ′dxdx′
×G(x− x′, τ − τ ′)[cos2 θ(ψ¯ψ)xτ (ψ¯ψ)x′τ ′
− sin2 θ(ψ¯γ5ψ)xτ (ψ¯γ5ψ)x′τ ′ ] . (19)
Therefore, we have to study, from now on, the (1+1)-
dimensional fermion theory, with partition function (12)
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and non-local couplings given in (19). The most natu-
ral approach, following an analogy with the problem of
BCS superconductivity, is to devise a Hartree-Fock com-
putation of the gap equation. In the present context, we
define the non-local order parameters
ϕ1(x, τ)=
∫
dτ ′dx′G(x− x′, τ − τ ′)(ψ¯ψ)x′τ ′ ,
ϕ2(x, τ)=
∫
dτ ′dx′G(x− x′, τ − τ ′)(ψ¯γ5ψ)x′τ ′ . (20)
If the vacuum expectation value of ~ϕ ≡ ϕ1xˆ1 + ϕ2xˆ2 is
non-vanishing, we find, from (19) and (20), the fermion
mass
m = g[k¯2 cos2 θ〈ϕ1〉2 + (1
2
cos θ − k¯ sin θ〈ϕ2〉)2] 12 . (21)
A fundamental aspect of the effective fermion theory
obtained after the integration over the distortion fields
regards its parity symmetry properties. At the tree-level
there is invariance under the discrete mapping x1 → −x1
and ψ → γ0ψ, which implies that ϕ1 → −ϕ1. One could
then state that 〈ϕ1〉 = 0 is necessarily verified, since dis-
crete symmetries cannot be broken in one spatial dimen-
sion. However, such a general theorem strictly holds for
local hamiltonians. As we discuss below, the non-local
coupling between fermions renders in fact parity sym-
metry breaking possible when quantum corrections are
taken into account.
We may investigate the vacuum phases of the fermion
theory by expressing the partition function as a func-
tional integration over configurations of ~ϕ. The basic
difficult in doing so is related to the evaluation of the
fermion determinant, which, however, admits a loop-
expansion. At the one-loop level [21] we get the partition
function
Z =
∫
D~ϕ exp[−Sϕ] , (22)
where
Sϕ=
∫
dτdx{uc2
2∑
i=1
ϕi[∂
2
τ + ∂
2 + ω20/c
2]1/2ϕi
+(σ2/4πv)[ln(σ2/Λ2)− 1]} . (23)
Above, σ2 = g2[k¯2 cos2 θϕ21 + (
1
2
cos θ − k¯ sin θϕ2)2] and
Λ is the ultraviolet cutoff, which may be regarded to be
of the order of eV0. The effective potential is, thus,
Veff(ϕ1, ϕ2) = ucω0~ϕ
2 +
σ2
4πv
[
ln
σ2
Λ2
− 1
]
. (24)
It follows from (24) that there are two types of ground
states, which we refer to as “type-A” and “type-B”.
Type-A ground state breaks parity symmetry and is as-
sociated to the fermion mass
m = Λexp(− c¯ω0
k¯2g2 cos2 θ
) , (25)
where c¯ = 2πvuc. Such a vacuum is realized for a specific
pinning parameter θ wheneverm > g| cos θ/2(tan2 θ−1)|.
Vacuum expectation values are
〈ϕ1〉 = ±[ m
2
k¯2g2
sec2 θ − 〈ϕ2〉2 cot2 θ] 12 ,
〈ϕ2〉 = tan θ
2k¯(tan2 θ − 1) . (26)
The parity symmetric type-B ground state is given on
its turn by 〈ϕ1〉 = 0 with 〈ϕ2〉 being obtained from
2c¯ω0
k¯g sin θ
〈ϕ2〉 = χ ln χ
2
Λ2
, (27)
where χ = g(cos θ − 2k¯〈ϕ2〉 sin θ)/2. The fermion gap is
m = |χ|. With the exception of θ = π/2 and 3π/2, there
is no vacuum degeneracy here. Type-B ground state is
always the correct choice for some range of pinning phase
parameters, and in some situations, as in the weak or
strong coupling limits of g, it holds in fact for any value
of θ.
To study the quantum stability of type-A vacuum,
we employ a variational strategy, where dilute soliton-
antisoliton configurations interpolating between the de-
generate vacuum states 〈ϕ1〉 ≡ ±ϕ0, are showed not to
disorder the system at low temperatures. A variational
soliton of size ∼ a is constructed in a simple way through
the convolution of the step and gaussian functions. Just
define
ϕs1(x) =
2ϕ0
a
√
π
∫
dx′
x′
|x′| exp[−
4(x− x′)2
a2
]
= ϕ0
∫
dk
πi
k exp(ikx− k2a2)
k2 + η2
. (28)
where η → 0. The antisoliton is, of course, ϕs¯1(x) =
−ϕs1(x). The soliton energy, subtracted by the ground
state level, is
∆Es =
2uc2ϕ20
π
∫
dk
k2
[(
k2 +
ω20
c2
) 1
2
− ω0
c
]
exp(−2k2a2)
+
∫
dx[Veff(ϕ
s
1, 〈ϕ2〉)− Veff(ϕ0, 〈ϕ2〉)] . (29)
While the second term on the rhs of (29) may be ap-
proximated by a linear expression, γa, with γ > 0, the
first term diverges for a → 0 in the ultraviolet limit and
vanishes for a→∞, implying there is necessarily a min-
imum of ∆Es at some a = a¯. Thus, the existence of a
soliton state is verified.
Consider now a soliton-antisoliton pair separated by
a distance x0 ≫ a¯, which may be written as the super-
position ϕss¯1 (x) = ϕ
s
1(x) + ϕ
s¯
1(x − x0) − ϕ0. Its energy
is
5
∆Ess¯ = 2γa¯+
8uc2ϕ20
π
∫
dk
k2
× sin2 kx0
2
[(
k2 +
ω20
c2
) 1
2
− ω0
c
]
exp(−2k2a¯2) . (30)
Taking ω0 finite, it follows that ∆Ess¯ approaches a con-
stant in the large x0 limit. In this case, entropy effects
dominate the free energy and type-A vacuum is disor-
dered, that is, 〈ϕ1〉 = 0. However, if ω0 → 0 at fixed x0,
one gets the asymptotic result, ∆Ess¯ ∼ ln(x0/a¯). Energy
and entropy fluctuations have similar logarithmic depen-
dences, and a direct application of the Peierls argument
[22] gives the critical temperature Tc(θ) ∼ uc2ϕ20. With
rs = 6, h¯ωc = 1.5 meV, and assuming ϕ0 ∼ 0.05ℓ, for in-
stance, we find Tc ∼ 0.3 K. In the disordered phase above
Tc, similarly to the finite ω0 case, the longitudinal bosonic
excitations along the interface do not contribute to the
fermion mass renormalization (up to one-loop level).
Observe that for ω0 → 0, the soliton energy diverges
in the infrared limit, but the soliton-antisoliton energy
is finite. The soliton-antisoliton confinement below Tc
is analogous to the binding of vortices in the Kosterlitz-
Thouless model [23]. As a matter of fact, the logarithmic
interaction of kinks in a Ising-like model was studied long
ago by Anderson, Yuval and Hamann as a way to model
the Kondo effect [24]. The renormalization group flows
are essentially the same as the ones for the Kosterlitz-
Thouless transition.
Finite voltage bias effects. If a small voltage bias Vb
is applied across the quasi one-dimensional interface, the
potential barrier becomes locally modified by the addi-
tion of a linear potential, viz.,
V (x2) = −V0[ 2|x2|
δ
− 1]− Vbx2
2δ
. (31)
As a consequence, the chiral fermion components will
have different drift velocities (however, the average drift
is kept constant). It is necessary to modify the hamilto-
nian (9) according to
ψ¯γ1∂1ψ → ψ¯γ1∂1ψ − Vb
V0
ψ¯γ0∂1ψ . (32)
Two distinct effects come into play. First, the modifi-
cation of the fermion dispersion profile leads to a shift
of the Fermi level where the tunneling resonance occurs.
Let Ef be the Fermi level for the tunneling resonance at
zero bias. At a finite bias Vb, a purely geometrical rea-
soning shows the energy position of the resonance moves
up:
E′f = Ef + (eV0 − Ef )
V 2b
V 20
. (33)
Second, the one-loop computation may be performed
once again, yielding up to O(V 2b ) a renormalization of
the cutoff Λ which appears in the expression of the ef-
fective potential. Taking ζ ≡ Λ/σ0, where σ0 denotes
the gap evaluated at zero bias, we find Λ is replaced by
Λ˜ = Λ exp(κV 2b /V
2
0 ), with
κ =
2
π
(1 + ζ2)
1
2 arctan[(1 + ζ2)−
1
2 ]− ζ
2
. (34)
In that way, the gap for type-A vacuum is enhanced at
finite voltage bias. The same phenomenon happens for
type-B vacuum when ω0 → 0. In that limit, σ0 → Λ for
both types of vacua, so that κ ≃ 0.054.
An interesting experiment involving finite bias effects
in the clean regime ω0 → 0 is as follows. Imagine the dou-
ble layer system is initially set in type-B ground state
(through Λ < g). The fermion gap is then m ∼ Λ,
irrespective of temperature and the pinning parameter
θ. As the voltage bias Vb is increased, the effective
cutoff Λ gets enhanced as discussed above, so that at
some point the quantum-disordered vacuum of type A
arises, characterized by 〈ϕ1〉 = 0 at θ ≃ 0 and π. Us-
ing (21) and (26), we get, at such values of θ, the gap
m ∼ g/2. Furthermore, since the critical temperature
Tc(0) = Tc(π) ∝ ϕ20 ∼ (4Λ2/g2 − 1) grows with Vb, a low
temperature regime may be eventually attained, where
type-A vacuum becomes ordered, and the gap gets back
to its original size Λ.
Conclusions. We studied possible vacuum phases
which appear in the coplanar tunneling between Hall
edge states, as induced through the interaction with cdws
in a double layer system. Quantum and thermodynam-
ical critical transitions are found, yielding a rich phe-
nomenological stage that could be explored to probe the
dynamics of cdws in the quantum Hall effect. The above
results are intimately related to the existence of gapless
and linearly dispersing cdw modes. The usual gapless
q3/2 dispersion [8], for instance, would lead to weakly
coupled soliton-antisoliton configurations and to perma-
nently quantum-disordered vacuum states. Further in-
teresting work could be concerned with alternative cdw
orderings (stripes), and the tunneling between fractional
Hall edge states.
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