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Suumary. Spatio-temporal point process data arise in many fields of application.
An intuitively natural way to specify a model for a spatio-temporal point process is
through its conditional intensity at location x and time t, given the history of the
process up to time t. Typically, this results in an analytically intractable likelihood.
Likelihood-based inference therefore relies on Monte Carlo methods which are com-
putationally intensive and require careful tuning to each application. We propose
a partial likelihood alternative which is computationally straightforward and can be
applied routinely. We apply the method to data from the 2001 foot-and-mouth epi-
demic in the UK, using a previously published model for the spatio-temporal spread
of the disease.
Keywords: foot-and-mouth disease; infectious disease epidemiology; partial likeli-
hood; spatio-temporal point process.
1 Introduction
In this paper, we consider spatio-temporal point process data of the form (xi, ti) : i =
1, ..., n, in which each (xi, ti) identifies the location and time of occurrence of an event
of interest; in Section 3 we describe an application to the 2001 UK foot-and-mouth
epidemic, where the xi are farm-locations and the ti the dates on which a case of foot-
and-mouth was reported for the farm in question. We assume that the data consist
of all relevant events in a pre-specified spatial region A and time-interval [0, T ], that
a parametric model for the underlying point process has been specified and that our
goal is to make inferences about the model parameters.
In Section 2 of the paper we develop an approach to inference which uses a form of
partial likelihood (Cox, 1975). The approach benefits from the generally attractive
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properties of likelihood-based methods whilst avoiding the computational complexity
of full likelihood inference. In Section 3 we analyse data from the UK 2001 foot-and-
mouth epidemic using a model proposed by Keeling et al (2001).
2 A partial likelihood
We assume that our point process is orderly, meaning roughly that coincident points
cannot occur; for a rigorous discussion, see for example Daley and Vere-Jones (1988,
Chapter 2). We denote by Ht the complete history of the process up to time t, and
by λ(x, t|Ht) the conditional intensity for an event at location x and time t, given Ht.
For data (xi, ti) ∈ A × [0, T ] : i = 1, ..., n, with t1 < t2 < ... < tn, in principle the
log-likelihood function can be expressed as
L(θ) =
n∑
i=1
log λ(xi, ti|Hti)−
∫ T
0
∫
A
λ(x, t|Ht)dxdt. (1)
See, for example, Daley and Vere-Jones (1988, Chapter 13). Two major obstacles
to the routine use of (1) are that the form of the conditional intensity may itself
be intractable, and that even when the conditional intensity is available direct eval-
uation of the integral term in (1) may be impractical. Monte Carlo methods are
becoming more widely available for problems of this kind (Geyer, 1999; Moller and
Waagepetersen, 2004). However, in practice these methods often need careful tuning
to each application and the associated cost of developing and running reliable code
can be an obstacle to their routine use.
As an alternative, computationally simpler approach to inference for models which are
defined through their conditional intensity we propose a partial likelihood, which we
obtain by conditioning on the locations xi and times ti and considering the resulting
log-likelihood for the observed time-ordering of the events 1, ..., n. To allow for right-
censored event-times, we denote by Ri the risk-set at time ti; in the absence of
censoring, Ri = {i, i + 1, ..., n}. Now let
pi = λ(xi, ti|Hti)/
∑
j∈Ri
λ(xj, ti|Hti). (2)
Then, the partial log-likelihood is
Lp(θ) =
n∑
i=1
log pi. (3)
As discussed in Cox (1975), estimates obtained by maximising the partial likelihood
inherit the general asymptotic properties of maximum likelihood estimators, although
they may entail some loss of efficiency by comparison with full maximum likelihood
estimates. Also, some parameters of the original model may be unidentifiable from
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the partial likelihood. The loss of identifiability can be advantageous if the non-
identified parameters are nuisance parameters as often applies, for example, to the
baseline hazard function in the classic proportional hazards model for survival data
(Cox, 1972). Otherwise, and again as exemplified by the proportional hazards model
for survival data, other methods of estimation are needed to recover the unidentified
parameters; see, for example, Andersen, Borgan, Gill and Keiding (1992).
3 Application: the 2001 foot-and-mouth epidemic
Foot-and-mouth disease (FMD) is a highly infectious viral disease of farm livestock.
The virus can be spread directly between animals over short distances in contaminated
airborne droplets, and indirectly over longer distances, for example via the movement
of contaminated material. The UK experienced a major FMD epidemic in 2001,
which resulted in the slaughter of more than 6 million animals. Its estimated cost to
the UK economy was around £8 billion (UK National Audit Office, 2002).
3.1 Data
We shall analyse data from the two counties most severely affected by the epidemic,
Cumbria in the north-west of England and Devon in the south-west. Because the two
counties are geographically separated, we shall treat them informally as two replicates
of a natural experiment, so allowing us to compare parameter estimates and pool as
appropriate. A map of the at-risk farms at the start of the epidemic in both counties,
distinguishing between farms which did and did not subsequently experience the
disease, shows the typical pattern of an infectious disease process, with strong spatial
aggregation of cases resulting from sequences of short-range transmission between
neighboring farms, an effect which is all the more obvious when the data are plotted
dynamically as a space-time map.
Information available on each farm includes: the numbers of cattle and/or sheep held;
the date, if any, on which the disease was reported; and the date, if any, on which the
farm’s animals were slaughtered.
3.2 Model
The basic form of the model follows Keeling et al (2001); we discuss possible extensions
in Section 3.5. Let λij(t) denote the conditional rate of transmission from farm i to
farm j, given the history Ht. Let n1i and n2i denote the numbers of cows and sheep
held on farm i. Let Iij(t) denote an at-risk indicator for transmission of infection from
farm i to farm j at time t; we assume that Iij(t) = 1 if farm j is not infected and not
slaughtered by time t, and farm i is infected and not slaughtered by time t. In the
basic form of the model we assume that the reporting date is the infection date plus a
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constant time τ , corresponding to the latent period of the disease plus any reporting
delay. We ignore the complication that farm animals may be slaughtered after they
become infected but before the disease is diagnosed.
The central feature of the model is a transmission kernel,
f(u) = ν exp{−(u/φ)κ}+ ρ, (4)
in which the powered exponential term corresponds to direct transmission of the in-
fection over short distances, whilst the parameter ρ allows for occasional, apparently
spontaneous cases occurring far from all currently infectious farms. For identifiabil-
ity we set ν = 1, so that ρ in (4) measures the relative importance of long-range
transmission in the spread of the disease.
With the above definitions in place, the model specifies that
λij(t) = λ0(t)AiBjf(||xi − xj||)Iij(t) (5)
where λ0(t) is an arbitrary baseline hazard,
Ai = (αn1i + n2i) (6)
and
Bj = (βn1i + n2i). (7)
The parameters α and β represent the relative infectiousness and susceptibility, re-
spectively, of cows to sheep.
3.3 Fitting the model
For any farm k, we define λk(t) =
∑
j λjk(t), from which we obtain the conditional
intensities
λ(xi, ti|Hti) = λi(ti)/
∑
k
λk(ti)
and the partial log-likelihood follows by substitution of the conditional intensities into
(2) and (3). To maximise the partial log-likelihood we use the Nelder-Mead simplex
algorithm (Nelder and Mead, 1965) as implemented in the R functon optim(), which
provides a numerical estimate of the Hessian matrix.
3.4 Results
In the model for the transmission kernel, the parameters κ and ρ are poorly identified
because the cases which appear to correspond to long-range transmission are few in
number, and can be explained empirically either by including a small, positive value
of ρ or by adjusting the value of κ. Because ρ corresponds formally to what is known
to be a real effect, namely the indirect spread of infection via the movement of farm
4
http://biostats.bepress.com/jhubiostat/paper75
equipment and staff, we retain ρ as a positive-valued parameter to be estimated,
but fix κ = 0.5 to correspond to the observation in Keeling et al (2001) that the
transmission kernel is more sharply peaked than exponential.
We first investigated whether the data in Cumbria and Devon support the assumption
of a common set of parameters in the two counties. The likelihood ratio test statistic
for common versus separate parameters is 2.98 on 4 degrees of freedom, hence p = 0.56
and we therefore accepted the hypothesis of common parameter values. We then
obtained common parameter estimates (αˆ, βˆ, φˆ, ρˆ) = (4.92, 30.68, 0.39, 9.9 × 10−5).
For all practical purposes, ρˆ ≈ 0, although a likelihood ratio test formally rejects
ρ = 0 because the likelihood is sensitive to the precise probabilties which the model
assigns to rare events.
One question of specific interest is whether the infectivities and susceptibilities for
individual farms, Ai and Bj, are linear or sub-linear in the numbers of animals. To
investigate this, we extend (6) and (7) to Ai = (αn
γ
1i + n
γ
2i) and Bj = (βn1i + n2i),
respectively, where γ is an additional parameter to be estimated. Fitting this five-
parameter model results in a large increase in the maximised log-likelihood, from
−6196.3 to −5861.4.
Another possible extension of the model would be to include farm-level covariates
by defining Ai = (αn
γ
1i + n
γ
2i) exp(z
′
iδ), where zi is a vector of covariates for farm
i, with a similar expression for the susceptibilties Bj. The zi might, for example,
codify management practices or other measured characteristics of individual farms
which could affect their propensity to transmit, or succumb to, the disease. By
way of illustration, we consider adding a log-linear effect of farm area to the model.
The likelihood ratio statistic for the covariate effect is 3.26 on 1 degree of freedom,
corresponding to p = 0.07. However, we can expect this test to be rather weak,
because the observed distribution of farm area is extremely skewed, and the few
farms with large areas will therefore have high leverage.
Estimates for the five-parameter model are shown in Table 1, together with approx-
imate 95% confidence limits deduced from the numerical estimate of the Hessian
matrix. Optimisation was conducted on the log-scale for all parameters, which is
why the confidence limits are not symmetric about the point estimates. Estimated
correlations amongst the parameter estimates were all small, the largest being 0.25
between log φ and log ρ. The results in Table 1 point strongly to a sub-linear de-
pendence of infectivity and susceptibility on the numbers of animals. Note, however,
that under the weak form of dependence implied by the estimate of γ, the parameter
β is estimated very imprecisely.
These results are qualitatively similar to those reported in Keeling et al (2001), al-
though they only considered the case γ = 1. They reported point estimates α˜ = 1.61
and β˜ = 15.2. They did not specify a parametric model for the transmission kernel
but their Figure 1B shows similar behaviour to our fitted model, with a sharper-
than-exponential mode at zero and a long upper tail. Their Figure 1B shows a decay
from 1 at u = 0 to a value of approximately 0.1 at u = 1km, compared with our
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Parameter Estimate 95% confidence interval
α 1.42 1.13 1.78
β 36.17 0.19 692.92
φ 0.41 0.36 0.48
ρ 1.3× 10−4 8.5× 10−5 2.1× 10−4
γ 0.13 0.09 0.21
Table 1: Parameter estimation for the five-parameter model fitted to combined data
from Cumbria and Devon
fˆ(1) = 0.21.
Finally, we use a simple adaptation of the Nelson-Aalen estimator (Andersen, Bor-
gan, Gill and Keiding, 1992, Chapter 4) to obtain a non-parametric estimate of the
cumulative base-line hazard,
Λˆ0(t) =
∫ t
0
λˆ0(u)du.
We re-write (5) as λij(t) = λ0(t)ρij(t) and define ρ(t) =
∑
i
∑
j ρij(t). The Nelson-
Aalen estimator is now given by
Λˆ0(t) =
∫ t
0
ρˆ(u)−1dN(u)
=
∑
i:ti≤t
ρˆ(ti)
−1, (8)
where ρˆ(t) is the parametric estimate of ρ(t) implied by the fitted model. Figure 1
shows the Nelson-Aalen estimates obtained from the Cumbria and Devon data. The
generally lower estimates for Devon are consistent with the lower overall prevalence
of the disease (137 cases out of 8182 at-risk farms in Devon, 657 cases out of 5090
at-risk farms in Cumbria). Both estimates are approximately linear over the first two
to three months, by which time the epidemic in Devon has almost run its course.
The slope of the Cumbria estimate increases thereafter. This does not necessarily
imply a failure of the culling strategies being applied, since the model already takes
account of their effects, but rather suggests that external environmental effects, for
example the increase in animal movements outdoors in spring and summer, may have
promoted an increase in the virulence of the disease process.
4 Discussion
In this short paper, our analysis of the FMD data has shown the feasibility of using
the partial likelihood approach to answer a variety of questions relevant to an un-
derstanding of the disease process. A fuller analysis of these data will be reported
separately.
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Figure 1: Estimated cumulative baseline hazards in Cumbria (solid line) and in Devon
(dotted line) for the five-parameter model.
We suggest that the proposed partial likelihood provides a useful method for analysing
spatio-temporal point process models specified via the conditional intensity func-
tion. The method is based on a generally accepted principle of inference with known
asymptotic properties, whilst being computationally straightforward and therefore
well-suited to routine use.
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