The authors propose methods to learn symbolic processing with deep learning and to build question answering systems by means of learned models. Symbolic processing, performed by the Prolog processing systems which execute unification, resolution, and list operations, is learned by a combination of deep learning models, Neural Machine Translation (NMT) and Word2Vec training. To our knowledge, the implementation of a Prolog-like processing system using deep learning is a new experiment that has not been conducted in the past. The results of their experiments revealed that the proposed methods are superior to the conventional methods because symbolic processing (1) has rich representations, (2) can interpret inputs even if they include unknown symbols, and (3) can be learned with a small amount of training data. In particular (2), handling of unknown data, which is a major task in artificial intelligence research, is solved using Word2Vec. Furthermore, question answering systems can be built from knowledge bases written in Prolog with learned symbolic processing, which, with conventional methods, is extremely difficult to accomplish. Their proposed systems can not only answer questions through powerful inferences by utilizing facts that harbor unknown data but also have the potential to build knowledge bases from a large amount of data, including unknown data, on the Web. The proposed systems are a completely new trial, there is no state-of-the-art methods in the sense of ''newest''. Therefore, to evaluate their efficiency, they are compared with the most traditional and robust system i.e., the Prolog system. This is new research that encompasses the subjects of conventional artificial intelligence and neural network, and their systems have higher potential to build applications such as FAQ chatbots, decision support systems and energyefficient estimation using a large amount of information on the Web. Mining hidden information through these applications will provide great value.
I. INTRODUCTION
In artificial intelligence research, a wide range of studies on inferences using symbolic processing exist. From 1970s to 1980s, studies on expert systems [1] that simulated expert decision making, were actively undertaken. Early expert systems needed to strictly build knowledge bases by hand. Eventually, studies were conducted to generate rules where the knowledge base was rendered incomplete [2] , [3] and to obtain inferences based on hypotheses when there was a shortage of data [4] - [6] , which, consequently, helped to improve these expert systems. However, handling large The associate editor coordinating the review of this manuscript and approving it for publication was Victor Hugo Albuquerque .
volumes of data as found on the Web, became difficult with these technologies, and hence, they were only used in limited fields.
In the 1990s, connectionists studied symbolic processing by using multilayered neural networks [7] , [8] . However, owing to limitations of the hardware at that time and learning ability of the multilayered neural networks, the connectionists were limited to propose methods but were unable to build practical systems.
With the emergence of deep learning technique emerged at the start of 2010s, the learning ability of neural networks drastically improved. In particular, graph structures could be learned by deep learning [9] , [10] , and symbolic processing could be reexamined by neural networks [11] - [13] . However, in order to build knowledge bases from large volumes of data existing on the Web, symbolic processing will need rich representations to cater to various formats, high robustness to handle errors or unknown data, and learning capabilities from small data. Thus, in the subsequent paragraphs, we propose methods with the following features which have not been covered by the conventional methods.
1) There is no restriction on the number of terms included in an atomic formula, regardless of the network configuration. 2) There is no restriction on the number of atomic formulas included in a formula, regardless of the network configuration. 3) There is no need to provide meta-rules to the network. 4) List structures can be used in atomic formulas. 5) Interpretation of inputs is possible even if they include unknown atoms. 6) Models can be trained with small training data. The fourth feature regarding handling of unknown data can be attributed to the implementation of Word2Vec, which is an important achievement in the recent years in the field of neural network research. This method represents concepts as vectors and thereby facilitates the estimation of similarities between concepts. Therefore, similarities between the known and unknown data can be used to resolve handling of unknown data.
Furthermore, we show an application by embedding learned models into question answering systems. Most of the conventional question answering systems [14] , [15] are not entirely capable of inferring from a large amount of information on the Web containing unknown data. The proposed systems are designed to answer questions through powerful inferences based on first-order predicate logic by utilizing facts containing unknown data. By applying the proposed systems, it will be possible to build applications such as high-performance frequently asked questions (FAQ) chatbots [16] , [17] , decision support systems (DSS) [18] , [19] energy-efficient estimation in sensor networks [20] - [22] using information on the Web. If these applications are realized, users might be able to explore novel concepts or mine hidden information.
Since connectionism in the 1990s, there have been very few studies in which the research areas of conventional artificial intelligence and neural network have intersected. This is a new research area spanning conventional artificial intelligence and deep learning. Furthermore, this research aims to accomplish a Prolog-like processing system using deep learning, and to our knowledge, this is a novel application.
In this paper, we begin by reviewing related research work in section II. In section III, we define and describe symbolic processing which is the learning target. In section IV, we propose learning methods for symbolic processing and building methods of question answering systems. Section V reports the experimental results of the proposed methods.
II. RELATED WORK A. SYMBOLIC PROCESSING WITH NEURAL NETWORKS
Before the emergence of deep learning, many studies have attempted to train neural networks on symbolic processing and use it for inference [23] . Additionally, studies have previously been conducted to learn propositional logic [24] - [26] and first-order predicate logic [27] - [29] as well as to perform unification [30] , [31] , similar to the present study. However, these studies were limited to method proposal since they could not be implemented.
With the emergence of deep learning, studies to learn symbolic processing with graph networks [11] , [12] , [32] - [34] and feedforward networks [13] have been performed and documented. In the case of symbolic learning with graph networks, it was necessary to provide preliminarily forms of atomic formulas or formulas to networks and to presume that forms of formulas were included in the data in advance. In the case of symbolic learning with feedforward networks, forms of atomic formulas and formulas depended on the network configuration and it was necessary to provide meta-rules to the network in advance. Our proposed methods levy no such restrictions on the number of terms included in an atomic formula or the number of atomic formulas included in a formula, besides there is no need to give forms of the atomic formulas to networks in advance.
B. QUESTION ANSWERING SYSTEMS
After the emergence of deep learning, studies about question answering systems with deep learning [15] , [35] , [36] have been conducted, and the performance of these systems have improved.
These systems search for answer candidates from facts, select an answer from the existing candidates, and respond. Unlike the proposed system, these systems do not infer, but merely answer the facts.
Additionally, studies have also been carried out to embed questions in vector representations and infer answers by deep learning [37] - [39] . However, even if unknown symbols have been included in questions, to our knowledge, no studies have previously embedded unknown symbols in internal representations and inferred answers as proposed by the methods described in this paper.
III. SYMBOLIC PROCESSING
Here, Prolog-like system is used for symbolic processing. When a Prolog [40] processing system receives a question, it refers to facts and rules stored in a knowledge base and infers an answer. A question consists of one or more goals. A Prolog processing system infers goals by backward reasoning. The following is a brief description of the operations that a Prolog processing system performs to infer answers.
A. UNIFICATION
Unification is a process of determining whether two given terms are identical. In Prolog programs, it is possible to VOLUME 7, 2019 question whether two terms are identical by connecting the two terms with the operator ''=''. If a term contains variables, the variables are substituted for values which another term indicates. Fig. 1 shows an example of unification. If ''male(tom)'' and the right side of operator ''='' are the same, a Prolog processing system answers ''true.'' If they are different, it answers ''false.'' In the case of ''male(X)'' including a variable, the variable is substituted and answers ''X = tom.''
B. RESOLUTION
Resolution is the process of resolving a new goal from a given goal and rules. In Prolog, resolution called Selective Linear Definite (SLD) limited to Horn clauses is performed. Horn clause is a clause consisting of one or less positive literals. Fig. 2 shows an example of SLD resolution. The rule ''father(X, Y):-male(X), parent(X, Y).'' is applied to the goal ''father(bob, tom).'' and the new goal ''male(bob), parent (bob, tom).'' is resolved.
C. BACKTRACK
A Prolog processing system takes facts and rules from a knowledge base and performs unification and resolution. If unification or resolution fails, then the system retraces steps to the previous successful operation; subsequently, it identifies new facts and rules and repeats unification and resolution. This process executed by a Prolog processing system is called backtrack. Fig. 3 shows an example of backtrack; ''male(X), parent(X, tom).'' is resolved from the rule ''father(X, Y):-male(X), parent(X, Y).'' and the goal ''father(X, tom).'' Subsequently, the goal ''parent(X, tom)'' matches the fact ''parent(mary, tom).'' and it becomes ''X = mary.'' However, it fails because there is no fact unification with the goal ''male(mary).'' hence backtracking is performed. When the facts ''parent(bob, tom).'' is matched to goal, it becomes ''X = bob.'' because the fact ''male(bob).'' exists, it is successful.
D. LIST OPERATIONS
Prolog can handle lists in data structures. Prolog programs can perform operations such as adding new objects to a list and joining two lists. Fig. 4 shows an example of membership relation which is one of the list operations. Membership relation is a process of checking whether a specific object exists in the list. The list ''[colorado, nebraska, kansas]''contains ''kansas''. Thus, ''member(kansas, [colorado, nebraska, kansas]).'' is equal to ''true.'' On the other hand, the list ''[colorado, nebraska, kansas]'' does not contain ''georgia''. Thus, ''member(georgia, [colorado, nebraska, kansas]).'' is equal to ''false.''
IV. PROPOSED DEEP LEARNING-BASED SYMBOLIC PROCESSING AND QUESTION ANSWERING SYSTEMS
In this section, we describe the methods of learning symbolic processing with deep learning. Subsequently, we describe symbolic processing methods to build question answer systems from knowledge bases.
A. DEEP LEARNING-BASED SYMBOLIC PROCESSING
We propose methods to learn matching, resolution and membership relations described in section II by combining Neural Machine Translation (NMT) [41] - [43] and Word2Vec [44] - [46] . NMT is a model that can learn to convert one sequence into another. Unlike graph networks [11] , [12] and feedforward networks [13] , NMT has no restriction in the number of terms included neither in an atomic formula nor in the number of atomic formulas included in a formula. It is also not imperative to provide to the network with meta-rules in advance. Furthermore, Word2Vec is used to replace unknown atoms with semantically similar atoms. When a query in the form of a word string is input to the unification model, the embedding layer for the input converts the string into a combined vector, a 300-dimensional word embedding, of Word2Vec and Gray code [47] . Common nouns of atoms such as ''male'' are Word2Vec word embeddings, however logical symbols such as ''('', '')'', '','', ''.'', and proper nouns of atoms such as ''bob'' are Gray code word embeddings. Gray code has a characteristic that the Hamming distance between adjacent codes is 1. Although the input could include words not contained in the training data, output can be obtained, because Word2Vec is used for embedding atoms.
1) LEARNING UNIFICATION
Subsequently, the combined vector of Word2Vec and Gray code embeddings is passed to NMT. The output from NMT consists of the one-hot encoded word inserted in the embedding layer, and also the unification result of the input word string. ple, in the rule ''father(bob, mary):-male(bob), spouse(bob, mary).'', the input to the proposed model is ''father(bob, mary).'' and the output is ''male(bob), spouse(bob, mary).'' When a word string forming a part of the head is input to the resolution model, the embedding layer for input, converts the string into a combined vector of Word2Vec and Gray code word embeddings, as per conventions defined in the unification learning processes. Subsequently, the combined vector of Word2Vec and Gray code is passed to NMT. The output from NMT consists of the one-hot encoded word inserted in the embedding layer, and also the resolution result of the word string forming the body.
2) LEARNING RESOLUTION
When training resolution with NMT using the existing knowledge base, the volume of training data may not be sufficient in some cases. In such a case, a method to augment the volume of proper noun data is applied. For example, imaginary proper nouns such as ''bob-1'' and ''bob-2'' are generated from ''bob'', and training data is increased as shown in Fig. 7 . When a query in the form of a word string is input to the membership relation model, the input embedding layer, The output from NMT consists of the one-hot encoded word inserted in the embedding layer, and also the word string, result of the object existence operation.
If the volume of training data is not sufficient, the volume of training data is augmented in the same way as performed for the resolution learning.
B. QUESTION ANSWERING SYSTEMS WITH DEEP LEARNING-BASED SYMBOLIC PROCESSING
We propose a method to build question answering systems using the model of symbolic processing detailed in section IV-A. Users can construct questions-and-answers with the question answering system by inputting texts. This system supports yes/no-questions [48] , what-questions [49] , and why-questions [50] . Fig. 9 shows the proposed question answering system. When the user interface of the system receives questions of texts inputted from users, it passes them to the Text-to-Prolog model. Text-to-Prolog converts user questions from text to Prolog and routes them to the inference engine. The inference engine infers the answer to the question described in Prolog using the facts stored in the Prolog knowledge base and returns the result to Prolog-to-Text model. Prolog-to-Text converts the system response described in Prolog into text and routes it to the user interface. The user interface displays this response to the user. Details of each component of the question answering system are described below. Fig. 10 shows the user interface of the question answering system. In this example, when a user inputs a question ''Is Bob a male?'' in natural language, the question answering system returns ''Yes.'' as the response in natural language. After a series of questions-and-answers is completed, a user can enter the next question.
1) USER INTERFACE
Furthermore, if either the Text-to-Prolog or inference engine provides erroneous grammar as input to Prolog system, and the system cannot answer, then the user interface handles the error gracefully and outputs a message, ''I cannot answer.'' 
2) TEXT-TO-PROLOG
Text-to-Prolog converts texts of user questions into Prolog. Some examples of conversion by question patterns are shown in Fig. 11 . Yes/no-questions such as ''Is Bob Tom's father?'' are converted to Prolog questions that do not use variables such as ''father( bob, tom ).'' What-questions such as ''Who is Tom's father?'' are converted into ''father( X, tom ).'' by replacing a question target with a variable. Why-questions such as ''Why is Bob Tom's father?'' are converted to Prolog questions with ''trace'' at the beginning such as ''trace, father( bob, tom ).'' ''trace'' means a built-in predicate that performs all tracing of goals.
Conversion from text to Prolog is learned by NMT. By using deep learning, various user input questions can be converted to their corresponding Prolog questions. Fig. 12 shows the Text-to-Prolog model. The model is trained so that when questions using regular text are input to this model, it outputs the equivalent Prolog questions.
When the text string of word is input to Text-to-Prolog model, the embedding layer for input, converts the string into a vector of word embedding by using one-hot encoding method. Subsequently, this vector is passed to NMT. The output from NMT consists of the one-hot encoded word inserted in the embedding layer for output, and also the resultant word string of the Prolog program.
3) INFERENCE ENGINE
The inference engine performs symbolic processing using the model learned in section IV-A. Fig. 13 shows the algorithm by which the inference engine generates responses from questions. 
4) PROLOG-TO-TEXT
Prolog-to-Text converts system response Prolog to regular text. An example of conversion by question patterns is shown in Fig. 14. Conversion from Prolog to text is done with rules.
C. NEURAL MACHINE TRANSLATION (NMT)
NMTs are models used in machine translation, which help to facilitate conversion of one sequence into another. We apply the widely used Seq2Seq with Attention [42] and Transformer [43] methods to the NMT used in our unification, resolution, membership relation and Prolog-to-Text models. Seq2Seq with Attention and Transformer are typical NMTs.
Unlike graph networks and feedforward networks, when NMT is used, there is no restriction on the number of terms included in an atomic formula and the number of atomic formulas included in a formula, and meta rules are unnecessary. This is because NMT can handle sequential data.
1) SEQ2SEQ
Seq2Seq with Attention [42] consists of three blocks viz., the Encoder, Decoder and Attention. When the Encoder receives an input sequence, it returns a compressed vector. The Attention block, based on the context of the output sequence, calculates the degree of attention to be given to each word in the input sequence. The compressed vector is then weighted by attention and added. When the Decoder receives the resulting vector output from the Encoder and Attention, it generates an output sequence.
The Encoder and Decoder are composed of Long Short-Term Memory (LSTM) [51] , which is a type of Recurrent Neural Network (RNN) [52] . LSTM can handle sequential data with long-term dependencies that cannot be learned with conventional RNNs. The Encoder applies Bi-LSTM that uses future as well as past information. Bi-LSTM has 128-dimensional output and three layers. The Decoder applies Stateless LSTM that does not take over short-term memory. Stateless LSTM has 128-dimensional output and uses Maxout [53] as the activation function.
The dropout rate is 0.1, the batch size is 128 and 20 epochs are trained. For optimization, we use the Adam optimizer [54] with α = 0.001, β1 = 0.9, β2 = 0.999, eps = 1e-08.
2) TRANSFORMER
Transformer [43] consists of two blocks, an Encoder Stack and a Decoder Stack. The Encoder Stack receives an input sequence and the Decoder Stack returns the output sequence. The Encoder and Decoder Stacks each have 6 Encoders and 6 Decoders.
The Encoder consists of a Feedforward and a Self-Attention, 512-dimensional output and six layers. The Decoder consists of a Feedforward, an Encoder-Decoder Attention and a Self-Attention, 512-dimensional output and six layers.
The Self-Attention is used to relate different positions of a single sequence by computing a representation of the sequence. The Encoder-Decoder Attention helps the Decoder to focus on the appropriate parts of the input sequence. The Feedforward uses Leaky ReLU [55] for the activation function.
The dropout rate is 0.1, the batch size is 48 and 100 epochs are trained. For optimization, we use Adam optimizer [53] with α = 5e-5, β1 = 0.9, β2 = 0.98, eps = 1e-9.
D. WORD2VEC
Word2Vec is a method for obtaining the vector representation of each word from a large amount of text data using a neural network. We apply pre-trained Word2Vec called GoogleNews-vectors-negative300 [40] - [42] to the unification, resolution and membership relation models.
GoogleNews-vectors-negative300 is trained on a dataset of approximately 100 billion words. The model has 300-dimensional vectors for 3 million words and phrases.
V. EVALUATION EXPERIMENTS
Using knowledge bases described in Prolog, we trained models, built question answering systems, and evaluated their performance. Specifically, we conducted experiments using two kinds of knowledge bases with graph structures.
A. EXPERIMENTS USING KINSOURCES
Kinsources [56] is a collection of data representing blood relationships, and this knowledge is presented graphically. We used the data set to build the knowledge base for our experiment. Fig. 17 shows an example of the knowledge base. The knowledge base described in Prolog consists of 5,887 atoms and 10 kinds of predicates, excluding list structures. Based on this knowledge base, training data are generated. Because the number of training data of Kinsources is sufficiently large, we do not augment the data. The training data of Text-to-Prolog includes Yes/no-questions, What-questions which have interrogative pronouns for subjects, What-questions which have interrogative pronouns for objects, and Why-questions, and each of which prepares two patterns of wording.
The learning results of these models are shown in Table 1 . The test data in Table 1 does not contain the case with unknown data. A correct answer rate is calculated as follows. rate = num of exact matches / num of Test data (1) We can compute each correct answer rate when Seq2Seq and Transformer are applied to NMT. Furthermore, we conducted similar experiments with the conventional Prolog system to derive a correct answer rate, which was then compared to the figures generated by the proposed systems.
Any unknown data provided as test data input to the unification models were replaced as shown in Table 1 with ''male'' as ''man'' and ''female'' as ''woman''. The results of unification using unknown data are shown in Table 2 .
Any unknown data provided as test data input to the resolution model were replaced as shown in Table 1 with ''father'' as ''dad'' and ''mother'' as ''mom''. The results of resolution using unknown data are aggregated in Table 3 . The question answering system was built using each model as shown in Table 1 . Since Seq2Seq has better performance than Transformer, it was applied to NMT of the question answering system. In the experiments, questions were generated for each combination of question and response types and provided to the question answering system. There are two kinds of response types, Positive and Negative. Positive is the case where responses such as ''Yes.'' for Yes/noquestions, ''Bob.'' for What-questions or Why-questions are obtained. Negative is the case where responses such as ''No'' for Yes/no-questions, and no valid response in case Whatquestions or Why-questions are obtained. Questions included unknown data, as shown in Tables 2 and 3, and they were   TABLE 3 . Results of resolution model with unknown data. randomly generated with the wording of two patterns for each question type. This was done with an understanding that if questions are randomly generated without dividing the question types, then Negative questions will largely occupy the dataset.
Then, we decided to carry out the experiment separately for Positive and Negative questions. Table 4 shows the correct answer rate when questions are input to the question answering system.
B. EXPERIMENTS USING GEOQUERY
Geoquery [57] is a database that represents the United States geography using graph structures. We have used the data set to build the knowledge base for our experiment. Fig. 18 shows an example of the knowledge base. The knowledge base, written in Prolog consists of 574 atoms and 8 kinds of predicates and includes list structures in their bodies. Furthermore, as shown in rules having their predicates of heads as ''located'' (Fig. 18) , the representation of the knowledge base also contains disjunctions. VOLUME 7, 2019 Based on this knowledge base, training data of models were generated. Due to the small volume of training data available for the resolution model and membership relation model, the data were augmented. In the training data of the resolution model, lists were replaced with the variable ''L''. This was the way for making learning easier, wherein lists could be uniquely determined from logical symbols appearing in rules.
The training data of Text-to-Prolog included Yes/noquestions, and they were generated with the wording of two patterns.
The learning results of these models are shown in Table 5 . The test data in Table 5 does not contain the case with unknown data. We calculated each correct answer rate when Seq2Seq and Transformer were applied to NMT. Furthermore, we conducted similar experiments with conventional Prolog system to derive a correct answer rate, which was then compared to the figures generated by the proposed systems.
Any unknown data provided as test data input to the resolution model were replaced as shown in Table 5 with ''adjacent'' as ''adjoining'' and ''located'' as ''situated''. The results of resolution using unknown data are shown in Table 4 . The question answering system was developed using each model as illustrated in Table 7 . Since Seq2Seq has better performance than Transformer, it was applied to NMT of the question answering system. In the experiments, questions were generated for each combination of question and response types and provided to the question answering system. Question type is one kind of Yes/no-questions. There are two kinds of response types, Positive and Negative. Positive is the case where responses such as ''Yes.'' for Yes/no-questions are obtained. Negative is the case where responses such as ''No'' for Yes/no-questions are obtained. Questions included unknown data, as shown in Table 6 , and they were randomly generated with the wording of two patterns for each question type. Table 7 shows the correct answer rate when questions are input to the question answering system.
C. DISCUSSION
Experimental results on the learning of the symbolic processing revealed that the performance was better when Seq2Seq was applied than when Transformer was applied to NMT. With Seq2Seq the correct answer rate of the unification model was 1.00 and the correct answer rate of the resolution model was 0.823 or more. We did not restrict primitive logic and logical formulas, nor did we specify meta-rules in advance for any of the models and still realized a high correct answer rate.
In the membership relation model with Seq2Seq, the correct answer rate was 0.917, and data structures including lists were handled. Therefore, the proposed methods have rich representations for handling various data structures.
With Seq2Seq the correct answer rate of the unification model for unknown data was 0.839 or more and the correct answer rate of the resolution model was 0.727 or more. As for the membership relation model, because elements of lists were only proper nouns, we were unable to measure the correct answer rate of unknown data in this experiment. However, because the membership relation model employs the same learning model as those for unification and resolution, we can infer that the results will apply to unknown data as well. Thus, by using Word2Vec, this proposed method provides high robustness for handling unknown data in inputs. Data that is originally available for learning of the resolution model in the Geoquery dataset is 496, and data that can be used for learning the membership relation model is 1,256. These are very small volumes of data. However, with Seq2Seq the correct answer rates are 0.823 and 0.913, respectively, and the proposed method shows that the resolution model can learn even from small-scale dataset.
In addition, comparing the proposed systems with the conventional Prolog system, it is evident that the former can handle unknown data. Since the conventional Prolog system has manually built-in rules, when using known data, the rate of unification, resolution, and membership relation was 1.00. However, when using unknown data, the rate was 0.00. Although the proposed systems do not have a rate that is less than 1.0 for known data, not only can it achieve high performance, but it can also handle unknown data.
In the experimental results of the question answering systems, the minimum value of the correct answer rate is 0.614 and the maximum value is 1.00. Although it varies depending on the question types and response types, practical question answering systems could likely be built based on the existing knowledge bases. We do not learn the case where resolution is impossible in the resolution model incorporated in the system this time. If it becomes possible to judge whether or not resolution is impossible in the resolution model, there is a possibility that the correct answer rate when inputting ''Negative of What-questions'' which is the lowest this time is improved.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed the methods to learn symbolic processing using deep learning and the methods to build question answering systems using the trained model. Experimental results on the training of the symbolic processing models show that the proposed methods have rich representations and high robustness and that these models can learn even from small-scale data. Especially by using Word2Vec, the ability to handle unknown data will be a great contribution to artificial intelligence research. Moreover, experimental results of the question answering systems suggested that practical question answering systems could be built from the knowledge bases written in Prolog. Building such systems will be extremely difficult using a conventional connectionism-based method.
This study pertains a new research domain that spans the areas of conventional artificial intelligence and neural networks. We conducted experiments using simple datasets. However, through the experimental results, we recommend its potential applications in areas such as FAQ chatbots, DSS and energy-efficient estimation in sensor networks. If these applications can respond to information not only by facts but also by inferring from a large amount of information on the Web, the proposed systems might be able to contribute great value to society.
Future work includes symbolic processing to analyze large-scale data present on the Web and inductive inference with deep learning-based symbolic processing.
