Abstract. A deterministic infinite-horizon singular control problem with unbounded control set is solved completely. The methods used here are those of dynamic programming and viscosity solutions. The novelty is that the value function is convex, C 1 along a piece of the free boundary and not C 1 along another piece of it.
The manifold F 1 is harder to describe; that is done in section 3. The value function is C 1 along F 0 but it is not C 1 along F 1 . Besides this, the value function is not C 1 along a ray L in the direction of b; see Figure 2 . We will also show that the optimal control is either zero or impulsive. In this problem optimal impulsive controls have delicate behavior. In fact, in the region J where the optimal control is impulsive, the optimal trajectories jump along integral curves of (1.1) determined by the feedback control a(x(t)) = x(t) ∧ ∇v(x(t)).
These control functions turn out to be constant along the trajectories they determine. When we let x(0) vary in J, the optimal impulsive trajectories end up along all of F 0 , the only part of the free boundary along which the value function is C 1 . The methods used in this paper are those of dynamic programming and viscosity solutions of the Bellman equation. These methods were also used in [8] . The remarkable difference between the behavior of the value function along the free boundary in [8] and that presented here is the existence in our case (1.1)-(1.4) of the piece of the free boundary F 1 along which the value function is not C 1 . Moreover, our value function is convex. All stochastic singular control problems with a convex value function found in the literature (see [11, p. 332] ) possess the additional property that the value function is C 2 (smooth fit property) along the free boundary. We conjecture that stochastic versions of our problem can provide examples of stochastic singular control problems with a convex value function and nonsmooth fit. Other work dealing with the question of smooth fit can be found in [1] , [5] , [6] , [9] , [10] , [15] , [16] , and [17] . The problem (1.1)-(1.4) is somewhat related to the euclidean elastica problem (cf. [13] ) if one remembers that the Frenet-Serret formulas for curves in R 3 are a bilinear system with an antisymmetric matrix, as is (1.1) (cf. [2, p. 303] ). In such a case, the control system (1.1) describes general smooth curves in R 3 with the matrix a(t) controlling the curvature and the torsion of the curve. The elastica problem is finite horizon with b = 0.
Derivation of the Bellman equation.
If ξ, η are two vectors in R d \ {0}, then the angle between them is given by θ = cos −1 ( ξ/|ξ|, η/|η| ) ∈ [0, π]. The wedge product ξ ∧ η is the antisymmetric n × n matrix defined by
and we have
An easy computation shows that |ξ ∧ η| 2 + | ξ, η | 2 = |ξ| 2 |η| 2 and hence |ξ ∧ η| = |ξ| |η| sin θ = λ(ξ, η), where θ is the angle between ξ and η.
For ǫ > 0 set
Then an easy approximation argument shows that Proof. Let Φ(t, s) denote the fundamental solution of (1.1) corresponding to a given control a(·). Since (d/dt)|x(t)| 2 = 2 x(t), a(t)x(t) = 0, we have |x(t)| = |x|, which yields ||Φ(t, 0)|| = 1 (operator norm). Since
it follows that |∇v a (x)| ≤ |b|. Since v and v ǫ are infima of v a , they are Lipschitz with constant |b|.
Let a(·) be a bounded control and suppose
and so
This establishes continuous convergence. Then the local uniform convergence follows; see [4, p. 268] . The last part follows from the fact that v 0 (x) = b, x for all x and from v(0) = 0.
Finally, to prove that v is convex, let α ∈ [0, 1] and let x α = (1 − α)x 0 + αx 1 be a convex combination of initial states for (1.1). Let ǫ > 0 and let a i (·) be controls satisfying
Then the corresponding solutions of (1.1) satisfy x α (t) = (1 − α)x 0 (t) + αx 1 (t), and the convexity of (1.2) implies
Since ǫ was arbitrary, this proves that v is convex. We now derive the Bellman equation satisfied by v ǫ . For the concept of "viscosity solution," see [3] .
LEMMA 2. For all ǫ > 0, v ǫ is a viscosity solution of
where
Proof. We start with the dynamic programming principle [11] , which states that for each T > 0
where the infimum is over all controls a(·) ∈ A d satisfying ǫ||a(·)|| ≤ 1.
which implies by the chain rule and the fundamental theorem of calculus
letting T ↓ 0 and taking the supremum over a we obtain
On the other hand, suppose x and
Now (2.5) allows us to pass to the limit T ↓ 0 and obtain
The maximization in (2.3) is carried out as follows. Let
Then by the Cauchy-Schwarz inequality
Therefore, if |x ∧ p| ≤ 1, we have maxf (a) = 0, attained (not uniquely) at a = 0. If |x ∧ p| > 1, then maxf (a) = |x ∧ p| − 1, attained (uniquely) when
v is a Lipschitz viscosity solution of (1.4). Proof. Lemma 1 states that v is Lipschitz. Let x ∈ R d and φ ∈ C 1 be such that v − φ has a local maximum at x. Then [3, Theorem 1.1, Lemma 1.1] there exists x ǫ → x such that v ǫ − φ has a local maximum at x ǫ . This implies, by (2.2),
Since H ≥ 0 we obtain v ǫ (x ǫ ) − x ǫ , b ≤ 0; letting ǫ ↓ 0 yields v(x) − x, b ≤ 0. Also multiplying by ǫ and sending ǫ ↓ 0 yields H(x, ∇φ(x)) ≤ 0. By Lemma 2, we obtain λ(x, ∇φ(x)) − 1 ≤ 0. Thus v is a subsolution of (1.4).
Let x and φ ∈ C 1 be such that v − φ has a local minimum at x. Choose [3] x ǫ → x such that v ǫ − φ has a local minimum at x ǫ . Then by (2.2)
To gain some intuition on the construction of U , note that from (1.2) we can deduce that if a nonzero control a(·) is optimal along a piece of a trajectory of (1.1), then the inner product x(·), b must not increase along x(·) and, in the regions where a = 0 is optimal, x(·), b should not be too large. The construction of U is divided into three steps.
Step 1. Let D be the closed region bounded by the half of the cylinder (1.6) in the direction of −b:
and let F 0 be the part of the boundary of D where λ(x, b) = 1. Then F 0 is a halfcylinder. Define
Then U is a classical solution of (1.4) in the interior of D. Up to this point there is no justification for the requirement x, b ≤ 0 that we put in the definition of D. In fact, below, we will define U (x) = x, b in a region strictly larger than D.
Step 2. We try to define U outside of D using the method of characteristics [12, Ch. 1, section 7], [7, section 35.1]. The problem is to solve λ(x, ∇u) = 1 with boundary condition u(x) = x, b on F 0 .
Since
, the flow α t of the Hamiltonian vector field
is well defined. Let x 0 ∈ F 0 , let π 2 ≤ θ < π be the angle between x 0 and b, and let Γ(x 0 ) denote the Hamiltonian trajectory segment Γ(x 0 ) = {α t (x 0 , b) : 0 ≤ t < θ}. These are curves in phase (x, p)-space whose projections Γ 1 (x 0 ) onto position x-space are drawn in Figure 1 .
Although the Hamiltonian trajectory segments, being integral curves of the C ∞ vector field X λ , cannot intersect, their projections onto x-space, the characteristics, can and do in fact intersect. As we shall see below, the locus of points of intersections of the closures of the projections of Γ(x 0 ) is a ray in the direction of b.
Recall that the Poisson bracket of λ and β = β(x, p), In particular, λ is a constant of the motion and hence λ(x, p) = |x ∧ p| = 1 on Γ(x 0 ) for all x 0 ∈ F 0 . Other constants of the motion are x, p , |x|, |p|, and each entry (x i p j − x j p i ) of the matrix x ∧ p. Thus, Γ 1 (x 0 ) is contained on the sphere with center at the origin and radius |x 0 |.
Next, determine Γ(x 0 ) explicitly for x 0 ∈ F 0 . The trajectory (X(t), P (t)) = α t (x 0 , b) starting from (x 0 , b) satisfieṡ
where A = x(t), p(t) , B = |x(t)| 2 , and C = |p(t)| 2 are constants. Then X(t) = (cos t − A sin t) x 0 + B(sin t) b, P (t) = −C(sin t) x 0 + (cos t + A sin t) b. Note that X(·) stays in the plane determined by the vectors b and x 0 . Now take the inner product of the first of the pair (3.2) with b and divide throughout by |X(t)| |b|. Let φ(t) denote the angle between X(t) and b. Using |x 0 ∧ b| = 1 and sin θ = |x0∧b| |x0| |b| we obtain
|x 0 | |b| = cos t cos θ + sin t |x 0 ∧ b| 2 |x 0 | |b| = cos t cos θ + sin t sin θ = cos(θ − t).
Hence φ(t) = θ − t, 0 ≤ t < θ. Thus, space trajectories intersect when φ(t) = 0 or along a ray in the direction of b. Finally, by the method of characteristics, the solution U of λ(x, ∇u) = 1 satisfies
Here we useÛ , because to define U , we intend to restrict the domain further. Since
To expressÛ in terms of X(t) note that since
Therefore, writing x instead of X(t) and φ instead of φ(t)
Step 3. There is an additional (d − 1)-dimensional switching manifold F 1 defined by
To analyze F 1 , let
where r = |x|. Then F 1 is defined implicitly by S(r, φ) = 0, 0
Sr , where
It follows from (3.4), (3.5), and elementary calculations that S(r, φ) = 0 has a unique solution r = R(φ), 0 ≤ φ ≤ 
Finally, let L = {rb/|b| : r ∈ [r 0 , ∞)}, with r 0 = R(0), be the ray where the projections Γ 1 intersect. See Figure 2 .
Then we have proved the following theorem. THEOREM 2. There is a Lipschitz function
4. Equality of U and v.
To this end, it is enough to establish v a (x) ≥ U (x) for all bounded controls a(·). Let a(·) be an arbitrary bounded control and let x(·) denote the solution trajectory of (1.1) starting from x. Since U (·) is Lipschitz and x(·) is absolutely continuous, then t → e −t U (x(t)) equals the integral of its derivative, and hence
for all T > 0. Let E 0 denote the set of all t such that x(t) / ∈ (F 1 ∪ L), and let E 1 denote the set of all t such that x(t) ∈ (F 1 ∪ L). We have
almost everywhere (a.e.) for t ∈ E 0 , and we will show that (d/dt)U (x(t)) = 0 a.e. for t ∈ E 1 . Let E 2 denote the set of all t ∈ E 1 such that U (x(·)) is differentiable at t. Since U (x(·)) is absolutely continuous, then E 1 \ E 2 has measure 0. Since each orbit of (1.1) is contained in a sphere centered at the origin (see the proof of Lemma 1), then no orbit intersects both L and
If the orbit intersects L, then it intersects it in a single point, so that U (x(·)) is constant on E 2 , and thus has derivative 0 at any t ∈ E 2 that is an accumulation point of E 2 . If E 2 has positive measure, then E 2 is uncountable, and by [14, section 23 .III, p. 251], all but countably many points of E 2 are condensation points of E 2 , and thus accumulation points of E 2 .
If the orbit intersects F 1 , then for all t ∈ E 2 , we have x(t) ∈ F 1 , so that
Since S(|x(t)|, φ(t)) = 0 and |x(t)| is a constant, then φ(t) is also a constant. This follows since S(r, φ) = 0 defines r as a strictly decreasing function of φ on [0,
, as observed in the proof of Theorem 1 (between (3.5) and (3.6)). Therefore, U (x(·)) is constant on E 2 , so that (d/dt)U (x(t)) = 0 for any t ∈ E 2 that is an accumulation point of E 2 . Again, if E 2 has positive measure, then E 2 is uncountable, and all but countably many points of E 2 are accumulation points of E 2 .
We know that −U (
Combining this with (1.2), we get
Since x, b − U (x) ≥ 0 and (d/dt)U (x(t)) = 0 a.e. on E 1 , then the integrand in (4.2) is nonnegative a.e. on E 1 . On E 0 we have
a.e., and this is nonnegative since by Lemma 2
Since L has no interior and since both v and U are Lipschitz, it remains to prove that they are equal on the complement of N ∪ L. Here we have used (4) of Theorem 2.
Fix x in the complement of N ∪ L and let x 1 (t), t ≥ 0, be the integral curve of the vector field a(x)x starting at x at time zero. Setting p 1 (t) = ∇U (x 1 (t)), differentiating λ(x, ∇U (x)) = 1, and using (4.3) showṡ
Thus (x 1 (t), p 1 (t)) is the integral curve of −X λ through (x, ∇U (x)) at t = 0 and through (x 0 , b), with x 0 ∈ F 0 , at some time t = T . Hence, (x 1 (s), p 1 (s)) = α T −s (x 0 , b) = (X(T − s), P (T − s)), where (X(t), P (t)) is as in (3.2) . Now define a sequence of controls a ǫ (·) satisfying lim ǫ↓0 v aǫ (x) = U (x). Set a 1 (s) = a(x 1 (s)), 0 ≤ s < T , a 1 (s) = 0, s ≥ T . It follows that the unique solution of (1.1) corresponding to a 1 (·) equals x 1 (t), if 0 ≤ t ≤ T , and equals x 0 if t ≥ T . But we need to spend no time in the complement of N . Accordingly, we define a ǫ (t) = 1 ǫ a 1 t ǫ , t ≥ 0. Here we have used that (3.3) and (4.3) imply ∇U (x 1 ), a 1 x 1 = −λ 2 (x 1 , ∇U (x 1 )) = −1 = −|a 1 | and (3.6). Finally, replacing x ǫ (t) = x 1 (t/ǫ) and changing variables, we obtain v(x) ≤ lim ǫ↓0 v aǫ (x) = U (x).
