On the numerical solution of identification hyperbolic-parabolic problems with the Neumann boundary condition
Introduction
Partial differential equations with unknown source terms are widely used in mathematical modeling of reallife systems in many different fields of science and engineering. They have been studied extensively by many researchers (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and the references therein).
Various local and nonlocal boundary value problems for hyperbolic-parabolic equations with unknown sources can be reduced to the boundary value problem for the differential equation with parameter p
u (t) + Au(t) = p + f (t), 0 < t < 1; u (t) + Au(t) = p + g(t), −1 < t < 0; u(0+) = u(0−), u (0+) = u (0−); u(−1) = ϕ, u(λ) = ψ, −1 < λ ≤ 1 (1) in a Hilbert space H with self-adjoint positive definite operator A. The solvability of problem (1) in the space C(H) of continuous H-valued functions u(t) defined on [−1, 1], equipped with the norm u C(H) = max −1≤t≤1 u(t) H , was investigated in [16] . In applications, the stability inequalities for the solution of three source identification problems for hyperbolic-parabolic equations were obtained.
The first and second order of accuracy stable difference scheme for the approximate solution of problem (1) were constructed and investigated in [17] and [18] , respectively. The stability estimates for the approximate solutions of two source identification problems for hyperbolic-parabolic equations were obtained.
In this paper we consider the boundary value problem for hyperbolic-parabolic equations
where p(x) is an unknown source term. Problem (2) has a unique smooth solution u(t, x), p(x) for the smooth functions a(x), ϕ(x), ψ(x), f (t, x), g(t, x) and positive constant δ. Note that the boundary value problem (2) can be reduced to the abstract boundary value problem (1) in a Hilbert space H = L 2 [0, 1] with a self-adjoint positive definite operator A x defined by formula A x u(x) = − a(x)u x x + δu with domain
We construct the first order of accuracy difference schemes for approximate solutions of boundary value problem (2) . We discuss the numerical procedure for implementation of this scheme on the computer. We provide with numerical illustration for simple test problem.
Р е п о з и т о р и й К а р Г У Numerical procedure for problem (2) The solution of problem (2) can be written as following:
where z(x) is the solution of problem
and v(t, x) is the solution of boundary value problem
Note that from (2)- (4) we get
Taking into account all of the above, the following numerical algorithm can be used for approximate solutions of the boundary value problem (2):
1. Obtain approximate solutions of the boundary value problem (5); 2. Approximate the source p(x) by using (6); 3. Obtain approximate solutions of the boundary value problem (4); 4. Obtain approximate solutions of the boundary value problem (2) by using (3).
The first step of the algorithm
Let τ = 1/N and h = 1/M . We define the grid points x n = nh, 0 ≤ n ≤ M and t k = kτ , −N ≤ k ≤ N . For the approximate solutions of the boundary value problem (5) we construct the first order of accuracy difference scheme in t
where v k n denotes the numerical approximation of v(t, x) at (t k , x n ). Note that (7) is the second order of accuracy scheme in x.
The second step of the algorithm
Once the numerical solution of the boundary value problem (5) is computed, we use (6) to approximate the source p(x) at grid points as following:
The third step of the algorithm
For the approximate solutions of boundary value problem (4) we have
Solving this system for z 0 , z 1 , z 2 , . . . , z M and then using (3), we finally obtain the approximate solutions of boundary value problem (2)
Numerical Illustration
We consider the initial-boundary value problem
The exact solution of the problem (9) is
with the source term p(x) = cos πx, 0 < x < 1. The first order of accuracy auxiliary difference scheme (7) for the initial-boundary value problem (9) has the following form
which can be written in the matrix form 
To solve the matrix equation (11), we use the modified Gauss elimination method [19] . We seek the solution of the matrix equation (11) by the following form:
where I is a (2N + 1) × (2N + 1) identity matrix, α n (1 ≤ n ≤ M ) are (2N + 1) × (2N + 1) square matrices and β n (1 ≤ n ≤ M ) are (2N + 1) × 1 column vectors, calculated as
for n = 1, 2, . . . , M − 1. Here α 1 is an identity matrix and β 1 is a zero vector.
The numerical solutions are computed using the first order of accuracy scheme (10) for different values of M and N . With the obtained numerical solutions we approximate the source p(x) at grid points as following:
Finally, solving the system
for z 0 , z 1 , z 2 , . . . , z M and then using (8), we obtain the numerical solutions of problem (9) . We compute the error between the exact solution of problem (9) and corresponding numerical solution by
where u(t k , x n ) is the exact value of u(t, x) at (t k , x n ) and p(x n ) is the exact value of source p(x) at x = x n ; u k n and p n represent the corresponding numerical solutions. Table shows the errors between the exact solution of the problem (9) and the numerical solutions computed by using the first order of accuracy scheme for different values of M and N . We observe that the scheme has the first order convergence as it is expected to be. 
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Conclusion
In the present study, the numerical study for source identification problems with the Neumann boundary condition for a one-dimensional hyperbolic-parabolic equation has been conducted. In particular, the first order of accuracy difference schemes for the approximate solutions of the boundary value problem (2) has been constructed and the numerical algorithm for implementation of this scheme has been presented. Numerical example has been provided.
Finally, we note that the second order of accuracy difference schemes for the approximate solutions of boundary value problem (2) can be constructed and implemented in the similar way.
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