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Abstract
Bike sharing systems (BSS) provide individual and eco-friendly urban mobility and are implemented in a growing number of cities.
In BSS, customers can rent and return bikes spontaneously at stations and at every time of the day. To allow a reliable usage, system
operators have to enable a suﬃcient number of bikes and empty bike racks at each station. Therefore, system operators use a set of
vehicles to relocates bikes between stations. The according routing can be derived solving an inventory routing problem (IRP). For
planning, operators can draw on expected customer trips generally following speciﬁc daytime patterns. Nevertheless, a signiﬁcant
amount of rentals and returns occur unpredictably and spontaneously forcing immediate adaptions of the routes.
In this paper, we deﬁne the stochastic IRP for BSS and present a short-term relocation strategy (STR). A STR deﬁnes priority
stations regarding their urgency that have to be rebalanced. In a real world case study, we compare STR to a long-term relocation
strategy (LTR) using given target ﬁll levels. STR outperforms LTR signiﬁcantly leading to suitable service levels.
c© 2015 The Authors. Published by Elsevier B. V.
Selection and peer-review under responsibility of Delft University of Technology.
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1. Introduction
Due to urbanization, the volumes of individual motorized traﬃc increase in cities worldwide (McCarthy and Knox,
2005). The results are traﬃc jams and environmental pollution. To reduce the number of motorized vehicles, city
authorities draw on public transport and shared mobility systems. In particular, public bike sharing systems (BSS)
are implemented to allow individual and eco-friendly transportation (Bu¨ttner et al., 2011). In BSS, a set of stations
is distributed in a city. Each station contains a number of bike racks and bikes. At every station, users can rent and
return bikes spontaneously. Typically, rental and return stations are not identical, i.e., one-way trips are usual. Due
to spatio-temporal variation of user requests, stations tend to run full or out of bikes in the course of the day (Vogel
et al., 2011). Further, due to the spontaneous and uncertain rental and return behavior, arbitrary stations might run
empty or full unpredictably. Empty and full stations lead to failing user requests. At empty stations, requests for
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bikes cannot be satisﬁed while at full stations, requests for empty racks cannot be satisﬁed. A failed request leads
to customer dissatisfaction and even a rejection of the whole BSS concept. So, system operators have to ensure a
suﬃcient number of bikes and empty bike racks at each station for each point in time to reliably satisfy user requests.
To achieve a suﬃcient service level, i.e., a high percentage of fulﬁlled customer requests, the system operator relocates
bikes between stations with a ﬂeet of vehicles. So, the system operator has to decide about the stations to serve and
the number of bikes to relocate.
The presented problem can be formulated as an inventory routing problem with unknown due dates. Given a set of
stations and inventory ﬁll levels, the dispatcher routes capacitated vehicles between the stations. Inventory decisions
are made about increasing or decreasing ﬁll levels at each station to avoid customer dissatisfaction. A dissatisfaction
occurs if a customer requires an inventory item (bike) or an empty inventory space (bike rack). Customer requests
induce due dates for every station. A due date is the latest time a station’s ﬁll level can be adapted in order to fulﬁll
requests. A due date is violated if the inventory is empty or full and an according request occurs. Since requests are
uncertain, due dates are unknown as well. The objective is to minimize the number of due date violations over the
planning horizon.
For planning, system operators can draw on current ﬁll levels in stations and on expected future trips oﬀered by
data analysis (Borgnat et al. 2011, Vogel et al. 2011). A trip consists of one rental request and one return request.
Furthermore, external information systems provide target ﬁll levels as input for IRP (Schuijbroek et al. 2013, Vogel
et al. 2014). These target ﬁll levels are anticipatory, since information about expected future requests are considered.
E.g., high target ﬁll levels are determined if a high number of bike requests is expected. Target ﬁll levels can be
realized by transport vehicles (Raviv et al. 2013, Kloimu¨llner et al. 2014, Brinkmann et al. 2015).
In this article, we study the trade-oﬀ between the number of served stations and the ration of relocation operations
and served stations. Thus, we introduce a short-term relocation strategy (STR). This strategy selects stations regarding
their urgency and their immediate violation risk without making use of expected future requests. We compare the
short-term relocation strategy with the long-term relocation strategy (LTR) by Brinkmann et al. (2015), which realizes
anticipatory target ﬁll levels given by Vogel et al. (2014). There are notable diﬀerences between STR and LTR: Firstly,
STR neglects information about future requests while LTR rests upon expected requests oﬀered by data analysis.
Secondly, STR serves many stations and relocates a small number of bikes at each served station while LTR serves
a small number of stations and relocates a large number of bikes at each served station. In a real world case study,
we show that for the given problem, STR allows a substantially higher service level reducing the number of due date
violations up to 72.52%.
This article is structured as follows: In Section 2, we refer to literature on both vehicle routing and bike sharing
systems. A deﬁnition of the inventory routing problem in bike sharing systems is given in Section 3. The short-term
and the long-term relocation strategies are introduced in Section 4. In Section 5, real world case studies are presented.
This work concludes and gives an outlook of possible future work in Section 6.
2. Literature Review
The literature on vehicle routing and inventory management problems is vast. In vehicle routing problems (VRP),
a ﬂeet of vehicles moves between customer locations. The objective typically is to visit each location once within
minimum time (Laporte, 1992), or to visit as many locations as possible within a limited time horizon (Ulmer et al.,
2015). A multi-periodic VRP with due dates is described by Archetti et al. (2015). Here, a due date is the latest time a
customer has to be served. All due dates are known in advance. Inventory management problems try to satisfy a given
consumption while minimizing variable inventory and ﬁxed order costs. A combination is introduced by Dror et al.
(1985) and is called inventory routing problem (IRP). In an IRP, capacited vehicles serve customers. Each customer
has a certain consumption of a commodity. The challenge is to provide the commodity in order to satisfy each user’s
consumption. Here, costs regarding transportation, inventory, and/or unsatisﬁed requests have to be minimized. A
large overview of diﬀerent IRPs is provided by Coelho et al. (2014).
The literature on BSS focuses on decision support for system operators. A system has to be installed and maintained
to guarantee its functionality at all times in a cost eﬃcient way (Benchimol et al., 2011). Literature on BSS can be
divided into two groups. The ﬁrst group aims on data analysis and optimization for determining optimal ﬁll levels.
Data analysis oﬀering insights into general BSS behavior has been done by Borgnat et al. (2011) and Vogel et al.
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(2011). Findings are patterns in the spatio-temporal distributions of trips. These patterns can be used to generate
suitable ﬁll levels for each station per hour. Schuijbroek et al. (2013) use Markov chains to deﬁne ﬁll levels. A
resource allocation problem minimizing costs regarding relocations and unsatisﬁed requests is introduced by Vogel
et al. (2014).
The second group aims on IRP in the context of BSS. Relocation operations are typically done with respect to given
target ﬁll levels (Brinkmann et al., 2015). Nevertheless, IRP for BSS diﬀers in a number of features. Chemla et al.
(2013) uses a single vehicle to rebalance a system while minimizing the tour length. A problem setting including a
ﬂeet of vehicles and a limited time horizon is introduced by Raviv et al. (2013), who minimize the tour length and the
diﬀerence of target ﬁll levels and realized ﬁll levels, i.e., the gap. More complex multi-criteria objective functions are
used by Di Gaspero et al. (2013) and Rainer-Harbach et al. (2013). Here, gaps, tour length, and relocation operations
are minimized. Deterministic user requests are considered by Kloimu¨llner et al. (2014), who minimizes the number
of unsatisﬁed requests. For a detailed literature review on IRP in BSS, we refer to Brinkmann et al. (2015).
3. A Stochastic Inventory Routing Problem for Bike Sharing Systems
In this section, we describe and deﬁne the stochastic inventory routing problem for bike sharing systems using a
Markov Decision Process. For better understanding, an example is given.
3.1. Problem Description
Consider a BSS consisting of stations, bikes, capacited vehicles and a depot. Each station has an initial ﬁll level
and a limited number of bike racks. Regarding the working day, all vehicles start and end their tours at a depot.
Vehicles start empty at the depot in the ﬁrst point in time and have to return empty at the end of a given time horizon.
Stations may be served multiple times by one vehicle and diﬀerent vehicles. We consider a service time per relocated
bike, i.e., a time needed for moving one bike from a vehicle into a station or from a station onto a vehicle. Over time,
uncertain trips occur. A trip consists of a rental and a return request. If a requests fails due to an empty or full station,
the according due date is violated and the request has to be repaired. I.e., the user is sent to the nearest station where
the associated request can be satisﬁed. The objective is to minimize the number of due date violations.
3.2. Problem Deﬁnition
Let N = {n0, n1, . . . , nmax} be a set of nodes representing the stations and a depot n0. Every station has a capacity
r : N → N0, i.e., a limited number of bike racks. Further, a set of edges E = {eij : ni, n j ∈ N} connect stations with
according travel times d : E → R+. A set of vehicles V = {v1, v2, . . . , vmax} is given. Vehicles are capacitated with
c : V → N. The time horizon is deﬁned as T = {0, . . . , tmax}. Customer requests σ : N × T → Z are stochastic and can
occur at every station in every point in time. If σ(n, t) < 0, rental requests occur at station n in time t while σ(n, t) > 0
indicates return requests. Since each bike rented has to be returned within the closed system,
∑
n∈N
∑
t∈T σ(n, t) = 0
holds for all instances.
The problem described is stochastic and dynamic as deﬁned by Kall and Wallace (1994). It is dynamic because
decisions can be adapted over the planning horizon. The problem is stochastic because trips follow a certain distribu-
tion and are not known in advance. A stochastic dynamic decision problem can be deﬁned using a Markov Decision
Process (MDP) based on Bellman (1957), depicted in Formula (1).
S k
x−→ S xk
ω−−→ S k+1 (1)
In a MDP, decisions are made for a number of decision points k ∈ T . In every decision point k, a decision state
sk ∈ S = {s0, s1, . . . , smax} and a set of possible decisions X(sk) = {x0, x1, . . . , xmax} are given. In every decision state,
a policy π : S → X(sk) oﬀers a decision. Every decision x leads to a deterministic post-decision state sxk . A stochastic
transition ω : S × X (sk) → S leads to the next decision state sk+1. Decision states sk, decisions x, and transitions ω
can provide rewards or penalties p : S × X(sk) × ω→ Z.
In the following, we use the MDP to deﬁne the IRP. For the given problem, a decision point k occurs, when a
vehicle arrives or stays at a station. A decision state is distinctly identiﬁed by a point in time t ∈ T , station ﬁll levels
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f : N → N0, vehicle’s next positions, corresponding arrival times, and vehicle loads l : V → N0, i.e., the numbers of
bikes loaded by vehicles. In each decision state sk, a decision x ∈ X(sk) has to be made. Decisions are on the one hand
about the inventory, i.e., the number of bikes to pick-up or to deliver – and on the other hand about the routing, i.e.,
the next station to serve. These decisions include idling at the current station. The deterministic post-decision state sxk
contains time t, station ﬁll levels f , vehicle loads l, vehicle positions and corresponding arrival times. The transition
to the next decision state sk+1 realizes inventory and routing decisions until the next vehicle arrives at a station. This
includes both travel times and the service time. Further, ω reveals requests σ in this time span and therefore changes
station’s ﬁll levels. Let υ be the number of due date violations within the time span between decision points sk and
sk+1. Then the associated penalty p(sk, x, ω) = υ occurs and the requests are served from alternative stations.
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Fig. 1. Exemplary State, Decision, Post-Decision State, Transition, and Resulting State
Figure 1 shows an exemplary MDP from state sk over post-decision state sxk to state sk+1. The system consists of
three diﬀerent stations and one vehicle. For stations and vehicle, light boxes represent empty bike racks, dark boxes
represent bike racks ﬁlled with a bike. Stations n1 and n2 have a capacity of 6 racks, station n3 of 5 racks. The vehicle
capacity is 4. In state sk, depicted on the left side of Figure 1, n1 contains 5 bikes, n2 contains 3 bikes, and n3 is
empty. The vehicle is located at n1. Inventory decisions are about how many bikes to pick-up or deliver at the current
station n1. The routing decision is about where to travel next, or idling at the current station. The applied decision x
is to pick-up two bikes at n1 and travel to n3. The resulting post-decision state sxk is depicted in the center of Figure
1. While traveling to n3, the stochastic transition ω reveals a rental request σ(n3, 1) = -1 at n3 and a return request
σ(n1, 1) = 1 at n1. Because station n3’s ﬁll level does not allow to serve rental requests, the customer selects n2 as an
alternative. This results in a penalty p(sk, x, ω) = 1 and the new state sk+1, as shown on the right side of Figure 1.
Since requests are uncertain, due date violations cannot be minimized directly. Thus, a policy π aims on minimizing
the expected number of due date violations. Let s0 be the initial decision state and let Π = {π0, . . . , πmax} be the set of
all policies πi. As shown in Formula (2), the objective is to identify an optimal policy π∗ that leads to the minimum of
expected penalties, i.e., due date violations.
π∗ = argmin
π∈Π
E
⎡⎢⎢⎢⎢⎢⎣
T∑
k=0
p
(
sk, π(sk), ω
)∣∣∣∣s0
⎤⎥⎥⎥⎥⎥⎦ (2)
4. Strategies
Since it is computationally intractable to identify an optimal policy, we consider heuristic policies realize suitable
ﬁll levels to minimize the number of expected due date violations.
We deﬁne the short-term relocation strategy and recall the long-term relocation strategy introduced by Brinkmann
et al. (2015). In both strategies and in each decision point, decisions regarding inventory and routing have to be made.
The inventory decision aﬀects the stations where the vehicle just arrives and depicts the number of bikes to relocate.
Here, the strategies aim for realization of suitable ﬁll levels. The assumption is that a suitable ﬁll level fulﬁlls due
dates. For routing, each station is assigned a score. The score indicates whether a station is balanced or not, i.e., if its
ﬁll level is suitable in the sense of the strategy or not, and which station will be served next.
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Since we consider travel time and service time as well, a trade-oﬀ between the number of served stations and the
ratio of relocated bikes and served stations is given. I.e., on the one hand side, a strategy may serve as many stations
as possible but ends in a small ratio of relocation operations and served stations – or on the other hand side, it conducts
as many relocation operations at each served station and ends in a small number of served stations. The short-term
relocation strategy aims on providing safety buﬀers to avoid due date violation in the near future. In order to save
time, STR relocates a small number of bikes per station. The saved time is spent on serving more stations. Thus, at
many stations, safety buﬀers will be realized. The long-term relocation strategy tries to realize given target ﬁll levels
anticipate future requests. This will lead to a large number of relocated bikes per served station while the number of
served stations will be small. The assumption is, that if a target ﬁll level at a certain station is provided, this station
does not have to be served again in the future.
4.1. Short-term Relocation
The short-term relocation strategy (STR) follows a modiﬁed ﬁrst come, ﬁrst serve-approach. Stations with a certain
urgency and therefore a high risk of immediate violations are prioritized. STR explicitly acts myopic, neglecting all
information about expected future requests. To satisfy as many requests as possible, safety buﬀers b : N → N are
implemented. Safety buﬀers indicate the minimum number of bikes and empty racks that is desired at the given
station for all points in time. If a station’s ﬁll level fulﬁlls both safety buﬀers for bikes and for empty racks, the station
is called balanced. If a safety buﬀer is violated, the station is called unbalanced. At unbalanced stations, we expect
a high probability of failed requests in the near future. STR aims on realizing safety buﬀers as quick as possible.
Therefore, the nearest unbalanced station is considered to be served by a vehicle. The number of relocated bikes is
neglected.
When a decision point occurs, i.e., a vehicle v arrives or stays at station ni, an inventory decision has to be made.
At ﬁrst, the shortage of bikes or empty bike racks is represented by δstr and determined according to Formula (3). It
serves as preliminary inventory decision and depends on ni’s ﬁll level f (ni), safety buﬀers b(ni), and capacity r(ni).
δstr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
b(ni) − f (ni) : f (ni) < b(ni)
r(ni) − f (ni) − b(ni) : r(ni) − f (ni) < b(ni)
0 : else
(3)
If ni’s ﬁll level is smaller than the safety buﬀer, i.e., f (ni) < b(ni), δstr > 0 holds and indicates the shortage of
bikes. Thus, bikes have to be delivered. If ni’s number of empty bike racks is smaller than the safety buﬀer, i.e.,
r(ni) − f (ni) < b(ni), δstr < 0 holds and indicates the shortage of empty bike racks. Thus, bikes have to be picked-up.
If ni’ ﬁll level does not violated any safety buﬀer, δstr = 0 holds and indicates no need of relocation operations.
The realized number of relocated bikes ιstr, i.e., the ﬁnal inventory decision, has to be made respecting the vehicle
load l(v) and capacity c(v) following Formula (4).
ιstr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
{
δstr, l(v)
}
: δstr > 0
max
{
δstr, l(v) − c(v)} : δstr < 0
0 : else
(4)
If ni has a shortage of bikes, i.e., δstr > 0, the number of delivered bikes is the minimum of δstr and l(v). I.e., the
number of delivered bikes is either the shortage of bikes or the number of bikes loaded by the vehicle. If ni has a
shortage of empty bike racks, i.e., δstr < 0, the number of picked-up bikes is the maximum of δstr and l(v) − c(v). I.e.,
the number of picked-up bikes is either the shortage of empty bike racks or the number of empty bike racks on the
vehicle. These conditions explicitly avoid delivery operations larger than the number of bikes loaded by the vehicle,
and pick-up operations larger than the vehicle’s free capacity.
To make the routing decision, for each station n j ∈ N a score ρstrj is determined. A score ρstrj depends on whether
station n j is balanced, whether the vehicle capacity c(v) and number of loaded bikes l(v) allow relocations, and on the
inverse travel time between the vehicle’s current station ni and n j. ρstrj is determined according to Formula (5).
ρstrj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
d(ei j)-1 : b(n j) > f (n j) ∧ l(v) > 0
d(ei j)-1 : b(n j) > r(n j) − f (n j) ∧ l(v) < c(v)
0 : else
(5)
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Thus, if vehicle v can realize reposition operations, ρstrj is the inverse travel time d(ei j)
-1, or 0 if vehicle v cannot
realize relocation operations.
The vehicle serves the nearest unbalanced station np, where relocations are possible. So, ρstrp is the highest score
as shown in Formula (6).
ρstrp ≥ ρstrq ,∀nq ∈ N (6)
If ρstrp = 0,∀np ∈ N, i.e., all stations are balanced or the only unbalanced station is the vehicle’s current station, the
vehicle does not travel to another station. This explicitly allows idling.
4.2. Long-term Relocation
The idea of the long-term relocation strategy (LTR) introduced by Brinkmann et al. (2015) is to realize target ﬁll
levels provided by external information systems (Schuijbroek et al. 2013, Vogel et al. 2014). These ﬁll levels have been
determined considering expected future requests. So, stations with a high number of expected future rental requests
have high target ﬁll levels. Stations with an expected high number of return requests have low target ﬁll levels. This
long-term relocation strategy is anticipatory because for decision making it takes information about future requests
into account. Target ﬁll levels are given by τh : N → N, where h is the hour of the day. We allow a tolerance
μ ∈ N. If station n’s ﬁll level lays in the target interval [τh(n) − μ, τ(n)h + μ], the station is called balanced. Else, it is
unbalanced. For unbalanced stations, a positive gap indicates the distance between ﬁll level and target interval. The
idea is to minimize the gap over all stations. The station with the largest gap is considered to be served by a vehicle.
The travel time is neglected because the assumption is, that a balanced station does not need to be served in the future
again. When a station’s gap is large, a large number of bikes need to be relocated.
The inventory decisions are made analogously to Formulas (3) and (4). When vehicle v arrives or stays at station
ni, in Formula (7) the distance δltr between ni’s ﬁll level and the target interval is determined. Thus, δltr represents the
shortage of bikes or empty bike racks.
δltr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
τh(ni) − μ − f (ni) : τh(ni) − μ > f (ni)
τh(ni) + μ − f (ni) : τh(ni) + μ < f (ni)
0 : else
(7)
δltr > 0 indicates a shortage of bikes, while δltr < 0 indicates a shortage of empty bike racks. As already shown for
the short-term relocating strategy, the ﬁnal inventory decision ιltr in Formula (8) additionally depends on the vehicle
load l(v) and capacity c(v).
ιltr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
{
δltr, l(v)
}
: δltr > 0
max
{
δltr, l(v) − c(v)} : δltr < 0
0 : else
(8)
So in the presence of a shortage of bikes, the number of delivered bikes is the minimum of δltr and l(v), i.e., either the
shortage of bikes or the number of bikes loaded by the vehicle, or if δltr < 0, the maximum of δltr and l(v) − c(v), i.e.,
either the shortage of empty bike racks or the number of empty bike racks on the vehicle.
The routing decision is made according to scores ρltri ,∀ni ∈ N as depicted in Formula (9). Scores ρltri base on the
gap, i.e., the distance between target interval and ﬁll level.
ρltri =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
τh(ni) − μ − f (ni) : τh(ni) − μ > f (ni)
f (ni) − (τh(ni) + μ) : τh(ni) + μ < f (ni)
0 : else
(9)
The vehicle serves the station np with the largest gap according to Formula (10).
ρltrp ≥ ρltrq ,∀nq ∈ N (10)
The special case ρltrp = 0,∀np ∈ N allows idling if all stations are balanced in the given decision point.
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5. Case Studies
In this section, we describe the case study including instance generation and results. Regarding results we focus
on the strategy’s impact on relocation and routing.
5.1. Instances
The test instances are based on data analysis by Vogel et al. (2011) on a data set provided by Vienna’s BSS
”CityBike Wien” (Gewista Werbegesellschaft m.b.H., 2014). The data set contains approximately 750,000 single
trips recorded on working days in the years 2008 and 2009. To that time, the BSS contained 59 stations and 627 bikes.
Stations have a number of racks between 10 and 40. The number of bikes is equal to half of the number of bike racks
over all stations. An artiﬁcial depot is placed at the most central located station.
The information system by Vogel et al. (2011) generates real-valued typical ﬂows of bikes. I.e., for each pair of
stations and hour, the probability for a trip is given. The real-valued ﬂows are discretized by Poisson distribution. The
outcomes are sets of in average 1,569 trips per day. As shown in Figure 2, a small morning peak of trips and a rush
hour at the afternoon can be identiﬁed.
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Fig. 2. Number of Trips per Hour for a Working Day
For the long-term relocation strategy, target intervals are given by Vogel et al. (2014). For both the short-term and
the long-term relocation strategy initial ﬁll levels are chosen randomly. I.e., for each bike a station is chosen where
station’s probabilities are equally distributed.
The system oﬀers service 24 hours a day and 7 days a week. We are using one vehicle to rebalance the system.
The constant speed is 15kmh . The vehicle has a capacity of 10 bikes. Moving one bike from the vehicle into the station
or from the station onto the vehicle takes a constant service time of 2 minutes. The distances between stations are
assumed to be Euclidean. For the short-term relocation strategy, station’s safety buﬀers are a ﬁxed percentage β of its
capacity. I.e., station n’s safety buﬀers b(n) depend on β and the n’s capacity r(n) as shown in Formula (11).
b(n) =
⌈
β · r(n)⌉ (11)
For the long-term relocation strategy, the tolerance μ = 2 is chosen. I.e., the target intervals have a size of 5.
For evaluating the strategies, 1,000 sets of trips are generated via Poisson distribution. Therefore, the simulation
involves 1,000 non-concatenated working days for each strategy.
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5.2. Results
We assume the average values to be a suitable approximation for expected values. E.g., the average number of
due date violations is an approximation for the expected number of due date violations. Therefore, Table 1 shows the
average results for the given strategy. It contains the average number of due date violations, the numbers of failed
rentals and returns, the ratio of relocation operations and served stations. One relocation operation might be either
moving one bike from the vehicle into the station or moving one bike from the station onto the vehicle. I.e., picking-
up one bike at a station and delivering it to another station compromises two relocation operations. Additionally, the
average ratio of relocation operations and served stations is shown. Simulations have been conducted for the long-
term relocation strategy and short-term relocation strategy with diﬀerent safety buﬀers. STR(β) indicates relative
safety buﬀers of β. The column ”no relocations” shows results for a strategy without any relocations. These results
serve as benchmark. The long-term strategy performs signiﬁcantly better than the strategy without relocations. Here,
Table 1. Results
no relocations LTR STR(0.1) STR(0.2) STR(0.3) STR(0.4) STR(0.5)
due date violations 131.252 98.630 53.916 39.987 36.068 41.847 64.997
failed rentals 36.129 30.745 7.095 4.393 6.357 9.816 17.565
failed returns 95.123 67.885 46.821 35.594 29.711 32.031 47.432
relocation operations – 330.018 99.026 169.312 289.171 360.261 418.446
served stations – 53.109 86.289 122.577 163.676 176.781 202.361
ratio of relocation operations and served station – 6.214 1.148 1.381 1.767 2.038 2.068
the number of due date violations is decreased by 24.85%. However, the short-term strategy outperforms the long-
term strategy by far. For the given scenario, a safety buﬀer of β = 0.3 oﬀers a reduction of due date violations of
72.52%. For all strategies, the number of failed rentals is much smaller than the number of failed returns. This could
indicate a surplus of bikes within the system. LTR leads to the smallest number of served stations and to the largest
ratio of relocation operations and served stations. For STR the numbers of served stations and relocation operations,
and ratio of relocation operations and served stations increase with the size of the safety buﬀers.
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Fig. 3. Average Number of Due Date Violations per Hour for a Working Day
Figure 3 shows the average number of violated due dates for the system without relocations, the long term strategy
and for the short-term strategy with a safety buﬀer of β = 0.3. For all strategies, the distribution of due date violations
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reﬂects the distribution of trips. As already seen in Table 1, the long-term strategy only provides small improvements.
The short-term strategy is able to keep due date violations low even during high system usage in the afternoon.
To gain further insights into the strategies performances, we consider the service level. Let S ′ = (s0, . . . , smax)
be a sequence of decision states representing a simulation for a working day, and let π(sk) ∈ X(sk) be the decisions
oﬀered by policy π for the associated decision state sk. Then the relative portion of satisﬁed requests for the given
time horizon T archived by policy π is indicated by the service level λ in Formula (12).
λ = 1 −
∑
sk∈S ′ p
(
sk, π(sk), ω
)
∑
n∈N
∑
t∈T
∣∣∣σ(n, t)
∣∣∣ (12)
The service level depicts the chance for satisfying a request within the time horizon. It oﬀers an unbiased view on a
strategies performance. Figure 4 shows the average service levels per hour. Again, the long-term relocation strategy
can realize improvements in comparison to no relocations. After the morning hours, the service levels of these two
strategies decrease constantly. I.e., the ratio of due date violations and trips increases and therefore the chance for
satisfying a request decreases in the course of the day. For all hours, the short-term relocation strategy provides the
highest service level. Expect for hours 0 to 2, the service level lies above 98%. This indicates a reliable service since
the chance for satisfying a request does not change even in peak hours.
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Fig. 4. Average Service Level per Hour for a Working Day
6. Conclusion
We have introduced a stochastic inventory routing problem for rebalancing bike sharing systems. This problem is
formulated as an inventory routing problem with unknown due dates. A due date is the latest time a station has to be
served by a transport vehicle relocating bikes in order to serve requests. Since customer requests are uncertain, the
due dates are uncertain as well. The objective is to minimize the number of due date violations.
For solving these problem, a number of optimization algorithms aim on realizing given target ﬁll levels at each
station on the basis of expected trips. Therefore, information systems generating target ﬁll levels have to be used.
Long-term relocation strategies (LTR) use target ﬁll levels for making decisions regarding inventory and routing. We
also introduce a short-term relocation strategy (STR) considering a station’s urgency by using safety buﬀers in order
to decide whether a station has to be served or not. A safety buﬀer serves as the minimum number of bikes and free
bike racks. If a buﬀer is violated, the station will be served by a vehicle to relocate bikes. STR and LTR depict a
trade-oﬀ between the number of served stations and the ratio of relocation operations and served stations.
Our test results on a data set of Vienna’s BSS ”CityBike Wien” point out that both the short-term and the the
long-term relocation strategy can decrease the number of due date violations signiﬁcantly. If suitable safety buﬀer
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are chosen, STR outperforms LTR by far. Even during peak hours, the STR provides a small number of due date
violations. Thus, we conclude that a station’s urgency cannot be neglected.
Future research should concentrate on a comparison between short-term and long-term relocation strategies in
much larger systems. Also an evaluation by routing a ﬂeet of vehicles might be possible. A combination of long-term
and short-term strategies might be essential if large system cannot be maintained well by a small number of vehicles.
Further, time-depended safety buﬀers could be useful if requests at a station diﬀer signiﬁcantly in the course of the
day.
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