Abstract. We study the general structure of the generalized Dirichlet distributions, deriving general formulas for the marginal and conditional probability density functions of those distributions. We develop the multivariate reverse rule properties of these distributions, apply those properties to derive probability inequalities, and derive stochastic representations and orderings for the distributions. Further, we study approaches for estimating the parameters of these distributions and recommend that parameter estimation be carried out by the maximum likelihood method.
Introduction
There are many statistical problems which involve an n-dimensional random vector, (X 1 , . . . , X n ), taking values in a unit simplex. Examples of such problems arise in compositional data analysis [1] , where X 1 , . . . , X n often represent proportions of a chemical or geological substance which has been decomposed into its constituent parts. Among probability distributions arising in compositional data analysis, the generalized Dirichlet distributions [8] play a prominent role. These distributions are useful for modeling proportions of substances, and they also arise in other contexts, including: random divisions of an interval [25] , spacings [28] , extreme value distributions [29] , Bayesian inference for multinomial distributions [12] , Bayesian life-testing problems [23, 27] , probability and variance inequalities [6, 7] , mixture models for high-dimensional pattern recognition [4] , and machine learning for image processing [5] .
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c 0000 (copyright holder) a substance it may be desirable for some reason to eliminate a proportion, say X 1 , and then to analyze the components X 2 , . . . , X n as proportions of the remaining material; i.e., we wish to analyze the proportions X 2 /(1 − X 1 ), . . . , X n /(1 − X 1 ).
If the joint distribution of these remaining proportions is independent of the distribution of X 1 , then X 1 is said to be neutral. Connor and Mosimann [8] further extended the concept of neutrality to more than one variable and defined a vector of proportions (X 1 , . . . , X n ) to be completely neutral if the ratios (1.1)
, . . . , X n 1 − X 1 − · · · − X n−1 are mutually independent. If, further, it is assumed that the marginal distribution of each of these ratios is a beta distribution then the random vector (X 1 , . . . , X n ) is said to have a generalized Dirichlet distribution.
For the case in which (X 1 , . . . , X n ) follows a generalized Dirichlet distribution, the property that the ratios in (1.1) are mutually independent, beta-distributed random variables leads easily to the evaluation of the moments of (X 1 , . . . , X n ) and, in particular, to the covariance matrix of (X 1 , . . . , X n ) [8] , [22, p. 519 ff.] . Other than the evaluation of these moments, to date, very little appears to be known about the distributional properties of the generalized Dirichlet distributions. Indeed, by comparison, far more is known about the Dirichlet and Liouville distributions (cf. [13, 15, 16] ) and the references given in those articles), and this raises the hope that the structure of the generalized Dirichlet distributions can be developed beyond current limits of knowledge.
In this paper we investigate the structure of the generalized Dirichlet distributions. In Section 2, we apply the theory of generalized hypergeometric functions [2] to obtain general representations for all marginal and conditional distributions of subsets of (X 1 , . . . , X n ). In particular, we will show that for all i = 1, . . . , n, the marginal and conditional distributions of (X 1 , . . . , X i ) are also of generalized Dirichlet type.
In Section 3, we study the multivariate reverse rule properties of the generalized Dirichlet distributions. From the reverse rule properties, we deduce probability and expectation inequalities in the trivariate case, thereby generalizing results available for the multinomial, hypergeometric, Dirichlet and Liouville distributions [14] . Further, our approach to deriving these MRR results for the generalized Dirichlet distributions also are applicable to other generalizations of the Dirichlet distributions such as the hyper-Dirichlet distributions defined by Hankin [17] .
By utilizing the property of complete neutrality, we derive in Section 4 stochastic representations for (X 1 , . . . , X n ). Then, we obtain stochastic inequalities between the generalized and the classical Dirichlet distributions. These results lead to probability and expectation inequalities for all n ≥ 2.
Finally, in Section 5 we study the problem of estimating the parameters of the distribution of (X 1 , . . . , X n ). We compare estimators obtained by the method-ofmoments and the maximum likelihood method. Although the method-of-moments estimators are simpler to compute, we will see that the maximum likelihood estimators are superior in that they have smaller variance than the method-of-moments estimators. Moreover, the maximum likelihood estimators are to be preferred because they innately are functions of the minimal sufficient statistics and best asymptotically normal.
Marginal and conditional distributions
For parameters a 1 , . . . , a n , b 1 , . . . , b n > 0, a random vector (X 1 , . . . , X n ), taking values in the open unit simplex
is said to have a generalized Dirichlet distribution if its probability density function is of the form
To evaluate the normalizing constant c, we integrate sequentially over x n , x n−1 , . . . , x 2 , x 1 (cf. [8] ), deducing that
. Throughout, we write (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ) to denote that the vector (X 1 , . . . , X n ) follows a generalized Dirichlet distribution with the density function (2.1).
The following result on the marginal distributions of arbitrary subsets of X 1 , . . . , X n is obtained by integration of the density function (2.1). In (2.2), we shall abide by the standard convention in the case j 1 = 1 that an empty product is identically equal to 1. Proposition 2.1. Let i 1 < · · · < i k and j 1 < · · · < j n−k be complementary subsets of {1, . . . , n}. If (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ) then the marginal density function of (X i1 , . . . , X i k ) is of the form
where (x i1 , . . . , x i k ) ∈ S k , and c ′ is the normalizing constant,
and the region of integration is the simplex
We remark that the function ϕ is a generalized hypergeometric function of the type studied by Aomoto [2] and Gelfand, et al. [9, 10] . The results provided by those authors contain reduction formulas, recurrence relations, and series expansions of hypergeometric type, and systems of differential equations for ϕ, and hence also for the marginal densities of subsets of X 1 , . . . , X n . For the case in which the parameters b r , r ≥ j 1 , all are positive integers, closed-form expressions can be obtained for ϕ by expanding each term, 1 − r s=1 x s br−1 using the binomial theorem, and integrating term-by-term using the classical Dirichlet integral.
In general, the evaluation of the normalizing constant c ′ , or the function ϕ, can be done only by numerical methods. In this regard, we recommend the hyperdirichlet R package, developed by Hankin [17] for the purposes of computations for a generalization of the Dirichlet distribution.
For the case in which i 1 = 1, . . . , i k = k, the following result on the marginal distribution of (X 1 , . . . , X k ) is due to Connor and Mosimann [8] .
Corollary 2.2. (Connor and Mosimann [8] 
This result follows from Proposition 2.1 by successive integration of the variables x n , x n−1 , . . . , x k+1 . As a consequence, we obtain the following result on the conditional distributions.
. . , a n ; b 1 , . . . , b n ), and 1 ≤ r ≤ n − 1. For i = r + 1, . . . , n, define
Then the conditional distribution of (U r+1 , . . . , U n ), given (X 1 , . . . , X r ) = (x 1 , . . . , x r ), is GD(a r+1 , . . . , a n ; b r+1 , . . . , b n ).
Proof. From Corollary 2.2, we already know the marginal distribution of (X 1 , . . . , X r ). Therefore the conditional density function of (X r+1 , . . . , X n ), given (X 1 , . . . , X r ) = (x 1 , . . . , x r ), is proportional to
. Now consider the random vector (U r+1 , . . . , U n ), which equals (X r+1 , . . . , X n ) multiplied by the constant (1−x 1 −· · ·−x r ) −1 . By a transformation we deduce that the conditional density function of (U r+1 , . . . , U n ), given (X 1 , . . . , X r ) = (x 1 , . . . , x r ), is proportional to
This proves that the conditional distribution of (U r+1 , . . . , U n ) is a generalized Dirichlet distribution.
We remark also that Corollary 2.3 can be obtained as a consequence of the complete neutrality property of the generalized Dirichlet distributions.
Multivariate reverse rule properties
Various classical distributions on the simplex, including the multinomial, hypergeometric, Dirichlet, and Liouville distributions are well-known [13, 20] to satisfy certain multivariate reverse rule properties. From those reverse rule properties follow negative correlation inequalities and other probability inequalities. In this section we investigate the multivariate reverse rule properties of the generalized Dirichlet distributions with an eye toward related correlation and probability inequalities.
Following Karlin [18] , we call a nonnegative function f :
whenever x 1 ≥ x 2 and y 1 ≥ y 2 . If the reverse inequality is valid for all x 1 ≥ x 2 and y 1 ≥ y 2 then we say that f is reverse rule of order 2 (RR 2 ).
A nonnegative function φ : R → R is a Pólya frequency function of order 2
Some basic examples of functions satisfying these properties are the following. These examples will be utilized repeatedly in the sequel.
a , x ≥ y, and f (x, y) = 0, otherwise. Then the function f is TP 2 . Equivalently, the function φ(x) = x a + is PF 2 , where x a + = x a or 0 according as x > 0 or x ≤ 0, respectively.
(iii) For a ≥ 0, let f (x, y) = (k − x − y) a , x + y < k, and f (x, y) = 0, otherwise. Then the function f is RR 2 .
Starting with these examples, we can construct new TP 2 or RR 2 functions using the following result that is known as the Basic Composition Formula. Theorem 3.2. (Karlin [18, p. 17] ) Let X, Y , and Z be subsets of R; σ be a sigma-finite measure defined on Y ; and K and L be nonnegative Borel-measurable functions on X × Y and Y × Z, respectively. For ξ ∈ X and η ∈ Z, define
where the integral is assumed to converge absolutely. Then:
Definition 3.3. (Karlin and Rinott [19, 20] ) For x = (x 1 . . . , x n ) and y = (y 1 , . . . , y n ) in R n , let
A nonnegative function f : R n → R is called multivariate totally positive of order 2 (MTP 2 ) if
for all x, y ∈ R n .
If the reverse inequality in (3.1) is valid for all x, y ∈ R n then we say that f is multivariate reverse rule of order 2 (MRR 2 ).
A random vector (X 1 , . . . , X n ) ∈ is said to be MTP 2 (resp. MRR 2 ) if its density function is MTP 2 (resp. MRR 2 ).
We now establish the multivariate reverse rule properties of the generalized Dirichlet distributions.
Proof. Because the density function of (X 1 , . . . , X n ) is strictly positive on S n then, by Karlin and Rinott [20] , it is sufficient to show that (X 1 , . . . , X n ) is pairwise RR 2 ; i.e., we need only show that the density function (2.1) is RR 2 in each pair of variables chosen from x 1 , . . . , x n , with all other variables held fixed.
To that end, choose a pair (X i , X j ) where, without loss of generality, i < j. By ignoring in the density function all terms which are free of the pair (x i , x j ), it follows that (X 1 , . . . , X n ) is MRR 2 if and only if the function
Noting that the function g in (3.2) depends on (x i , x j ) only through x i + x j , it then follows by [18, p. 158] that it is sufficient to prove that g is log-concave in
To show this, we observe that
The pair (i, j) having been chosen arbitrarily, the proof is complete.
Definition 3.5. (Karlin and Rinott [20] ) Let the random vector (X 1 , . . . , X n ) be MRR 2 with density function f . Then (X 1 , . . . , X n ) is said to be strongly MRR 2 (S-MRR 2 ) if for any set of PF 2 functions φ 1 , . . . , φ n and any sets {i 1 , . . . , i k } and {j 1 , . . . , j n−k } of complementary subsets of indices in {1, . . . , n}, the function
is MRR 2 in the variables (x i1 , . . . , x i k ).
We now derive the S-MRR 2 property of the generalized Dirichlet distributions in the trivariate case.
Proof. We proceed in a case-by-case manner, proving that the function g in (3.4) is RR 2 in each of the pairs (i) (x 1 , x 2 ), (ii) (x 1 , x 3 ), and (iii) (x 2 , x 3 ). Throughout, we let φ be a PF 2 function.
In Case (i), (3.3) reduces to
Substituting
By the definition of a PF 2 function, φ(w−x 2 ) is TP 2 in (w, x 2 ); and by Example 3.
. Because the product of two TP 2 functions is also
Therefore, by the Basic Composition Formula (Theorem 3.2), the function
Finally, because the product of two positive RR 2 functions is RR 2 , we deduce that g is RR 2 .
In Case (ii), (3.3) reduces to
Arguing as before we deduce that φ(w − x 1 )(w − x 1 )
is TP 2 in (w, x 1 ), and (w, x 3 ) . Again by the Basic Composition Formula, it follows that g is RR 2 in (x 1 , x 3 ) .
In Case (iii), (3.3) becomes
By a similar argument, we find that
is TP 2 in (w, x 2 ), and (1 − w − x 3 ) b3−1 is RR 2 in (w, x 3 ). By the Basic Composition Formula, we deduce that g is RR 2 in (x 2 , x 3 ). Proposition 3.7. Suppose that (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ), where n ≥ 4; a i ≥ 1, i = 1, . . . , n; b j = 1, j = 2, . . . , n−2; and b j ≥ 1, j = 1, n−1, n.
Proof. The proof will proceed by induction on n. First, for any PF 2 function φ, we show that
is MRR 2 for i = 1, . . . , n, where f (x 1 , . . . , x n ) is the probability density function of (X 1 , . . . , X n ). Because g is positive on the simplex S n−1 , it suffices to show that g is pairwise RR 2 . Consider a pair (x p , x q ), with p < q, chosen arbitrarily from {x 1 , . . . , x i−1 , x i+1 , . . . , x n }. By arguments similar to those in the proof of Proposition 3.6, we shall show that g is RR 2 in (x p , x q ) while holding x k fixed, k = i, p, q, as follows. For Case (i), in which p < q < i, we have
If i = n then, by making the substitution x n = w − x p , we obtain
Since b n−1 , b n , a n ≥ 1 then, by applying the Basic Composition Formula, we deduce that g(x 1 , . . . , x n ) is RR 2 in (x p , x q ). On the other hand, if i = n then
Because a i ≥ 1, i = 1, . . . , n, b n−1 , b n ≥ 1 then it follows by an application of the Basic Composition Formula that g is RR 2 in (x p , x q ) Next, consider Case (ii), in which p < i < q. If q = n then
Because a i ≥ 1 for all i and b n ≥ 1 then, by applying the Basic Composition Formula, we deduce that (3.5) is RR 2 in (x p , x q ). If q = n then g is of the form arising as in Case (i) with i = n. Finally, consider Case (iii) in which i < p < q. Suppose that i = 1 and q = n; then,
Applying the Basic Composition Formula as before, we deduce that g is RR 2 in (x p , x q ). If i = 1 and q = n, then
As usual, it now follows by the Basic Composition Formula that g is RR 2 in (x p , x q ). To close this case, if i = 1, then g reduces to a form seen in Case (ii). Now assume by the inductive hypothesis that for any collection φ 1 , . . . , φ k of PF 2 functions, the function
is MRR 2 , where {v 1 , . . . , v k−1 } ∪ {u 1 , . . . , u n−k+1 } = {1, . . . , n} and, as usual, the integral is taken over the simplex
We need to show that the function
is MRR 2 ; by positivity, it suffices to show that g(x u1 , . . . , x u n−k ) is pairwise RR 2 .
By (3.5), we may express g in the form
for a function h which, by the inductive hypothesis, is MRR 2 . Moreover, if n ∈ {v 1 , . . .
x ui ) for some function h * :
R → R ; otherwise, h is a function of the pair (
. Consider a pair of variables (x ui , x uj ) with i, j = n − k + 1. We now show that the function g in (3.5) is pairwise RR 2 in (x ui , x uj ) while holding fixed all x u l , l = i, j, n − k + 1.
Suppose, first, that n ∈ {v 1 , . . . , v k−1 }, in which case h(x u1 , . . . ,
x ui ). Then it suffices to show that
is RR 2 in (x ui , x uj ). Because h is MRR 2 and is a function of x ui +x uj +x u n−k+1 , h is RR 2 in (x ui + x u n−k+1 , x uj ). By an application of the Basic Composition Formula, we find that (3.6) is RR 2 in (x ui , x uj ). Finally, consider the case in which n ∈ {v 1 , . . . , v k−1 }. In this case, as noted earlier, h is a function of (
. If u n−k+1 = n then we can rearrange the order of v 1 , . . . , v k−1 , u n−k+1 so that it reduces to the case resolved in the previous paragraph. On the other hand, if u n−k+1 = n then, because h is MRR 2 and is a function of x ui + x u n−k+1 and x uj , then h is RR 2 in (x ui + x u n−k+1 , x uj ). By application of the Basic Composition Formula, it follows that (3.6) is RR 2 in (x ui , x uj ). Thus we proved that g is pairwise RR 2 . Therefore, by induction, (X 1 , . . . , X n ) is S-MRR 2 .
From the general theory of probability inequalities for S-MRR 2 functions [19, 20] , we obtain the following results.
Corollary 3.8. Suppose that (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ), and that the hypotheses of Propositions 3.6 or 3.7 are valid.
Similar results apply to higher-dimensional generalized Dirichlet distributions satisfying the assumptions in Proposition 3.7.
In closing this section, we remark that the methods developed here to derive the MRR properties of the generalized Dirichlet distributions can also be applied to derive MRR results for other generalizations of the Dirichlet distributions. We mention, in particular, the hyperdirichlet distributions of Hankin [17] and their special cases, the grouped Dirichlet distributions of Ng, et al. [26] .
Stochastic representations and orderings
In this section we apply the property of complete neutrality to derive stochastic representations for the generalized Dirichlet distributions. In so doing, we are motivated by stochastic representations for the Dirichlet and Liouville distributions, as developed in [14] . We will also establish some stochastic orderings between the generalized Dirichlet distributions and the classical Dirichlet distributions, and provide some examples and applications of these orderings.
Given real-valued random variables U and V , we say that U is stochastically
Lemma 4.1. Let X and Y be random variables with strictly positive, continuous density functions f X and f Y , respectively. If the function
Proof. Since f X and f Y are density functions, we have R (f X (t) − f Y (t)) dt = 0. Since f X and f Y are continuous, f X − f Y changes sign at least once on R, therefore there exists at least one
Integrating this latter inequality over the interval (−∞, t) where t ≤ x 0 , we deduce that
For t ≥ x 0 , it again follows from the monotonicity of f X (t)/f Y (t) that, for t ≥ x 0 , f X (t) ≥ f Y (t). Integrating this inequality over an interval (t, ∞) where t ≥ x 0 , we obtain P (X ≥ t) ≥ P (Y ≥ t) for all t ≥ x 0 , i.e., P (X ≤ t) ≤ P (Y ≤ t) for all t ≥ x 0 . Thus we have proved the desired result.
Example 4.2. Suppose that X and Y are beta-distributed random variables,
a2−b2 , a function which is nondecreasing on (0, 1) if and only if a 1 ≥ b 1 and
. . , a n ; b 1 , . . . , b n ), and Z 1 , . . . , Z n are mutually independent beta-distributed variables with
Proof. The result follows from the definition of complete neutrality.
To extend the notion of stochastic ordering from scalars to random vectors, (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ), we apply the following approach (cf. [24, p. 485] ). In practice, this definition is applied by means of the following result.
Proposition 4.5. (Veinott [30] ) Let (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) be random vectors such that for all t ∈ R, (i) P {X 1 ≤ t} ≤ P {Y 1 ≤ t}, and (ii) For all x 1 ≤ y 1 , . . . , x j−1 ≤ y j−1 and for all j = 2, . . . , n − 1,
We now apply this result to the generalized Dirichlet distributions.
Theorem 4.6. Suppose that (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ) and
Proof. By Corollary 2.4, the conditional distribution of
. . , n; therefore, by Example 4.2 and Lemma 4.3, we have X 1
Corollary 4.7. Suppose that (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ) and (Y 1 , . . . , Y n ) ∼ GD(c 1 , . . . , c n ; 1, . . . , 1, d) i.e., (Y 1 , . . . , Y n ) has a classical Dirichlet distribution, and assume that (i) a i ≥ c i , i = 1, . . . , n; 
From the definition of stochastic ordering, we also obtain P (X 1 ≥ k 1 , . . . , X n ≥ k n ) ≤ P (Y 1 ≥ k 1 , . . . , Y n ≥ k n ), and therefore
and the proof now is complete.
The usefulness of the above result stems from the fact that although an exact analytical expression for the cumulative distribution function of a generalized Dirichlet distributed vector will be complicated, bounds for that function may be obtained in terms of the cumulative distribution function of a classical Dirichlet distribution.
Parameter estimation
For (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ), there are 2n parameters appearing in the probability density function. In this section we comment on the method-of-moments and maximum likelihood methods for estimating the parameters, and we also derive formulas for the method-of-moments estimators. Under either approach, we construct estimators of the parameters a 1 , . . . , a n , b 1 , . . . , b n using the stochastic representations given in Lemma 4.3.
5.1. The method of moments. For (X 1 , . . . , X n ) ∼ GD(a 1 , . . . , a n ; b 1 , . . . , b n ) we apply Lemma 4.3 to express (X 1 , . . . , X n ) in the form
where
. . , k, are mutually independent beta variables. We write Z i ∼ B(a i , c i ), i = 1, . . . , n, where c i is given in Lemma 4.3 in terms of the a i and b i .
Connor and Mosimann [8] provide the following formulas for the moments of X 1 , . . . , X n in terms of the moments of Z 1 , . . . , Z n : For i = 1, . . . , n, define
, the first and the second moments of Z i , respectively; then,
Given a random sample (X 1j , . . . , X nj ), j = 1, . . . , N , from X 1 , . . . , X n , the method-of-moment estimators of a 1 , . . . , a n and b 1 , . . . , b n can be calculated in two ways. By solving (5.4) and proceeding in the usual way, we obtain the method-ofmoments estimators,
. . , n, where
and
. We can also use the moment estimators of E(X i ) and E(X , and then µ i2 can be calculated recursively using the equations,
(1 − 2µ j1 + µ j2 )
, i = 1, . . . , n. Note that m i1 and m i2 are, respectively, the method-of-moments estimators of E(Z i ) and E(Z 
The method of maximum likelihood.
Instead of attempting to solve the 2n log-likelihood equations simultaneously we again apply the stochastic representation, Lemma 4.1, and reduce the problem to working with n likelihood equations in pairs. Thus, the problem is reduced to finding n pairs of maximum likelihood estimators for the parameters of n beta distributions.
From the previous discussion, we have Z i = X i /(1 − i−1 j=1 X j ) ∼ B(a i , c i ), i = 1, . . . , n. For a random sample (X 1j , . . . , X nj ), j = 1, . . . , N , from X 1 , . . . , X n , the corresponding likelihood function is There clearly is no closed-form solution to this system of equations. Gnanadesikan, Pinkham, and Hughes [11] developed a numerical approach to solving the system of equations; they apply Newton's method, with the method-of-moments estimates used as the initial values of the iterative scheme. Beckman and Tietjen [3] developed an improved approach in which no starting values are required and no convergence problems generally have been encountered. Kottas and Lau [21] , in comparing the method-of-moments and the maximum likelihood estimators of parameters of the beta distributions, concluded that the maximum likelihood estimators are superior to the method-of-moments estimators in terms of relative efficiency and consistency. Kottas and Lau also show that the method-of-moments estimators have larger variances than the maximum likelihood estimators and, moreover, for certain regions in which a i and b i are small, or their difference is large, the variances of the method-of-moments estimators actually exceed the variances of the maximum likelihood estimators by at least 25 percent.
Because all maximum likelihood estimators are functions of the minimal sufficient statistics and are asymptotically best normal estimators, we recommend that the maximum likelihood method be used for estimation of the parameters of the generalized Dirichlet distribution.
