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Abstract: The first part of these notes is a self-contained introduction to generalized
complex geometry. It is intended as a ‘user manual’ for tools used in the study of super-
symmetric backgrounds of supergravity. In the second part we review some past and recent
results on the generalized complex structure of supersymmetric type II vacua in various
dimensions.
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1 Introduction
These notes on Generalized Complex Geometry (GCG) are based on lectures given at the
Corfu Summer School and at the Simons Center for Geometry and Physics. They are not
intended as an exhaustive survey of the subject, but rather as a ‘user manual’ for several
technical tools used in exploring supersymmetric solutions (vacua) of supergravity. The
main target audience is students who are looking for a hands-on, pedagogical exposition
of these techniques.
GCG was originally introduced by Hitchin in [1] and further developed by Gualtieri in [2].
There are by now several excellent reviews of GCG for physicists [3], for mathematicians
[4–6], or both [7]. The reader should consult these references for a more complete survey of
the literature. Here we will adopt a somewhat different line of development, motivating the
different structures from the point of view of supersymmetric vacua of type II supergravity.
I will assume familiarity with the properties of spinors and gamma matrices in D dimen-
sions, see e.g. [8], but otherwise these notes are self-contained. Several passages of the text
are highlighted in green: these include proofs and examples worked out in detail, and can
be omitted at first reading.
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1.1 Motivation
Generalized geometry can be viewed as a way to ‘geometrize’ the flux. As we will see later
on, GCG accomplishes that for the metric and the B-field.1 GCG has proven very useful
in searching for supersymmetric solutions of supergravity. It has also proven very useful in
constructing effective actions and consistent truncations. Moreover it has shed new light
on old results on supersymmetric sigma models and has stimulated a lot of new activity in
this area.
Our motivation here comes from the study of the general structure of supersymmetric
type II flux vacua in the light of GCG. More specifically we will examine the possibility of
extending the so-called supersymmetry/calibrations correspondence beyond the case of four
external dimensions. As we will see there are simplifications which occur for backgrounds
admitting certain Killing spinor ansa¨tze: these are the so-called pure backgrounds in which
the supersymmetry parameters of the background are given by (ordinary) pure spinors. As
it turns out, pure backgrounds are equivalent to SU(n)× SU(n)-structure backgrounds.
2 Part I: generalized complex geometry
In this part we give an introduction to generalized complex geometry. The following is a
list of notation for quick reference:
• D is the internal spacetime dimension; it is assumed even: D = 2n, n ∈ N. Since the
focus of these notes is on type II supergravity, the maximal value of D is ten.
• n := D/2, with n = 0, 1, . . . , 5, is half the dimension of the internal spacetime
manifold.
• d is the dimension of external spacetime, R1,d−1, so that d = 10−D.
• M is the internal spacetime manifold. It is assumed spin and Riemannian with
metric g. It has even (real) dimension: D = 2n. We will also sometimes write M2n
to emphasize the dimensionality.
• Lower-case letters from the middle of the alphabet, i, j, · · · = 1, . . . ,D, are used as
indices for the coordinates of M.
• Upper-case letters from the middle of the alphabet, M,N, · · · = 1, . . . , 2D, are used
as indices of sections of the generalized tangent bundle T ⊕ T ∗ of M, (i.e. as indices
of generalized vectors).
• Our spinor conventions are summarized in appendix A. They are compatible with
those of e.g. [8].
1Exceptional generalized geometry is a natural extension of this idea to include the remaining fluxes of
supegravity. This is however beyond the scope of these notes which focus exclusively on GCG.
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2.1 Pure spinors
Consider the even-dimensional, D = 2n, Euclidean space RD. The Clifford algebra Cl(D)
is generated by 2n gamma matrices:
{γp, γq} = 2δpq ; p, q = 1, . . . ,D = 2n . (2.1)
It is an associative algebra because (a) it is equipped with an associative product: matrix
multiplication, and (b) it is a vector space: one may take arbitrary linear combinations of
products of gamma matrices.
Alternatively it will be useful to view the Clifford algebra Cl(D) as the associative algebra
freely generated by vectors v ∈ RD modulo the relations,
v ⋆ w + w ⋆ v = 2v · w , (2.2)
where ⋆ is the product of the algebra and · is the ordinary Euclidean scalar product. The
2n × 2n gamma matrices can then be viewed as providing the least-dimensional faithful
representation ρ of Cl(D), so that ⋆ is represented by ordinary matrix multiplication.
Explicitly:
ρ(v) = viγi ; ρ(v ⋆ w) = v
iwjγiγj , (2.3)
where (2.1) ensures that the relations (2.2) are satisfied. The vector space of the irreducible
module ρ is nothing other than the space of (Dirac) spinors, which can be thought of as
(generally complex) 2n-dimensional column vectors on which the gamma matrices act. We
will refer to ρ(v) as the spinorial action of v.
The set of 2n gamma matrices can be split into two groups:
γ±a :=
1
2
(γa ± iγn+a) ; a = 1, . . . , n , (2.4)
obeying creation, annihilation commutation relations:
{γ±a , γ±b } = 0 ; {γ+a , γ−b } = δab. (2.5)
A pure spinor, η, is a spinor that is annihilated by exactly n = D/2 linear combinations of
the gamma matrices. Without loss of generality we may take those to be the annihilation
operators defined above. From this point of view a pure spinor is nothing other than the
Fock vacuum,
γ−a η = 0 . (2.6)
We remark that the pure spinor η has positive chirality,
γD+1η = η , (2.7)
in the basis of gamma matrices given by (2.1),(2.6), as follows straightforwardly from the
definition of the chirality operator,
γD+1 = i
nγ1 · · · γ2n . (2.8)
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Indeed using (2.4) to express the gamma matrices γm, m = 1, . . . , 2n, in terms of holomor-
phic, antiholomorphic ones γ±a , a = 1, . . . , n, inserting into (2.8) and taking (2.5),(2.6) into
account, we obtain (2.7). Similarly the complex conjugate of η is defined as,
ηc = Cη∗ , (2.9)
where C on the right hand side above is the charge conjugation matrix: it ensures that
ηc transforms as a spinor, cf. appendix A. It follows that ηc is annihilated by the creation
operators,
γ+a η
c = 0 , (2.10)
and thus is also a pure spinor (since it is annihilated by D/2 = n linear combinations of
gamma matrices). Recall that ηc has definite chirality: positive (the same as η) for n = 0, 2
mod 4 and negative for n = 1, 3 mod 4.
Furthermore any Dirac spinor, ψ, can be built from the vacuum η by acting with linear
combinations of products of creation operators:
ψ =
n∑
p=0
ca1...apγ+a1 · · · γ+apη . (2.11)
The coefficients ca1...ap above are antisymmetric in all p indices, as follows from (2.5), and
so they carry n-choose-p degrees of freedom. This implies that the Dirac spinor module
has dimension
2n =
n∑
p=0
( n
p
)
, (2.12)
as already mentioned. One more point that will be important in the following is that the
space of Dirac spinors can be graded by ‘occupation number’, i.e. the number of creation
operators that are applied to the Fock vaccum in order to obtain the spinor. Moreover
spinors with definite occupation numbers form a basis of the space of Dirac spinors. In
other words, an arbitrary Dirac spinor can be thought of as a linear combination of spinors
with definite occupation numbers, cf. (2.11).
An equivalent definition of a pure spinor can be given [9], according to which all η-bilinears
vanish up to dimension n = D/2:
η˜γm1...mpη = 0 ; 0 ≤ p < n , (2.13)
where η˜ := ηTrC−1, with C the charge-conjugation matrix. The insertion of C−1 in the
above bilinear ensures that the left-hand side above transforms as an (antisymmetric)
tensor, cf. appendix A.
Let us show that (2.13) is indeed equivalent to our previous definition of a pure spinor
in the simplest case of two Euclidean dimensions, i.e. n = 1. In a basis where γ1 is real
symmetric and γ2 is imaginary antisymmetric, there is one creation and one annihilation
operator which obey,
(γ±)Tr = γ∓ . (2.14)
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Moreover the charge conjugation matrix can be taken to be C = γ2, so that from (2.4) we
have,
C = C−1 = i(γ− − γ+) . (2.15)
On the other hand η obeys,
γ−η = 0 = ηTrγ+ , (2.16)
where we took (2.14) into account. It follows that
η˜η = ηTrC−1η = iηTr(γ− − γ+)η = 0 , (2.17)
i.e. (2.13) is satisfied.
The converse is also true, in a trivial way, since in D = 2 it can be shown that every Weyl
spinor is pure. This can be seen by expanding as in (2.11),
ψ+ = cη ; ψ− = c
′γ+η , (2.18)
for some c, c′ ∈ C, where ψ± are arbitrary Weyl spinors of positive, negative chiralities
respectively. Since ψ± are annihilated by γ
∓ respectively, they are both pure spinors.
It can similarly be shown that all Weyl spinors are pure, up to and including D = 6. In
dimensions D ≥ 8 not every Weyl spinor is pure.
An important implication of the above is that given a Riemannian spin manifold (M, g),
a non-vanishing pure spinor η on M defines an almost complex structure on M, i.e. a
spliting of the tangent space into holomorphic and antiholomorphic directions,
T+s M⊕ T−s M = TCs M , (2.19)
at each point s ∈ M. Indeed given η, equation (2.6) can be thought of as selecting
the antiholomorphic gamma matrices. Equivalently we may view (2.6) as defining which
vectors are holomorphic:
v ∈ T+M def⇐⇒ viγiη = 0 . (2.20)
I.e. v is holomorphic if its spinorial action annihilates η, see below (2.3). These relations
do not change by rescaling η, so in fact the correspondence is between line bundles of pure
spinors onM and almost complex structures onM. The almost complex structure can be
constructed explictly as a spinor bilinear:
Ii
j = −iη†γijη ; IikIkj = −δji . (2.21)
We will also introduce a real two-form and a bivector, both denoted by J ,
Jij := Ii
pgpj ; J
ij := gipIp
j , (2.22)
obtained from I by appropriately raising, lowering indices with the metric of M. The
antisymmetry of J immediately follows from (2.21). For later use let us also define,
Iij := g
ipIp
qgqj = J
iqgqj = −Jqigqj = −Iij , (2.23)
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and note that the metric is hermitian with respect to I,
Ii
pIj
qgpq = gij . (2.24)
Let us show the second equation in (2.21) in D = 6 for concreteness. Start with the Firez
identity in six dimensions,
χψ† =
6∑
p=0
1
p!
(
ψ†γmp...m1χ
)
γm1...mp . (2.25)
Applying this in the case χ,ψ → η and taking the Hodge-duality of gamma matrices into
account,
iγ(k) = (−1) 12k(k−1) ⋆ γ(6−k)γ7 , (2.26)
leads to:
ηη† =
1
4
P+ +
i
8
Ii
jγj
iP+ , (2.27)
where P+ :=
1
2(1 + γ7) is the positive-chirality projector, and we used the first of (2.21) to
express the η-bilinear in terms of I. Moreover we have normalized η†η = 1, and we have
taken into account that (η†γ(p)η) vanishes for p odd, as can be seen from (A.10) and the
fact that η, ηc have opposite chiralities in D = 6. We thus obtain:
Ia
bIb
c = −(η†γabη)(η†︸ ︷︷ ︸
1
4
P++
i
8
Iijγj iP+
γb
cη)
= −5
4
δca (η
†η)︸ ︷︷ ︸
1
+iIa
c − (η†γacη)︸ ︷︷ ︸
iIac
+
i
2
Ia
b(η†γb
cη) +
i
2
Ib
c(η†γa
bη) +
i
8
δcaId
e(η†γe
dη)
= −5
4
δca − IabIbc +
1
8
δcaId
eIe
d ,
(2.28)
where to go from the first to the second line we used the Fierz identity (2.27) and we
expanded out the resulting products of gamma matrices. Contracting (2.28) with δac gives
Id
eIe
d = −6, and the second equation in (2.21) then follows by plugging this result back
into (2.28).
2.2 Supergravity backgrounds
We will consider supergravity backgrounds where spacetime splits onto an internal and
an external part, which for our purposes we may take to be flat Minkowski space. The
internal space will be taken to be a Riemannian spin manifold of even dimension (M2n, g).
We are interested in bosonic supersymmetric vacua (solutions) of type II supergravity,
i.e. all fermionic supergravity fields will be set to zero at the solution. Moreover we will
consider the case where the supersymmetry of the vacuum is parameterized by (pairs) of
nowhere-vanishing pure spinors on M2n.2 We will call these pure backgrounds.
2In the present setup the nowhere-vanishing property of the spinor parameters is simply a consequence
of the Killing spinor equations.
– 6 –
Recall that an SU(n) structure on M2n is given by,
• a complex decomposable n-form Ω,
• a real two-form J such that,
• Ω ∧ J = 0 & i
n(n+2)
2n
Ω ∧ Ω∗ = 1
n!
Jn .
We then have the following equivalences:
1. Reduction of the structure group of M2n to SU(n)
2. Existence on M2n of (g, I) with c1(I) = 0
3. Existence on M2n of (g, η) with η pure & nowhere-vanishing
The proof of the equivalence of (2) and (3) follows directly from our discussion on the
relation between pure spinors and almost complex structures: the vanishing of the first
Chern class of the almost complex structure I is equivalent to the fact that η is globally
defined and nowhere-vanishing. Moreover the fact that (3) implies (1) can be shown with
manipulations similar to those used in the proof of (2.21) given above: besides the spinor
bilinear defining Im
n and Jmn = Im
pgpn, one defines the complex n-form via Ω = η˜γ(n)η.
Then by Fierzing one shows the algebraic compatibility conditions between J and Ω listed
above. Finally, to see the equivalence of (1) and (2) first note that a metric and an almost
complex structure define a reduction of the structure group to U(n). This can be seen
by using the almost complex structure I to put the metric g in a canonical form whose
stabilizer is manifestly given by U(n),
g =
n∑
a=1
ea ⊗ e¯a , (2.29)
where the ea’s are holomorphic one-forms with respect to I. Now consider the holomorphic
top form,
Ω := e1 ∧ · · · ∧ en , (2.30)
which transforms as a section of the canonical bundle K of I. Let t(ij) ∈ U(n) be the
transition functions of the holomorphic tangent bundle T+M on the overlap of two open
patches Ui, Uj ∈ M. This means that if ea|i, ea|j are the values of the holomorphic
one-forms on Ui, Uj then,
ea|i =
n∑
b=1
[t(ij)]abeb|j . (2.31)
From (2.30),(2.31) it follows that,
Ω|i = det[t(ij)]Ω|j (2.32)
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I.e. Ω is a section of a complex line bundle (K) with transition functions given by the
determinant of the U(n) transition functions of T+M. It follows that Ω is globally defined
iff K has a global section, which is equivalent to saying that K is trivial (c1(I) = 0) and
thus det[t(ij)] = 1. In other words the transition functions of T
+M are in SU(n).
The link with type II supergravity can be made by expressing the ten-dimensional super-
symmetry parameters schematically as follows,
ǫ1 ∼ ζ ⊗ η1 ; ǫ2 ∼ ζ ⊗ η2 , (2.33)
where ηa, a = 1, 2, are taken to be unimodular pure spinors on M2n,
η†aηa = 1 . (2.34)
The ζ’s are constant spinors of the external Minskowski space. These then define an
SU(n)×SU(n) structure onM2n which can be explictly constructed using spinor bilinears:
Ωa = η˜aγ(n)ηa ; J = −iη†aγ(2)ηa , (2.35)
for a = 1, 2. The supersymmetry equations of the vacuum (the Killing spinor equations)
schematically take the form,
∇η + F · γη = 0 , (2.36)
where F ·γ is a Clifford-algebra element determined by the flux. These first-order equations
then generically impose constraints on the torsion classes of the SU(n)×SU(n) structure.
The upshot is that,
pure backgrounds = SU(n)× SU(n)-structure backgrounds
2.3 Generalized complex geometry
In generalized geometry one is interested in the generalized tangent bundle, i.e. the sum
of tangent and cotangent bundles of M, T ⊕ T ∗. Consider a generalized vector V ,
V = (ai∂i, bjdx
j) ∈ T ⊕ T ∗ , (2.37)
i, j = 1, . . . ,D, or in components:
V M = (ai, bj) . (2.38)
Note that the generalized index M decomposes into a pair of oridinary tangent and cotan-
gent indices. There is a natural action of V on polyforms ϕ ∈ Λ•T ∗, given by:
VMΓM · ϕ = (ιa + b∧)ϕ , (2.39)
which provides a representation of the Clifford algebra Cl(T ⊕ T ∗) ,
{ΓM ,ΓN} = GMN , (2.40)
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where
ΓM = (dxi∧, ι∂j ) ; ΓM = GMNΓN = (ι∂i ,dxj∧) , (2.41)
and
G =
(
0 ID
ID 0
)
, (2.42)
with ID the identity D×D matrix, is the indefinite metric with signature (D,D) induced
by the natural pairing of vectors and forms,
〈V, V 〉 =
D∑
i=1
aibi . (2.43)
In other words, comparing with our earlier discussion of the Clifford algebra (2.3), equation
(2.39) defines the spinorial action of V , ρ(V ) = VMΓM , where ΓM given in (2.41) acts
on polyforms. This representation is faithful and has dimension 2D, i.e. it is the least-
dimensional representation of the Clifford algebra associated with the vector space T ⊕T ∗.
We can therefore identify the space of polyforms Λ•T ∗ with the spinor module of Cl(T⊕T ∗).
It is straightforward to derive the explicit form of so(D,D) transformations, i.e. transfor-
mations V M → V ′M := RMNV N that leave the norm (2.43) invariant. Parameterizing,
RMN =
(
Aik β
il
Bjk Qj
l
)
, (2.44)
and imposing 〈V ′,W 〉 + 〈V,W ′〉 = 0, for all V,W ∈ T ⊕ T ∗, can be seen, after a little
bit of algebra, to be equivalent to the requirement that Bij , β
ij are antisymmetric and
Qi
j = −Aj i. In other words generic so(D,D) transformations decompose into gl(D) trans-
formations parameterized by A and the so-called B- and β-transforms parameterized by
the two-form B and the bivector β respectively.
Using the explicit form of RMN derived above, it is also straightforward to compute the
spinorial action of so(D,D) transformations on polyforms ϕ (i.e. Dirac spinors of T ⊕T ∗).
Explicitly we have:
ϕ→ ϕ′ = 1
2
RMNΓ
MNϕ , (2.45)
where we use the metric (2.42) to raise, lower generalized indices. Taking the definition of
ΓM into account and inserting above leads to,
ϕ→ ϕ′ = 1
2
{
Aijι∂idx
j ∧+ Qji︸︷︷︸
−Aij
dxj ∧ ι∂i + βijι∂iι∂j +Bijdxi ∧ dxj ∧
}
ϕ
=
1
2
{
Aij[ι∂i ,dx
j∧] + βijι∂iι∂j +Bijdxi ∧ dxj∧
}
ϕ .
(2.46)
We see that B-transforms act by wedging with B, ϕ → B ∧ ϕ, while β-transforms act by
contraction with β, ϕ→ ιβϕ. Furthermore the gl(D) transformations parameterized by A
give,
ϕ→ 1
2
Aijι∂i(dx
j ∧ ϕ)− 1
2
Aijdx
j ∧ ι∂iϕ =
1
2
Aiiϕ−Aijdxj ∧ ι∂iϕ . (2.47)
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We recognize the second term on the right-hand side as the standard action of gl(D) on
forms. Exponentiating the result above we thus obtain the action ofGL(D) transformations
on polyforms induced by the spinorial action of generalized vectors,
M · ϕ =
√
detMM∗ϕ , (2.48)
where M = expA ∈ GL(D) and M∗ is the standard action of M on forms.
On the other hand, under SO(D) structure group transformations of the base manifold
M, polyforms can be identified with bispinors. This is explicitly realized by Fierzing and
the so-called Clifford map:
ψα ⊗ χ˜β = 1
2n
2n∑
p=0
1
p!
(χ˜γmp...m1ψ) γ
m1...mp
αβ
↔ 1
2n
2n∑
p=0
1
p!
(χ˜γmp...m1ψ) dx
m1 ∧ · · · ∧ dxmp ,
(2.49)
which identifies antisymmetric products of gamma matrices with forms.
Let us show that the two sides of the identification (2.49) transform in the same way under
SO(D) transformations. Let Rij = R[ij] be an element of the Lie algebra of so(D). The
corresponding spinor transformation reads,
δRψ =
1
4
Rijγ
ijψ ; δRχ˜ = −1
4
Rijχ˜γ
ij . (2.50)
We thus obtain,
δR(χ˜γm1...mpψ) =
1
4
Rij(χ˜
[
γm1...mp , γ
ij
]
ψ)
= pR[mp
i(χ˜γm1...mp−1]iψ) ,
(2.51)
where we recognize the right hand side as the standard action of so(D) on forms. Expo-
nentiating (2.51) we obtain the action M · on a polyform ϕ of an element M ∈ SO(D)
induced by the action of M on spinors via the map (2.49),
M · ϕ =M∗ϕ , (2.52)
where M∗ denotes the standard action of M on forms. Note also that the formula above
can be thought of as a specialization of (2.48) for SO(D) ⊂ GL(D).
To summarize,
polyforms onM = spinors of Cl(T ⊕ T ∗) = bispinors onM
It is straightforward, under the identification (2.49), to read off how the left and right
action of ordinary gamma matrices on bispinors translates to an action on polyforms. We
find:
γmΨ ↔ (ι∂m + gmkdxk∧)Ψ
Ψ γm ↔ (−ι∂m + gmkdxk∧)Ψ (−1)|Ψ| ,
(2.53)
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equivalently,
ι∂mΨ↔
1
2
(
γmΨ− (−1)|Ψ|Ψγm
)
dxm ∧Ψ↔ 1
2
(
γmΨ+ (−1)|Ψ|Ψγm) , (2.54)
where an underline denotes the image of a polyform under the Clifford map, i.e. the
corresponding bispinor:
Ψ :=
D∑
p=1
1
p!
Ψm1...mpγ
m1...mp ↔
D∑
p=1
1
p!
Ψm1...mpdx
m1 ∧ · · · ∧ dxmp = Ψ . (2.55)
The sign (−1)|Ψ| in the second line of (2.53) is defined to be positive, negative for even,
odd polyforms respectively. Moreover it is equal to the chirality of the polyform, thought
of as a generalized spinor of T ⊕ T ∗.
To show eqn. (2.53), or (2.54), note that from (2.55) we obtain,
γmΨ =
1
2n
2n∑
p=0
1
p!
Ψm1...mp γmγ
m1...mp︸ ︷︷ ︸
pδ
[m1
m γ
m2...mp]+γmm1...mp
↔ 1
2n
2n∑
p=0
1
(p − 1)!Ψmm2...mp dx
m2 ∧ · · · ∧ dxmp
+
1
2n
2n∑
p=0
1
p!
Ψm1...mp gmkdx
k ∧ dxm1 ∧ · · · ∧ dxmp
=
1
2n
2n∑
p=0
1
p!
Ψm1...mp (ιm + gmkdx
k∧)(dxm1 ∧ · · · ∧ dxmp)
= (ιm + gmkdx
k∧)Ψ .
(2.56)
The second line of (2.53) can be established in a similar manner.
Let us also show that even, odd forms have positive, negative chirality respectively, when
thought of as generalized spinors. First it will be useful to pass to a more conventional
basis of generalized gamma matrices, diagonalizing the metric in (2.40). Explicitly,
{ΓˆM , ΓˆN} = 2HMN ; T · G · T = 2H ; Γˆ := T · Γ , (2.57)
where,
H :=
(
−ID 0
0 ID
)
; T :=
(
−JD JD
JD JD
)
, (2.58)
and JD is the D ×D matrix with units along the NE-SW diagonal and zeros everywhere
else. The generalized gamma matrices in the transformed basis read,
ΓˆM = (−ι∂D + dxD∧, . . . ,−ι∂1 + dx1∧, ι∂D + dxD∧, . . . , ι∂1 + dx1∧) , (2.59)
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where we took (2.41) into account. Suppose now that Φ is an even or odd polyform. It is
straightforward to compute the action of the 2D-dimensional chirality matrix Γ2D+1 on Φ,
Γ2D+1Φ = i
DΓˆ1 . . . ΓˆDΓˆD+1 . . . Γˆ2D Φ
= iD(−ι∂D + dxD∧) . . .(−ι∂1 + dx1∧)︸ ︷︷ ︸
(−1)|Φ|γ1 on the right
(ι∂D + dx
D∧) . . . (ι∂1 + dx1∧)︸ ︷︷ ︸
γ1 on the left
Φ
↔ iD γD . . . γ1︸ ︷︷ ︸
(−i)nγD+1(−1)
1
2D(D−1)
Φ (−1)|Φ|γ1 . . . (−1)|Φ|γD︸ ︷︷ ︸
(−i)nγD+1
= γD+1Φ γD+1︸ ︷︷ ︸
(−1)|Φ|γD+1Φ
= (−1)|Φ|Φ ,
(2.60)
where we made use of (2.53),(2.55) and the fact that γ(p)γD+1 = (−1)pγD+1γ(p).
Coming back to the pure supergravity background parameterized by η1,2, it follows imme-
diately that the generalized spinors,
Ψ1 = η1 ⊗ η˜c2 ; Ψ2 = η1 ⊗ η˜2 , (2.61)
are pure, since they are annihilated by half of the generalized gamma matrices. Let us
denote by I1,2 the generalized almost complex structures (GACS) associated with Ψ1,2.
Explicitly we have,
I1MN = 1
2
(
I1i
j − I2ij J1il + J2il
J1
jk + J2
jk I1
j
l − I2j l
)
I2MN = 1
2
(
I1i
j + I2i
j J1il − J2il
J1
jk − J2jk I1j l + I2j l
)
,
(2.62)
where I1,2 are the almost complex structures associated with η1,2, and we took (2.22),(2.23)
into account. Moreover it can easily be checked that the GACS commute, and that G is
hermitian with respect to both of them:
[I1,I2] = 0 ; IaMPIaNQGPQ = GMN , (2.63)
for a = 1, 2. Furthermore, the metric of the base manifold M sits inside the product of
the two GACS,
QMN := −I1MPI2PN [I1,I2]=0======= −I2MPI1PN =
(
0 gil
gjk 0
)
. (2.64)
We will come back to the properties of Q in the following, cf. below (2.89).
To see that Ψ1 is pure, note that it is annihilated by half of generalized gamma matrices,
L±1 Ψ1 = 0 , (2.65)
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where L+1 represents the left action of {γ(1−)p , p = 1, . . . ,D}, i.e. the space of (ordinary)
gamma matrices antiholomorphic with respect to the almost complex structure associated
with η1. Similarly L
−
1 represents the right action of {γ(2+)p , p = 1, . . . ,D}, i.e. the space
of gamma matrices holomorphic with respect to the almost complex structure associated
with η2. Moreover Ψ2 is annihilated by half of the generalized gamma matrices,
L±2 Ψ2 = 0 , (2.66)
where L+2 = L
+
1 , while L
−
2 represents the right action of {γ(2−)p , p = 1, . . . ,D}, i.e. the
space of gamma matrices antiholomorphic with respect to the almost complex structure
associated with η2.
Using the polyform-bispinor correspondence and taking (2.53) into account, the annihila-
tors L can be represented on polyforms as follows,
L
(+)
1,2 =
[
Π−1
]
p
m(ιm + gmkdx
k∧)
L
(−)
1 =
[
Π+2
]
p
m(−ιm + gmkdxk∧)
L
(−)
2 =
[
Π−2
]
p
m(−ιm + gmkdxk∧) ; p = 1, . . . ,D ,
(2.67)
where Π±1,2 are holomorphic, antiholomorphic projectors with respect to I1,2 respectively.
Explicitly,
Π±a :=
1
2
(ID ∓ iIa) ; a = 1, 2 . (2.68)
Let us denote by v
(±)
1 a vector which is holomorphic, antiholomorphic with respect to
the almost complex structure associated with η1, and similarly for v
(±)
2 . Using (2.67),
eqs. (2.65),(2.66) can then be written equivalently as,
v
(+)m
1 (ιm + gmkdx
k∧)Ψ1 = 0 ; v(−)m2 (−ιm + gmkdxk∧)Ψ1 = 0
v
(+)m
1 (ιm + gmkdx
k∧)Ψ2 = 0 ; v(+)m2 (−ιm + gmkdxk∧)Ψ2 = 0 ; ∀ v(+)1 , v(±)2 ,
(2.69)
where we took into account that v
(±)m
a = v
(±)p
a [Π∓a ]p
m, for a = 1, 2. In other words the
generalized pure spinor Ψ1 is annihilated by the spinorial action of the generalized vectors
V (1), V˜ (1),
V
(1)
M Γ
MΨ1 = V˜
(1)
M Γ
MΨ1 = 0 , (2.70)
where
V
(1)
M :=
(
v
(1+)
i , v
(1+)j
)
; V˜
(1)
M :=
(
v
(2−)
i ,−v(2−)j
)
. (2.71)
Similarly, the generalized pure spinor Ψ2 is annihilated by the spinorial action of the
generalized vectors V (2), V˜ (2),
V
(2)
M Γ
MΨ2 = V˜
(2)
M Γ
MΨ2 = 0 , (2.72)
where
V
(2)
M :=
(
v
(1+)
i , v
(1+)j
)
; V˜
(2)
M :=
(
v
(2+)
i ,−v(2+)j
)
. (2.73)
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Recall that in the ordinary case a pure spinor η is annihilated by the spinorial action of
vectors which are homomorphic with respect to the almost complex structure associated
with η, cf. eqn. (2.20),
v
(+)
i γ
iη = 0 ⇔ Iijv(+)j = +iv(+)i . (2.74)
Similarly the generalized pure spinors Ψ1,2 are associated with the GACS I1,2 whose +i-
eigenvectors are the V , V˜ defined previously,
IaMNV (a)N = +iV (a)M ; IaMN V˜ (a)N = +iV˜ (a)M , (2.75)
for a = 1, 2. Knowledge of the eigenvectors then allows us to construct the GACS I1,2
explicitly with the result given in (2.62). Finally, eqs. (2.63),(2.64) can be verified directly
using the explicit expression (2.62).
Alternatively Ia, for a = 1, 2, can be expressed as generalized-spinor bilinears,
IaMN = −2i〈Ψ
∗
a,ΓM
NΨa〉
〈Ψ∗a,Ψa〉
, (2.76)
where we have introduced the Mukai pairing of two polyforms Φ1, Φ2:
〈Φ1,Φ2〉 := Φ1 ∧ σ(Φ2)|D . (2.77)
The involution σ above inverts the order of form indices,
σ (dxm1 ∧ dxm2 ∧ · · · ∧ dxmp) := dxmp ∧ · · · ∧ dxm2 ∧ dxm1 , (2.78)
so that for a p-form ϕ, σ(ϕ) = (−1) 12p(p−1)ϕ. Alternatively the Mukai pairing can be
expressed in terms of bispinors,
〈Φ1,Φ2〉 ∝ tr(Φ˜1γD+1Φ2) volD , (2.79)
where the proportionality constant depends on the dimension D, and
Φ˜ := CΦTrC−1 . (2.80)
Let us work in D = 10 for concreteness; the calculation is similar in other dimensions. To
show the equivalence of (2.77),(2.79), first note that definition (2.80) implies,
γ˜m1...mp = (−1)
1
2
p(p+1)γm1...mp , (2.81)
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as follows from the gamma-matrix property γTrm = (−1)nC−1γmC, with D = 2n. We have,
1
25
tr(Φ˜γd+1Ψ)vol10 =
∑
p+q=10
1
25p!q!
tr
(
γ˜m1...mpγ11γ
n1...nq︸ ︷︷ ︸
(−1)
1
2 p(p−1)γ11γ
m1...mpγn1...nq
)
Φm1...mpΨn1...nqvol10
=
∑
p+q=10
(−1) 12p(p−1) 1
25p!q!
tr
(
γ11γ
m1...mpn1...nq
)︸ ︷︷ ︸
−i25εm1...mpn1...nq
Φm1...mpΨn1...nqvol10
= −i
∑
p+q=10
(−1) 12p(p−1) 1
p!q!
Φm1...mpΨn1...nq ε
m1...mpn1...nqvol10︸ ︷︷ ︸
dxm1∧···∧dxmp∧dxn1∧···∧dxnq
= −i
∑
p+q=10
(−1) 12p(p−1)Φ ∧ Ψ︸︷︷︸
(−1)
1
2 (p−1)(p−2)σ(Ψ)
= i
∑
p+q=10
(−1)pΦ ∧ σ(Ψ)
= i(−1)|Φ|〈Φ,Ψ〉 .
(2.82)
Equation (2.76) is the generalized-geometry version of the second equation in (2.35) which
expresses the almost complex structure as a spinor bilinear. To show (2.76) first consider
(M,N) = (i, n + j), with i, j ≤ D. From (2.41) we have,
ΓM
NΨ = ΓijΨ = ι∂iι∂jΨ1
↔ 1
4
[
γi
(
γjΨ− (−1)|Ψ|Ψγj
)− (−1)|Ψ|+1(γjΨ− (−1)|Ψ|Ψγj)γi]
=
1
4
(
γijΨ+Ψγij − 2(−1)|Ψ|γ[iΨγj]
)
,
(2.83)
where to go from the first to the second line above we used (2.54). In the following let us
take Ψ = Ψ1, cf.(2.61), with η1,2 positive-chirality pure spinors (this setup is akin to e.g.
Euclidean ten-dimensional IIB supergravity). This implies that ηc2 is of negative chirality
and therefore Ψ1 is an even polyform, as follows from A.10 (similarly it can be seen that
Ψ2 is an odd polyform). Using (2.49) we have,
Ψ1 =
1
25
∑
p=even
1
p!
(η˜c2γmp...m1η1) dx
m1 ∧ · · · ∧ dxmp
(A.14)
====⇒ Ψ∗1 = −
1
25
∑
p=even
1
p!
(η˜2γmp...m1η
c
1) dx
m1 ∧ · · · ∧ dxmp
⇒ Ψ∗1 = −
1
25
∑
p=even
1
p!
(η˜2γmp...m1η
c
1) γ
m1...mp
(A.11)
====⇒
(2.81)
Ψ˜∗1 =
1
25
∑
p=even
1
p!
(η˜c1γmp...m1η2) γ
m1...mp
= η2 ⊗ η˜c1 .
(2.84)
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Pluging (2.83),(2.84) into the expression (2.82) of the Mukai pairing in D = 10, we can
calculate the generalized spinor bilinear,
〈Ψ∗1,ΓMNΨ1〉/vol10 = −i(−1)|Ψ1|
1
25
tr
(
Ψ˜∗1γ11ΓijΨ1
)
= − i
27
tr
[
η2 ⊗ η˜c1γ11
(
γijΨ1 +Ψ1γij − 2γ[iΨ1γj]
)]
= − i
27
[
η˜c1
(
γijΨ1 +Ψ1γij − 2γ[iΨ1γj]
)
η2
]
= − i
27
[
(η˜c2η2)︸ ︷︷ ︸
−1
(η˜c1γijη1)︸ ︷︷ ︸
−iJ1ij
+(η˜c1η1)︸ ︷︷ ︸
−1
(η˜c2γijη2)︸ ︷︷ ︸
−iJ2ij
−2(η˜c1γ[iη1)(η˜c1γj]η1)
]
=
1
27
(J1ij + J2ij) ,
(2.85)
where we have taken into account that Ψ1 is an even polyform and η1 has positive chirality.
To go from the penultimate to the last line we have used (2.34),(2.35), taking (A.9) into
account, and noted that η˜caγiηa vanishes for a = 1, 2, as can be seen from the second line
of (A.10) and the fact that ηca, ηa have opposite chiralities. The denominator in (2.76) is
calculated similarly to give,
〈Ψ∗1,Ψ1〉/vol10 = −
i
25
. (2.86)
Repeating the calculation for different ranges of indices and inserting into (2.76) then leads
to (2.62).
Let us recapitulate: Starting from an SU(n)×SU(n) background we have constructed a pair
of generalized pure spinors and their associated commuting, metric-compatible globally-
defined GACS I1,2.
Conversely, the existence of a pair of globally-defined GACS I1,2 obeying (2.63) can be
seen to lead to the reduction of the structure group of the generalized tangent bundle
to SU(n) × SU(n).3 The most general solution for I1,2 can be seen to encode a metric
and a B-field on M. Explicitly, the most general GACS are obtained from (2.62) by a
B-transform,
Ia → exp(R) · Ia · exp(−R) , (2.87)
for a = 1, 2, where,
R :=
(
0 0
B 0
)
, (2.88)
is an element of the Lie algebra so(D,D), and B is a two-form. Correspondingly the most
general generalized pure spinors Ψa associated with Ia are obtained from (2.61) by the
spinorial action of the B-transform (2.88),
Ψa → exp
(1
2
RMNΓ
MN
)
Ψa = e
B ∧Ψa . (2.89)
3In addition we must assume that the generalized metric defined in (2.91) below is positive definite.
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To show (2.87),(2.89) first note that QMN defined in (2.64) obeys,
QMPQPN = δNM , (2.90)
as follows from its definition and the fact that the two generalized almost complex structures
commute, cf. (2.63). Moreover, lowering one index with the canonical metric (2.42), defines
what is sometimes refered to as the generalized metric,
QMN := QMSGSN
= −I1MR I2RSGSN︸ ︷︷ ︸
−I2NSGSR
= I1M
RI2N
SGRS ,
(2.91)
where to go from the second to the last line we used the hermiticity of the canonical metric,
cf. (2.63), which implies in particular I2(N
SGR)S = 0. A similar manupilation gives,
QMN = −I2MR I1RSGSN︸ ︷︷ ︸
−I1NSGSR
= I2M
RI1N
SGRS . (2.92)
Comparing the two equations above we obtain,
QMN = QNM . (2.93)
Now suppose there is a Q′ obeying (2.90), (2.93). A little bit of matrix algebra shows that
the most general solution is of the form,
Q′MN =
(
1 0
B 1
)
·
(
0 g−1
g 0
)
·
(
1 0
−B 1
)
= [exp(R)]M S · QSP · [exp(−R)]P N , (2.94)
where we took into account that exp(R) = 1+R, as follows from (2.88), and we have noted
that
QMN = GMS · QSP · GPN =
(
0 g−1
g 0
)
. (2.95)
On the other hand it follows from the discussion below (2.44) that R is an element of
so(D,D), in particular a B-transform. In other words (2.94) is saying that the most
general Q′ is obtained from the Q coming from supergravity by an SO(D,D) B-transform.
Correspondingly the most general GACS are obtained from those coming from supergravity,
cf. (2.62), by the same SO(D,D) B-transform: this is precisely the content of eqn. (2.87).
Finally recall that the spinorial action of the so(D,D) B-transform is given by,
1
2
RMNΓ
MN =
1
2
Bijdx
i ∧ dxj∧ = B ∧ , (2.96)
cf. below (2.46), which indeed exponentiates to (2.89).
Let us make one further comment about (2.89). In general the B-field appearing on the
right-hand side of that equation need not be globally defined on the manifold M. Let
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Ui, Uj be overlapping open patches of M, and let Bi, Bj be the value of B on Ui, Uj
respectively. On Ui ∩ Uj we have,
Bi = Bj + dΛ(ij) , (2.97)
where Λ(ij) ∈ Ui ∩ Uj is a one-form defined on the double overlap. Indeed in supergravity
we identify the B field with the ‘potential’ of the globally-defined Neveu-Schwarz threeform
H = dB, and the above patching leaves H invariant. On triple overlaps Ui ∩ Uj ∩ Uk the
consistency condition 0 = (Bi −Bj) + (Bj −Bk) + (Bk −Bi) then leads to:
d
(
Λ(ij) +Λ(jk) + Λ(ki)
)
= 0 . (2.98)
Taking into account that Ui ∩ Uj ∩ Uk is topologically trivial, the above is equivalent to,
Λ(ij) + Λ(jk) + Λ(ki) = dΛ(ijk) , (2.99)
where Λ(ijk) is a function on the triple overlap. Eqs. (2.97),(2.99) mean that B is what
is known as a connection on a gerbe, a higher-dimensional generalization of a connection
one-form.
As a consequence of the nontrivial patching (2.97), the pure spinors eB ∧ Ψa are not in
general globally defined on the generalized tangent bundle T⊕T ∗ overM. Indeed since the
supergravity parameters ηa, a = 1, 2, are globally defined pure spinors on M (i.e. global
sections of the spin bundle over M), the generalized pure spinors Ψa, cf. (2.61), are global
sections of the generalized tangent bundle T ⊕ T ∗ with transition functions in SO(D). On
the double overlap we thus have,(
eB ∧Ψa
)∣∣
Ui
= edΛ(ij) ∧ (eB ∧Ψa)∣∣Uj . (2.100)
However, we may define a twisted generalized bundle E over M whose fibers are T ⊕ T ∗ as
before, but whose transition functions across patches include a B-transform in SO(D,D),
Ψa|Ui = e−dΛ(ij) ∧ Ψa|Uj , (2.101)
precisely of the form to counterbalance the effect of the nontrivial patching of the B field.
On the twisted bundle E the pure spinor eB∧Ψa is thus globally defined. The fact that the
transition functions of E ‘know about’ the B field is sometimes referred to as ‘geometrizing
the B field’. Extending the same procedure to the remaining supergravity fields leads to
the exceptional generalized geometry [10] which is beyond the scope of these notes.
The existence of a pair of commuting, metric-compatible almost complex structures allows
us to decompose the space of polyforms/generalized spinors into +i(k, l) eigenspaces, Uk,l,
of (I1,I2). Explicitly this means that the spinorial action of I is given by,
1
2
IMN1 ΓMNuk,l = ik uk,l ;
1
2
IMN2 ΓMNuk,l = il uk,l , (2.102)
for uk,l a basis of Uk,l.
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This is completely analogous to the ordinary case: As we have seen, spinors are built from
the Fock vacuum (the pure spinor) η by applying a number of creation operators. The
space of spinors can be therefore decomposed according to the ‘occupation level’ of each
state, i.e. the number of creation operators one needs to apply to the vacuum in order to
obtain each state. Explicitly we have,
γ−η = 0 ; u2p−n := γ(p)−η
c ∼ γ(n−p)+η ;
1
2
Jijγ
ijuk = ik uk , (2.103)
where p runs from zero to n = D/2, while k runs from −n to +n in steps of two. I.e.,
p = 0, 1, . . . , n ; k = 2p−n = −n,−n+2, . . . , n. In the equation above γ(p)± stands for a
product of p gamma matrices holomorphic, antiholomorphic with respect to η respectively.
The second relation in (2.103) can be thought of as a holomorphic Hodge duality between
antisymmetric products of gamma matrices. Indeed let us consider the case D = 10
for concreteness. Using the Fierzing techniques that were explained earlier, the gamma
matrices can be shown to obey the following relations [11],
γmη = (Π
+)m
nγnη
γmnη = iJmnη + (Π
+)
p
[m (Π
+)
q
n] γpqη
γmnpη = 3iJ[mnγp]η +
1
8
Ωmnpqrγ
qrηc
γmnpqη = −3J[mnJpq]η + 6iJ[mn(Π+) rp (Π+) sq] γrsη −
1
2
Ωmnpqrγ
rηc
γmnpqrη = −Ωmnpqrηc + 5i
4
J[mnΩpqrstγ
stηc − 15J[mnJpqγr]η .
(2.104)
Projecting both sides with Π+ onto the holomorphic part, the first two equations of (2.104)
become identically satisfied. From the remaining equations we obtain,
γmnp+η = +
1
222!
Ωmnp
qrγqr−η
c
γmnpq+η = −1
2
Ωmnpq
rγr−η
c
γmnpqr+η = −Ωmnpqrηc .
(2.105)
The above relations are indeed of the form of a holomorphic Hodge duality, with Ω playing
the role of a ‘holomorphic ε-tensor’. Moreover, the equations above can be inverted by
contracting with Ω∗ij
mnp, Ω∗i
mnpq and Ω∗mnpqr respectively, taking the complex conjugate,
and using the relations
1
255!
ΩvwxyzΩ
∗vwxyz = 1
1
254!
ΩawxyzΩ
∗mwxyz = (Π+)a
m
1
2512
ΩabxyzΩ
∗mnxyz = (Π+)[a
m(Π+)b]
n ,
(2.106)
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which are holomorphic analogues of the usual εm···εn··· ∼ δm···n··· relations. We thus obtain,
γmn+η = +
1
233!
Ωmn
pqrγpqr−η
c
γm+η = − 1
244!
Ωm
npqrγnpqr−η
c
η = − 1
255!
Ωmnpqrγmnpqr−η
c .
(2.107)
Finally, to show the third equation in (2.103) we first calculate,
[J, γ±q ] =
1
2
Jmn
(
Π±
)
q
r︸ ︷︷ ︸
1
2
(δrq∓iJq
r)
[γmn, γr]︸ ︷︷ ︸
4γ[mδ
n]
r
= ∓i (gqm ∓ iJqm)︸ ︷︷ ︸
2
(
Π±
)
qm
γm
= ∓2iγ±q .
(2.108)
Using the above we obtain,
J un−2k = Jγ
+
m1
· · · γ+mkη
=
(
[J, γ+m1 ] + γ
+
m1
J
)
γ+m2 · · · γ+mkun−2k
= −2i un−2k + γ+m1Jγ+m2 · · · γ+mkη
...
= −2ik un−2k + γ+m1 · · · γ+mk Jη︸︷︷︸
inη
= i(n − 2k) un−2k .
(2.109)
In the penultimate line above we used the second line of (2.104), which can be seen to hold
in any spacetime dimension D, so that:
Jη =
1
2
J ij (iJij + γij+) η = in η , (2.110)
since JmlJ
lp = −δpm, and Jij is a (1,1)-tensor with respect to the almost complex structure
whereas γij+ is (2,0) so its contraction with J vanishes.
In the generalized case the subspaces uk, the pure spinor η and the annihilation operators
γ− are replaced by uk,l, Ψ1,2 and L
(±)
1,2 respectively:
uk → uk,l ; η → Ψ1 ; γ− → L(±)1 , (2.111)
equivalently,
ul → uk,l ; η → Ψ2 ; γ− → L(±)2 . (2.112)
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Figure 1. The action of L1,2 on the generalized subspaces Uk,l: L
(±)
1 , L
(±)
1 increases, resp. decreases
the value of k by one. Similarly, L
(±)
2 , L
(±)
2 increases, resp. decreases the value of l by one. Note
also the identifications L
(+)
1 = L
(+)
2 and L
(−)
1 = L
(−)
2 , cf. (2.67).
The Uk,l subspaces can be obtained by applying a number of creation operators L
±
1 on Ψ1,
or L±2 on Ψ2:
Uk,l ∼
(
L+1
)n−(k+l)
2
(
L−1
)n−(k−l)
2
Ψ1
∼ γn−(k+l)
2
+
Ψ1 γn−(k−l)
2
−
,
(2.113)
equivalently,
Uk,l ∼
(
L+2
)n−(k+l)
2
(
L−2
)n+(k−l)
2
Ψ2
∼ γn−(k+l)
2
+
Ψ2 γn+(k−l)
2
+
,
(2.114)
where a γ(p)± on the right of Ψ1 stands for a product of p gamma matrices holomorphic or
antiholomorphic with respect to η2, while a γ(p)± on the left of Ψ1 stands for a product of
p gamma matrices holomorphic or antiholomorphic with respect to η1. Figure 1 shows how
the generalized creation, annihilation operators move us from one subspace to another.
The equivalence between (2.113), (2.114) is established by taking into account the holo-
morphic Hodge-duality property of the gamma matrices,
γ(p)−η
c ∼ γ(n−p)+η , (2.115)
which implies in particular,
η1 ⊗ η˜c2︸ ︷︷ ︸
Ψ1
γn−(k−l)
2
−
∼ η1 ⊗ η˜2︸ ︷︷ ︸
Ψ2
γn+(k−l)
2
+
. (2.116)
The pure spinors Ψ, Ψ∗ themselves can serve as bases for the subspaces corresponding to
the generalized Fock vaccum and its adjoint (with respect to the Mukai pairing):
Un,0 ∼ Ψ1 ; U−n,0 ∼ γ(n)+Ψ1 γ(n)− ∼ Ψ∗1
U0,n ∼ Ψ2 ; U0,−n ∼ γ(n)+Ψ2 γ(n)+ ∼ Ψ∗2 .
(2.117)
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Figure 2. The generalized Hodge diamond. The arrows indicate the action of the L1 , L1 cre-
ation, annihilation operators respectively. The generalized vacuuum, represented by Un,0 ∼ Ψ1, is
annihilated by L±1 . All generalized subspaces Uk,l can be reached by a finite number of successive
actions of the creation operators L±1 on the vacuum Un,0.
U0,n
L−2{{✇✇
✇✇
✇✇
✇✇
L+2
##●
●●
●●
●●
●
· · ·
L−2
;;✇✇✇✇✇✇✇✇
L−2zz✉
✉✉
✉✉
✉✉
✉✉
· · ·
L+2
%%❏
❏❏
❏❏
❏❏
❏❏
L+2
cc●●●●●●●●
Un−1,1
L+2
##●
●●
●●
●●
●●
●●
L−2zz✉
✉✉
✉✉
✉✉
✉✉
L−2
::✉✉✉✉✉✉✉✉✉
##
U−n+1,1
L+2
ee❏❏❏❏❏❏❏❏❏
L−2zz✉✉
✉✉
✉✉
✉✉
✉✉
✉ L
+
2
%%❑
❑❑
❑❑
❑❑
❑❑
❑
Un,0
L+2
$$■
■■
■■
■■
■■
L−2
::✉✉✉✉✉✉✉✉✉ L+2
cc●●●●●●●●●●●
L−2{{✇
✇✇
✇✇
✇✇
✇✇
✇✇
· · ·
L+2
$$■
■■
■■
■■
■■
■■
L−2
::✉✉✉✉✉✉✉✉✉✉✉
U−n,0
L+2
ee❑❑❑❑❑❑❑❑❑❑
L−2yys
ss
ss
ss
ss
s
Un−1,−1
L+2
dd■■■■■■■■■
L+2
%%❏
❏❏
❏❏
❏❏
❏❏
❏
L−2
;;✇✇✇✇✇✇✇✇✇✇✇
U−n+1,−1
L−2
99ssssssssssL+2
dd■■■■■■■■■■■
L−2yyss
ss
ss
ss
ss
. . .
L+2
ee❏❏❏❏❏❏❏❏❏❏
L+2
##❍
❍❍
❍❍
❍❍
❍ . . .
L−2
99ssssssssss
L−2
{{✈✈
✈✈
✈✈
✈✈
U0,−n
L−2
;;✈✈✈✈✈✈✈✈
L+2
cc❍❍❍❍❍❍❍❍
Figure 3. The generalized Hodge diamond. The arrows indicate the action of the L2 , L2 cre-
ation, annihilation operators respectively. The generalized vacuuum, represented by U0,n ∼ Ψ2, is
annihilated by L±2 . All generalized subspaces Uk,l can be reached by a finite number of successive
actions of the creation operators L±2 on the vacuum U0,n.
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U (0,5)
U (1,4) U (−1,4)
U (2,3) U (0,3) U (−2,3)
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U (1,−4) U (−1,−4)
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1γ1+ Ψ
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∗
1γ2+ Ψ
∗
1γ1+
γ2+Ψ1 γ3+Ψ1γ1− γ1−Ψ
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1γ3+ Ψ
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1γ2+
γ3+Ψ1 γ4+Ψ1γ1− Ψ
∗
1γ3+
γ4+Ψ1 Ψ
∗
1γ4+
γ5+Ψ1
Figure 4. The generalized Hodge diamond in the maximal dimension D = 10. In the second
diagram we have indicated explicit bases for the Uk,l subspaces in terms of generalized spinors
built from Ψ1, cf. (2.113). A similar diamond could be built using Ψ2, cf. (2.114). A γp± on the
right of Ψ1 stands for a product of p gamma matrices holomorphic or antiholomorphic with respect
to η2, while a γp± on the left of Ψ1 stands for a product of p gamma matrices holomorphic or
antiholomorphic with respect to η1.
Figure 2 shows the generalized Hodge diamond, where we have indicated how the L1
creation, annihilation operators move us between subspaces. In figure 3 we show the same
Hodge diamond indicating instead the action of the L2 creation, annihilation operators.
In figure 4 we show the generalized Hodge diamond in the maximal dimension D = 10.
We have also used (2.113) to explicitly represent the subspaces Uk,l. Of course we could
equally well have used (2.114) instead.
Note in particular that the subspaces are orthogonal with respect to the Mukai pairing:
〈uk,l, up,q〉 ∝ δk+pδl+q , (2.118)
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where uk,l is a basis of Uk,l. The upshot is that any polyform can be decomposed as follows,
Φ =
n∑
k=−n
(
Φk,|k|−n +Φk,|k|−n+2 + · · ·+Φk,n−|k|
)
, (2.119)
where Φk,l ∈ Uk,l is the projection of Φ onto the subspace Uk,l,
Φk,l ∝ 〈u−k,−l,Φ〉 uk,l . (2.120)
This has the important practical consequence that in order to prove the validity of a
polyform equation, i.e. an equation of the form Φ = 0 with Φ a polyform, it is sufficent
(and necessary) to show that Φk,l = 0 for all k, l. We will come back to this point later on.
Eqn. (2.118) can easily be shown by using the bispinor expresion (2.79) for the Mukai
pairing. For example in the representation (2.113) we find, substituting the expression of
Ψ1 from (2.61),
〈uk,l, up,q〉/volD ∝ tr
(
u˜k,lγD+1up,q
)
∝ tr
(
γn−(k−l)
2
−
ηc2 ⊗ η˜1 γn−(k+l)
2
+
γn−(p+q)
2
+
η1 ⊗ η˜c2 γn−(p−q)
2
−
)
∝
(
η˜c2 γD−(k+p)+(l+q)
2
−
ηc2
)(
η˜1 γD−(k+p)−(l+q)
2
+
η1
)
∝ δk+pδl+q ,
(2.121)
where to go from the penultimate to the last line we took into account that η1, η2 are pure
spinors hence all their bilinears vanish except for the one of order D/2, cf. (2.13).
We need one last element in order to complete this review of generalized geometry. Just
as in the ordinary case, there is a notion of integrability of GACS. This is based on the
so-called (H-twisted) Courant bracket, the generalized analogue of the Lie bracket. It can
be shown that the integrability of a GACS I can be expressed equivalently as a differential
condition on the associated generalized pure spinor Ψ:
dHΨ = V
MΓMΨ , (2.122)
for some V ∈ T ⊕T ∗. In the equation above dH is the H-twisted differential dH := d+H∧;
it is nilpotent for H closed. A manifoldM2n with an integrable almost complex structure is
called generalized complex; it is locally equivalent to Cq× (R2(n−q), J) up to a B-transform,
with J the standard symplectic structure. Thus generalized complex geometry can be said
to be an interpolation between complex and symplectic geometries. The integer q is called
the type, and need not be constant over M2n.
A generalized complex manifold with a pure spinor such that the right hand-side of (2.122)
vanishes is called generalized Calabi-Yau (GCY), according to the definition of Hitchin in
[1].4 As we will see, supersymmetry imposes that all pure backgrounds of type II super-
gravity that we consider here must have internal spaces which are GCY.
4The reader should be aware that Hitchin’s definition of GCY differs from that of Gualtieri’s in [2].
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If the manifold is generalized complex, it can be shown that the H-twisted differential
sends k-polyforms to (k ± 1)-polyforms:
dHΦk = (dHΦ)k+1 + (dHΦ)k−1 . (2.123)
We can thus introduce generalized Dolbeault operators, ∂IH , ∂¯
I
H , associated with the inte-
grable GACS I:
∂IHΦk := (dHΦ)k+1 , ∂¯
I
HΦk := (dHΦ)k−1 , (2.124)
and a generalized dc operator,
dIH := i
(
∂¯IH − ∂IH
)
. (2.125)
Suppose that Φk ∈ Uk, where Uk denotes the +ik-eigenspace of the integrable GACS I.
For concreteness let us take I = I1, so that Uk =
∑
l⊕Uk,l. To show (2.123) first note
that we can use (2.113), (2.120) to expand Φk as follows,
Φk =
∑
p+q=n−k
Cm1···mpr1···rqγ+m1···mpΨ1γ
−
r1···rq , (2.126)
for some coefficients C. On the other hand, using (2.39),(2.54),
dHΦk = V
MΓMΦk
= (ιa + b∧)Φk
=
1
2
am
(
γmΦk − (−1)|Φ|Φkγm
)
+
1
2
bm
(
γmΨ+ (−1)|Φ|Φkγm
)
.
(2.127)
Moreover decomposing γm = γ
+
m + γ
−
m and taking into account that
γ±mΦk ⊂ Uk∓1 ; Φkγ±m ⊂ Uk±1 , (2.128)
as can be seen from (2.113), we arrive at (2.123).
3 Part II: pure backgrounds in various dimensions
In this part we report on some past and recent results on pure backgrounds of type II
supergravity in various dimensions, and the supersymmetry/calibrations correspondence.
3.1 Calibrations and supersymmetry
An ordinary calibration [12] of degree l on a Riemannian manifold M is given by a closed
l-form ω onM, dω = 0, such that at each point p ∈ M and for each oriented, l-dimensional
subspace T ⊂ TpM, the following inequality holds,
ω(T ) ≤
√
g|T . (3.1)
The pullback onto T of the metric g of M and the evaluation, ω(T ), of ω on T are defined
as follows: Suppose {ta, a = 1, . . . l}, is an oriented basis of T . Then (g|T )ab := gmntma tnb
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and ω(T ) := ιt1 · · · ιtlω|p. Moreover we demand that at each point p ∈ M, the inequality
is saturated for some oriented subspace of T ⊂ TpM,
{T ⊂ TpM | ω(T ) =
√
g|T } 6= ∅ . (3.2)
Suppose now that there is an oriented submanifold Σ ⊂M, parameterized by coordinates
{σa, a = 1, . . . l}. In general, as a consequence of the previous definitions, we will have,
ω|Σ ≤ dlσ
√
g|Σ . (3.3)
The submanifold is called calibrated with respect to ω if it saturates the above inequality.
Calibrated submanifolds then have the property that they minimize the volume within
their homology class,
VΣ =
∫
Σ
dlσ
√
g|Σ =
∫
Σ
ω =
∫
Σ′
ω ≤
∫
Σ′
dlσ
√
g|Σ′ = VΣ′ , (3.4)
where Σ′ −Σ = ∂Σ˜ for some Σ˜, and we have used Stokes theorem.
It has been known for some time [13] that in the absence of flux supersymmetric branes
(i.e. branes that do not break the supersymmetry of the background) can be thought of as
extended objects wrapping calibrated submanifolds in spacetime. Therefore in the absence
of flux supersymmetric branes are branes that minimize the volume in their homology class.
In the presence of flux supersymmetric branes can be seen to minimize the energy in their
generalized homology class.
Let us review how this goes [14, 15]: We will consider in particular the following type
II supergravity backgrounds. The ten-dimensional spacetime metric is of warped-product
form,
ds2 = e2Ads2(R1,d−1) + ds2(M10−d) , (3.5)
where d = 2, 4, 6, 8, andM10−d is a Riemannian spin manifold. The RR flux is parameter-
ized as follows,
F tot = vold ∧ F el + F , (3.6)
where F is an even/odd polyform in IIA/IIB that lives in the internal space M10−d, and
F el =
(
eA
)d
⋆10−d σ(F ) , (3.7)
implements the generalized self-duality condition in the democratic formalism for this par-
ticular type of backround. Consider a D-brane with worldvolume flux F , extended in
q noncompact (external) spacetime directions, wrapping a submanifold Σ in the internal
space. At each point p ∈ Σ its energy density is given by
E(T,F) = eqA−φ
√
det(g|T + F)− δq,d
(
Cel ∧ eF
)
T
, (3.8)
where φ is the dilaton, dF = H|Σ, with H the NS three-form, dHCel = F el, and T is the
tangent space of Σ at p.
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The generalized calibration form is defined to obey the following conditions, in analogy to
the ordinary case,
dHω = δq,dF
el(
ω ∧ eF)
T
≤ eqA−φ
√
det(g + F)T ,
(3.9)
for any oriented subspace T with flux F . The upshot is that generalized calibrated sub-
manifolds, which are now defined as submanifolds which saturate the above inequality,
minimize the energy in their generalized homology class. Recall that two genreralized cy-
cles (Σ,F) are said to be in the same homology class if: (a) Σ′ −Σ = ∂Σ˜ for some Σ˜, and
(b) F˜ on Σ˜ such that F˜|Σ = F and F˜ |Σ′ = F ′. Then using Stokes theorem and the fact
that dF = HΣ one obtains,∫
Σ′
dσ E(Σ′,F ′) ≥
∫ (
ω − δq,dCel
)
Σ′
∧ eF ′
=
∫ (
ω − δq,dCel
)
Σ
∧ eF =
∫
Σ
dσ E(Σ,F) .
(3.10)
Moreover it can be shown that supersymmetric D-branes are calibrated as a consequence
of kappa symmetry. Indeed the kappa-symmetry projector γ obeys an algebraic inequality
of the form |ǫ|2 ≥ ǫ˜γǫ, where ǫ is the background supersymmetry parameter. This can be
rewritten schematically as follows:√
det(g + F) ≥
1
|ǫ|2
∑
2n+l=p+1
1
2nn!l!
εa1...a2nb1...blFa1a2 . . .Fa2n−1a2n ǫ˜γb1...blǫ︸ ︷︷ ︸
|ǫ|2ω
. (3.11)
Identifying, via the Clifford map, the polyform ω as the spinor bilinear indicated in the
equation above gives the second line of (3.9). The first equation in (3.9) is also satisfied as a
consequence of the supersymmetry of the background, i.e. it follows from the Killing-spinor
equation for ǫ. Moreover taking into account that supersymmetric branes obey,
(1− γ)ǫ = 0 , (3.12)
thus saturating the inequality in (3.11) and therefore also (3.9), it follows that supersym-
metric branes are calibrated.
One then has a clear prescription of how to construct generalized calibrations, in corre-
spondence with admissible supersymmetric branes in the background. This procedure can
be carried out systematically for any external spacetime dimension d and leads to the table
of figure 5 for supersymmetric static, magnetic branes [17].5 The corresponding differential
5Static means that the D-branes extend in the time direction; magnetic means that their worldvolume
flux is entirely along the spatial directions.
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Figure 5. The periodic table of generalized calibrations of type II supergravity for different di-
mensions of the external space R1,d−1. Reprinted from [17].
calibration conditions read,
dH
(
e(d−4r)A−φReΨ1
)
= δr,0F
el ; d− 4r ≥ 1
dH
(
e(d−2−4r)A−φImΨ1
)
= 0 ; d− 2− 4r ≥ 1
dH
(
e[
1
2
(d+2)−4r]A−φΨ2
)
= 0 ;
1
2
(d+ 2)− 4r ≥ 1 ; r ∈ N . (3.13)
Remarkably for certain spacetime dimensions it turns out that the content of these con-
ditions is exactly equivalent to the supersymmetry conditions for the background. This
was first pointed out in [15] for the case d = 4 [16] and subsequently shown in [17] for
the case d = 6. What happens in the case of other external spacetime dimensions? It is
known that for backgrounds with generic supersymmetry parameters, not all background
supersymmetry equations are of the form (3.13) [18]. However if one restricts the supersym-
metry parameters to be pure spinors, in other words: if one restricts to pure backgrounds
(i.e. backgrounds with SU(n) × SU(n) structure), it is not logically excluded that the
differential conditions (3.13) continue to be equivalent to the background supersymmetry
conditions.
As we will see in the following, for d = 2 the supersymmetry/calibrations correspondence
breaks down, although these backgrounds are still nicely described by GCG. More pre-
cisely, there is one ‘missing’ pure spinor equation which is very similar to the ones above
but is given in terms of the generalized dc operator instead of the ordinary twisted dif-
ferential. The situation will turn out to be even more complicated for d = 0 (Euclidean
ten-dimensional backgrounds of SU(5)×SU(5) structure), in which case not all background
supersymmetry equations are of the form (3.13).
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Let us examine the d = 2 case more closely. The spinor ansatz takes the form,
ǫa = ζ ⊗ ηa + ζc ⊗ ηca , a = 1, 2 , (3.14)
where ζ is a complexified positive-chirality Killing spinor of R1,1 and the ηa’s are pure
eight-dimensional spinors such that:
|η1|2 = |η2|2 = const× e
1
2
A , (3.15)
where A is the warp factor. This equation can be seen to be equivalent to the requirement
that the background admits calibrated branes. In this case the background susy equations
which are in correspondence with D-brane calibrations take the form,
dH
(
e2A−ΦReΨ1
)
= F el
dH
(
e2A−ΦΨ2
)
= 0 .
(3.16)
In particular the second equation above imples that the GACS I2, associated with the
generalized pure spinor Ψ2, is integrable. Moreover there is an extra differential equation
which reads,
dI2H
(
e−ΦImΨ1
)
= F . (3.17)
This was shown for SU(4)-structure backgrounds in [19], where it was conjectured that
is should hold more generally and suggested a way to prove it in the general case. The
general proof was given by Rosa in [20].
We see that eqn. (3.17) is expressed in terms of the generalized dc operator associated
with the integrable GACS I2. This operator, that has been studied by Cavalcanti in [21],
appeared for the first time in supergravity in the d = 4 case [22], where it was used to
reexpress one of the background supersymmetry equations.
For later use let us also give an equivalent form of the eqn. (3.17) which is more readily
generalizable to the d = 0 case:
i∂¯I2H
(
e−φImΨ1
)
= F− , (3.18)
where F− is the projection of F onto
∑
k
∑
l≤0⊕Uk,l.
Two particular cases of the system of equations (3.16),(3.17) turn out to be related to those
of [23], as was recently shown in [24]. More specifically, consider the ‘IIB complex system’
given by the strict SU(4) ansatz, η2 = e
iθη1, so that,
Ψ1 = e
−iθe−iJ
Ψ2 = e
iθΩ .
(3.19)
The solutions of this system were already studied in [19] and give rise to complex internal
manifolds M8. The IIB complex system turns out to be a more general case of what was
refered to in [24] as the ‘2B LTY system’ of [23].
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Consider now the ‘IIB symplectic system’ which is given by a different strict SU(4) ansatz,
η2 = e
−iθηc1, so that the roles of Ψ1,2 are interchanged,
Ψ1 = e
iθΩ
Ψ2 = e
−iθe−iJ .
(3.20)
The solutions of this system give rise to symplectic internal manifoldsM8 [24]. The relation
of the IIB symplectic system with what was refered to in [24] as the ‘2A LTY system’ of
[23], turns out to be a lot more complicated than the relation between the IIB complex
and the 2B LTY system.
The reason for this discrepancy was explained in [24]: The 2A LTY, 2B LTY systems were
educated guesses for what the susy conditions might look like in d = 2 (eight internal
dimensions), based on their form in d = 4 (six internal dimensions). By construction they
are mirror-symmetric with respect to the Fourier-Mukai transform,
2A LTY
FM←−−→ 2B LTY . (3.21)
On the other hand the IIB complex and symplectic systems are T-dual in the generalized-
geometric sense [25],
IIB complex
TD←−−→ IIB symplectic , (3.22)
which corresponds to the interchange of Ψ1 with Ψ2. Recall that, roughly-speaking, the
Fourier-Mukai transform is an isomorphism of the differential complexes,
(∂, ∂¯)↔ (dΛ,d) , (3.23)
where dΛ := [d,Λ] and Λ is the adjoint of the Lefschetz operator J∧. On the other hand
T-duality is an isomorphism,
(dc,d)↔ (dΛ,d) . (3.24)
The difference between (3.23),(3.24) explains the aforementioned discrepancy.
Let us finally come to the case of zero external directions. Here we will consider pure back-
grounds of Euclidean ten-dimensional type II supergravity. More specifically, the spinor
ansatz reads,
ǫa = ηa , a = 1, 2 , (3.25)
where the ηa’s are pure and,
|η1|2 = |η2|2 = α2 , (3.26)
which is imposed by analogy to the d ≥ 2 case, with α a function on M10. As was shown
in [11], in this case most of the susy equations can be packaged in a system of equations
which is directly analogous to the d ≥ 2 cases,
dH
(
α2e−φΨ2
)
= 0
i∂¯I2H
(
e−φImΨ1
)
= F− .
(3.27)
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The first of these equations was proven in general, whereas the second was only shown in
[11] to hold for strict SU(5) type II backgrounds. The fact that this equation is manifestly
mirror-symmetric (in the sense that when written in terms of generalized pure spinors it
takes the same form in IIA as it does in IIB) is a very strong indication that it should hold
for general SU(5)× SU(5) backgrounds.
Moreover there is a (small) number of ‘missing’ equations which do not seem natural from
the GCG point of view. For the strict SU(5) case these read (see [11] for further details
on the notation):
f
(1,0)
4 = −
1
2
e−φeiθ
(
∂+ logα+ ih(1,0)
)
, (3.28)
in IIA, and
eφeiθ
(1
4
f
(1,0)
1 + if
(1,0)
3 −
3
2
f
(1,0)
5
)
= −∂+(2 log α− i
2
θ
)− ih(1,0)
eφe−iθ
(− 1
4
f
(1,0)
1 + if
(1,0)
3 +
3
2
f
(1,0)
5
)
= −∂+(2 log α+ i
2
θ
)
+ ih(1,0) ,
(3.29)
in IIB. Note however that these extra equations are simply constraints on the fluxes, i.e.
they do not impose any additional restrictions on the geometry of M10.
3.2 Conclusions
Supersymmetric pure backgrounds of type II supergravity (equivalently SU(n) × SU(n)-
structure backgrounds) of the form R1,d−1×M2n are characterized by pairs of pure Killing
spinors of the internal manifoldM2n. The study of these backgrounds as a function of the
external spacetime dimension d reveals several general patterns and periodicities which are
not visible for fixed d.
These backgrounds have a natural and complete description within GCG for d ≥ 2. For the
case of Euclidean type II supergravity, d = 0, the geometric constraints for supersymmetric
pure backgrounds are also naturaly described in GCG. However in that case there are a few
additional constraints imposed by supersymmetry on the fluxes, but not on the geometry
of M10, which do not seem natural from the point of view of GCG. Moreover the proof of
the second equation in (3.27) has not yet been given in the general SU(5) × SU(5) case.
Nevertheless, because of its mirror-symmetric form, there is very good reason to believe it
is valid beyond the strict SU(5) case.
One interesting general feature that emerges from these results is that the generalized
Dolbeault operator plays a fundamental role in generic external spacetime dimensions, a
fact which was not fully appreciated in the early works on the subject. It has been suggested
in [22] that the formulation in terms of the generalized Dolbeault operator should facilitate
the search for existence theorems for supersymmetric flux vacua.
The supersymmetry/calibrated D-branes correspondence which holds for d ≥ 4 breaks
down in lower external spacetime dimensions. It would be nice to have a better under-
standing of this phenomenon: is there another principle that replaces the correspondence?
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A Spinors and gamma matrices in Euclidean spaces
In this section we list some useful relations and explain in more detail our spinor conventions
for general even-dimensional Euclidean spaces of dimension D = 2n.
The charge conjugation matrix obeys:
CTr = (−1) 12n(n+1)C ; C∗ = (−1) 12n(n+1)C−1 ; γTrm = (−1)nC−1γmC . (A.1)
The chirality matrix γ2n+1 is defined by:
γ2n+1 := i
nγ1 . . . γ2n , (A.2)
and obeys
γTr2n+1 = (−1)nC−1γ2n+1C , (A.3)
as follows from eqs. (A.2, A.1). The chirality projector:
P± :=
1
2
(1± γ2n+1) , (A.4)
projects a Dirac spinor χ onto the chiral, antichiral Weyl parts χ±:
χ± = P±χ . (A.5)
Taking eq. (A.3) into account we obtain:
C−1P± =
{
PTr± C
−1 , n = even
PTr∓ C
−1 , n = odd
. (A.6)
Covariantly-transforming spinor bilinears must be of the form (ψ˜γm1...mpχ), where in any
dimension we define:
ψ˜ := ψTrC−1 . (A.7)
The complex conjugate ηc of a spinor η is given by:
ηc := Cη∗ , (A.8)
form which it follows that:
(ηc)c = (−1) 12n(n+1)η ; η† = (−1) 12n(n+1)η˜c . (A.9)
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Using eq. (A.6) we find:
(ψ˜±γm1...m2lχ∓) = 0 = (ψ˜±γm1...m2l+1χ±) , n = even
(ψ˜±γm1...m2lχ±) = 0 = (ψ˜±γm1...m2l+1χ∓) , n = odd .
(A.10)
Moreover:
(ψ˜γm1...mpχ) = (−1)np+
1
2
n(n+1)(χ˜γmp...m1ψ) = (−1)
1
2
(n−p)(n−p+1)(χ˜γm1...mpψ) , (A.11)
which can be shown using e.g. the identity,
γTrm1...mp = (−1)np(−1)
1
2
p(p−1)C−1γm1...mpC . (A.12)
Moreover, the identity
γ∗m1...mp = (−1)npC−1γm1...mpC , (A.13)
can be used to show the following relations:
(ψ˜γm1...mpχ)
∗ = (−1)np(ψ˜cγm1...mpχc)
(ψ˜γm1...mpχ
c)∗ = (−1)np+ 12n(n+1)(ψ˜cγm1...mpχ) .
(A.14)
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