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The reliability of event-related brain potential (ERP) scores depends on study context and how those scores will
be used, and reliability must be routinely evaluated. Many factors can influence ERP score reliability; general
izability (G) theory provides a multifaceted approach to estimating the internal consistency and temporal sta
bility of scores that is well suited for ERPs. G theory’s approach possesses a number of advantages over classical
test theory that make it ideal for pinpointing sources of error in observed scores. The current primer outlines the
G-theory approach to estimating internal consistency (coefficients of equivalence) and test-retest reliability
(coefficients of stability). This approach is used to evaluate the reliability of ERP measurements. The primer
outlines how to estimate reliability coefficients that consider the impact of the number of trials, events, occa
sions, and groups. The uses of two different G-theory reliability coefficients (i.e., generalizability and depend
ability) in ERP research are elaborated, and a dataset from the companion manuscript, which examines N2
amplitudes to Go/NoGo stimuli, is used as an example of the application of these coefficients to ERPs. The
developed algorithms are implemented in the ERP Reliability Analysis (ERA) Toolbox, which is open-source
software designed for estimating score reliability using G theory. The toolbox facilitates the application of G
theory in an effort to simplify the study-by-study evaluation of ERP score reliability. The formulas provided in
this primer should enable researchers to pinpoint the sources of measurement error in ERP scores from multiple
recording sessions and subsequently plan studies that optimize score reliability.

1. Introduction
In order for physiological measurements to be viable as endophe
notypes or biomarkers, they must demonstrate adequate score reli
ability, including internal consistency and test-retest reliability (Luck
et al., 2011). Psychophysiological research has historically employed
classical test theory to evaluate score reliability, but classical test theory
does not provide a flexible framework for simultaneously evaluating the
contribution of multiple sources of measurement error. Generalizability
(G) theory uses a multifaceted approach for estimating score reliability
that can account for multiple sources of error, including those sources
commonly encountered in psychophysiological research (Baldwin et al.,

2015; Clayson and Miller, 2017a, 2017b). The current primer builds on
previous applications of G theory for estimating internal consistency by
providing a tutorial for applying G theory to estimate the temporal
stability of event-related brain potentials (ERPs).
One important, but often underappreciated, aspect of score reli
ability is that it must be evaluated on a study-by-study basis, because
score reliability is a property of scores as they are used in a particular
population and context, not a universal property of measures (Thomp
son, 2003; Vacha-Haase, 1998). Hence, researchers have started to
advocate for the study-by-study evaluation of ERP score reliability
(Clayson, 2020; Clayson et al., 2020b; Clayson and Miller, 2017b; Haj
cak et al., 2017; Infantolino et al., 2018; Thigpen et al., 2017), and
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journals have adopted guidelines for routinely reporting score reliability
(e.g., author guidelines for Psychophysiology and the International Journal
of Psychophysiology). To facilitate the study-by-study evaluation of ERP
score reliability, the ERP Reliability Analysis (ERA) Toolbox (Clayson
and Miller, 2017a) was developed. The ERA Toolbox is open-source
MATLAB software that employs algorithms from G theory for esti
mating internal consistency (https://github.com/peclayson/ER
A_Toolbox).
The current primer first describes the conceptual framework of G
theory with an emphasis on test-retest reliability. Then, the algorithms
for evaluating test-retest reliability are described in detail with examples
of their implementation using the ERA Toolbox. The companion
manuscript to this primer demonstrates the application of G-theory
reliability coefficients for understanding the internal consistency and
temporal stability of ERP scores recorded during a Go/NoGo task that
used pictures of food as stimuli (Carbine et al., current issue), and N2
scores from that dataset are used below as an example of the application
of G theory for understanding the temporal stability of ERP
measurements.

Table 1
Definitions of terms used in generalizability (G) theory.
G theory term

Conceptual definition

Condition

Systematic ways that a condition of measurement can
vary (analogous to a level of a factor in an ANOVA; e.
g., controls vs. patients or baseline vs. follow-up)
An estimate of internal consistency and can be a
dependability or a generalizability coefficient
An estimate of temporal stability and can be a
dependability or a generalizability coefficient
Approach to designing a measurement procedure for a
particular purpose; a D study is used to estimate
reliability coefficients (e.g., identifying the number of
trials needed for adequate internal consistency of ERP
scores)
A reliability coefficient that assesses score consistency
or the absolute level of performance
A set of possible conditions of measurement or a
characteristic of the measurement situation (analogous
to a factor in an ANOVA; e.g., participant group or
assessment occasion)
A facet is fixed when all possible conditions of the
universe of generalization are exhausted, which is
often the case for ERP event type (e.g., correct and
error trials)
A reliability coefficient that assesses stability in the
relative position or rankings of persons (similar to
coefficient alpha or split-half reliability estimates from
classical test theory)
Procedure use to isolate and estimate sources of
variance in observed scores, and these variance
estimates are used in the D study
A facet is random when the observations are
considered interchangeable and are a random sample
of the universe (e.g., trial 1 vs. trial 10 vs. trial 200)
The entire range of possible conditions of facets and
how those facets are defined and combined
All possible conditions of a facet to which a researcher
wants to generalize
A person’s observed score over all observations in the
universe of generalization (analogous to “true score” in
classical test theory)

Coefficient of equivalence
Coefficient of stability
Decision (D) study

Dependability coefficient
(ϕ)
Facet

Fixed facet

2. Generalizability theory
Generalizability
coefficient (Eρ2)

2.1. Conceptual framework
G theory provides a multifaceted approach for estimating score
reliability (Brennan, 2001, 2010; Cronbach et al., 1972; Shavelson and
Webb, 1991; Shavelson et al., 1989; Vispoel et al., 2018a, 2018b; Webb
et al., 2006). The application of G theory to psychophysiological
research and its advantages over classical test theory for ERP research
have been described elsewhere (Baldwin et al., 2015; Clayson et al.,
2020b; Clayson and Miller, 2017a, 2017b). Some of these advantages
include less restrictive assumptions (e.g., classical test theory’s strict
requirement of parallel forms), the ability to easily handle unbalanced
designs, and the treatment of measurement error as a multifaceted en
tity. These previous studies focused on measurements of internal con
sistency, and although the strength of G theory for evaluating the
temporal stability of ERP scores was previously described, its applica
tion was not explicitly formulated or implemented in the ERA Toolbox.
We build on these previous descriptions by elaborating on the applica
tion of G theory to additional reliability coefficients, including estimates
of test-retest reliability.
When computing reliability coefficients in classical test theory, the
emphasis is on estimating the “true” score, which is conceptualized as
the score that would be obtained over an infinite number of measure
ments (allowing for the user to average over random error). However, G
theory focuses on estimating the universe score (see Table 1 for a defi
nition of italicized terms). The semantic distinction between a “true”
score and a “universe” score is important, because the conceptualization
of the universe score provides the scaffolding for the reliability algo
rithms in G theory. The use of the term universe score signifies that any
measurement is a generalization from an observed score, and the reli
ability of observed scores depends on the universe (i.e., context) to
which a researcher wants to generalize (Cronbach et al., 1972). This
universe is defined by the researcher, and any particular measurement
could belong to a variety of universes depending on the application of
the research. For example, a researcher could be interested in observed
scores generalizing to college undergraduates with anxiety disorders,
but those same scores could also generalize to young adults with psy
chiatric diagnoses. The universe of interest constrains the G-theory al
gorithms by specifying the potential sources of measurement error.
An advantage of the G-theory framework is the ability to pinpoint
multiple sources of measurement error. G-theory refers to these poten
tial sources of error as the facets and conditions of interest. Facets refer to
a set of characteristics that contribute to error (a factor in the analysis of
variance [ANOVA] framework), and conditions are the systematic ways
that a measurement varies within a facet (a level within a factor in the

Generalizability study
Random facet
Universe of admissible
observations
Universe of generalization
Universe score

Note: ANOVA = analysis of variance.

ANOVA framework). Common examples of facets encountered in ERP
studies include the number of trials included in average ERP waveforms,
event type, occasion, experimental paradigm, EEG hardware, or diag
nostic group. The levels of an event type facet could include correct and
error trials, and the levels of an occasion facet could include measure
ments from three different time points. It is important to consider all
relevant facets and conditions of interest for estimating G-theory reli
ability coefficients, because failure to do so can result in the over
estimation of reliability (Vispoel et al., 2018a).
G theory distinguishes between two types of “studies” that are used
for estimating reliability. In a generalizability (G) “study”, the variance
associated with each facet and condition is estimated, and this requires
specifying all conditions and facets of interest (i.e., the universe of ad
missible observations). A decision (D) “study” then uses those estimated
variance components for a particular purpose, which requires defining
the universe of generalization. The universe of generalization refers to all
of the conditions of the facets that the researcher wants to generalize to,
and the universe score refers to this universe of generalization. The D
study can include some or all of the facets from the G study and is used to
calculate reliability coefficients.
Although G theory refers to the G and D studies as “studies”, they also
represent two stages of analysis that can be applied to the same dataset.
The G study/analysis is the first stage during which variance compo
nents of the different facets are estimated (see Section 2.3), and the D
study/analysis is the second stage during which those variance com
ponents are applied to estimate score reliability for a particular purpose
(see Section 2.4). When only one set of data is available and there is no
175
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intent to speculate about score reliability of studies in different contexts,
the distinction between a G and D study blurs.

3.16) reported for two laboratory sessions held two weeks apart at the
same time of day. At both visits, participants completed a passive foodviewing task, a high-calorie go/no-go task, and a low-calorie go/no-go
task. Of the 132 participants, 124 had ERP data from both sessions for
the low-calorie go/no-go task that made it through the preprocessing
pipeline and were entered into the ERA toolkit. ERP data from the lowcalorie go/no-go task are analyzed and presented below only to illus
trate the purpose and function of the ERA toolkit in assessing internal
consistency and test-retest reliability.
We begin with a G study to identify the universe of admissible ob
servations, which guides the mathematical derivations for estimating
score reliability. Potential sources of systematic variability (i.e., facets)
in these N2 scores include the number of trials retained for averaging,
event type, and measurement occasion, and these are the facets of in
terest for the G study. The possible conditions of the number-of-trials
facet include all possible trials during the low-calorie version of the
Go/NoGo task, during which participants were required to inhibit a
response to low-calorie images and make responses to high-calorie im
ages. There were two event types, Go and NoGo trials (high-calorie and
low-calorie images, respectively), and two measurement occasions,
baseline and a two-week follow-up. Taken together, the universe of
admissible observations is any N2 score for any number of correct Go/
NoGo trials during the low-calorie Go/NoGo task from participants
measured at baseline and at a two-week follow-up.
The next key question is whether these facets should be considered
random or fixed.1 If the purpose is to generalize beyond the conditions
included in a particular G study, the facet should be considered random.
A random facet indicates that all observations within the facet are
entirely interchangeable and represent a random sample of the universe
of admissible observations. In ERP studies it is common practice to
average trials together to improve the signal-to-noise ratio. This practice
is expected to lead to more stable estimates of the ERP score, because
nonsystematic noise across trials is minimized when many trials are
averaged together. The assumption of this practice is that the signal is
stable across trials. Hence, for present purposes the number-of trials
facet will be considered random, because no special meaning is attrib
uted to any particular trial. Alternatively, if the purpose is to generalize
only to those conditions observed, the facet should be considered fixed.
A fixed facet indicates that all conditions of interest for generalization of
the facet have been sampled, even though there might be other theo
retically relevant conditions. The event type facet will be considered
fixed, because Go and NoGo trials are the only events of interest. The
occasion facet will also be considered fixed, so that test-retest reliability
over a two-week period can be estimated. When a facet is fixed, the
estimated reliability tends to be higher, but the higher reliability esti
mate comes at the cost of narrower interpretations.
Another consideration is whether to use a design wherein trials/
items2 (i) are crossed with persons (p) and occasions (o), p × i × o, or a
design wherein trials are nested within occasions, p × (i:o). In the typical
ERP study of test-retest reliability, identical stimuli are presented at
multiple recording sessions. For example, a study of the error-related

2.2. Generalizability and dependability coefficients
When conducting reliability analyses, the appropriate coefficient to
use depends on the type of inference a researcher would like to draw. Gtheory recognizes two types of inferences: relative decisions (normreferenced) and absolute decisions (criterion- or domain-referenced). If
a researcher is interested in the relative position or the ranking of in
dividuals (i.e., the ranking of individuals within each condition of a
facet), a generalizability coefficient is used. For example, a researcher
might be interested in whether healthy controls consistently outperform
clinical patients over two measurement occasions. In such instances, the
focus is solely on interindividual standings, rather than the absolute
values of the scores. Relative decisions are the type of inference rendered
by popular classical test-theory reliability coefficients (Brennan, 2003,
2010), such as coefficient α (Cronbach’s α), a correlation coefficient, and
Kuder-Richardson Formula 20 (KR-20).
Absolute decisions are concerned with score consistency or the ab
solute level of performance, and an index of dependability (i.e., depend
ability coefficient) is used to characterize reliability for this type of
inference. Dependability coefficients consider both the relative position
of individuals and any absolute differences in scores. The dependability
coefficient is appropriate for characterizing the number of trials needed
to obtain a stable ERP waveform, because the focus is on whether adding
trials changes the estimate of the universe score for the ERP. The
dependability coefficient is also appropriate when applying a cutoff to
observed scores, such as excluding participants who are non-responders
in studies assessing skin conductance.
As previously mentioned, whether the researcher uses a generaliz
ability coefficient or a dependability coefficient is based on the desired
inference. For the generalizability coefficient, only measurement error
associated with the objects of interest impacts reliability. That is, rela
tive increases among average item or person scores do not reduce reli
ability. However, the dependability coefficient considers all possible
sources of measurement error, and increases in variability associated
with any facet reduce reliability. Both reliability coefficients range from
0 to 1, with higher scores reflecting better reliability. The generaliz
ability coefficient is low when interindividual rankings are inconsistent,
and the dependability coefficient is low when measurements from the
same individuals are inconsistent. The decision boils down to a question
of whether a researcher is interested in the relationship between in
dividuals (i.e., are rankings between individuals stable across time?) or
whether a researcher is interested in the absolute value of measurements
for individuals (i.e., is a person’s score at time 1 numerically similar to
the same person’s score at time 2?).
To summarize, there are two different coefficients: generalizability
coefficients, which characterize relative standings of persons, and
dependability coefficients, which characterize absolute differences in
scores between participants. In the next sections, we illustrate how co
efficients of stability are computed using G-theory and emphasize the
differences between generalizability and dependability coefficients. The
formulas that follow are implemented in the ERA Toolbox (https://gith
ub.com/peclayson/ERA_Toolbox) to facilitate their application in ERP
studies.

1
Whether a facet is considered random or fixed can impact both the esti
mation of variance components (G study) and the application of those variance
components to estimating score reliability (D study). Shavelson and Webb
(1991) cover these differences in their primer on generalizability theory. For a
more detailed treatment of these differences and their impact on the calculation
of reliability, see Brennan (2001).
2
In intervention research, one group of participants might be assigned to an
intervention and another group might be assigned to treatment-as-usual. If
participants in each group of participants view different sets of stimuli, stimuli
would be nested within treatment condition. If all participants from each group
viewed the same set of stimuli, then stimuli would be crossed with intervention.
In the former scenario, the effect of stimuli is confounded within intervention,
but in the latter scenario variances for each main effect and the interaction
between stimuli and intervention could be parsed.

2.3. Generalizability (G) study
The ERP data presented and analyzed in the current paper are a
subset of the dataset presented in Carbine et al. (current issue; i.e., the
companion paper). Details on the rationale for the study, participant
characteristics, study design, ERP preprocessing pipeline, and the
application and interpretation of reliability analyses are discussed
further in the companion paper. Briefly, 132 psychiatrically and
neurologically healthy young adults (70% female, Mage = 20.65, SDage =
176
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negativity (ERN) component of the ERP recorded during a flanker task
would present the same flanker stimuli at each recording session. Based
on this important design feature, trials are considered crossed with
person and occasions, because any trial of a specific event type from
time 1 would be entirely interchangeable with any trial of that specific
event type from time 2. However, this assumption only holds when
identical stimuli are used. For instance, if a study of ERPs to emotionallysalient images used different image sets at each recording session, then a
design wherein trials are crossed with persons and occasions would be
inappropriate, and in such an instance trials should be nested within
occasion. Given that the first scenario appears more common in the ERP
literature and was used in the Carbine et al. (current issue) paper, the p
× i × o design is the focus of the present primer.
We now describe the G-theory algorithms, and this primer represents
a compilation of information from Shavelson and Webb (1991), Brennan
(2001), Baldwin et al. (2015), Clayson and Miller (2017a), and Vispoel
et al. (2018a). This primer focuses on the derivations for estimating
internal consistency and test-retest reliability coefficients when
considering three facets: number-of-trials, event, and occasion.
An observed ERP score (Xpiok) for a given person (p) for a given trial
(i) for a given event (k) for a given occasion (o) can be expressed using a
linear model, which provides the basis for expressing an observed score
in terms of estimable variance components (Brennan, 2001, p. 56; Vis
poel et al., 2018a, p. 5). This is considered a crossed design (p × i × o),
because any trial from a given event and occasion is accepted as
meaningful, which is an important feature of ERP studies that often
include a different number of trials for each event (e.g., fewer target
trials relative to standard trials).
Xpiok = μk
+μp − μk
+μi − μk
+μo − μk
+μpi − μp − μi + μk
+μpo − μp − μo + μk
+μio − μi − μo + μk
+Xpiok − μpi − μpo − μio + μp + μi + μo − μk

of the study were to generalize to all psychiatric conditions (and
included such a sampling of disorders), then a researcher might consider
psychiatric diagnosis to be random. The linear model above generalizes
to the inclusion of any number of events and groups when they are
considered fixed. For simplicity moving forward, Xpiok is simplified as
Xpio, and interpretations will be about the grand mean, rather than event
mean, because the grand mean could represent an event mean, a group
mean, or an event mean for a particular group.
The variance of observed scores over all persons, trials, and occasions
in the universe is summarized in Eq. (2).
(
)
σ 2 Xpio = σ2p + σ2i + σ2o + σ2pi + σ 2po + σ 2io + σ 2pio,e
(2)
This particular G study is associated with seven sources of variance.
The between-person variance component, σ2p , represents the universe
score variance and reflects how much persons differ from the grand
mean. The trial variance component, σ 2i , and the occasion variance
component, σ 2o , are associated with conditions of the trial and occasion
facets, respectively. Each second-order interaction is also represented in
Eq. (2), and they are interpreted similar to a typical interaction effect.
These variance components and their interpretation are briefly sum
marized in Table 2 for ease of reference, and they are described in more
detail below using the example dataset. Although G-theory requires
computing many variance components for the proper estimation of
reliability coefficients, failing to consider each source of measurement
variance can result in the overestimation of reliability (Vispoel et al.,
2018a). Furthermore, each variance component has a unique interpre
tation and sheds light on those facets that most affect the variance of
observed scores.

(event mean)
(person effect)
(trial effect)
(occasion effect)
(person × trial effect)
(person × occasion effect)
(trial × occasion effect)
(residual)

2.4. Decision (D) study
In practice, observed scores are averaged together to create a per
son’s score for subsequent statistical analysis. A D study focuses on de
cisions concerned with averaged scores, rather than single-trial scores,
because any particular score (Xpio) is considered just one possible
observation from the universe of admissible observations. The purpose
of the present D study example is to estimate the two types of reliability:
internal consistency (i.e., coefficients of equivalence) and test-retest reli
ability (i.e., coefficients of stability). For each reliability, there are two

(1)

The event mean, μk, represents the mean Xpiok average score across
all persons, trials, and occasions for a given event. The universe score,
μp, reflects a person’s expected score over all trials and occasions for an
event. μi represents the average score for a particular trial of an event
averaged across persons and occasions. μo represents the average score
for a particular occasion averaged across persons and trials for a given
event. The main effects for person, trial, and occasion are summarized as
μp − μk, μi − μk, and μo − μk, respectively. The remaining effects repre
sent the interactions among the measurement facets. For example, the
person × occasion effect represents differences in the between-session
differences of person means. However, the three-way interaction3
cannot be separated from the residual, because there is only one
observation per cell. Hence, the three-way interaction is part of the re
sidual or error term.
The variability of each effect, aside from the event mean, can be
summarized by a variance component. The event mean is not associated
with a variance component, because the event facet is fixed and the
mean for each event is considered a constant. Similarly, if a group facet
were included (e.g., healthy controls vs. people with schizophrenia), it
would likely be considered a fixed facet, because only the two groups
included in the study are likely to be the groups of interest. If the purpose

Table 2
Mathematical representations and interpretations of variance components
related to the temporal stability of event-related potentials.
Symbol

Label

Interpretation

σ2p

Between-person
variance
Between-trial
variance

Universe score variance; differences in person
scores from the grand mean
Differences in person scores across all trials and
persons; impacted by stimuli differences such as
difficulty
Differences in person scores related to changes from
session 1 to session 2 across all persons; impacted
by practice effects and development changes
Differences in person mean differences across trials;
impacted by within person differences across trials
(e.g., how quickly a person becomes fatigued)
Differences in person mean differences between
sessions; impacted by between-session differences
in physical or mental health status or a response to a
treatment intervention
Differences in trial mean differences betweensessions; impacted by differences in sets of stimuli
(e.g., parallel forms)
Variances in scores not accounted for by betweenperson variance or the variance of other measured
facets

σ2i

3

If a three-way interaction is of interest, then another crossed facet needs to
be included in the study design in order to have more than one observation for
each person for each cell. The highest-order interaction of a fully crossed design
will always be confounded with the residual term due to only observing one
observation for each cell of the full design.

σ2o

Between-occasion
variance

σ2pi

Person × trial
variance

σ2po

Person × occasion
variance

σ2io

Trial × occasion
variance

σ2pio,e

Error variance

Note. Some characteristics that impact each variance component are described in
the Interpretation column. This is not an exhaustive list of examples, and more
examples can be found in the body of the manuscript.
177
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estimated coefficients: a generalizability coefficient, which character
izes the relative standing of individuals, or dependability coefficient,
which characterizes the absolute differences in scores (see Section 2.2).
The generic formulas for the generalizability coefficient (Eρ2) and
dependability coefficients (ϕ) are shown in Eqs. (3) and (4), respectively
(see Brennan, 2001).
E ρ2 =

ϕ=

σ2 (τ)
σ τ) + σ 2 (δ)

et al., 2018a). When internal consistency estimates are calculated from a
single occasion, reliability estimates can be overestimated due to vari
ance associated with occasion being included in between-person vari
ance. Hence, between-person variance becomes inflated, and residual
variance is reduced. The impact of variance associated with occasion is
made explicit in the G-theory coefficients of stability, and this is shown
in the numerators of Eqs. (5) through (8).
Considering occasion as a hidden facet in single-session ERP studies
illustrates how occasion-specific variance might contribute to some of
the variability in estimates of the internal consistency of ERP scores. It is
common for internal consistency estimates from a single occasion to be
misused because researchers attempt to generalize internal consistency
estimates to other measurement occasions (e.g., when internal consis
tency estimates are used to justify the expected internal consistency of
another study). However, this approach treats internal consistency es
timates as something akin to a test-retest reliability coefficient, because
the internal consistency estimates are used as if they generalize to other
similar research. A ready ERP example can be drawn from the errorrelated negativity (ERN) component. Many ERN studies assume
adequate ERN score reliability based on retaining six-to-eight error trials
from each participant, and this number is based on psychometric work
in undergraduates (Olvet and Hajcak, 2009). However, a recent metaanalysis of ERN score internal consistency from 4499 participants yiel
ded estimates of coefficient alpha that ranged from 0.02 to 0.94 when
only using eight error trials (Clayson, 2020). Inferring ERP score reli
ability based on prior psychometric work is inappropriate. That being
said, internal consistency estimates that parse variance associated with
measurement occasion should provide more robust estimates of score
reliability that are more likely to generalize across a similar test-retest
window for similar samples (Brennan, 2001). Hence, there are distinct
advantages to estimating internal consistency of data across multiple
occasions.

(3)

2(

σ2 (τ)
σ2 (τ) + σ 2 (∆)

(4)

In Eqs. (3) and (4), estimates of generalizability, Eρ2, and depend
ability, ϕ, are generically defined in terms of universe score variance,
σ 2(τ), and error variance. The generalizability coefficient uses the rela
tive error variance, σ 2(δ), which ignores sources of variance that do not
impact the interindividual standings of persons. The dependability co
efficient uses the absolute error variance, σ2(∆), and includes all error
sources of variance that impact the absolute measurements of scores.
Each coefficient represents the ratio of universe score variance to uni
verse score and error variance.
2.4.1. Coefficients of equivalence
Coefficients of equivalence are analogous to internal consistency
estimates of reliability. For each coefficient of equivalence, the universe
score variance, σ2(τ), includes between-person variance, σ 2p , and tran

sient error variance, σ 2po . The person × occasion variance is in the
numerator of coefficients of equivalence because only generalizing over
trials is of interest. The formula for calculating a generalizability coef
ficient of equivalence is expressed in terms of variance components in
Eq. (5), and Eq. (5) can be expressed in terms of the number of obser
vations of each effect (see Eq. (6)).
Eρ2CE =

Eρ

2
CE

2
2
p + po
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2.4.2. Coefficients of stability
Coefficients of stability are analogous to test-retest reliability sta
tistics and represent estimates of temporal stability. For each coefficient
of stability, the universe score variance, σ 2(τ), includes between-person
variance, σ2p , and specific-factor trial score variance, σ2pi . The trial ×
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person variance is in the numerator of coefficients of stability because
only generalizing over occasions for trials is of interest.
The formula for calculating a generalizability coefficient of stability
is shown in Eq. (9) and is a generalization from Eq. (3). Eq. (9) considers
variance components that impact the relative standing of persons (see
Vispoel et al., 2018a). The relative error variance, σ2(δ), only considers
sources of variance that impact the relative standing of persons. In other
words, only those variance components that include an interaction with
persons will impact relative error variance, and such variance compo
nents include person × trial variance (σ2pi ), person × occasion variance

′ ′

ni no

That is, the generalizability coefficient of equivalence represents the
ratio of universe score variance (σ2p ) and transient error variance (σ 2po ) to

universe score variance (σ 2p ), transient error variance (σ 2po ), specific-

factor trial score variance (σ2pi ), and residual variance (σ2pio,e ).
The formula for computing a dependability coefficient of equiva
lence can also be expressed in terms of variance components (Eq. (7))
and the number of observations of each effect (Eq. (8)).
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In words, the generalizability coefficient of stability represents the
ratio of universe score variance (σ 2p ) and specific-factor trial score vari

i o

Coefficients of equivalence calculated from a dataset that includes an
occasion facet hold an advantage over internal consistency estimates
from a single occasion. The shortcoming of the latter scenario is that the
occasion facet is a hidden facet.4 A facet is considered hidden when there
is only one sampled condition of a given facet, which prevents variance
associated with that facet from being estimated (Brennan, 2010; Vispoel

ance (σ2pi ) to the combination of universe score variance (σ2p ), specificfactor trial score variance (σ2pi ), specific-factor occasion score variance

(σ2po), and residual variance (σ 2pio,e ).
In practice, scores are averaged within each facet. For example, all
scores of an event are averaged together to compute the score to use for
subsequent analysis. Hence, the partitioning of mean scores is of interest
when assessing the internal consistency or temporal stability of scores. A
property of the sampling distribution of mean scores is that the larger
the sample size the smaller the variance of the distribution. Conceptually
speaking, recording many ERP trials from a person should result in a

4
Other examples of hidden facets common in ERP research include the type
of hardware used to record EEG, data processing pipeline, and experimental
paradigm for eliciting ERPs.
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better estimate of an average score than recording few trials due to a
reduction in trial-by-trial variability from random background noise.
Hence, the variance of σ 2pi decreases as the number of trials retained for

outputs from the toolbox. These data are from the low-calorie Go/NoGo
task and consist of two event types (Go, NoGo) and two occasions
approximately two weeks apart. Both event and occasion are considered
fixed facets6 for these data analyses. For details about the preprocessing
pipeline, a discussion of the implications of the present findings, and a
statistical analysis of N2, the reader is directed to the companion paper.
A distinct advantage of G theory over classical test theory is that data
from all trials are used to estimate variance components, because Gtheory estimates of reliability can handle unbalanced observations
across participants and events (Baldwin et al., 2015; Clayson et al.,
2020a,b; Clayson and Miller, 2017a, 2017b). It is important to use data
from all trials, because it reflects how ERP data are typically analyzed.
That is, researchers often average all trials of a given event type
together. Approaches using classical test theory often calculate internal
consistency estimates using coefficient alpha (i.e., Cronbach’s alpha),
which requires the same number of observations from each participant.
To this end, the first X number of trials are commonly selected, and
coefficient alpha is estimated for those trials. However, such estimates
are prone to trial sampling bias (the first X number of trials might be
more salient and uniform than later trials and consequently be system
atically biased) and participant sampling bias (participants are often lost
from reliability analyses due to not having enough trials to be included
in the estimate, which introduces additional uncertainty in reliability
estimates in studies of small samples). Split-half reliability estimates
have similar issues related to trial and participant sampling bias as co
efficient alpha, and the impact of the sampling bias is most problematic
when few trials are retained for averaging (Clayson et al., 2020a,b).
In order to take advantage of G theory’s consideration of scores from
all trials in the estimation of each variance component, the ERA toolbox
implements Bayesian multilevel models using Markov Chain Monte
Carlo (MCMC) estimation procedures (Baldwin et al., 2015; Clayson and
Miller, 2017a; Gelman et al., 2013). The toolbox relies on the opensource packages MatlabStan (Stan Development Team, 2016),
CmdStan (Stan Development Team, 2019), and MatlabProcessManager
(Lau, 2016) to implement the MCMC estimation procedures in Stan
(Carpenter et al., 2017). Convergence of chains7 is determined by
verifying that that the potential scale reduction for the scalar estimands
̂ are below 1.1 and that the effective sample size for each scalar
( R)

averaging increases. Furthermore, ERP trials are considered a random
facet, so any trial score is entirely interchangeable with any other trial
score. This notion is reflected in the practice of averaging across all ERP
trials to obtain a subject average score. Taken together, because the
variance of any set of uncorrelated observations is related to the number
of observations included in a mean,5 Eq. (9) can be expressed in terms of
the number of observations of each effect.
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The generalizability coefficient of stability can now be computed as a
′
function of each variance component, a given number of trials (ni ), and a
′
given number of occasions (no ).
The formula for calculating a dependability coefficient of stability is
shown in Eq. (11) and considers all measured variance components that
could impact the absolute magnitude of observed scores. As in the
generalizability coefficient, the universe score variance, σ2(τ), includes
between-person variance, σ2p , and specific-factor trial score variance, σ 2pi .
However, the absolute error variance, σ 2(∆), includes all sources of
variance that impact scores. Hence, all sources of variance that
contributed to the relative standing of individuals and the sources of
variance associated with occasions and the interactions of occasions
with trials are included in the error term.
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Similar to the generalizability coefficient of stability, Eq. (11) can be
expressed in terms of the number of observations of each effect.
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The key difference between the dependability coefficient of stability,
ϕCS, and the generalizability coefficient of stability, Eρ2CS , is that the
dependability coefficient accounts for each effect that could impact the
absolute magnitude of observed scores. Generally speaking, generaliz
ability coefficients should be higher than dependability coefficients,
because absolute error variance tends to be larger than relative error
variance. In practice, the difference between absolute and relative error
variance can be quite small in the absence of systematic betweenoccasion or trial × occasion differences. The estimate of the depend
ability coefficient of stability will approach the estimate of the gener
alizability coefficient of stability as the variance estimates for occasions
and interactions with occasion approach zero.

estimand is greater than 10 times the number of chains. The ERA
Toolbox primarily acts as a software wrapper around these other pack
ages to estimate the variance components, and then those computed
variance components are used to calculate reliability estimates.
We will now demonstrate how to interpret G-theory outputs from the
ERA Toolbox using the correct-trial N2 scores from the low-calorie
version of the Go/NoGo task. Single-trial amplitude data for each
event type and occasion were processed in the ERA Toolbox. Variance
components were estimated using MCMC procedures with 3 chains and
̂ and
10,000 iterations. Convergence of chains was verified by checking R
effective sample size. For more information about how to prepare data
for processing through the ERA Toolbox, the reader is directed to the
documentation for the toolbox (https://github.com/peclayson/ER
A_Toolbox). The toolbox outputs will be covered in detail below. This
walkthrough mirrors the format of the original G-theory ERP depend
ability study (Baldwin et al., 2015) and the ERA Toolbox monograph
(Clayson and Miller, 2017a) but emphasizes coefficients of stability.

3. ERA Toolbox
The ERA Toolbox facilitates the calculation of reliability estimates
based on generalizability theory and, as of version 0.5.0, includes the
capability to estimate coefficients of equivalence and coefficients of
stability using data from multiple recording sessions (i.e., more than one
occasion). The N2 amplitude data from the companion paper (i.e.,
Carbine et al., current issue), which was described above, will be used
below to demonstrate how to interpret the reliability coefficients and

6

The current version of the ERA Toolbox treats event and occasion as fixed
facets, and this is likely how most ERP researchers would choose to treat them.
The toolbox does not currently have the capability for treating the event or
occasion facets as random, but this capability will be implemented in future
versions of the toolbox.
7
The visual inspection of trace plots can also be helpful for verifying
convergence of model chains (Gelman et al., 2013; Lunn et al., 2012). This
approach will be implemented in future versions of the toolbox.

5
“One well-known property of a distribution of mean scores for a set of
uncorrelated observations is that the variance of the distribution is the variance
of the individual elements divided by sample size” (Brennan, 2001, p. 31; see
also Shavelson and Webb, 1991).
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3.1. G study outputs

3.2. D study outputs

The purpose of the G study is to estimate the relevant variance
components, which include between-person variance, σ 2p ; between-trial

As mentioned above, the D study uses variance component estimates
from the G study to compute reliability estimates in an effort to mini
mize measurement error. For example, a D study helps a researcher to
determine the minimum number of trials necessary to achieve accept
able score reliability. However, what is considered acceptable score
reliability is a decision left up to the researcher.
Clayson and Miller (2017b) provided guidelines for what is accept
able ERP score reliability. They recommended using 0.80 as the mini
mum threshold for acceptable score reliability for most ERP research.
When paradigms are in the early stages of development, they recom
mended a more relaxed threshold of 0.70. It is important that the
threshold used for determining acceptable score reliability is specified a
priori, rather than after seeing how much data are lost or whether sta
tistical significance changes with different thresholds. Regardless of the
chosen reliability threshold, it is recommended that the observed reli
ability be reported.
For the present D study, a reliability threshold of 0.70 was chosen as
the cutoff for acceptable reliability because this is the first test-retest
reliability analysis using a recently developed version of a Go/NoGo
paradigm with food stimuli. The outputs related to coefficients of
equivalence are briefly summarized below, and the interested reader is
directed to Baldwin et al. (2015) and Clayson and Miller (2017a) for
more information about G-theory internal consistency estimates.
Consistent with the purpose of this primer, greater emphasis is placed on
coefficients of stability than on coefficients of equivalence.

variance (alternatively, between-item variance), σ2i ; between-occasion
variance (alternatively, between-session variance), σ2o ; person × trial
variance, σ2pi ; person × occasion variance, σ2po ; trial × occasion variance,

σ 2io ; and error variance, σ 2pio,e . One helpful metric for assessing the relative

contribution of each variance component is to examine their standard
deviations.
3.1.1. Standard deviations of variance components
The point estimates of each standard deviation are shown in Fig. 1. It
is helpful to compare standard deviations as they provide insight into the
relative sizes of the sources of variance (i.e., facets) in the reliability
estimates (Baldwin et al., 2015; Clayson and Miller, 2017a; Shavelson
and Webb, 1991). The standard deviation is a measure of dispersion and
is computed by taking the square root of each variance component.
Standard deviations can be conceptually interpreted as the average
distance of a score from the mean of a distribution.
The between-person standard deviation represents an estimate of the
universe-score standard deviation over all combinations of trials and
occasions. In words, the average distance between a person’s average N2
score in the universe of admissible observations and the mean of all
persons is 1.98 for Go trials and 1.96 for NoGo trials. The betweenperson standard deviations for these two event types are quite compa
rable. If other variance components are equal, it would be expected that
these two event types would have comparable reliability estimates.
The between-session (i.e., occasion) standard deviation represents an
estimate of the variance for a particular session across all persons and
trials, and the between-trial standard deviation represents an estimate of
the variance for a particular trial across all persons and occasions. The
between-session standard deviation reflects variance associated with the
consistent responding between sessions, but the between-trial variance
reflects contributions to scores from trial to trial within a single session,
which can be impacted by participant factors (e.g., attention or fatigue)
or paradigmatic ones (e.g., variable trial difficulty).
The interaction effects between persons, sessions, and trials are also
shown in Fig. 1 and indicate differences in a facet associated with the
change in level of another facet. For example, the person × session
standard deviation reveals the variance in within-person differences in
session means from person to person. Because the person × session
standard deviation reflects transient error between recording sessions, it
is associated with universe score variance for coefficients of equivalence
(see Eqs. (5) and (7)). Specific-factor trial score variance (i.e., person ×
trial standard deviation) is associated with universe score variance for
coefficients of stability (see Eqs. (9) and (11)). Given that the person ×
session standard deviations are large relative to other sources of vari
ance and that they contribute to the denominator of coefficients of
stability, it is likely that coefficients of stability will be lower than co
efficients of equivalence.
The within-person standard deviation provides an estimate of vari
ability in single-trial N2 scores and error variance. The within-person
standard deviation is a large contribution to score reliability, and
when it is large relative to other components, it is likely that many trials
will be needed for adequate score reliability.

3.2.1. Coefficients of equivalence
The point estimates for dependability coefficients of equivalence as a
function of the number of trials included in an average and event are
shown in Fig. 2. The generalizability coefficients are not shown, because
they produced comparable estimates. As expected, the reliability esti
mates for N2 scores from Go and NoGo trials are very similar. The
number of trials needed to obtain adequate reliability was 7 for Go trials
and 8 for NoGo trials, and the obtained reliability at these trial cutoffs is
shown in Fig. 3. The 95% credible intervals for reliability estimates are
also shown in Fig. 3. The default for the toolbox is to provide the 95%
credible intervals for most estimates; credible intervals are the Bayesian
analog to confidence intervals (Morey et al., 2016).
The output summary for the dependability coefficient of equivalence
is shown in Fig. 4. The reliability summary characterizes the overall
score reliability after applying trial cutoffs to the data. Score reliability is
calculated using Eq. (6) for generalizability and Eq. (8) for depend
ability. The overall score reliability uses a central tendency estimate
′
′
(mean or median) of the retained trials from the sample as ni , and no is
set to 1. Based on the information in Fig. 4, it appears that all partici
pants except for two had enough trials to satisfy the both trial cutoffs
based on the dependability coefficient of equivalence.
3.2.2. Coefficients of stability
Unfortunately, N2 scores failed to achieve an acceptable level of
score reliability for generalizability or dependability estimates of sta
bility. For the purposes of this primer, the reliability threshold was
relaxed to 0.60, and there will be a discussion of factors that can
contribute to low coefficients of stability below.
The point estimates for dependability coefficients of stability as a
function of the number of trials included in an average and event are
shown in Fig. 5. The generalizability coefficients are not shown due to
being very comparable to the dependability coefficients for these N2
scores. Fig. 5 shows the number of trials needed from each session to
obtain a given dependability coefficient of stability. The advantage of
estimating the temporal stability of ERPs as a function of the number of
trials included in an average is that this approach is more consistent with
how data from multiple sessions are used. It is possible that more trials

3.1.2. Summary
Based on the findings of the G study, the majority of variance in
observed N2 scores is accounted for by between-person variance, person
× occasion variance, and within-person/error variance. The variance
components across events were also comparable. Hence, it is likely that
similar reliability coefficients will be observed for N2 scores from each
event. Given the large person × occasion variance, it is likely that co
efficients of stability will be lower than coefficients of equivalence.
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Fig. 1. Point estimates for each component used to calculate reliability estimates. Components include between-person, between-trial, between-session (alterna
tively, between-occasion), person × trial interaction, person × occasion variance, trial × occasion interaction, and within-person variance (i.e., error variance).

Fig. 2. Dependability coefficients of equivalence for N2 scores as a function of event type and the number of trials included. The dotted line represents the userspecified reliability threshold, which was 0.70 in this instance.

are needed to ensure adequate temporal stability than are needed to
ensure adequate single-session internal consistency (see Larson et al.,
2010). The present N2 scores needed more trials to obtain acceptable
coefficients of stability than were needed to obtain acceptable

coefficients of equivalence.
The number of trials from each session needed to obtain a 0.60
dependability coefficient of stability was 18 for Go trials and 19 for
NoGo trials (see top of Fig. 6). A closer look at the variance components
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Fig. 3. The number of trials needed to obtain an acceptable dependability coefficient of equivalence for Go and NoGo trials. What is considered an acceptable
threshold is user defined and was 0.70 in this instance. The point estimate and 95% credible interval of the dependability coefficients of equivalence for the given
number of trials are also shown.

from the G study and the formulas for computing the dependability
sheds light on why more trials are needed for adequate temporal sta
bility. The primary reason has to do with how the person × occasion
variance, σ 2po , contributes to the reliability of each type of coefficient.
The person × occasion variance is comparable to between-person vari
ance, σ2p , for both event types. The coefficient of equivalence includes
person × occasion variance in the numerator (see Eq. (8)), but the co
efficient of stability does not (see Eq. (12)). The numerator of the co
efficient of stability includes the person × trial variance, σ2pi , which was

scores across all persons from session 1 to session 2 is reflected in the
occasion variance component, σ 2o . This variance component reflects
changes that impact all persons equally (e.g., if all person average scores
from session 1 to session 2 dropped 1 μV, it would be reflected in σ2o ).
Examples of factors that could impact such variance include practice or
carryover effects, time between assessments (e.g., developmental
changes), or the impact of an intervention.8 The person × occasion
variance is interpreted as how much differences in person means be
tween sessions vary from person to person (e.g., one person’s average
score might be the same for each session, but another person’s score
might be much larger for session 1 than for session 2).
There are a number of factors that might contribute to why differ
ences in session scores might vary from person to person. The extent to
which scores differ could be due to differences in state factors (e.g.,
persons could be inconsistently tested at different times of day; a person
could be alert during a morning recording session at time 1 but drowsy
during an evening recording session at time 2), changes in physical or
mental health status, changes related to EEG recording (e.g., bad
channels, different impedance levels), or changes in the experimental
environment (e.g., physiological or environmental interference). The
size of the person × occasion variance component highlights the
importance of controlling for these various factors when conducting
experiments to maximize observed reliability by minimizing potential
sources of error. These considerations that impact test-retest reliability

quite small. Furthermore, as the number of trials (ni ) included increases,
there will be no impact on the numerator of the coefficient of equiva
′

lence (σ 2p +

σ2po
no
′

), because increasing ni has no impact on the numerator.
′

However, increasing ni will reduce the numerator of the coefficient of
′

stability (σ2p +

σ2pi
ni

′

). Because both equations have the same terms in the

denominator (see Eqs. (8) and (12)), the denominator will decrease at
the same rate as trials are added. Hence, for these N2 scores the
numerator of the coefficient of equivalence will always be larger than
the numerator of the coefficient of stability, which will lead to a larger
coefficient of equivalence.
There is an important distinction between the factors that impact the
occasion variance component and the factors that impact the person ×
occasion variance component. The variance associated with changes in

8
In intervention research, score reliability from participants in an interven
tion group is likely of less concern than score reliability in a control group. If an
intervention is effective and impacts scores across time, then occasion and
person × occasion variances will be higher than if there is no impact. The
higher variance components would lead to worse score reliability. In the control
group, scores would ideally be more stable and yield lower occasion and person
× occasion variances.
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Fig. 4. Summary characteristics of N2 scores stratified by condition (Go, NoGo). The “n Included” column indicates the number of participants that were included
after applying the trial cutoffs for each event (see Fig. 3). The “n Excluded” column indicates the number of participants that were excluded after applying the trial
cutoffs. The dependability point estimates and 95% credible intervals characterize the overall score dependability for those participants that had enough trials to
meet both trial cutoffs. The trial summary reflects the mean, median, standard deviation, minimum, and maximum number of trials retained after applying the trial
cutoffs from each event.

highlight the context dependent nature of score reliability (see Time as
Another Context section in Clayson and Miller, 2017b).
The large person × occasion variance component is also the primary
reason for the low coefficient of stability compared to the coefficient of
equivalence. To estimate the test-retest reliability using the coefficient
′
of stability, the number of occasions, no , is fixed to 1 (Vispoel et al.,
2018a). In the denominator of Eq. (12), the between-person, betweenoccasion, and person × occasion variance components are the only
terms that cannot be minimized by adding more trials, ni′ . Given how
large the person × occasion variance component is, it essentially placed
a ceiling on the maximum reliability that could be achieved and caused
the relationship between reliability and the number of trials to asymp
tote just below 0.70.
The overall reliabilities after applying trial cutoffs for the coefficients
of stability are shown in Fig. 7. These reliability estimates are the
observed test-retest reliability coefficients for these N2 scores. Four
participants did not have enough trials to satisfy the cutoffs shown in
Fig. 6. In order to compute the overall score reliability for the co
′
efficients of stability, an estimate of ni is needed. The overall score
reliability uses an estimate of the central tendency (mean or median) for
′
the trials from those participants that satisfied the trial cutoff as ni . The
′
number of occasions, no , is set to 1 to estimate stability of scores from
session 1 to session 2 (Vispoel et al., 2018a).
The dependability and generalizability coefficients of stability were
very similar (see Figs. 6 and 7). This was due to the between-occasion
and trial × occasion variance components being small compared to
other sources of variances. Anything that increases the magnitude of
these variance components would increase the difference between the
generalizability and dependability coefficients. For example, in the

context of an intervention study, a researcher would likely expect the
intervention to change the ERP scores from a baseline assessment to a
follow-up assessment. If these changes are similar across individuals,
much of this change would be captured by between-occasion variance.
In the context of an intervention study, it is likely that a researcher
would use generalizability coefficients to demonstrate score reliability,
because changes in mean person scores would be expected.
3.2.3. Summary
This D study demonstrated the impact of the number of trials on
coefficients of equivalence and coefficients of stability. The coefficients
of stability required more trials than the coefficients of equivalence to
obtain acceptable score reliability. Findings of the D study were
consistent with expectations set up by the G study that yielded large
person × occasion variance components, which led to decreased co
efficients of stability.
4. The balance between internal consistency and test-retest
reliability
Internal consistency and test-retest reliability should be considered
together when making judgments about the usefulness of ERP scores,
and there may be instances when excellent reliability in both domains is
not desired. It is possible that scores can still be useful when failing to
meet adequate reliability standards of either internal consistency or testretest reliability (but not both). We next briefly consider the utility and
practical implications of excellent internal consistency and poor testretest reliability and then poor internal consistency and excellent testretest reliability.
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Fig. 5. Dependability coefficients of stability of N2 scores as a function of event type and the number of trials included. This plot shows the relationship between the
number of trials and test-retest score reliability. The dotted line represents the user-specified reliability threshold, which was 0.60 in this instance.

et al., 2020b). To support such investigations, the standardized mea
surement error (SME) could be used to show that SME is low compared
to the comparison/differences of interest (see Luck et al., 2020 for a
detailed description). The SME provides an estimate of measurement
precision or data quality, and it could be used to show that individualsubject measurement precision is adequate enough for a given com
parison. Although SME and score reliability are often fairly related,
these estimates can diverge when few trials are retained for averaging
and the variability in numbers of retained trials is high (Clayson et al.,
2020b).
We have a few recommendations that follow the spirit of G theory. In
any given study, the type of reliability that needs to be demonstrated
depends on the application of the ERP measurements. First, we echo
many others and recommend demonstrating the internal consistency of
ERP scores as a prerequisite to examining their relationships with
external correlates (see also, author guidelines for Psychophysiology and
International Journal of Psychophysiology, as well as Clayson et al., 2020a;
Clayson and Miller, 2017b; Hajcak et al., 2017; Infantolino et al., 2018;
Thigpen et al., 2017). Failing to demonstrate that ERP scores can reli
ably distinguish between participants undermines their utility as indi
vidual difference measures.
Second, when the purpose of using ERP measurements is to study
stable, trait-like characteristics or to examine the stability of group
differences, the test-retest reliability of scores must first be demon
strated. When G-theory estimates of test-retest reliability are reported,
the generalizability or dependability coefficient should be reported to
show the consistency of the rankings of participants and the consistency
of scores from participants, respectively. Additionally, it would be
helpful to report the variance components, so all necessary information
is provided for computing reliability estimates with different numbers of
trials and occasions. Such information would help other researchers in
the planning stages of follow-up studies. To achieve adequate test-retest
reliability it might be necessary to exclude participants with too few
trials to obtain a reliable single-session measurement, and the G-theory
formulas developed in this primer can be used to this end. Failing to

ERP measurements that have excellent internal consistency and poor
test-retest reliability can be useful, particularly when they relate to in
dividual difference measures (i.e., characterize between-person differ
ences). ERP scores must demonstrate adequate internal consistency
when the purpose is to relate ERP scores to an external correlate,
because internal consistency reflects how well scores differentiate par
ticipants. If scores fail to differentiate participants, they cannot mean
ingfully relate to other individual difference measures. Consider an
example of ERP amplitudes that demonstrate adequate internal consis
tency and correlate modestly with clinical symptom status. It might be
expected that clinical symptom status would wax and wane over time or
change in response to an intervention. If amplitudes correlate with
clinical symptom status over multiple timepoints, ERP amplitudes might
show poor test-retest reliability, because they move with clinical
symptom status rather than remain stable over multiple recording
sessions.
Alternatively, measurements might show excellent test-retest reli
ability but poor internal consistency. Such measurements might be
useful for measuring trait-like characteristics (e.g., cognitive func
tioning) or for studying within-person differences (e.g., error vs. correct)
or group differences (e.g., controls vs. patients). Studying group differ
ences in this fashion is consistent with the categorical approach to
studying psychiatric disorders, and there is utility in this approach when
trying to establish the selectivity of ERP effects for certain diagnostic
categories. Insofar as the purpose of the measurements is to differentiate
between groups, rather than differentiate between participants, mea
surements with excellent test-retest reliability and poor internal con
sistency have utility. However, such measures would be poor candidates
for studies of individual differences.
Many ERP studies only collect recordings during one measurement
occasion, and do not have information about test-retest reliability. When
ERP measurements from a single occasion yield low internal consis
tency, they are of little use for studies of individual differences, but they
might still show adequate measurement precision (i.e., low betweentrial variance) for a comparison of conditions or groups (Clayson
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Fig. 6. The number of trials needed to obtain acceptable dependability (top) and generalizability (bottom) coefficients of equivalence for Go and NoGo trials. What is
considered an acceptable threshold is user defined and was 0.60 in this instance. The point estimate and 95% credible interval of the coefficients of equivalence for
the given number of trials are also shown.

adhere to such psychometric rigor jeopardizes the promise of ERP scores
as biomarkers and endophenotypes by reducing the quality and likeli
hood of replicability of ERP research.

5. Conclusion
A substantial strength of G theory is its multifaceted approach to
ward understanding score reliability, which allows for identifying
sources of measurement error. The current primer outlined the approach
to using G theory to calculate coefficients of stability (i.e., test-retest
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Fig. 7. Summary characteristics of N2 scores strati
fied by condition (Go, NoGo) and coefficient type
(dependability, top; generalizability, bottom). The “n
Included” column indicates the number of partici
pants that were included after applying the trial
cutoffs for each event (see Fig. 3). The “n Excluded”
column indicates the number of participants that
were excluded after applying the trial cutoffs. The
reliability point estimates and 95% credible intervals
characterize the overall score reliability for those
participants that had enough trials to meet the trial
cutoffs. The trial summary reflects the mean, median,
standard deviation, minimum, and maximum number
of trials retained after applying the trial cutoffs from
each event.

reliability) for ERP studies and outlined how to interpret variance
components to determine sources of error. We also provided a walk
through of how to conduct these analyses using the ERA Toolbox. The
ERA Toolbox can be used to calculate coefficients of equivalence and
coefficients of stability for scores from any number of trials, events,
occasion, and groups. We hope that this primer and the open-source ERA
toolbox facilitate the evaluation of ERP scores on a study-by-study basis.
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