Mantle models from surface waves rely on good crustal corrections. We investigated how far ray theoretical and finite frequency approximations can predict crustal corrections for fundamental mode surface waves. Using a spectral element method, we calculated synthetic seismograms in transversely isotropic PREM and in the 3-D crustal model Crust2.0 on top of PREM, and measured the corresponding time-shifts as a function of period. We then applied phase corrections to the PREM seismograms using ray theory and finite frequency theory with exact local phase velocity perturbations from Crust2.0 and looked at the residual time-shifts. After crustal corrections, residuals fall within the uncertainty of measured phase velocities for periods longer than 60 and 80 s for Rayleigh and Love waves, respectively. Rayleigh and Love waves are affected in a highly non-linear way by the crustal type. Oceanic crust affects Love waves stronger, while Rayleigh waves change most in continental crust. As a consequence, we find that the imperfect crustal corrections could have a large impact on our inferences of radial anisotropy. If we want to map anisotropy correctly, we should invert simultaneously for mantle and crust. The latter can only be achieved by using perturbation theory from a good 3-D starting model, or implementing full non-linearity from a 1-D starting model.
I N T RO D U C T I O N
Much of our knowledge on upper mantle structure is based on surface wave experiments. However, the strong influence of the crust on the propagation of surface waves, even at long periods, makes the inversion for mantle structure very difficult. In most studies, crustal contributions, often as large as those from the mantle, are removed from surface wave data before constructing mantle models.
Linear perturbation theory was used in the earlier examples of crustal corrections. Woodhouse & Dziewonski (1984) used two simple models for oceanic and continental crust and calculated local frequency perturbations for crustal corrections based on an oceancontinent function. Nataf et al. (1986) made crustal corrections considering crustal thicknesses, P n and S n velocities, ocean depth and topography defining two continental and five oceanic models. However, crustal thickness, which is the dominant factor in these corrections, varies too much for linear perturbation theory to remain valid. Montagner & Jobert (1988) showed that shallow layer variations are indeed strongly non-linear even at periods longer than 100 s. They proposed to model the non-linear effects by calculating exact phase velocities for three different crustal reference models, together with linear perturbations around these three models. This hybrid approach has recently been reviewed by Marone & Romanowicz (2007) and Kustowski et al. (2007) . Li & Romanowicz (1996) , on the other hand, pointed out that using a prior model for crustal corrections could bias the tomographic images. Instead of using a model for corrections, they allowed Moho depth to change during the tomographic inversion. This approach was also preferred by .
Today, detailed 3-D crustal models, compiled from a large set of refraction, reflection and geological data, are available (3SMAC, Nataf & Ricard 1996; Crust 5.1, Mooney et al. 1998; Crust2.0, Bassin et al. 2000) . The development of computer facilities in recent years has made it possible to calculate the exact eigenfunctions at each point of such 3-D crustal models. Not only thickness variations, but also all changes of the structure of the crust can be taken into account. Once the exact local phase perturbations are calculated for each point of the 3-D crustal model, phase shifts along the (great circle) path can be determined using ray theoretical approximations (e.g. Ritsema et al. 1999; Boschi & Ekström 2002; Trampert & Spetzler 2006) . The basis of this path integral approximation originates from the analysis of Woodhouse (1974) who showed that, in the high frequency approximation, the local eigenfunctions at each point are identical to those determined from a spherically symmetric earth defined with the properties beneath that point. The accumulated phase of each individual mode along the path is the integral of the local phase slowness. However, in the presence of rapid structural changes compared to the wavelength of the surface wave, deviations from the great circle, and/or mode coupling and/or the complete breakdown of ray theory are to be expected. Commonly proposed extensions integrate over some influence zone rather than a ray path and use, to first order, 2-D horizontal kernels (e.g. Spetzler et al. 2002; Ritzwoller et al. 2002 ) depending on the approximations made, or better, full 3-D kernels as recently advocated by Zhou et al. (2004) .
Local phase perturbations due to the crustal structure are so large that both ray theory and Born theory break down (e.g. Wang & Dahlen 1995; Zhou et al. 2005) , at least for high frequency surface waves. Nevertheless, such corrections are constantly being made and much of our upper mantle knowledge depends on their accuracy. With the availability of the spectral element code (Komatich & Tromp 2002a,b) , we are for the first time in a position to quantify this accuracy. Crustal corrections cannot be handled by perturbation theory. This has clearly been demonstrated in the ray theoretical framework (Monatgner & Jobert 1988) and the Born theoretical framework (Zhou et al. 2005) . The best remaining option is to integrate exact local phase shifts on the sphere along a ray path (Zhou et al. 2005) . We will also investigate the use of 2-D Born kernels (Spetzler et al. 2002) . Zhou et al. (2004) explained that the correct 3-D kernels reduce to 2-D kernels if we neglect mode coupling and assume forward scattering. Our reference model (as that of existing studies) is laterally homogeneous which means that forward scattering dominates (Snieder 1988) . Although not perfect, the 2-D kernels have the advantage that they allow to incorporate the vertical non-linearity of the local crustal structure similarly to the ray theoretical tests. Therefore, we decided to investigate their suitability for crustal corrections. We tested the accuracy of crustal corrections using the great circle approximation, exact ray theory and 2-D finite frequency theory. The aim is not to investigate the validity of ray or finite frequency theory, which has extensively been discussed in the literature, but rather to understand to what extent we can actually remove the crustal signal from fundamental mode surface waves using these approximations. We computed synthetic seismograms in transversely isotropic PREM (Dziewonski & Anderson 1981) and PREM with 3-D crustal model Crust2.0 (Bassin et al. 2000) on top, using the spectral element code (Komatitch & Tromp 2002a,b) . We measured the time-shifts between these synthetic seismograms as a function of period and compared them with ray theoretical and finite frequency predictions. It is worth noting that this is the best case scenario where we know the crust. In real seismograms, the actual crust is unknown, and therefore, our estimates will be on the optimistic side. In the following section, we give a brief outline of the methods and how we measured the time-shifts. In Section 3, we analyse the results, and in Section 4, we investigate the impact of imperfect corrections on surface wave tomography. Finally, a discussion and the conclusions of our findings are presented in Sections 5 and 6, respectively. 
M E T H O D

Calculation of synthetic seismograms
It is now possible to simulate wave propagation in 3-D earth models using numerical techniques, at either a global or regional scale. The Spectral Element Method (SEM) is most successful for wave simulations in terms of its accuracy and applicability to complex structures. We used the SEM code by Komatitch & Tromp (2002a,b) for the computation of synthetic seismograms. We selected 11 earthquakes from the global CMT catalogue (Table 1) and 253 stations distributed worldwide ( Fig. 1 ). We produced two sets of data corresponding to two different velocity models: (i) 1-D transversely isotropic PREM (Dziewonski & Anderson 1981) with a 3-km-thick ocean layer on top, and (ii) the 3-D crustal model Crust2.0 (Bassin et al. 2000) with 2 • × 2 • grid resolution on top of PREM including bathymetry, topography and the ocean (hereafter called PREM + Crust2.0). We also included gravity and attenuation in the calculations. The implemention of the models is described in Komatitsch & Tromp (2002a,b) and in the documentation of the code. The length of each seismogram is 3 hr, which is sufficient to observe the major arc surface waves. Based on the mesh we used in our simulations, the shortest period in our synthetics is ∼30 s. Vertical and transverse components of sample seismograms for an oceanic and a continental path (A and B in Fig. 1 ) are presented in Fig. 2 . The effect of the 3-D crust on fundamental mode Rayleigh and Love waves can clearly be seen. Oceanic crust increases the phase speed whereas surface waves are delayed by travelling in the 3-D continental crust. Another important feature of the seismograms is that the 3-D crust changes the waveforms, and as expected mostly of Love waves.
Calculation of exact local phase velocity perturbations in Crust2.0
Following Woodhouse (1974) , we calculated the local modes by solving the normal mode equations in a radially symmetric earth model corresponding to PREM + Crust2.0 at the desired point. From the local phase velocity in that model, we subtracted the PREM phase velocity to obtain the local phase velocity perturbations δc/c 0 . To make the calculation with SEM and the normal mode code (eosani, courtesy of John Woodhouse) comparable, we needed to sample the earth models at the same points. For the vertical sampling, we printed out the SEM mesh at the desired latitude and longitude and fed this into eosani. The remaining difference is that SEM interpolates using five Lagrange polynomials of degree 4 and eosani interpolates using cubic splines between two mesh points. We verified that this effect is negligible, and for a 1-D model we achieved quasi exact correspondence between SEM and normal mode seismograms at periods longer than 40 s (see similar comparisons in Komatitch & Tromp 2002a). Crust2.0 is sampled every 2 • × 2 • , but the SEM mesh corresponds to more than 1.8 million points at the surface. To avoid sharp edges, SEM uses local lateral smoothing of the crustal model (Komatitch & Tromp 2002b) . In all correctness, we should calculate the local modes at all 1.8 million surface points, but this would put a tremendous time burden on the calculations (200 d rather than 2 d for all local modes). Instead, we only sampled at the original points given in Crust2.0 and smoothed the local phase velocity afterwards using various expansions. We used a local smoothing similar as in SEM, and a global spherical harmonic smoothing with different degrees of expansion as used in many existing studies.
Calculation of phase shifts
Once the local phase velocity perturbations are obtained, the total phase shift between source and receiver due to the crustal model is calculated by summing the perturbations either along the great circle path, the exact ray path or over the 2-D influence zone.
In the great circle approximation (GCA), phase velocity perturbations are integrated along the great circle path resulting in a phase shift
(1) c 0 is the phase velocity in PREM at the angular frequency ω, θ and ϕ are latitude and longitude, respectively and is the angular distance between source and receiver. The sign is due to our Fourier transform convention. The ray path, of course, depends on the local phase velocity. To take this non-linearity into account, the local perturbations can be summed along the exact ray path, which we refer to as exact ray theory (ERT). We performed ray tracing using the theory outlined in Woodhouse & Wong (1986) . The phase shift can be obtained from
GCA and ERT are formally the same; the only difference comes from the integration of perturbations along either the great circle or the exact ray path. Both GCA and ERT are high frequency approximations, to take the finite frequency of surface waves into account, the path integral can be replaced by an integral over a sensitivity kernel which we refer to as finite frequency theory (FFT). The phase shift is then calculated as
where K (θ, ϕ) is the 2-D sensitivity kernel from Spetzler et al. (2002) calculated in PREM, using appropriate frequency averaging, but neglecting source and receiver contributions.
Measuring the time-shifts as a function of frequency
In this work, we are only interested in fundamental mode surface waves. To extract the fundamental mode R1, R2, G1 and G2, we applied a time-variable filter (Cara 1973) to the synthetic seismograms. The Fourier transform of the surface wave seismograms in terms of amplitude (A) and phase (φ) can be written as
and
where subscripts P and P + C denote seismograms in PREM alone and PREM + Crust2.0, respectively. To determine the phase shift between these two seismograms, we cross-correlated S P+C (ω) with S P (ω) and measured the phase of the cross-correlogram as a function of frequency. After unwrapping the phase, the time-shifts between PREM + Crust2.0 and PREM seismograms are obtained by dividing the phase of the cross-correlogram by the angular frequency
In a similar way, the phase shift between seismograms PREM + Crust2.0 and PREM with crustal correction using ray theory or finite frequency theory can be obtained. At all frequencies, the corrected PREM seismograms can be written as;
where the calculation of δφ is outlined in Section 2.3. The time-shift from the cross-correlation is now;
To avoid amplitude problems, we multiplied the amplitude of S P (ω) and S cc P (ω) with A P+C (ω)/A P (ω) before the cross-correlation to equalize all amplitudes.
R E S U LT S
Comparing time-shifts before (δt) and after (δt cc ) correction, gives us a good idea on the effectiveness of the applied correction. Note that if the correction is perfect, δt cc is close to zero. Time-shifts are a more convenient measure than relative phase shifts because they allow a direct interpretation in terms of cycles when compared to the period. Before analysing time-shifts, we excluded source-
> 340 • to avoid minor and major arc interferences which influence the phase. We also excluded the paths within 20 • of the nodal plane of the radiation pattern where the phase can be severely distorted.
Some examples of time-shifts
Let us first concentrate on several individual paths shown in Fig. 1 . For the continental path (A), the crust delays the surface waves considerably (Figs 3 and 4), up to two cycles for short period Love waves. The bulk of the crustal signal is corrected, but it is not perfect. The different lateral smoothing strategies give consistent results with at most 6 s difference for short period Love waves. For the oceanic path (B), the observations are pretty similar. Notable is a large overprediction of the crustal effect for short period oceanic Love waves, much larger than for short period continental Rayleigh waves. This is most likely due to wave front smoothing effects (Wang & Dahlen 1995) where ray theoretical predictions tend to overestimate absolute phase anomalies. The difference between the different smoothing strategies is again of the same order and it is not clear which kernel performs best. Next, let us look at a path along an ocean-continent boundary (C). The most striking observation is that now FFT with local smoothing performs significantly better for both Rayleigh and Love waves. This is exactly what you would expect, the ray is either in the ocean or the continent, depending on the path, but the finite frequency wave senses both which is of course much better modelled by the FFT kernel. The FFT kernel together with spherical harmonic smoothing performs well at long periods only. Short period waves sense the small-scale variations in crustal gradients which are smoothed by the spherical harmonic expansion. Finally, for a path which is perpendicular to the oceancontinent boundary (D) the FFT advantage is not so clear any more. The nature of the kernel or the smoothing strategy matter little and all residuals are again within a few seconds of each other, all showing overcorrections.
We cannot look at all the paths individually. In the following, we will examine the results statistically.
Time-shifts as a function of distance
To examine the influence of the source-receiver distance on the corrections, we grouped the time-shifts obtained from both minor and major arc measurements into six distance bins containing approximately the same amount of data. The histograms in Fig. 5 show the time-shifts for 150 s Rayleigh waves. Grey histograms correspond to the time-shift (δt) (eq. 6) between PREM + Crust2.0 and PREM seismograms. Negative time-shifts correspond to cases where the crust advances the phase (i.e. thinner oceanic crust). Positive timeshifts correspond to paths with an average thicker crust than PREM. Red histograms correspond to residual time-shifts δt cc (eq. 8) after correction. The corrections, calculated using GCA together with local smoothing, are not perfect, but remove a large part of crustal signal. We notice a slight shift of the residual histograms towards positive times as the distance increases. This is due to wave front smoothing effects (Wang & Dahlen 1995) . Ray theoretical predictions tend to give extreme values for slow and fast paths. For longer distances, the oceanic paths dominate more and more and hence a shift of the residuals to the right. At short distances, there are about as many continental and oceanic paths and the residuals are nicely centred around zero. A similar picture is seen for Love waves at 150 s (Fig. 6) , although the corrections work slightly less well, because Love waves are more effected by the crust. At 80 s (Figs 7 and  8) , the crustal effects are stronger, even bigger than a cycle for the longest paths. Still, the corrections manage to bring the residuals down to less than half a cycle. The average positive time-shift for the residuals becomes stronger. At 40 s (Figs 9 and 10) , the surface waves see the full effect of the crust and time-shifts up to five cycles are seen. Although the corrections account for much, for many paths, they do not manage to bring the residuals down to a fraction a cycle. Because the crustal effect is so strong on these short period surface waves, the wave front smoothing effect is also most noticeable.
So far, the discussion remained rather qualitative. In order to quantify how good or bad the corrections are, we propose to compare the residual time-shifts to actual uncertainties in phase velocity measurements used in surface wave tomography. We chose uncertainties from the measurements published in the latest compilation of Trampert & Woodhouse (2001) who performed cluster analysis on similar paths. Table 2 shows the average standard deviations for δc/c 0 from this analysis. Fig. 11 shows an example of residuals as a function of distance compared to the average measurement uncertainty σ (δt) = σ (δc/c 0 ) x c 0 , where x is the distance and c 0 is the reference phase velocity. The measurement uncertainties are assumed to be Gaussian distributed, therefore, the probability that the actual uncertainty is bigger than one standard deviation is 0.31731. From Fig. 11 , we can evaluate the probability p that our residuals are bigger than the same standard deviation. Bayesian statistics then tell us that the residuals are p/0.31731 times more likely than the actual measurement uncertainties to be bigger than one standard deviation. A ratio larger than 1 means that the residuals contain significant signal beyond the measurement uncertainties and are likely to bias models in tomographic inversions. Figs 12 and 13 show this ratio for different periods for Love and Rayleigh waves. One can repeat this analysis for two standard deviations. The results would look better because we would miss part of the offset of the residuals due to wave front smoothing effects. However, this offset can potentially bias the tomographic models, and therefore, we prefer to judge the residuals using one standard deviation of the measurement uncertainties.
As one would expect, GCA crustal corrections work well for long period Love and Rayleigh waves which only experience limited effects from the crustal model. The residual time-shifts almost completely fall within one standard deviation of the measurement uncertainties and hence should be absorbed by the uncertainties without any trace in a mantle model if there are no systematics in the residuals. In general, the corrections are better for Rayleigh than Love waves which of course reflect the fact that Love waves sense the crust more than Rayleigh waves. Our statistics show that the corrections work reasonably well for Rayleigh waves from 60 s onwards, although the cut-off is somewhat distance dependent. For Love waves this situation is clearer and corrections work well from 80 s onwards based on our Bayesian criterion. Our analysis indicates that the corrections are good at longer periods, but there is the remaining issue that the residual histograms are not centred around zero. This bias could introduce artefacts into the tomographic models and only a depth inversion of the residuals (see Section 4) will reveal its importance.
The effect of different crustal types
We also investigated whether different crustal types might influence the effectiveness of the crustal corrections. We therefore, regrouped the time-shifts according to the percentage of continental crust along the ray path. Corrections for Rayleigh and Love waves at periods longer than 80 s are similar although the results are slightly better for Rayleigh waves. The best results are obtained from purely oceanic paths where all the observed time-shifts are almost completely corrected to around zero. As the percentage of continental crust is increased, the residual time-shifts become larger. The largest time-shifts are obtained for the paths having ocean-continent transitions, but the main contribution to larger residual time-shifts comes from major arcs.
At short periods, we can see more clearly that Rayleigh and Love waves are affected in different ways by continental and oceanic crusts. In Fig. 14, we present results for purely continental and purely oceanic paths for a common distance bin for 40 s Rayleigh and Love waves. Observed time-shifts up to 60 s in oceanic crust can effectively be corrected for 40 s Rayleigh waves whereas residual time-shifts are on average overcorrected by 15 s for Love waves. The latter is likely the wave front smoothing effect identified by Wang & Dahlen (1995) , where thin oceanic crust affects finite frequency Love waves in a highly non-linear way. Although oceanic crust is mostly uniform, detailed comparisons of 1-D normal mode seismograms with an average oceanic crust and SEM seismograms in PREM + Crust2.0 have shown that mid-oceanic ridges and ocean islands, where the stations are located, have a considerable effect on the waveforms. Fig. 2 shows this dramatic change of waveforms between 1-D and 3-D crusts. Corrections for purely continental paths are slightly better for 40 s Love waves than Rayleigh waves. The non-linear wave front smoothing now affects Rayleigh waveforms more strongly. 40 s Rayleigh waves have higher sensitivity around the Moho depth of continental crust, whereas 40 s Love waves sense much shallower variations more strongly. This non-linearity of different crustal types elegantly explains our results. Non-linearity is stronger for Love waves than Rayleigh waves and linearized corrections work better on Rayleigh waves. For longer paths, oceanic crust is dominant and hence Love waves quickly deteriorate as a function of distance. For the short paths, continental crust is dominant, therefore, 40-60 s Rayleigh waves are worse affected than Love waves (Figs 12 and 13) .
Comparison of different methods
So far we presented results for GCA using the same local smoothing of the crustal model as in the SEM calculations. It is inter-esting to know if crustal corrections based on global smoothing change the results. Most models expanded in spherical harmonics use crustal corrections expanded on spherical harmonics as well (e.g. Ritsema et al. 1999) . Therefore, we checked the effect of different smoothing techniques (local smoothing and global smoothing by spherical harmonic expansion) on GCA. Up to degree 40, at 40 and 150 s, different smoothing strategies give statistically similar results (Fig. 15 ). We checked that this is true for all other periods as well. We also compared local smoothing with higher degrees of spherical harmonic expansion (l = 60, l = 80) and the results remained the same.
It is further important to know if extensions to GCA are worth considering. We therefore, implemented two commonly used methods using 2-D finite frequency kernels and exact ray tracing. Comparisons between GCA and FFT, using local smoothing of the crustal model, show that residual time-shifts for 40 and 150 s Rayleigh and Love waves are statistically similar (Fig. 16) . We observed that FFT shows a clear improvement, especially for Love waves that are most sensitive to the crustal heterogeneities, for the paths along the ocean-continent boundaries (see Figs 3 and 4) . However, from a statistical point of view, given a realistic path coverage, the advantage of FFT is lost on average. Exact ray tracing is difficult in complicated structures such as Crust2.0. Multipathing is so severe that it is difficult to find the correct ray path. To make ray tracing practical, we used a smooth version of the crustal model and compared ERT to GCA in the crustal models expanded in spherical harmonics up to degree 40 and for minor arcs only. Scatter plots comparing GCA and ERT at 40 and 150 s Rayleigh and Love waves (Fig. 17) show the known Fermat bias (more points above the diagonal), which means that phase shifts along the exact ray path are always smaller than phase shifts along the great circle path (e.g. Dahlen & Tromp 1999 ). Note that we plotted time-shifts between PREM + Crust2.0 and PREM seismograms rather than direct measurements of phase. ERT clearly improves crustal corrections for short period Love waves, which are more affected by wave front smoothing effects. Because ERT predicts smaller phase shifts, the overcorrection is less severe. However, this improvement (<10 s) is modest compared to the residual timeshifts for 40 s Love waves (Fig. 10) and does not really justify to try and handle the complexity of ray tracing in a rough crustal model.
C O N S E Q U E N C E S F O R S U R FA C E WAV E T O M O G R A P H Y
We found that residuals of crustal corrections fall within measurement uncertainties for longer period surface waves (longer than 60 s for Rayleigh and longer than 80 s for Love waves). This statistical analysis does not inform on systematics within these residuals apart from the shift of the histograms due to wave front smoothing. To investigate how far the imperfect crustal corrections bias tomographic models, we simply inverted the residuals δt cc (eq. 8) for a shear velocity model. We assumed that the GCA residuals are path averages and inverted 1731 minor and 1731 major arc data for Rayleigh and 1420 minor and 1420 major arc data for Love, sampled at 40, 60, 80, 100 and 150 s, as described in Trampert & Spetzler (2006) . The model is parametrized laterally into spherical harmonics up to degree 20 and vertically into 9 splines to a depth of 600 km and regularized using first derivative smoothing. We further assume that Love wave data produce an SH model and Rayleigh wave data an SV model (e.g. Ekström & Dziewonski 1998) . Fig. 18 shows the rms-amplitude of the models as a function of depth. As expected, the SH model has about 1.5-2 times higher amplitude than the SV model in the first 400 km depth, reflecting the fact that Rayleigh wave crustal corrections are generally better than those for Love waves. For both, Love and Rayleigh waves, the amplitudes are strongest just below the crust. The amplitudes decay quickly and are reduced by about 70 per cent at 100 km. They then continue to decay slowly, but remain significant to at least 400 km depth. The absolute amplitudes are difficult to determine because they strongly depend on regularization, but we can compare the amplitudes to a similarly damped more complete SV model using 1.5 million fundamental mode and overtone data (Fig. 3 , middle panel, in Trampert & Spetzler 2006) . We see that the SV model from the crustal residuals is about two to four times smaller. This is reassuring, but equally important, the pattern of heterogeneity has no correlation to that seen in published models. The SH model from crustal residuals, however, has stronger amplitudes and is only one to two times smaller than the model of Trampert & Spetzler (2006) . This is very important for inferences on seismic anisotropy. Following Ekström & Dziewonski (1998) , we plot lateral variations of radial anisotropy (δ ln V SV − δ ln V S H , Fig. 19 ). The most striking features are that the shallow anisotropy is strong (see also Fig. 18 ) and overall changes sign between 50 and 150 km depth (we find a global correlation of −0.53 between these two maps). Such a sign change in anisotropy has been reported before (e.g. Ekström & Dziewonski 1998 ) and hence could be due to imperfect crustal corrections. We further wondered what would happen if we only included frequencies for which the corrections are acceptable. Inspired by Figs 12 and 13 we only inverted frequencies from 60 and 80 s onwards for Rayleigh and Love, respectively. We saw that the bias in anisotropy is reduced by a factor of 1.5 in the first 100 km and no overall sign change occurs. Imperfect crustal corrections can thus bias surface wave tomography models (isotropic and anisotropic) throughout the upper mantle with an rms-amplitude shown in Fig. 18 . If high frequency (40 s) surface waves are used, the shallow apparent anisotropy can be strong, and have a sign change around 100 km depth, only because of imperfect crustal corrections. 
D I S C U S S I O N S
It is worrying, but not surprising that the biggest effect of imperfect crustal corrections is on inferences of radial anisotropy. Indeed, Levshin & Ratnikova (1984) showed that lateral variations in Moho thickness trade-off with radial anisotropy. This is easily understandable since the crustal corrections on average affect Love waves more strongly than Rayleigh waves and radial anisotropy is a measure of the difference. Since we can see the anisotropic bias even if we only use longer periods, the only option seems to invert simultaneously for mantle and crust. The experiments of Meier et al. (2007) show that the data we used are mainly sensitive to Moho thickness and to a much lesser extend to the crustal velocity structure. This suggests that it is sufficient to invert for mantle structure and Moho thickness, where care has to be taken to treat the strong non-linearity of the latter adequately. Kennett (1995) looked at the validity of the path integral approximation in waveform fitting and concluded that a crustal thickness change up to 10 km can be accommodated using fundamental mode Love and Rayleigh waves of periods longer than 67 s. Crust2.0, of course, has bigger variations than those in Kennett (1995) and, we therefore, find that on average Love waves above 80 s and Rayleigh waves above 60 s are well corrected using a path integral approach. argue that the path integral approach is less restrictive for dispersion (phase velocity) models than for 3-D wave speed models. We found indeed that shear wave models are about 1.3 times smaller using the observed time-shifts (eq. 6) corrected from the crustal model at each frequency rather than the residual time-shifts which result from a waveform correction.
Our finite frequency kernels do not guarantee on average a broader range of validity for waveform corrections. This is surprising, because we should be in a regime where structural variations are close to the wavelength of the surface waves. A possible explanation is that we used approximate 2-D kernels which neglect mode coupling and assume single forward scattering only. Experiments with 3-D kernels (Zhou et al. 2005) showed that they were also not effective to account for crustal structure using a 1-D reference model. This is due to the strong non-linearity identified by Montagner & Jobert (1988) . 3-D kernels should work fine when calculated in a 3-D reference model close to the actual model, but requires measurements from 3-D models as well. Techniques for such calculations are starting to become available (Tromp et al. 2005) , but still constitute a considerable computational challenge.
Exact ray theory gives slightly better results compared to those obtained from the great circle approximation. In general, ray tracing is a very challenging problem particularly for long ray paths in complex 3-D crustal models. Multipathing is the most important issue in ERT (see Ferreira 2005) . One of the ways to avoid multipathing is to perform full ray tracing, in which all possible ray paths are searched for, and then select the minimum-phase path. Other possibilities are to follow the evolution of the full wave front (Vidale 1988; Rawlinson & Sambridge 2004) . All these techniques are very time consuming and rather inefficient for crustal corrections on a global scale compared to the potential gain.
In our measurements, we only considered phase shifts due to propagation. Ferreira & Woodhouse (2006) pointed out that for Rayleigh waves the phase at the source strongly depends on azimuth, source depth and period. The source radiation pattern of Love waves does not show such a strong dependence. They found that phase shifts due to the source can be up to 10.2 s for Rayleigh waves for some specific paths which must be accounted for in the total phase shift of the seismograms. To investigate the source effect on our time-shift measurements, we made a simple test for the earthquakes used in this study. We computed synthetic seismograms imposing the 3-D crust in a 4 • × 4 • area around the source, leaving the rest of the model untouched. We then measured the time-shifts with the PREM seismograms. We observed that time-shifts due to different source excitations are less than 2 s for both Rayleigh and Love waves which does not affect our results.
C O N C L U S I O N S
We tested the accuracy of crustal corrections on fundamental mode surface waves using ray theory and 2-D finite frequency theory. We compared synthetic seismograms computed in PREM and PREM + Crust2.0. Time-shift analysis shows that, on average, we can correct the phase of Rayleigh and Love wave seismograms for the periods longer than 60 and 80 s, respectively. At longer periods, although the residual time-shifts are not perfect, they are within the uncertainties of the measured phase velocities. Nevertheless, the inversion of the residual time-shifts shows that they produce radial anisotropy comparable in strength to those of existing models at least in the uppermost mantle. Furthermore, observed sign changes in anisotropy could be artefacts of improper crustal corrections. This needs thorough investigation in future work.
Rayleigh and Love waves are differently affected by continental and oceanic crust. This is responsible for an apparent dependence of crustal corrections on distance and clearly highlights the nonlinearity of the crustal influence. Therefore, common extensions to GCA do not significantly improve the corrections. Higher order effects are important when starting from a 1-D reference model. First-order crustal corrections on full seismograms should only be done from a 3-D reference model close to the crustal model. This implies being able to calculate kernels and make measurements in 3-D models. Such techniques are becoming available now, but still constitute a considerable computational challenge. Alternatively, inverting full seismograms from 1-D reference model should include crustal parameters using full non-linearity.
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