We present an approach for imputation of missing items in multivariate categorical data nested within households. The approach relies on a latent class model that (i) allows for household-level and individual-level variables, (ii) ensures that impossible household configurations have zero probability in the model, and (iii) can preserve multivariate distributions both within households and across households. We present a Gibbs sampler for estimating the model and generating imputations. We also describe strategies for improving the computational efficiency of the model estimation. We illustrate the performance of the approach with data that mimic the variables collected in typical population censuses. * Olanrewaju M. Akande is PhD Candidate,
Introduction
In many population censuses and demographic surveys, statistical agencies collect data on individuals grouped within houses. In the U. S. decennial census, for example, the Census Bureau collects the age, race, sex, and relationship to the household head for every individual in the household, as well as whether or not the residents own the house. After collection, agencies share these datasets for secondary analysis, either as tabular summaries, public use microdata samples, or restricted access files.
When creating these data products, agencies typically have to deal with item nonresponse both for individual-level variables and household-level variables. They typically do so using some type of imputation procedure. Ideally, these procedures satisfy three desiderata. First, the imputations preserve the joint distribution of the variables as best as possible. As part of this, the procedure should preserve relationships within households. For example, the missing race of a spouse likely, but certainly not definitely, matches the race of the household head; the imputation procedure should reflect that. Second, the imputations respect structural zeros.
For example, a daughter's age cannot exceed her biological mother's age. The imputations should not create impossible combinations of individuals in the same household. Third, the imputation procedure allows for appropriate uncertainty to be propagated in subsequent analyses of the data.
Typical approaches to imputation of missing household items use some variant of hot deck imputation (Kalton and Kasprzyk 1986; Andridge and Little 2010 ).
However, depending on how the hot deck is implemented, it may not satisfy one or more of the desiderata. Indeed, we are not aware of any hot deck imputation procedure for household data that satisfies all three explicitly. An alternative is to estimate a model that describes the joint distribution of all the variables, and impute missing values from the implied predictive distributions in the model. For household data, one such model is the nested data Dirichlet process mixture of products of multinomial distributions (NDPMPM) model of Hu et al. (2018) , which assumes that (i) each household is a member of a household-level latent class, and (ii) each individual is a member of an individual-level latent class nested within its householdlevel latent class. The model assigns zero probability to combinations corresponding to structural zeros, and also handles both household-level and individual-level variables simultaneously. The NDPMPM is appealing as an imputation engine, as it can preserve multivariate associations while avoiding imputations that result in impossible households. The NDPMPM is related to models proposed by Vermunt (2003 Vermunt ( , 2008 and Bennink et al. (2016) , although these are used for regression rather than multivariate imputation and do not deal with structural zeros. Hu et al. (2018) use the NDPMPM to generate synthetic datasets (Rubin 1993; Raghunathan and Rubin 2001; Reiter and Raghunathan 2007) for statistical disclo-sure limitation, but they do not describe how to use it for imputation of missing data. We do so in this article. With structural zeros in the NDPMPM, the conditional distributions of the missing values given the observed values are not available in closed form. We therefore add a rejection sampling step to the Gibbs sampler used by Hu et al. (2018) , which generates completed datasets as byproducts of the Markov chain Monte Carlo (MCMC) algorithms used to estimate the model. These completed datasets can be analyzed using multiple imputation inferences (Rubin 1987) . We also present two new strategies for speeding up the computations with NDPMPMs, namely (i) turning data for the household head into household-level variables rather than individual-level variables, and (ii) using an approximation to the likelihood function. These scalable innovations are necessary, as the NDPMPM is computationally quite intensive even without missing data. The speed-up strategies also can be employed when using the NDPMPM to generate synthetic data.
The remainder of this article is organized as follows. In Section 2, we review the NDPMPM model in the presence of structural zeros and the MCMC sampler for fitting the model without missing data. In Section 3, we extend the MCMC sampler for the NDPMPM model to allow for missing data. In Section 4, we present the two strategies for speeding up the MCMC sampler. In Section 5, we present results of simulation studies used to examine the performance of the NDPMPM as a multiple imputation engine, using the two strategies for speeding up the run time. In Section 6, we discuss findings, caveats and future work. Hu et al. (2018) present the NDPMPM model including motivation for how it can preserve associations across variables and account for structural zeros. Here, we summarize the model without detailed motivations, referring the reader to Hu et al. (2018) for more information. We begin with notation needed to understand the model and the Gibbs sampler, assuming complete data. The presentation closely follows that in Hu et al. (2018) .
Review of the NDPMPM Model

Notation and model specification
Suppose the data contain n households. Each household i " 1, . . . , n contains n i individuals, so that there are ř n i"1 n i " N individuals in the data. Let X ik P t1, . . . , d k u be the value of categorical variable k for household i, which is assumed to be identical for all n i individuals in household i, where k " p`1, . . . , p`q. Let X ijk P t1, . . . , d k u be the value of categorical variable k for person j in household i, where j " 1, . . . , n i and k " 1, . . . , p. Let X i " pX ipp`1q , . . . , X ipp`qq , X i11 , . . . , X in i p q include all household-level and individual-level variables for the n i individuals in household i.
Let H be the set of all household sizes that are possible in the population.
For all h P H, let C h represent the set of all combinations of individual-level and household-level variables for households of size h, including impossible combinations; that is, C h "
set of impossible combinations, i.e., those that are structural zeros, for households of size h. These include combinations of variables within any individual, e.g., a three year old person cannot be a spouse, or across individuals in the same household, e.g., a person cannot be older than his biological parents. Let C " Ť hPH C h and
Although the NDPMPM model we use restricts the support of X i to C´S, it is helpful for understanding the model to begin with no restrictions on the support of X i . Each household i belongs to one of F classes representing latent household types.
For i " 1, . . . , n, let G i P t1, . . . , F u indicate the household class for household i. Let π g " PrpG i " gq be the probability that household i belongs to class g. Within any class, all household-level variables follow independent, multinomial distributions.
For any k P tp`1, . . . , p`qu and any c P t1, . . . , d k u, let λ pkq gc " PrpX ik " c|G i " gq for any class g, where λ pkq gc is the same value for every household in class g. Let π " tπ 1 , . . . π F u, and λ " tλ
Within each household class, each individual belongs to one of S individual-level latent classes. For i " 1, . . . , n and j " 1, . . . , n i , let M ij represent the individuallevel latent class of individual j in household i. Let ω gm " PrpM ij " m|G i "
gq be the probability that individual j in household i belongs to individual-level class m nested within household-level class g. Within any individual-level class, all individual-level variables follow independent, multinomial distributions. For any k P t1, . . . , pu and any c P t1,
for the class pair pg, mq, where φ pkq gmc is the same value for every individual in the class pair pg, mq. Let ω " tω gm : g " 1, . . . , F ; m " 1, . . . , Su, and φ " tφ
For purposes of the Gibbs sampler in Section 2.2, it is useful to distinguish values of X i that satisfy all the structural zero constraints from those that do not.
Let the superscript "1" indicate that a random variable has support only on C´S.
For example, X 1 i represents data for a household with values restricted only on C´S,
i.e., not an impossible household, whereas X i represents data for a household with any values in C. Let X 1 be the observed data comprising n households, that is, a realization of pX 1 1 , . . . , X 1 n q. The kernel of the NDPMPM, PrpX 1 |θq, is
where θ includes all the parameters, and 1t.u equals one when the condition inside the tu is true and equals zero otherwise.
For all h P H, let n 1h " ř n i"1 1tn i " hu be the number of households of size h in X 1 and π 0h pθq " PrpX i P S h |θq As stated in Hu et al. (2018) , the normalizing constant in the likelihood in (2.1) is ś hPH p1´π 0h pθqq n 1h . Therefore, the posterior distribution is
where T pSq emphasizes that the density is for the NDPMPM with support restricted to C´S.
The likelihood in (2.1) can be written as a generative model of the form
. . , n , j " 1, . . . , n i and k " 1, . . . , p (2.4)
where the Discrete distribution refers to the multinomial distribution with sample size equal to one. We restrict the support of each X i to ensure the model assigns zero probability to all combinations in S as desired. The model in (2.3) to (2.6) can be used without restricting the support to C´S. This ignores all structural zeros.
While not appropriate for the joint distribution of household data, this model turns out to useful for the Gibbs sampler. We refer to the generative model in (2.3) to (2.6) with support on all of C as the untruncated NDPMPM. For contrast, we call the model in (2.1) the truncated NDPMPM.
For prior distributions, we follow the recommendations of Hu et al. (2018) .
We use independent uniform Dirichlet distributions as priors for λ and φ, and the truncated stick-breaking representation of the Dirichlet process as priors for π and ω (Sethuraman 1994; Dunson and Xing 2009; Si and Reiter 2013; Manrique-Vallier and Reiter 2014) ,
We set the parameters for the Dirichlet distributions in (2.7) and (2.8) to 1 d k (a d k -dimensional vector of ones) and the parameters for the Gamma distributions in (2.11) and (2.14) to 0.25 to represent vague prior specifications. We also set β g " β for computational expedience. For further discussion on prior specifications, see Hu et al. (2018) .
Conceptually, the latent household-level classes can be interpreted as clusters of households with similar compositions, e.g., households with children or households in which no one is related. Similarly, the latent individual-level classes can be interpreted as clusters of individuals with similar characteristics, e.g., older male spouses or young female children. However, for purposes of imputation, we do not care much about interpreting the classes, as they serve mainly to induce dependence across variables and individuals in the joint distribution.
It is important to select F and S to be large enough to ensure accurate estimation of the joint distribution. However, we also do not want to make F and S so large as to produce many empty classes in the model estimation. Allowing many empty classes increases computational running time without any corresponding increase in estimation accuracy. This can be especially problematic in the Gibbs sampler for the truncated NDPMPM, as these empty classes can introduce mass in regions of the space where impossible combinations are likely to be generated. This slows down the convergence of the Gibbs sampler.
We therefore recommend following the strategy in Hu et al. (2018) 2). They assume that the observed data X 1 , which includes only feasible households, is a subset from a hypothetical sample X of pn`n 0 q households directly generated from the untruncated NDPMPM. That is, X is generated on the support C where all combinations are possible and structural zeros rules are not enforced, but we only observe the sample of n households X 1 that satisfy the structural zero rules and do not observe the sample of n 0 households X 0 " X´X 1 that fail the rules.
We use the strategy of Hu et al. (2018) and augment the data as follows. For each h P H, we simulate X from the untruncated NDPMPM, stopping when the number of simulated feasible households in X directly matches n 1h for all h P H.
We replace the simulated feasible households in X with X 1 , thus, assuming that X already contains X 1 and we only need to generate the part X 0 that fall in S. Given a draw of X , we draw θ from posterior distribution defined by the untruncated NDPMPM, treating X as the observed data. This posterior distribution can be estimated using a blocked Gibbs sampler (Ishwaran and James 2001; Si and Reiter 2013) .
We now present the full MCMC sampler for fitting the truncated NDPMPM.
Let G 0 and M 0 be vectors of the latent class membership indicators for the households in X 0 and n 0h be the number of households of size h in X 0 , with n 0 " ř h n 0h .
In each full conditional, let "-" represent conditioning on all other variables and parameters in the model. At each MCMC iteration, we do the following steps.
(a) Set t 0 " 0 and t 1 " 0.
gh π g and k is the index for the household-level variable "household size". 
. . , n, where
. . , n and j " 1, . . . , n i , where
. . , S´1 and g " 1, . . . , F .
S5. Sample
. . , S and k " 1, . . . , p.
S7. Sample
This Gibbs sampler is implemented in the R software package "NestedCategBayesImpute" (Wang et al. 2016) . The software can be used to generate synthetic versions of the original data, but it requires all data to be complete.
Handling Missing Data Using the NDPMPM
We modify the Gibbs sampler for the truncated NDPMPM to incorporate missing data. For i " 1, . . . , n, let a i " pa ipp`1q , . . . , a ipp`be a vector with a ik " 1 when household-level variable k P tp`1, . . . , p`qu in X 1 i is missing, and a ik " 0 oth-erwise. For i " 1, . . . , n and j " 1, . . . , n i , let b ij " pb ij1 , . . . , b ijp q be a vector with b ijk " 1 when individual-level variable k P t1, . . . , pu for individual j P t1, . . . , n i u in comprise all data values corresponding to a ik " 0 and b ijk " 0, and
comprises all data values corresponding to a ik " 1 and b ijk " 1. We assume that the data are missing at random (Rubin 1976 ).
To incorporate missing values in the Gibbs sampler, we need to sample from the full conditional of each variable in X mis i , conditioned on the variables for which a ik " 0 and b ijk " 0, at every iteration. Thus, we add the ninth step,
Sampling from this conditional distribution is nontrivial because of the dependence among variables induced by the structural zero rules in each S h . Because of the dependence, we cannot simply sample each variable independently using the likelihoods in (2.3) and (2.4). If we could generate the set of all possible completions for all households with missing entries, conditional on the observed values, then calculating the probability of each one and sampling from the set would be straightforward. Unfortunately, this approach is not practical when the size of each S h is large. Even when the size of each S h is modest, each household could have dif-ferent sets of completions, necessitating significant computing, storage, and memory requirements.
However, the full conditional in S9 takes a similar form as the kernel of the truncated NDPMPM in (2.1), so that we can generate the desired samples through a second rejection sampling scheme. Essentially, we sample from an untruncated version of the full conditional P ‹
until we obtain a valid sample that satisfies X 1 i R S h ; see the supplementary materials for a proof that this rejection sampling scheme results in a valid Gibbs sampler.
Notice that since P ‹
itself is untruncated, we can generate samples from it by sampling each variable independently using (2.3) and (2.4). We therefore replace step S9 with S9 1 .
as follows.
(a) For each missing household-level variable, that is, each variable where k P tp`1, . . . , p`qu with a ik " 1, sample X 1 ik using (2.3).
(b) For each missing individual-level variable, that is, each variable where j " 1, . . . , n i and k P t1, . . . , pu with b ijk " 1, sample X 1 ijk using (2.4).
(c) Set the sampled household-level and individual-level values to
, otherwise, return to step (9 1 a).
To initialize each X mis i , we suggest sampling from the empirical marginal dis-tribution of each variable k using the available cases for each variable, and requiring that the household satisfies X 1 i R S h .
Strategies for Speeding Up the MCMC Sampler
The rejection sampling step in the Gibbs sampler in Section 2.2 can be in- 
Moving the household head to the household level
Many datasets include a variable recording the relationship of each individual to the household head. There can be only one household head in any household.
This restriction can account for a large proportion of the combinations in S. As a simple working example, consider a dataset that contains n " 1000 households of size two, resulting in a total of N " 2000 individuals. Suppose the data contain no household-level variables and two individual-level variables, age and relationship to household head. Also, suppose age has 100 levels while relationship to household head has 13 levels, which include household head, spouse of the household head, etc.
Then, C contains 13 2ˆ1 00 2 " 1.69ˆ10 6 combinations. Suppose the rule, "each household must contain exactly one head," is the only structural zero rule defined on the dataset. Then, S contains 1.45ˆ10 6 impossible combinations, approximately 86% the size of C. If, for example, the model assigns uniform probability to all combinations in C, we would expect to sample about p.86{.14q˚1000 « 6, 143 impossible households at every iteration to augment the n feasible households.
Instead, we treat the variables for the household head as a household-level characteristic. This eliminates structural zero rules defined on the household head alone. Using the working example, moving the household head to the household level results in one new household-level variable, age of household head, which has 100 levels. The relationship to household head variable can be ignored for household heads. For others in the household, the relationship to household head variable now has 12 levels, with the level corresponding to "household head" removed. Thus, C contains 12ˆ100 2 " 1.20ˆ10 5 combinations, and S contains zero impossible combinations. We wouldn't even need to sample impossible households in the Gibbs sampler in Section 2.2.
In general, this strategy can reduce the size of S significantly, albeit usually not to zero as in the simple example here since S usually contains combinations resulting from other types of structural zero rules. This strategy is not a replacement for the rejection sampler in Section 2.2; rather, it is a data reformatting technique that can be combined with the sampler.
Setting an upper bound on the number of impossible households to sample
To reduce computation time, we can put an upper bound on the number of sampled cases in X 0 . One way to achieve this is to replace n 1h in step S1(f) of Section 2.2 with rn 1hˆψh s, for some ψ h such that 1{ψ h is a positive integer, so that we sample only approximately rn 0hˆψh s impossible households for each h P H. However, doing so underestimates the actual probability mass assigned to S by the model. We can illustrate this using the simple example of Section 4.1. Suppose the model assigns uniform probability to all combinations in C as before. We set ψ 2 " 0.5, so that we sample approximately 3, 072 " r6143ˆ0.5s impossible households in every iteration of the MCMC sampler. The probability of generating one impossible household is 3072{p1000`3072q " 0.75, a decrease from the actual value of 0.86. Therefore, we would underestimate the true contribution of tX 0 , G 0 , M 0 u to the likelihood.
To use the cap-and-weight approach, we need to apply a correction that reweights the contribution of tX 0 , G 0 , M 0 u to the full joint likelihood. We do so using ideas akin to those used by Chambers and Skinner (2003) and Savitsky and Toth (2016) , approximating the likelihood of the full unobserved data with a "pseudo" likelihood using weights (the 1{ψ h 's). The impossible households only contribute to the full joint likelihood through the discrete distributions in (2.3) to (2.6). The sufficient statistics for estimating the parameters of the discrete distributions in (2.3) to (2.6) are the observed counts for the corresponding variables in the set probabilities estimated from synthetic data generated from the MCMC.
Empirical Study
To evaluate the performance of the NDPMPM as an imputation method, as well as the speed up strategies, we use data from the public use microdata files from the 2012 ACS, available for download from the United States Census Bureau (http:
//www2.census.gov/acs2012_1yr/pums/). We construct a population of 764,580
households of sizes H " t2, 3, 4u, from which we sample n " 5, 000 households comprising N " 13, 181 individuals. We work with the variables described in Table   5 .1, which mimic those in the U. S. decennial census. The structural zeros involve ages and relationships of individuals in the same house; see the supplementary material for a full list of rules that we used. We move the household head to the household level as in Section 4.1 to take advantage of the computational gains.
We introduce missing values using the following scenario. We let household size and age of household heads be fully observed. We randomly and independently blank 
Description of variable Categories
Household-level variables Ownership of dwelling 1 = owned or being bought, 2 = rented Household size 2 = 2 people, 3 = 3 people, 4 = 4 people Gender of HH 1 = male, 2 = female Race of HH 1 = white, 2 = black, 3 = American Indian or Alaska native, 4 = Chinese, 5 = Japanese, 6 = other Asian/Pacific islander, 7 = other race, 8 = two major races, 9 = three or more major races Hispanic origin of HH 1 = not Hispanic, 2 = Mexican, 3 = Puerto Rican, 4 = Cuban, 5 = other Age of HH 1 = less than one year old, 2 = 1 year old, 3 = 2 years old, . . . , 96 = 95 years old Individual-level variables Gender same as "Gender of HH" Race same as "Race of HH" Hispanic origin same as "Hispanic origin of HH" Age same as "Age of HH" Relationship to head of household 1 = spouse, 2 = biological child, 3 = adopted child, 4 = stepchild, 5 = sibling, 6 = parent, 7 = grandchild, 8 = parent-in-law, 9 = child-in-law, 10 = other relative, 11 = boarder, roommate or partner, 12 = other non-relative or foster child 30% of each variable for the remaining household-level variables. For individuals other than the household head, we randomly and independently blank 30% of the values for gender, race and Hispanic origin. We make age missing with rates 50%, 20%, 40% and 30% for values of the relationship variable in the sets {2}, {3,4,5,10}, {7,9} and {6,8,11,12,13}, respectively. We make the relationship variable missing with rates 40%, 25%, 10%, and 55% for values of age in the sets {x : x ď 20}, {x : 20 ă x ď 50}, {x : 50 ă x ď 70}, and {x : x ą 70}, respectively. This results in approximately 30% missing values for both variables. About 8% of the individuals in the sample are missing both the age and relationship variable, and 2%
are missing gender, age, and relationship jointly. This mechanism results in data that technically are not missing at random, but we use the NDPMPM approach regardless to examine its potential in a complicated missingness mechanism. Actual rates of item nonresponse in census data tend to be smaller than what we use here, but we use high rates to put the NDPMPM through a challenging stress test. We also introduce missing values using a missing completely at random scenario with rates in the 10% range across all the variables. In short, the results are similar to those here, though more accurate due to the lower rates of missingness. See the supplementary material for the results. We estimate the NDPMPM using two approaches, both using the rejection step S9 1 in Section 3. The first approach considers ψ 2 " ψ 3 " ψ 4 " 1, i.e., without using the cap-and-weight approach, while the second approach considers ψ 2 " ψ 3 " 1{2 and ψ 4 " 1{3. For each approach, we run the MCMC sampler for 10,000 iterations, discarding the first 5,000 as burn-in and thinning the remaining samples every five iterations, resulting in 1,000 MCMC post burn-in iterates. We set F " 30 and S " 15 for each approach based on initial tuning runs. Across the approaches, the effective number of occupied household-level clusters usually ranges from 13 to 16 with a maximum of 25, while the effective number of occupied individuallevel clusters across all household-level clusters ranges from 3 to 5 with a maximum of 10. For convergence, we examined trace plots of α, β, and weighted averages of a random sample of the multinomial probabilities in (2.3) and (2.4) (since the multinomial probabilities themselves are prone to label switching).
For both methods, we generate L " 50 completed datasets, Z " pZ p1q , . . . , Z p50q q, using the posterior predictive distribution of the NDPMPM, from which we estimate all marginal distributions, bivariate distributions of all possible pairs of variables, and trivariate distributions of all possible triplets of variables. We also estimate several probabilities that depend on within household relationships and the household head to investigate the performance of the NDPMPM in estimating complex relationships. We obtain confidence intervals using multiple imputation inferences (Rubin 1987) . As a brief review, let q be the completed-data point estimator of some estimand Q, and let u be the estimator of variance associated with q. For l " 1, . . . , L, let q plq and u plq be the values of q and u in completed dataset Z plq . We
We make inference about Q using pq L´Q q " t v p0, T L q, where t v is a t-distribution This is a challenging estimand to estimate accurately via imputation, particularly for larger households. Hu et al. (2018) identified biases in the same direction when using the NDPMPM (with household head data treated as individual-level variables)
to generate fully synthetic data, noting that the bias gets smaller as the sample size increases. The NDPMPM fits the joint distribution of the data better and better as the sample size grows. Hence, we expect the NDPMPM imputation engine to be more accurate with larger sample sizes, as well as with smaller fractions of missing values.
The interval estimates from the cap-and-weight method are generally similar to those for the full rejection sampler, with some degradation particularly for the percentages of same race households by household size. This degradation comes with a benefit, however. Based on MCMC runs on a standard laptop, the NDPMPM using the cap-and-weight approach and moving household heads' data values to the household level is about 42% faster than the NDPMPM with household heads' data values moved to the household level.
Discussion
The empirical study suggests that the NDPMPM can provide high quality imputations for categorical data nested within households. To our knowledge, this is the first parametric imputation engine for nested multivariate categorical data.
The study also illustrates that, with modest sample sizes, agencies should not expect the NDPMPM to preserve all features of the joint distribution. Of course, this is the case with any imputation engine. For the NDPMPM, agencies may be able to improve accuracy for targeted quantities by recoding the data used to fit the model. For example, one can create a new household-level variable that equals one when everyone has the same race and equals zero otherwise, and replace the individual race variable with a new variable that has levels "1 = race is the same as race of household head," "2 = race is white and differs from race of household head," "3 = race is black and differs from race of household head," and so on.
The NDPMPM would be estimated with the household-level same race variable and the new individual-level race variable. This would encourage the NDPMPM to estimate the percentages with the same race very accurately, as it would be just another household-level variable like home ownership. It also would add structural zeros involving race to the computation. Evaluating the trade offs in accuracy and computational costs of such recodings is a topic for future research.
The NDPMPM can be computationally expensive, even with the speed-ups presented in this article. The expensive parts of the algorithm are the rejection sampling steps. Fortunately, these can be done easily by parallel processing. For example, we can require each processor to generate a fraction of the impossible cases in Section 2.2. We also can spread the rejection steps for the imputations over many processors. These steps should cut run time by a factor roughly equal to the number of processors available.
The empirical study used households up to size four. We have run the model on data with households up to size seven in reasonable time (a few hours on a standard laptop). Accuracy results are similar qualitatively. As the household sizes get large, the model can generate hundreds or even thousands times as many impossible households as there are feasible ones, slowing the algorithm. In such cases, the cap-and-weight approach is essential for practical applications.
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Supplementary Materials
This is a supplementary material to the paper. It contains proof that the rejection sampling step S9 1 in Section 3 generates samples from the correct posterior distribution. It also contains the modified Gibbs sampler for the cap-and-weight approach and a list of the structural zero rules used in fitting the NDPMPM model.
Finally, we include empirical results for the speedup approaches mentioned in the paper, using synthetic data, and additional results for handling missing data using the NDPMPM under a missing completely at random scenario.
8.1 Proof that the rejection sampling step S9 1 in Section 3 generates samples from the correct posterior distribution
The X 1 ik and X 1 ijk values generated using the rejection sampler in Step S9 1 are generated from the full conditionals, resulting in a valid Gibbs sampler. The proof follows from the properties of rejection sampling (or simple accept reject). The target distribution is the full conditional for X mis i . It can be re-expressed as
Our rejection scheme uses gpX 
and 0 ă PrpX i R S h |θq ă 1 ñ 1 ă 1{ PrpX i R S h |θq ă 8 necessarily.
2. By sampling until we obtain a valid sample that satisfies X 1 i R S h , we are indeed sampling with probability wpX
Modified Gibbs sampler for the cap-and-weight approach
The modified Gibbs sampler for the cap-and-weight approach replaces steps S1, S3, S4, S5 and S6 of the Gibbs sampler in the main text as follows. S1 ‹ . For each h P H, repeat steps S1(a) to S1(e) as before but modify step S1(f) to: if t 1 ă rn 1hˆψh s, return to step (b). Otherwise, set n 0h " t 0 .
S3 ‹ . Set u F " 1. Sample
. . , F and k " p`1, . . . , q.
List of structural zeros
We fit the NDPMPM model using structural zeros which involve ages and relationships of individuals in the same house. The full list of the rules used is presented in Table 8 .1. These rules were derived from the 2012 ACS by identifying combinations involving the relationship variable that do not appear in the constructed population. This list should not be interpreted as a "true" list of impossible combinations in census data. Description Rules common to generating both the synthetic and imputed datasets 1.
Each household must contain exactly one head and he/she must be at least 16 years old. 2.
Each household cannot contain more than one spouse and he/she must be at least 16 years old. 3.
Married couples are of opposite sex, and age difference between individuals in the couples cannot exceed 49.
4.
The youngest parent must be older than the household head by at least 4. 5.
The youngest parent-in-law must be older than the household head by at least 4. 6.
The age difference between the household head and siblings cannot exceed 37. 7.
The household head must be at least 31 years old to be a grandparent and his/her spouse must be at least 17. Also, He/she must be older than the oldest grandchild by at least 26.
Rules specific to generating the synthetic datasets 8.
The household head must be older than the oldest child by at least 7.
Rules specific to generating the imputed datasets 9.
The household head must be older than the oldest biological child by at least 7. 10. The household head must be older than the oldest adopted child by at least 11. 11. The household head must be older than the oldest stepchild by at least 9.
Empirical study of the speedup approaches
We evaluate the performance of the two speedup approaches mentioned in the main text using synthetic data. We use data from the public use microdata files from the 2012 ACS, available for download from the United States Census Bureau (http://www2.census.gov/acs2012_1yr/pums/) to construct a population of 857, 018 households of sizes H " t2, 3, 4, 5, 6u, from which we sample n " 10, 000 households comprising N " 29, 117 individuals. We work with the variables described in Table 8 .2. We evaluate the approaches using probabilities that depend on within household relationships and the household head.
We consider the NDPMPM using two approaches, both moving the values of the household head to the household level as in Section 4.1 of the main text and also using the cap-and-weight approach in Section 4.2 of the main text. The first approach considers ψ 2 " ψ 3 " ψ 4 " ψ 5 " ψ 6 " 1 while the second approach considers ψ 2 " ψ 3 " 1{2 and ψ 4 " ψ 5 " ψ 6 " 1{3. We compare these approaches to the NDPMPM as presented in Hu et al. 2018 . For each approach, we create L " 50 synthetic datasets, Z " pZ p1q , . . . , Z p50q q. We generate the synthetic datasets so that the number of households of size h P H in each Z plq exactly matches n h from the observed data. Thus, Z comprises partially synthetic data (Little 1993; Reiter 2003) , even though every released Z ijk is a simulated value. We combine the estimates using using the approach in Reiter (2003) . As a brief review, let q be the point estimator of some estimand Q, and let u be the estimator of variance associated with q. For Household-level variables Ownership of dwelling 1 = owned or being bought, 2 = rented Household size 2 = 2 people, 3 = 3 people, 4 = 4 people, 5 = 5 people, 6 = 6 people Individual-level variables Gender 1 = male, 2 = female Race 1 = white, 2 = black, 3 = American Indian or Alaska native, 4 = Chinese, 5 = Japanese, 6 = other Asian/Pacific islander, 7 = other race, 8 = two major races, 9 = three or more major races Hispanic origin 1 = not Hispanic, 2 = Mexican, 3 = Puerto Rican, 4 = Cuban, 5 = other Age 1 = less than one year old, 2 = 1 year old, 3 = 2 years old, . . . , 96 = 95 years old Relationship to head of household 1 = household head, 2 = spouse, 3 = child, 4 = child-in-law, 5 = parent, 6 = parent-inlaw, 7 = sibling, 8 = sibling-in-law, 9 = grandchild, 10 = other relative, 11 = partner/friend/visitor, 12 = other non-relative l " 1, . . . , L, let q l and u l be the values of q and u in synthetic dataset Z plq . We usē q " ř L l"1 q l {L as the point estimate of Q and T "ū`b{L as the estimated variance ofq, where b "
We make inference about Q using pq´Qq " t v p0, T q, where t v is a t-distribution with v " pL´1qp1`Lū{bsq 2 degrees of freedom.
For each approach, we run the MCMC sampler for 20,000 iterations, discarding the first 10,000 as burn-in and thinning the remaining samples every five iterations, resulting in 2,000 MCMC post burn-in iterates. We create the L " 50 synthetic of 38, while the effective number of occupied individual-level clusters across all household-level clusters ranges from 5 to 9 with a maximum of 12.
Based on MCMC runs on a standard laptop, moving household heads' data values to the household level alone results in a speedup of about 63% on the default rejection sampler while the cap-and-weight approach alone results in a speedup of about 40%. The last row is a rigorous test of how well each method can estimate a probability that can be fairly difficult to estimate accurately. In this case, the probability that a household head and spouse are the same age can be difficult to estimate since each individual's age can take 96 different values. All three approaches are thus off from the estimate from the original data in this case. These results suggest that we can significantly speedup the sampler with minimal loss in accuracy of estimates and confidence intervals of population estimands.
Empirical study of missing data imputation under MCAR
We also evaluate the performance of the NDPMPM as an imputation method under a missing completely at random (MCAR) scenario. We use the same data as in Section 5 of the main text. As a reminder, the data contains n " 5, 000 households of sizes H " t2, 3, 4u, comprising N " 13, 181 individuals. We introduce missing values using a MCAR scenario. We randomly select 80% households to be complete cases for all variables. For the remaining 20%, we let the variable "household size"
be fully observed and randomly -and independently -blank 50% of each variable for the remaining household-level and individual-level variables. We use these low rates to mimic the actual rates of item nonresponse in census data.
Similar to the main text, we estimate the NDPMPM using two approaches, both combining the rejection step in Section 4.1 of the main text with the capand-weight approach in Section 4.2 of the main text. The first approach considers Figure 8 .2. Marginal, bivariate and trivariate probabilities computed in the sample and imputed datasets under MCAR from the truncated NDPMPM using the capand-weight approach. Household heads' data values to the household level.
ψ 2 " ψ 3 " ψ 4 " 1 while the second approach considers ψ 2 " ψ 3 " 1{2 and ψ 4 " 1{3. For each approach, we run the MCMC sampler for 10,000 iterations, discarding the first 5,000 as burn-in and thinning the remaining samples every five iterations, resulting in 1,000 MCMC post burn-in iterates. We set F " 30 and S " 15 for each approach based on initial tuning runs. We monitor convergence as in the main text. For both methods, we generate L " 50 completed datasets, Z " pZ p1q , . . . , Z p50q q, using the posterior predictive distribution of the NDPMPM, from which we estimate the same probabilities as in the main text.
Figures 8.1 and 8.2 display each estimated marginal, bivariate and trivariate probabilityq 50 plotted against its corresponding estimate from the original data, Table 8 .4. Confidence intervals for selected probabilities that depend on withinhousehold relationships in the original and imputed datasets under MCAR. "No missing" is based on the sampled data before introducing missing values, "NDPMPM" uses the truncated NDPMPM, moving household heads' data values to the household level, and "NDPMPM Capped" uses the truncated NDPMPM with the cap-and-weight approach and moving household heads' data values to the household level. "HH " means household head, "SP" means spouse, "CH" means child, and "CP" means couple. Q is the value in the full population of 764,580 households. households. The intervals include the two based on the NDPMPM imputation engines and the interval from the data before introducing missingness. The intervals are generally more accurate than those presented in the main text. This is expected since we use lower rates of missingness in the MCAR scenario. For the most part, the intervals from the NDPMPM with the two approaches tend to include the true population quantity. Again, the NDPMPM imputation engine results in downward bias for the percentages of households where everyone is the same race. As mentioned in the main text, this is a challenging estimand to estimate accurately via imputation, particularly for larger households.
