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We theoretically analyze the problem of detecting the position of a classical dipolar scatterer in a strongly
focused optical field. We suggest an optimal measurement scheme and show that it resolves the scatterer’s
position in three dimensions at the Heisenberg limit of the imprecision-backaction product. We apply our
formalism to levitated-optomechanics experiments and show that backscattering detection provides sufficient
information to feedback-cool the particle’s motion along the optical axis to a phonon occupancy below unity
under realistic experimental conditions.
I. INTRODUCTION
Soon after the advent of the laser, scientists have started
to investigate and harness the forces arising from the in-
teraction of light and matter [1]. Of outstanding practi-
cal significance are the works on optically trapping micron
and sub-micron sized particles in dilute gas and in liquid,
which led to the optical tweezer, an indispensable tool in
the life sciences [2–4]. Interestingly, optical trapping in
vacuum has seen a revival in recent years in the wake of
optomechanics rising as an intensely researched subfield of
physics [5–8]. Optomechanics strives to control mechani-
cal motion using the forces of light [9]. The experimen-
tal platforms harnessed by optomechanics are high-quality
mechanically tethered oscillators, whose position is read
out optically. The limits of this measurement process are
understood since the early theoretical works in the con-
text of designing interferometer-based gravitational-wave
detectors [10–12]. In the canonical optomechanical setup,
the position of a mirror reflecting a beam of light is en-
coded into the field’s phase and is read out interferometri-
cally [13]. At the same time, the radiation-pressure fluctu-
ations of the probe light influence the mechanical motion
of the mirror. Accordingly, the measurement of the mir-
ror’s position inevitably entails a perturbation of its mo-
mentum [14–16]. In the limit of perfect detection effi-
ciency, and in the absence of dephasing mechanisms be-
sides radiation pressure shot noise, the product of the mea-
surement imprecision and the measurement backaction sat-
isfies the Heisenberg relation with equality [17]. In recent
years, harnessing enhancement effects provided by optical
cavities, the optomechanics community has pushed the po-
sition detection of mechanically clamped oscillators to op-
erate essentially at the Heisenberg limit [18].
Levitated optomechanical systems are experimental test-
beds complementary to mechanically clamped systems [6,
19]. One particularly intriguing aspect of optical levita-
tion is the fact that the potential experienced by the me-
chanical oscillator can be tuned by shaping the optical field
distribution. Thus, optically levitated systems may en-
able tests of our understanding of physics at a very funda-
mental level and in parameter regimes currently inaccessi-
ble [20–23]. The current forerunner in the quest for bring-
ing an optically levitated system to the quantum regime is
a sub-wavelength sized dielectric nanoparticle trapped in
the focus of a single laser beam [8, 24–26]. The center-of-
mass motion of such a particle has been cooled to a pop-
ulation of a dozen phonons using active feedback cooling
in a system operating three orders of magnitude from the
Heisenberg limit of maximum detection efficiency [27]. At
the current stage, pushing optically levitated systems into
the quantum regime relies on improving the detection ef-
ficiency for the position of a dipolar scatterer in a focused
light field [28, 29]. To this end, remarkable progress has
been made in recent years to couple optically levitated
nanoparticles to optical resonators [30–34], in efforts in-
spired by the atomic physics community [35–38]. Interest-
ingly, while sophisticated detection systems using optical
cavities are under development, the question of the reach-
able position-detection efficiency for a dipolar scatterer in
a single-beam optical trap has remained unanswered.
In this paper, we theoretically analyze the problem of
how to optimally measure the position of an isotropic dipo-
lar scatterer in a focused light field. We derive a scheme to
detect the motion of a nanoparticle optically trapped in a
focused light field which operates strictly at the Heisen-
berg limit of optimal detection efficiency. Furthermore,
we analyze the efficiencies of detection schemes currently
employed by the optical-levitation community. Our results
show that a simple backscattering configuration provides a
detection efficiency for the oscillation mode along the opti-
cal axis of more than 60% of the Heisenberg limit. Accord-
ingly, active feedback cooling of a levitated nanoparticle’s
center-of-mass motion to a phonon occupancy below unity
is feasible in a single-beam optical trap.
II. IDEAL MEASUREMENT SCHEME
We consider a laser beam, linearly polarized along the x
direction and propagating along the optical z axis, which is
strongly focused, as shown in Fig. 1. The focus defines the
origin of the coordinate system. We furthermore assume
an isotropic dipolar scatterer with polarizability α located
at position r0 = (x0, y0, z0), whose distance to the focus
is much less than a wavelength. At the scatterer position,
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2the electric field reads
Efoc(r0) = E0nx exp(iAkz0), (1)
which resembles a plane wave travelling into the positive
z direction (see Appendix A for a derivation of the focal
field). Here, nx is the unit vector along x, E0 is the field
amplitude at the focus, and k is the wavenumber. The geo-
metric factor 0.64 < A ≤ 1 is a result of the Gouy phase
shift in a focused beam and increases the effective wave-
length close to the focus. We derive an analytical expres-
sion for A in a strongly focused field in Appendix A. In
a mildly focused field, described as a Gaussian beam with
Rayleigh range zR, we find A = 1− (kzR)−1 [29, 39].
The dipolar scatterer acquires the dipole moment p =
αEfoc(r0), and radiates the scattered field Esc(r). At an
observation point r much farther from the scatterer than a
wavelength, we can write the scattered field in the Fraun-
hofer approximation as
Esc(r) = Edip(r) exp [−ik · (r0 · nr −Az0)] , (2)
where nr is the unit vector in the radial direction and
Edip(r) is the far-field generated at the observation point
r by an x oriented dipole located at the origin. Impor-
tantly, the scatterer’s position r0 is contained in the phase
of the scattered field, which consists of two terms. The
first term −kr0 · nr describes the phase generated by the
displacement of the dipole relative to the origin. The sec-
ond termAkz0 stems from the fact that the dipole is driven
by a travelling wave which acquires a phase shift during
propagation. In the following, we use a spherical coor-
dinate system, where the angle θ denotes the polar angle
relative to the z axis, and φ the azimuthal angle relative
to x. Furthermore, we introduce the differential power
dpdip scattered by an x polarized dipole into the solid angle
dp
det
(θ,φ)
dΩ
Eref
r0
z
x
Esc
Figure 1. Sketch of ideal measurement scheme. An isotropic dipolar
scatterer is located at position r0 relative to the origin, which coin-
cides with the focal point of a beam of light travelling from left to
right. An array of detectors (only one depicted for clarity, each cov-
ering a solid angle dΩ) is covering a sphere centered on the origin
with radius much larger than the wavelength. A reference field Eref
is added at the detector for homodyne detection of the scattered field
Esc.
dΩ = sin(θ)dθdφ
dpdip =
3
8pi
Pdip
[
1− sin(θ)2 cos(φ)2] dΩ, (3)
with the total scattered power Pdip.
A. Measurement backaction
In this subsection, we analyze the measurement backac-
tion arising from the interaction of the scatterer with the
electromagnetic field. This backaction takes the form of a
recoil force, which can be interpreted as an inevitable con-
sequence of the fact that the scattered field contains infor-
mation about the scatterer’s position. The measurement-
backaction force along a certain direction (x, y, z) can be
quantified by its power spectral density [40]. Along the
transverse directions x and y, the spectral densities of this
measurement backaction read [24, 41]
Sxba =
1
5
~k
2pic
Pdip, (4a)
Syba =
2
5
~k
2pic
Pdip. (4b)
Note that along the x and y axes, the result for the measure-
ment backaction for a (passive) dipole scattering a power
Pdip equals the result for an active dipolar source radiat-
ing the same power. In contrast to an active source, how-
ever, the fluctuating force acting on a scatterer along the
z axis has two contributions. First, there is the contribu-
tion that equals Syba, which arises both for a passive scat-
terer and an active dipolar source. However, for a passive
scatterer, a second term arises, which stems from the fluc-
tuations of the radiation pressure along the propagation di-
rection of the beam. In close vicinity of the focus, for a
lossless dipolar scatterer, this radiation pressure force reads
F zrp = APdip/c [39]. Summing both contributions, we find
the total measurement backaction along the z axis
Szba =
(
2
5
+A2
)
~k
2pic
Pdip. (4c)
We provide a derivation of Eqs. (4) in Appendix B and note
that our results agree with a full quantum calculation [42].
B. Measurement imprecision
Having dealt with the measurement backaction, we now
turn to the measurement imprecision associated with lo-
cating a point scatterer in a focused light field. Since the
scatterer’s position r0 is encoded solely in the phase of the
scattered light according to Eq. (2), we make use of a ho-
modyne measurement, where we superpose the scattered
3light at the detector position r with a strong local oscil-
lator field. Note that we do not use the trapping field as
a reference field here (as is done in typical experimental
schemes discussed in Sec. III), which is always possible by
introducing a sufficiently strong additional reference. For
optimal interference, we choose the (local) polarization of
the reference to equal that of the scattered light. Thus, we
construct an ideal reference field
Eref(r) = −iγEdip(r) (5)
with γ  1 (such that the reference field is much stronger
than the scattered field) and let it interfere with the dipole’s
scattered light such that the field at position r is Eref(r) +
Esc(r). For small displacements r0, a detector positioned
at r covering the differential solid angle dΩ measures the
power
dpdet(θ, φ) =
[
γ2 + 2γk (r0 · nr −Az0)
]
dpdip, (6)
where we have retained only the term linear in the scat-
tered field (which is much weaker than the reference field).
The first term of Eq. (6) accounts for the power of the ref-
erence and the second term for the interference between
reference and scattered fields. Being linear in r0, the inter-
ference term represents a measure of position. Assuming
shot noise as the dominating noise source, the power spec-
tral density of the imprecision noise associated with a dif-
ferential detector under direction (θ, φ) is (see Appendix C
for detailed derivation)
sximp(θ, φ) =
~c
8pik sin(θ)2 cos(φ)2 dpdip
, (7a)
syimp(θ, φ) =
~c
8pik sin(θ)2 sin(φ)2 dpdip
, (7b)
szimp(θ, φ) =
~c
8pik[cos(θ)−A]2 dpdip . (7c)
Next, we fill up the entire sphere surrounding the scat-
terer with differential detectors. Importantly, Eqs. (7) show
that the measurement imprecision depends on the position
(θ, φ) of the differential detector and is not uniformly dis-
tributed. Accordingly, to minimize the total imprecision,
we need to weight each measurement by its inverse impre-
cision before averaging [43]. To obtain the total impreci-
sion, we exploit the fact that its inverse 1/Simp is given by
the integral over the inverse imprecisions contributed by
the differential detectors 1/[simp(θ, φ)], such that we find
(the calculation is detailed in Appendix C)
Sximp = 5
~c
8pik
1
Pdip
, (8a)
Syimp =
5
2
~c
8pik
1
Pdip
, (8b)
Szimp =
1
2
5
+A2
~c
8pik
1
Pdip
. (8c)
0.2
0.4
z
x
θ
0.5
1
z
y
x
θ
1
3
.01
θ
yx
z
π/32π/3
π
−π/3−2π/3
x
y
z
x
y
z
x
y
z
φ
(a) (b)
(c) (d)
(e) (f )
.02
Figure 2. Information radiation patterns. (a) Contour plot of the
information radiated into a unit solid angle. We plot the quantity
Ix(θ, φ) as the radial distance of the contour to the origin. (b) Cross
section through Ix in the plane xz. The cross-hatched region indi-
cates where a displacement x0 > 0 gives rise to a positive detector
signal dpdet(θ, φ). (c) Contour plot of Iy . (d) Cross sections of Iy
in the plane xy (blue) and yz (red). (e) Contour plot of Iz . Note
that the information is mostly radiated in the negative z direction.
(f) Cross sections of Iz in the xz plane (blue) and in the yz plane
(red). Note the different radial scale in the range −pi/6 ≤ θ ≤ pi/6.
A was fixed to cos(pi/6) = 0.866.
C. Discussion of ideal measurement scheme
By comparing Eqs. (8) with Eqs. (4), we find that the
imprecision-backaction product SjimpS
j
ba = [~/(4pi)]2 ful-
fills the Heisenberg uncertainty relation with equality for
all three axes j ∈ {x, y, z} [17]. Accordingly, our mea-
surement scheme decodes the scatterer’s position in an op-
timal way along all three axes simultaneously. It is in-
structive to consider the angular dependence of the con-
tributions to the measurement imprecision in Eqs. (7). To
this end, we inspect their (normalized) inverse Ij(θ, φ) =
Sjimp/s
j
imp(θ, φ). This quantity resembles the angular infor-
4mation density about the scatterer’s position along the axis
j. As an example, let us consider motion along the x axis,
shown in Fig. 2(a). We plot Ix(θ, φ) such that its value
is encoded as the radial distance of the contour to the ori-
gin. We observe that the information content Ix vanishes
in the plane x = 0. This means that a detector located any-
where in this plane cannot extract any information about
the scatterer’s position along x. This observation makes
sense, since any displacement along x (to linear order) has
no influence on the phase of the field scattered in the plane
x = 0. Furthermore, also a detector located on the (posi-
tive or negative) x axis cannot infer any information about
the motion along x. This observation might be surprising at
first sight, since the phase shift of the scattered signal along
this direction should be most sensitive to the scatterer’s po-
sition along x. However, a linearly polarized dipole radi-
ates no far-field along its axis and the measurement signal
vanishes along the x axis. In Fig. 2(b), we show a cross
section of Ix in a plane containing the x axis (which is an
axis of symmetry for Ix). We have cross-hatched the re-
gion where the signal dpdet(θ, φ) is positive for a positive
displacement x0 of the scatterer, which is the case in the
half-space x > 0. In Fig. 2(c), we show Iy(θ, φ). We see
that most information about the scatterer’s position along y
is radiated along the y axis. This observation makes sense,
since both the radiation pattern of the dipolar scatterer and
the dependence of the phase of the scattered field on the
position along the y axis reach a maximum along that di-
rection. In Fig. 2(d), we show a cross section of Iy in
the yz plane (red) and in the xy plane (blue). The sig-
nal dpdet(θ, φ) is positive for positive y0 in the half-space
y > 0.
The quantity Iz(θ, φ) shown in Fig. 2(c), is particularly
interesting. In contrast to Ix (Iy), which bears a symmetry
relative to the plane x = 0 (y = 0), Iz has no symmetry
relative to z = 0. This symmetry is broken by the propa-
gating nature of the beam illuminating the scatterer. It turns
out that more than 90% of the entire information about the
position along the z axis is contained in the field scattered
in the backward direction (half-space z < 0). This obser-
vation can be intuitively understood in the limiting case of a
plane wave illuminating the scatterer (A = 1). In this case,
the phase of the field scattered in the forward direction on
the optical axis is independent of the scatterer’s position
along the z axis.
Let us recap at this point the essential features of the opti-
mal measurement scheme discussed thus far. The first fea-
ture is the optimal reference field in Eq. (5). This position-
dependent field has to locally match the polarization of the
field radiated by the scatterer. Second, the optimal refer-
ence field has to be phase-shifted by pi/2 relative to the
scattered field. Finally, the differential detector signal col-
lected on a detector under the direction (θ, φ) has to be ap-
propriately weighted according to its inverse imprecision
noise as given by Eqs. (7) to obtain the optimal measure-
ment of the scatterer’s position. The total measurement im-
precision of this scheme, given by Eqs. (8), multiplies with
the measurement backaction given by Eqs. (4) to fulfill the
Heisenberg uncertainty relation with equality in each di-
rection (x, y, z).
III. REALISTIC DETECTION SYSTEM
Thus far, we have analyzed the problem of detecting the
position of a dipolar scatterer and described an ideal mea-
surement scheme that allows for a Heisenberg-limited mea-
surement of the scatterer’s position in three dimensions.
Two experimental difficulties make our ideal measurement
scheme impractical. First, it is challenging to generate a
reference field whose phase and polarization match those
of a dipolar field, as required by Eq. (5). Reference fields
typically available in a laboratory setting are Gaussian
beams with uniform polarization. Second, this ideal mea-
surement scheme requires a distribution of infinitesimal de-
tectors spanning the full 4pi of solid angle, where the signal
from each detector is individually weighted according to
its imprecision. In contrast, in practice one typically uses a
simple four-quadrant detector [28].
A. Forward detection
In this section, we consider the performance of the most
commonly used detection system in optical trapping ex-
periments, which relies on a standard (four-quadrant) split
detection scheme in forward direction [28]. The situa-
tion under consideration is sketched in Fig. 3(a). A first
lens (termed the ‘trapping lens’) focuses an x polarized
plane wave (corresponding to a strongly overfilled objec-
tive) such that the focal point coincides with the origin.
The optical axis is along z, and a second lens (termed the
‘collection lens’) recollimates the trapping beam. A dipo-
lar scatterer is located close to the origin and generates the
scattered field Esc(r) given by Eq. (2). For detection in
forward direction, the reference field Eq. (5) has to be re-
placed by the field of the trapping beam arriving on the
detector.
As detailed in Appendix D, and in analogy to Sec-
tion II B, we calculate the measurement imprecision Sj,fwimp
of this forward detection scheme for all three axes j ∈
{x, y, z}. In order to compare our results for forward de-
tection with the ideal case discussed in Section II B, we de-
fine the detection efficiency ηfwj = S
j
imp/S
j,fw
imp for the axis
j as the ratio of the result for forward scattering Sj,fwimp and
the measurement imprecision at the Heisenberg limit given
by Eqs. (8). Thus, the detection efficiency is a measure for
how close to the Heisenberg limit a detection system op-
erates. Note that absorption losses or a limited quantum
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Figure 3. (a) Laboratory detection system. A trapping lens with numerical aperture NAtl = sin(Θtl) focuses an x polarized plane wave.
On the opposite side, the fields are collimated by a collection lens with numerical aperture NAcl = sin(Θcl). A particle close to the focal
point scatters the focused field. (b) Detection efficiency ηfw in forward detection for a trapping lens with NAtl = 0.85. We plot the detection
efficiencies for motion in the focal plane ηfwx (NAcl) (red solid), ηfwy (NAcl) (green solid) as a function of NAcl. The detection efficiency along
the optical axis ηfwz (NAcl) (blue solid, multiplied by factor 100), vanishes when NAtl = NAcl. In the range NAcl > NAtl, the detection
efficiencies stay constant, since no reference field is available in that range. We also plot the fraction of the scattered power which is collected
by the optics (black dash-dotted). (c) Detection efficiency ηbw in backward detection. In the transverse directions, ηbw is identical to the case
of forward detection shown in (b). However, most information about the motion along z is encoded in the backscattered field, such that ηbwz
(blue dashed) reaches values exceeding 0.6 for realistic trapping lenses with NAtl > 0.8.
efficiency of the detector further decrease the detection ef-
ficiency.
In Fig. 3(b), we plot the detection efficiencies ηfwx (red),
ηfwy (green), and η
fw
z (blue) in forward-scattering as a func-
tion of the numerical aperture of the collection lens NAcl
for a numerical aperture of the trapping lens NAtl = 0.85.
As expected, a larger NAcl generally leads to higher detec-
tion efficiency for all three axes. However, the detection
efficiency for the z axis ηfwz shows a remarkable feature. It
turns out that ηfwz vanishes for a symmetric setup, i.e., when
the numerical aperture of the trapping lens equals that of
the collection lens. We discuss this feature quantitatively
in Appendix D. It can be understood qualitatively by close
inspection of Fig. 2(f) from the discussion of the ideal mea-
surement scheme. As indicated by the cross-hatched re-
gions in the polar plot, the signal changes sign in the half-
space z > 0. In the specific case of a symmetric setup
(NAtl = NAcl), the integration over θ is truncated such
that the result strictly vanishes.
Let us apply our insights to realistic experimental con-
ditions. For typical values of NAcl = 0.7, the detection
efficiency of the transverse modes in forward direction is
around ηfwx ∼ ηfwy ∼ 0.1, while for the longitudinal mode
it is about two orders of magnitude smaller (ηfwz ∼ 0.001).
B. Backward detection
We now turn to detection in backward direction. Here,
the backscattered light is collected by the trapping ob-
jective and then interfered with an external reference
field [26]. In contrast to forward scattering, where the ref-
erence beam is naturally phase locked with the right phase
shift (due to the common-path arrangement together with
the Gouy phase shift), backward scattering is technically
more involved, since the phase shift of the reference beam
relative to the scattering signal has to be actively stabilized
to a value of pi/2. To compare with forward scattering, we
consider a reference field that has the same spatial distribu-
tion as the trapping beam (a truncated plane wave).
In Appendix D 2, we derive expressions for the detection
efficiencies ηbwj in backward direction, which are plotted
in Fig. 3(c) as a function of the numerical aperture of the
trapping lens NAtl. We find that the detection efficiencies
for motion in x and y directions are the same for forward
and backward detection, i.e., ηbwx = η
fw
x and η
bw
y = η
fw
y .
This result is expected, since the information about motion
along x and y is radiated symmetrically in the forward and
in the backward direction [compare Figs. 2(a,c)]. On the
other hand, for motion along the z direction, we find that
the detection efficiency is much higher in backward direc-
tion than in forward direction. This result can be antici-
pated from the distribution of radiated information content
shown in Figs. 2(e,f). For a typical value of the numeri-
cal aperture of the trapping lens NAtl = 0.8, we find the
efficiency to be as high as ηbwz = 0.6.
C. Discussion of real-world measurement schemes
Let us recap the most important insights gained from our
analysis. Clearly, forward and backward detection using
quadrant detectors fall short of reaching the Heisenberg
limit of maximum detection efficiency η = 1, where the
imprecision-backaction product has its minimum. Several
factors contribute to this imperfection. First, the numerical
aperture collecting the light scattered by the dipole is finite
and, as a result, part of the information about the dipole’s
6position is not collected. We plot the fraction of collected
power as a function of numerical aperture in Figs. 3(b,c)
as the black dash-dotted lines. Importantly, not every col-
lected photon carries the same amount of information. For
example, motion along the z axis is predominantly encoded
in the field scattered in backward direction, allowing for
a large detection efficiency for the z motion in backscat-
tering. Another factor limiting the detection efficiency is
the imperfect overlap of the reference field (with homoge-
neous polarization) with the field scattered by the dipole
(whose polarization varies spatially). Finally, an ideal de-
tection system must not only collect the measurement sig-
nal across the full solid angle surrounding the scatterer, but
must also weight the individual contributions according to
their information content as given by the measurement im-
precision. Clearly, a quadrant detector offers very limited
capability to perform this weighting procedure. Consider,
for example, detection of the y motion. It is clear from
Fig. 2 that practically no information is contained in the
signal striking the detector close to the z axis. Neverthe-
less, a standard detector will sum the shot-noise contribu-
tion generated in this region by the reference field and add
it to the output signal. A possible alternative to a spatially
resolving detector would be a reference field with an appro-
priately shaped spatial intensity distribution. Such a field
distribution could, for example, be generated using a spa-
tial light modulator.
Finally, let us consider the repercussions of our find-
ings for active feedback cooling of a levitated nanoparti-
cle’s motion. Considering the finite transmissivity of opti-
cal components, the finite quantum efficiency of photode-
tectors, and our finding that the detection efficiency for the
motion along the optical axis in backward scattering can
reach ηbwz ∼ 0.8, we conclude that a total efficiency of
0.35 appears well within reach. Adding the fact that at suf-
ficiently low pressures, the reheating of a levitated particle
is dominated by measurement backaction [24], active feed-
back by means of cold damping [27, 44] should be able to
cool a levitated nanoparticle in a free-space configuration
with only a single laser beam to mean phonon occupation
numbers as low as n = [η−1/2 − 1]/2 = 0.35 along the
optical axis, and thus to the quantum ground state of mo-
tion.
IV. CONCLUSIONS
We have theoretically analyzed the problem of determin-
ing the position of a dipolar scatterer in a focused field.
We have proposed an ideal detection scheme locating the
scatterer in three dimensions at the Heisenberg limit of the
imprecision-backaction product. Furthermore, we have an-
alyzed configurations commonly used in experiments and
derived their measurement efficiencies. We have found
that for realistic experimental setups, the detection efficien-
cies for motion transverse to the optical axis are limited to
ηx,y ∼ 0.1. On the other hand, our analysis shows that the
motion along the optical axis is most efficiently detected in
backscattering, where the detection efficiency of the longi-
tudinal motion can be as high as 80%, such that ground-
state cooling of a levitated particle in a single beam optical
trap should be feasible.
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Appendix A: Effective wavelength of focused field
In this Appendix, we show that a strongly focused field
in the focal region to first order appears as a plane wave
propagating along the optical axis with an effective wave-
length determined by the numerical aperture of the focus-
ing lens. We start with the focal field generated by a highly
overfilled objective, which can be written analytically in
cylindrical coordinates as [39]
Efoc ∝
I00 + I02 cos(2φ)I02 sin(2φ)
−2iI01 sin(φ)
 , (A1)
where the incoming light is polarized along x. The inte-
grals I00, I01, and I02 depend on coordinates ρ and z
I00 =
∫ Θtl
0
dθ
√
cs(1 + c)J0(kρs)e
ikzc (A2a)
I01 =
∫ Θtl
0
dθ
√
cs2J1(kρs)e
ikzc (A2b)
I02 =
∫ Θtl
0
dθ
√
cs(1− c)J2(kρs)eikzc, (A2c)
where c = cos(θ) and s = sin(θ). Furthermore, Jn are
the Bessel functions of the first kind for n ∈ N0, which
we expand to first order as J0(x) = 1, J1(x) = x/2,
and J2(x) = 0. The x component of Efoc to first order
reads C + ikzD ≈ C exp(ikzD/C) where C and D are
integrals over θ which are independent of any coordinates.
The electric field component along y vanishes to first order.
The phase of the z component of the field is constant to first
order, but its amplitude is linear in the transverse directions
and vanishes at the origin. Importantly, the z component of
the field is pi/2 out of phase with the x polarization such
that it appears only to second order in standard homodyne
detection schemes. We hence conclude that the focal field
in close vicinity to the focus can be approximated as an x
polarized plane wave traveling in the positive z direction
according to Efoc = E0nx exp(iAkz), with
A =
∫ Θtl
0
dθ s
√
c(1 + c)c∫ Θtl
0
dθ s
√
c(1 + c)
. (A3)
See App. E for an analytical expression for A.
Appendix B: Derivation of measurement backaction
The differential power dpdip radiated by an x polarized
dipolar scatterer into solid angle dΩ = sin(θ) dθ dφ is
given by Eq. (3). This power exerts a radiation pressure
force dF xrp = −(nx · nr)dpdip/c on the scatterer along the
x direction. Assuming shot noise to dominate the fluctua-
tions of the radiated power, we find for the power spectral
density of the radiated power along direction nr
dspp(θ, φ) =
~kc
2pi
dpdip. (B1)
Due to these fluctuations, the radiation pressure force along
nx fluctuates with power spectral density dsxba = (nx ·
nr)
2 dspp(θ, φ)/c2. We integrate this differential contri-
bution to the measurement backaction over the unit-sphere
8to find the backaction noise spectral density along the x
direction
Sxba =
∫
dsxba(θ, φ) =
1
5
~k
2pic
Pdip. (B2)
By analogous derivations, we find the values for Syba and
Szba as given by Eqs. (4). As described in the main text,
along the z direction, Szba needs to be amended by an ad-
ditional contribution for a scatterer polarized by a travel-
ling wave, which exerts a radiation pressure force along
its propagation direction. While our derivation rests on a
semiclassical treatment, our results match a full quantum
derivation for a two-level system in the classical limit [42].
Appendix C: Derivation of optimal measurement imprecision
In this Appendix, we derive the measurement impreci-
sion of our ideal measurement scheme. Equation (6) in the
main text is the differential power impinging on a detec-
tor covering a solid angle dΩ and located at (θ, φ). Let
us temporarily assume that the scatterer is only displaced
along the x axis, such that y0 = z0 = 0. Then, the locally
measured power
dpdet(θ, φ) = [γ2 + 2γk sin(θ) cos(φ)x0]dpdip (C1)
linearly depends on position x0 and therefore is a measure
for the scatterer’s position x0. The first term contributing to
dpdet is independent of x0, but dominates the fluctuations
of the measurement through photon shot noise. The power
spectral density of the fluctuations is
dsdetpp (θ, φ) =
~kc
2pi
γ2dpdip. (C2)
In order to extract the position x0 from the differential de-
tector signal Eq. (C1), it needs to be divided by the pre-
factor dβ(θ, φ) = 2γk sin(θ) cos(φ)dpdip. Accordingly,
we translate the fluctuations given in Eq. (C2) to fluctua-
tions of the position as
sximp(θ, φ) =
dsdetpp (θ, φ)
dβ(θ, φ)2
. (C3)
In analogy, we derive syimp(θ, φ) and s
z
imp(θ, φ) given in
Eqs. (7). Recall that sjimp(θ, φ) for j ∈ {x, y, z} are the
power spectral densities of the measurement imprecision
associated with a differential detector located at (θ, φ). Im-
portantly, we find sjimp(θ, φ) ∝ 1/(dΩ), meaning that as
the solid angle dΩ goes to zero, the imprecision noise of the
detector diverges to infinity. This intuitively makes sense,
since the signal vanishes together with the detector area.
As mentioned in the main text, we perform inverse-
variance weighting in order to minimize the total impreci-
sion when the signals from all detectors covering the unit-
sphere are combined. The local reading of x0 is hence
weighted with the inverse of sximp(θ, φ) before averaging
over the unit sphere. The total imprecision then turns out
to be [43]
Sximp =
[∫
dβ(θ, φ)2
dsdetpp (θ, φ)
]−1
= 5
~c
8pik
1
Pdip
, (C4)
where the integral runs over the full unit-sphere. The re-
sults for all three axes are given in Eqs. (8).
Finally, let us drop our assumption that the scatterer is
only displaced along one axis and allow for the position
r0 to have three non-zero components. In this case, dpdet
depends on a linear superposition of x0, y0, and z0 and,
therefore, also the local reading for the position along x
x˜0(θ, φ) =
dpdet(θ, φ)− γ2dpdip
dβ(θ, φ)
= x0 + y0 tan(φ) + z0
cos(θ)−A
sin(θ) cos(φ)
(C5)
includes contributions by y0 and z0. Nevertheless, when
combining the information from all differential detec-
tors correctly, following the procedure of inverse variance
weighting, we indeed find
x0 = S
x
imp
∫
dβ(θ, φ)2
dsdetpp (θ, φ)
x˜0(θ, φ), (C6)
meaning that the contributions of y0 and z0 cancel. Analo-
gously, y0 and z0 can be extracted from the measurements
dpdet using
y˜0(θ, φ) =
dpdet − γ2dpdip
2γk sin(θ) sin(φ) dpdip
, (C7a)
z˜0(θ, φ) =
dpdet − γ2dpdip
2γk[cos(θ)−A] dpdip , (C7b)
together with an appropriately adjusted version of Eq. (C6).
Appendix D: Derivation of realistic measurement imprecision
The situation under consideration is sketched in Fig. 4.
An x polarized plane wave is focused by a trapping lens
with numerical aperture NAtl = sin(Θtl) before being
recollimated by a collection lens with numerical aperture
NAcl = sin(Θcl). A dipolar scatterer is positioned at r0 in
close vicinity to the focus located at the origin. The scat-
tered field, given by Eq. (2), is interfered with the trapping
beam on the reference surface of the collection lens. We
formulate the fields using the formalism laid out in Ref. 39,
such that the electric field on the reference sphere of the
trapping lens reads
E∞ = Einc [− sin(φ)nφ + cos(φ)nθ]
√
cos(θ). (D1)
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Figure 4. Laboratory detection system. A trapping lens with numeri-
cal aperture NAtl = sin(Θtl) focuses an x polarized plane wave. On
the opposite side, the fields are collimated by a collection lens with
numerical aperture NAcl = sin(Θcl). The coordinate pair (θ, φ)
denotes both a point on the collection and on the trapping lens. A
particle close to the focal point scatters the focused field.
Here, nφ and nθ are spherical unit vectors along the az-
imuthal and polar direction, respectively. Note that in our
notation, the polar angle θ spans the range [0 . . . pi/2],
while the azimuthal angle φ spans [0 . . . 2pi]. Therefore,
the coordinate pair (θ, φ) denotes both a point on the trap-
ping lens and a point on the collection lens (lying diamet-
rically opposite relative to the origin). In this notation, the
trapping field on the collection lens (where it serves as the
reference field in a forward-scattering detection scheme)
takes the exact same form as the field in Eq. (D1), besides
an additional (irrelevant) phase factor accounting for prop-
agation through the focal region.
1. Quadrant detection in forward direction
We first turn our attention to the case of detection in for-
ward direction, where the field trapping the particle nat-
urally serves as a self-aligned reference field. The total
field on the reference sphere of the collection lens reads
E∞+iEsc, withEsc the field scattered by the particle from
Eq. (2). The relative phase between both fields is fixed to
pi/2, since the field in the focal region (driving the dipolar
scatterer) carries the Gouy phase shift relative to the field
on the reference sphere (and the polarizability of the parti-
cle is assumed to be purely real) [39].
Under the assumption of a strong reference field and a
small particle displacement r0 from the origin, the differ-
ential power in direction (θ, φ) per unit solid angle is
dpcl(θ, φ)
dΩ
= Pinc cos(θ) +
√
3PdipPinc cos(θ)/(2pi)
× [sin(φ)2 + cos(φ)2 cos(θ)]
× k (r0 · nr −Az0) .
(D2)
Here, Pinc ∝ E2inc is the power of the trapping beam. Note
that the polarization of the scattered dipole field Edip ∝
[nx − (x/r)nr] differs from the reference field. As usual
in homodyne detection, we find two contributions to the
power. The first contribution is independent of the scat-
terer’s position and dominates the associated photon shot
noise, while the second (interference) term is a measure
for the scatterer’s position r0.
Typically, the intensity distribution on the reference
sphere is not spatially resolved. Instead, the fields are sent
to a quadrant photodetector aligned along the x and y axes.
The detector measures the integrated power striking the in-
dividual quadrants. The power PQ1 in the first quadrant is
given by
PQ1 =
∫ Θcl
0
dθ sin(θ)
∫ pi/2
0
dφ pcl(θ, φ)
=Pinc
pi
4
NA2cl + k
√
3PincPdip/(2pi)B
fwr0.
(D3)
The powers PQn in the other quadrants (n = 2, 3, 4) are
equivalent with replacement x0 → −x0 for n ∈ {2, 3}
and y0 → −y0 for n ∈ {3, 4}. In Eq. (D3), we have
furthermore introduced the quantity
Bfw =
∫ Θcl
0
dθ s
√
c
 s(1 + 2c)/3s(2 + c)/3
pi(c−A)(1 + c)/4
 , (D4)
where we use the abbreviations s = sin(θ) and c =
cos(θ). An analytical solution of the third component Bfwz
is given in Appendix E.
We note that the particle position r0 can be extracted
from the values PQn of the quadrant detector. Specifically
(PQ1 + P
Q
4 )− (PQ2 + PQ3 ) =P calx kx0, (D5a)
(PQ1 + P
Q
2 )− (PQ3 + PQ4 ) =P caly ky0, (D5b)
4∑
n=1
PQn − PincpiNA2cl =P calz kz0, (D5c)
with the calibration factors
P calj =
√
24PincPdip/pi B
fw
j , j ∈ {x, y, z}, (D6)
where Bfwj is the jth vector component of Eq. (D4). To
get access to z0, a constant reference power has to be sub-
tracted. Assuming that the detection is shot-noise limited,
each of the position measurements will be subject to fluc-
tuations with a white power spectrum
SQPP =
~kc
2
PincNA
2
cl, (D7)
arising from the first term in Eq. (D3). By dividing these
fluctuations by the calibration factor (P calj k)
2, we find the
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imprecision noise spectral density for the motion of the par-
ticle along the j axis
Sj,fwimp =
~c
kPdip
piNA2cl
48
(
Bfwj
)2 . (D8)
As detailed in Sec. III, we compare the calculated impreci-
sion noise of the realistic detection system to the one ob-
tained in the ideal case [Eqs. (8)] to obtain the measure-
ment efficiencies in forward scattering which are plotted in
Fig. 3(b)
ηfwx =
30
(
Bfwx
)2
pi2NA2cl
, (D9a)
ηfwy =
15
(
Bfwy
)2
pi2NA2cl
, (D9b)
ηfwz =
1
1 + 5
2
A2
15
(
Bfwz
)2
pi2NA2cl
. (D9c)
Finally, we discuss the feature that ηfwz plotted in
Fig. 3(b) vanishes for a symmetric setup. This
feature can be understood by looking at Bfwz =
(pi/4)
∫ Θcl
0
dθ s
√
c(c−A)(1+c) from Eq. (D4), with c =
cos(θ) and s = sin(θ). The factor [cos(θ)− A] in the in-
tegrand changes sign as the collection angle θ passes a cer-
tain critical value. For a symmetric setup (NAtl = NAcl),
the integration over θ is truncated such that it strictly van-
ishes. This result can be obtained directly by plugging
Eq. (A3) into Bfwz and assuming NAtl = NAcl.
Note that the derivation presented here tacitly assumed
NAcl < NAtl, since when θ exceeds the maximum angle
of the trapping beam Θtl = sin
−1(NAtl), the reference
power drops to zero, such that there is no signal (but also
no excess noise). For this reason, the detection efficiencies
plotted in Fig. 3(b) are constant for NAcl > NAtl.
2. Quadrant detection in backward direction
To analyze the case of backscattering detection, we as-
sume a reference field which has the same spatial distribu-
tion as the trapping field. The reference beam is then iden-
tical to Eq. (D1) by our choice of coordinates. Following
the same derivations as in Sec. D 1, with the field scattered
by the dipole expressed in the coordinate system given by
the reference spheres, we find expressions for the impreci-
sion noise spectral densities in backward scattering Sj,bwimp
identical to Eq. (D8) under the substitutions Θcl → Θtl,
NAcl → NAtl, as well as Bfw → Bbw, with
Bbw =
∫ Θtr
0
dθ s
√
c
 s(1 + 2c)/3s(2 + c)/3
pi(c+A)(1 + c)/4
 . (D10)
Note that Bbw differs from Bfw only in the third vector
component. Since both A and Bbw depend on Θtl, the z
component can be further simplified by inserting Eq. (A3)
for A, which yields
Bbwz =
pi
2
∫ Θtl
0
dθ s
√
c(1 + c)c. (D11)
An analytical solution of Bbwz is given in Appendix E. In
analogy to forward scattering, we compare the obtained
imprecision noise Sj,bwimp to the one for an ideal measure-
ment given by Eqs. (8), in order to compute the detection
efficiencies in backscattering ηbwj , as plotted in Fig. 3(c).
Appendix E: Analytical solutions
In this appendix, we calculate analytical solutions of
Eqs. (A3), (D4), and (D11). To ease our notation, we define
C(Θ) =
∫ Θ
0
dθ s
√
c(1 + c), (E1a)
D(Θ) =
∫ Θ
0
dθ s
√
c(1 + c)c. (E1b)
We can solve both integrals analytically and find
C(Θ) = 2
(
8
15
− cos(Θ)
3/2
3
− cos(Θ)
5/2
5
)
, (E2a)
D(Θ) = 2
(
12
35
− cos(Θ)
5/2
5
− cos(Θ)
7/2
7
)
. (E2b)
This allows us to find solutions of the following integrals
in terms of the functions C(Θ) and D(Θ)
A =
D(Θtl)
C(Θtl)
, (E3a)
Bfwz =
pi
4
[D(Θcl)−AC(Θcl)] , (E3b)
Bbwz =
pi
2
D(Θtl). (E3c)
