In this paper, we present new algorithm for the solution of the nonlinear high order multi-point boundary value problem with suitable multi boundary conditions. The algorithm is based on the semi-analytic technique and the solutions are calculated in the form of a rapid convergent series. It is observed that the method gives more realistic series solution that converges very rapidly in physical problems. Illustrative examples are provided to demonstrate the efficiency and simplicity of the proposed method in solving this type of multi-point boundary value problems.
Introduction
Some problems which have wide classes of application in science and engineering have usually been solved by perturbation methods. These methods have some limitations, e.g., the approximate solution involves a series of small parameters which poses difficulty since the majority of nonlinear problems have no small parameters at all. Although appropriate choices of small parameters do lead to ideal solution while in most other cases, unsuitable choices lead to serious effects in the solutions [1] . The semi-analytic technique employed here, is a new approach for finding the approximate solution that does not require small parameters, thus overcoming the limitations of the traditional perturbation techniques. The method was first proposed by Grundy (2003) and successfully applied by other researchers like Grundy (2003 Grundy ( -2007 who examined the feasibility of using two points Hermite interpolation as a systematic tool in the analysis of initial-boundary value problems for nonlinear diffusion equations. In 2005 Grundy analyzed initial -boundary value problems involving nonlocal nonlinearities using two points Hermite interpolation [1] , also, in 2006 He showed how twopoint Hermite interpolation can be used to construct polynomial representations of solutions to some initial-boundary value problems for the inviscid Proudman-Johnson equation. In 2008, Maqbool [2] used a Semianalytical Method to Model Effective SINR Spatial Distribution in WiMAX Networks. Also, in 2008, Debabrata [3] studied Elasto-plastic strain analysis by a semi-analytical method. The existence of positive solutions for multi-point boundary value problems is one of the key areas of research these days owing to its wide application in engineering like in the modeling of physical problems involving vibrations occurring in a wire of uniform cross section and composed of material with different densities, in the theory of elastic stability and also its applications in fluid flow through porous media. [7] concerned with the existence and form of solutions to nonlinear third-order, three-point and multi-point boundary-value problems on general time scales. Wang et al [8] studied the existence of nontrivial solutions for nonlinear higher order MPBVP on time scales with all derivatives. Graef et al [9] obtained sufficient conditions for the existence of a solution of the higher order MPBVP based on the existence of lower and upper solutions. Liu et al [10] established the existence results of multiple monotone and convex positive solutions for some fourth-order MPBVPs. In this paper we use two-point osculatory interpolation; essentially this is a generalization of interpolation using Taylor polynomials. The idea is to approximate a function y by a polynomial P in which values of y and any number of its derivatives at given points are fitted by the corresponding values and derivatives of P. We are particularly concerned with fitting function values and derivatives at the two end points of a finite interval, say [0,1] where a useful and succinct way of writing osculatory interpolation P 2n+1 of degree 2n + 1 was given for example by Phillips [11] as:
(2) so that (1) with (2) satisfies:
, j = 0, 1, 2,…, n. Implying that P 2n+1 agrees with the appropriately truncated Taylor series for y about x = 0 and x = 1. We observe that (1) can be written directly in terms of the Taylor coefficients a i and b i about x = 0 and x = 1 respectively, as:
Solution of Multi-Point High Order Nonlinear BVP's for ODE
A general form of n-order, m-point BVP's is: n → R is a continuous function, 0 < η 1 < η 2 < ⋯ < η m-2 < 1. The idea is to use a two -point osculator interpolation polynomial P 2n+1 to solve problem (4) by the following steps:
Step 1: 
Step 3: Insert the series form in step 2 into equation (4a) and put x= 0, i
respectively, and equate the coefficients of powers of x,
i.e., to obtain a n , y
Step 4: Derive equation (4a) with respect to x to obtain new form of equation:
Step 5: Insert the series form in step 2 into equation (5) and put x= 0, i
, respectively and equate the coefficients of powers of x,
, respectively.
i.e., to obtain a n+1 , y
Iterate the process in step 5 many times to obtain
The resulting equations can be solved using MATLAB package.
Step 7:
Use the coefficients obtained in above steps to construct P 2n+1 for each sub-
, we can get half of these unknown coefficients by the boundary conditions. Step 10: Use P 2n+1 as a replacement of y in each equations in step 8 and 9, then put, x = i  , i=1, …, m-2 and x=1, respectively, in these equations to obtain system of n(m-1) equations with n(m-1) unknown coefficients which can be solved using the MATLAB package to get the unknown coefficients, then insert it into P 2n+1 of each subintervals.
Step 11: Summing the P 2n+1 of each subinterval obtained in step 10 which represent the polynomial solution of problem (4 Figure (1) illustrates the accuracy of solution by comparing P 15 with the exact solution. Fazal-i-Haq [12] 
with BC:
Hence the exact solution has the form [13] :
Solving this example by using suggested method from equation (4), we get: P 5 = -x 4 + x, which is the exact solution.
Error Estimation for Multi-point Boundary Value Problems:
This paper, present a new, carefully designed modification of this error estimate which not only results in less computational work but also appears to perform satisfactorily for nonlocal MPBVP, and gives a full analytical justification for the asymptotical correctness of the error estimate when it is applied to a general nonlinear problem.
Error / Defect Weights
The weights used to scale either the error or the maximum defect differs among BVP software. Therefore, the BVP component of pythODE allows users to select the weights they wish to use. The default weights depend on whether an estimate of the error or maximum defect is being used. If the error is being estimated, then the BVP component of pythODE uses [14] . In this paper we modify this package to consist MPBVP and named "pythMPODE", defined as:
where y(x) is exact solution and P(x) is suggested solution of MPBVP. If the maximum defect is being estimated, then the MPBVP component of "pythMPODE" uses:
The relative estimate of both the error and the maximum defect are slightly modified from the one used in BVP SOLVER. We apply this package for example 1 as follows: Table ( 2). (8) where p is the order of the discretization formula. In this paper, we modify this algorithm to represent the suggested method that starts with a discrete solution P 2n+1 for a given mesh. Next, the software determines a more accurate solution P 2(n+1)+1 by increasing n number of fit order for derivative of approximate with derivative of exact. Then, an estimate of the norm of the global error, e MPRE , is given by:
2 n n n n MPRE P P e (9) We apply this algorithm for example 1, as follows: Apply equation (9) by the following (for more details see Table ( 3)): 
Higher -Order Formulae
Higher -order formulae can be used to determine a more accurate numerical solution with the same mesh as for the original solution. Specifically, the global error can be estimated by: e HO = ║Y p -Y q ║ ∞ (10) where Y p is the original discrete solution of order p and Y q is the more accurate discrete solution of order q > p. In [14] symmetric formulae are used, q = p + 2.
In this paper, we modify this algorithm to represent the suggested method that starts with suggested solution P 2n+1 for a given mesh. Next, the software determines a more accurate solution P 2(n+1) +1 by increase n, number of fit order for derivative of approximate with derivative of exact. Then, the global error can be estimated by: e HO = ║ P 2(n+1)+1 -P 2n+1 ║ ∞ (11) Baghdad Science Journal 
