Named Entity Recognition (NER) has been studied for many languages like English, German, Spanish, and others but virtually no studies have focused on the Nepali language. One key reason is the lack of an appropriate, annotated dataset. In this paper, we describe a Nepali NER dataset that we created. We discuss and compare the performance of various machine learning models on this dataset. We also propose a novel NER scheme for Nepali and show that this scheme, based on graphemelevel representations, outperforms character-level representations when combined with BiLSTM models. Our best models obtain an overall F1 score of 86.89, which is a significant improvement on previously reported performance in literature.
I. INTRODUCTION
Named Entity Recognition (NER) is a task to label each token of a sentence into specific entities like "PERSON", "LOCATION", "ORGANIZATION" and others [1] . There has been extensive NER research in high resource languags such as English, German, Dutch and Spanish [2] , [3] , [4] , [5] , [6] . Moreover, there has been research research on low resource Asian languages like Hindi [7] , Indonesian [8] and other Indian languages (Kannada, Malayalam, Tamil and Telugu) [9] . However, since there is no publicly available dataset in Nepali, it is cumbersome to perform NER research or any other downstream tasks in this language. Therefore, we created a NER dataset in Nepali language and setup a dataset benchmark using BiLSTM with Grapheme-level CNN. This dataset can play an important role in advancing NLP research in Nepali community because first, there is no easily available Nepali NER dataset and second, models trained on closely related languages like Hindi and Bengali still do not perform well for Nepali language because of the differences in orthography (especially spelling), although they are semantically similar.
Recent neural architectures like [2] are used to relax the need to hand-craft the features and need to use a part-ofspeech tag to determine the category of the entity. However, this architecture has been studied for languages like English and German and not been applied to low resource languages like Nepali. Traditional methods like Hidden Markov Model (HMM) with rule-based approaches [10] , [11] , and Support Vector Machine (SVM) with manual feature-engineering [12] have been applied but they perform poorly compared to neural network based model (see Section V). Fig. 1 : End-to-end model architecture of our neural network for Named Entity Recognition for Nepali language. Three representations are used to represent each token before passing it to BiLSTM. First, word embeddings available are from fastText. Second is the grapheme representation obtained from the architecture shown in Figure 2 , and third is the parts-ofspeech one-hot encoding. These embeddings are concatenated to represent each token before feeding into BiLSTM network. The final labels are predicted using softmax function.
As shown in the Figure 1, our approach combines three different features: (i) word-level feature obtained from fasttext [13] , (ii) grapheme-level feature obtained from CNN, and (iii) part-of-speech tags associated with each token. This combined feature vector is used as an input to BiLSTM. Our study shows that augmenting word embedding with character or graphemelevel representation and POS one-hot encoding vector yields better results compared to using general word embedding alone.
This paper makes the following key contributions: 1) We have produced and publicly released our dataset for Nepali NER, to support future research in Nepali language understanding realm.
2)
We have applied a state-of-the-art neural architecture model in Nepali language with integration of graphemelevel embedding. 3) We have performed a detailed empirical evaluation and comparison of our model with previous state-of-theart models from other language and obtain a relative improvement of 10% and significant performance gain with respect to previous non-neural Nepali NER model.
We present related work in section II. We describe our approach and dataset statistics in section III and IV, followed by our experiments, evaluation and ablations study in Section V, VI, and VII. We conclude with our observations in section VIII.
We named our dataset as NepaliNER dataset. The source code and NepaliNER dataset are available at https://github. com/oya163/nepali-ner.
II. RELATED WORK
There has been a handful of research on Nepali NER task based on approaches like Support Vector Machine + Gazetteer List [12] and Hidden Markov Model + Gazetteer List [10] , [11] . However, none of the previous models explore the effectiveness of neural networks for Nepali NER task.
Bal and Shahi [12] performed NER task in Nepali language using SVM along with the features like the first word, word length, digit features and gazetteer (person, organization, location, middle name, verb, designation, and others). It uses one vs rest classification model to classify each word into different entity classes. However, it does not consider the word context while training the model. Dey et al. in [10] and [11] used a different approach for NER task in Nepali. First, they trained n-gram based Hidden Markov Model to identify POS-tags. Then a NER label, for each token in a sentence, is predicted based on the extracted POS-tags with a common noun or proper noun, using the gazetteer list as a look-up table.
Most recent work in NER tasks uses advanced learning algorithms like neural networks -CNN [14] , RNN [15] , LSTM [16] , and GRU [17] . Almost all use pre-trained word embeddings available using Word2Vec [18] , GloVe [19] , or fastText [13] for the NER task. Similar models have been applied to many Asian languages like Hindi [7] , Indonesian [8] and Bengali [20] .
Our work described in this paper builds on some recent models like BiLSTM + CNN [21] , BiLSTM + CRF [2] , and BiLSTM + CNN + CRF [3] . However, there are two major differences between these models and our model. The first difference is that we are using graphemes instead of characters into a convolution neural network to show that graphemes act as better features compared to characters for inflectional language like Nepali. Second, unlike the random initialization of characters or graphemes in CNN as in their model, we initialized it using fastText embeddings to achieve better performance compared to theirs, under the same configuration. 
III. APPROACH
In this section, we describe our approach as shown in Figure  1 .
A. Word embeddings
We used Word2Vec [18] , GloVe [19] and FastText [13] word vectors of 300 dimensions. These vectors were trained on the corpus obtained from Nepali National Corpus (NNC) 1 . NNC is a stemmed corpus which consists of 14 million words with 72782 unique words from books, web-texts, and newspapers of the year 1992-2006. We used Gensim library [22] to obtain word2vec embeddings and used publicly available libraries 2,3 to generate embeddings for GloVe and fastText. Pre-processing steps, like removing invalid characters and characters other than Devanagari, were applied to NNC corpus before producing word embeddings. We set the window size of 10 and removed the words with frequency count less than 5. These word embeddings were fine-tuned during the training session as it helps achieve better performance [21] .
We focused on embeddings from fastText in particular because of its ability to produce sub-word representation. We found this sub-word representation to be very useful in highly inflectional language like Nepali (see Table VI ). We trained the word embeddings in such a way that the sub-word size remains between 1 and 4. We particularly chose this size because in Nepali language a single letter can also be a word, for example e, , , , , , u and a single grapheme or sub-word can be formed after mixture of dependent vowel signs with consonant letters for example, + + = , here three different consonant letters form a single sub-word.
B. Features 1) Character-level embeddings:
Chiu et al. [21] and Ma and Hovy [3] successfully showed that the character-level embeddings extracted using CNN when combined with word embeddings enhance the NER model performance significantly, as it can capture morphological features of a word.
2) Grapheme-level embeddings: Grapheme is an atomic meaningful unit in writing system of any languages. Since, Nepali language is highly morphologically inflectional, we considered and compared grapheme-level representation with character-level representation to evaluate its effect. For example, in character-level, each character of a word results into + + + + and each has its own embedding. However, in grapheme level, a word is clustered into graphemes, resulting into + + and each grapheme has its own embedding. This grapheme-level embedding results in better performance with character-level embedding as the graphemes also capture syntactic information similar to characters. We created grapheme clusters using uniseg 4 package which is helpful in unicode text segmentations. There are 635 and 447 unique graphemes in NepaliNER dataset and ILPRL 5 dataset respectively. Figure 2 shows the grapheme-level CNN used in our model.
3) Part-Of-Speech (POS) encoding: We created a onehot encoded vector of POS tags and then concatenated with pre-trained word embeddings before passing it to BiLSTM network. The dimension of POS one-hot encoding is 57, because there are 57 unique tags in the dataset.
C. Bidirectional LSTM
We used Bi-directional LSTM to capture the word representation in forward as well as the reverse direction of a sentence. Generally, LSTMs take inputs from the left of the sentence and computes the hidden state (indicated by − → h t ). However, it is proven beneficial [23] to use bi-directional LSTM, in which, along with the left side of the sentence, hidden states from the right (future) of the sentence are also computed (indicated by ← − h t ). Both of the hidden state representations are concatenated to produce the final output as
IV. DATASET STATISTICS
For this project, we created a NepaliNER dataset following CoNLL standards 6 .
A. NepaliNER dataset
We combined two data sources to obtain NepaliNER dataset. For the first source, we used Dataturk 7 to annotate the texts 8 the provided dataset [12] were extracted from different Nepali News websites around the year 2010-2011. Both of the sources contain texts from different categories like national politics, sports, business, crime, tourism, arts and world news.
NepaliNER contains three major classes Person (PER), Location (LOC) and Organization (ORG). All punctuations besides [",", "-", "|", "."] and numbers were removed from the sentences before starting the annotation.
The texts in NepaliNER dataset was not stemmed initially so we stemmed the post-positions like , , , , , , , , a and others using brute-force approach. We obtained these post-positions from Nepali Stemmer 9 and added a few more to suit our dataset. There are 299 suffixes in total, which we released in our github repository.
Initially, our NepaliNER dataset was not POS tagged so to annotate NepaliNER dataset with POS-tags, we first trained a BiLSTM model on 6946 sentences extracted from NNC corpus achieving 95.14% accuracy. This trained model was then used to annotate NepaliNER dataset with POS tags as bootstrapping technique. The POS tagset in NNC corpus was prepared by linguist expert as a part of NELRALEC project 10 . Figure 3 shows an example from NepaliNER dataset.
B. ILPRL dataset
ILPRL dataset follows standard CoNLL-2003 IOB format with POS tags. This dataset was prepared by ILPRL Lab, KU, and KEIV Technologies. After manual inspection of the dataset, we found few errors in NER tags. We fixed those errors and experimented with the updated one. All our models were trained on a single layer of a BiLSTM network. We found out that Adam optimizer performed better with faster convergence compared to Stochastic Gradient Descent (SGD) optimizer. The dropout of 0.5 is applied after the LSTM layer.
For CNN, we used 30 different filters of sizes 3, 4 and 5. The embeddings of each character or grapheme involved in a given word were passed through the pipeline of Convolution, Rectified Linear Unit and Max-Pooling. The resulting vectors were concatenated and applied dropout of 0.5 before passing into a linear layer to obtain the embedding size of 30 for the given word.
This resulting vector is concatenated with word embeddings along with POS one-hot encoding vector before passing it into BiLSTM. Each of the reported score is an average of 4 trials.
A. Hyper-parameters Tuning
We ran our experiment looking for the best hyperparameters on validation dataset by changing learning rate from (0,1, 0.01, 0.001, 0.0001), weight decay from [10 −1 , 10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 , 10 −7 ], batch size from [1, 2, 4, 8, 16, 32, 64, 128] , LSTM hidden size from [8, 16, 32, 64, 100, 128, 256, 512 1024] . Table III shows the final values for hyper-parameter used in our experiment for both of the dataset. 
B. Early Stopping
We used an early stopping technique where if the validation loss does not decrease after 10 epochs, the training is stopped, else the training will run up to 100 epochs. In our experience, training usually converged around 30-50 epochs.
C. Tagging Scheme
For our experiments we trained our model on IO (Inside, Outside) format for both the dataset, hence the dataset does not contain any B-type annotation unlike in BIO (Beginning, Inside, Outside) scheme. We evaluated all the models with same settings. Figure 4 shows hyper-parameter setting for dropout rate. We used dropout to regularize the parameter and in its absence, we found the model to over-fit resulting in a significantly lower F1 score. As shown in Figure 4 , with a gradual increase in dropout rate, the F1 score increased gradually, however beyond the dropout rate of 0.5, the F1 score decreased.
D. Effect of Dropout

E. Metric
All models were evaluated using the CoNLL-2003 evaluation script [25] to calculate entity-wise precision, recall, and F1 score.
VI. EVALUATION
In this section, we present the details regarding the evaluation and comparison of our models with the following baselines.
• Support Vector Machine [12] -SVM model was trained using features like an initial word in a sentence, word digit, word length, gazetteer lists, and other features. We re-implemented the paper and trained/tested one-vs-rest SVM model with Radial Basis Function (RBF) kernel, hand-crafted features, and gazetteer lists. -Our approach is based on [3] and [2] , where we experimented with grapheme-level CNN in comparison with character-level CNN. We also experimented if we can take advantage of POS-tags on low-resource language like Nepali. We showed that we can achieve 86.893 F1 score using grapheme-level CNN which is approximately 0.4% F1 score higher than character-level CNN.
A. Results Table IV shows the comparison with the previous nonneural Nepali NER models and state-of-the-art NER models from other languages. Our grapheme-based model performs consistently better compared to other models. We believe this is due to the effectiveness of grapheme-representation. Poor score for [12] is due to the lack of quality features as it does not consider previous or next words during training and results into 66.26 F1 and 46.26 F1 scores on NepaliNER and ILPRL dataset respectively. Similarly, due to the lack of quality features in Stanford CRF model, it achieved 75.16 F1 and 56.250 F1 on NepaliNER and ILPRL dataset. Performance increased significantly when neural network models are considered. With [3] we were able to achieve 83.63 F1 score on NepaliNER dataset and 72.1 on ILPRL dataset. And, with [2] , we were able to achieve 86.49 F1 on NepaliNER and 78.48 F1 on ILPRL dataset. Comparing our model with all previous neural network models, we can infer from Table IV that POS and grapheme-level representation can be an important feature in boosting the F1 score on both NepaliNER and ILPRL dataset. Table VI shows the effect of different word embeddings on NepaliNER dataset.
VII. ABLATION STUDY A. Impact of Word and Sub-word Embeddings, and Stemming
Obtaining Sub-Word Embeddings: Sub-word represents characters, graphemes or n-grams of characters. Characters are subsets of Graphemes. To initialize sub-word embeddings, we generated fastText embeddings from NNC corpus with vector dimension of 30.
Performance Change with Embeddings: We can also deduce that the Skip Gram models perform better compared to CBOW models for word2vec and fastText. Here, fastText (pretrained) represents the embedding readily available in fastText website 11 , while other embeddings are trained on the NNC corpus as mentioned in sub-section III-A.
Moreover, from Table VI, we found that the model using fastText (Skip Gram) embeddings outperforms all other models, because of its ability to understand context. In order to better understand it, consider the two-dimensional visualization of an example word in Figure 5 generated using Principal Component Analysis (PCA). We chose PCA as it helps to analyze the nearest neighbor words of a given sample word. We found 84 and 104 nearest neighbors using word2vec and fasttext embedding respectively on the same corpus. 11 Stemming : As shown in Table VI , irrespective of the pretrained word embedding, stemming consistently gave better performance compared to raw text (i.e. without stemming). We believe the performance gain is due to the inflectional nature of Nepali language. Thereby stemming the words showed almost 4% gain in F1 score in entity recognition. Moreover, when we separated its suffixes using brute-force approach, we minimized the variations of a word giving its stem a stronger vector representation compared to its inflected versions. However, we need to work on robust and efficient stemming approach for our future project. As shown in Table VII for NepaliNER and ILPRL dataset, simple BiLSTM performed low compared to other models, indicating the importance of using additional features. When POS is considered along with the word representation, we observed increment in F1 score for ILRPL dataset but a slight decrease in the performance for NepaliNER dataset. This discrepancy is due to the way POS-tags are annotated in NepaliNER dataset. POS-tags in ILPRL dataset are annotated using HMM model 12 , which was trained from manually annotated POS dataset. However, POS-tags in NepaliNER dataset are annotated using BiLSTM model as explained on section IV-A.
B. Model variation
VIII. CONCLUSION AND FUTURE WORK
We have released NepaliNER dataset to the public in order to facilitate research in Nepali language. We believe this will not only advance research in Nepali NLP but also be very supportive in research in other Devanagari languages because Nepali is an important language under Devanagari language family.
We found that BiLSTM + CNN (grapheme-level) performs better compared to BiLSTM + CNN (character-level) under the same configuration. Our model BiLSTM + CNN (grapheme-level) outperforms all other models experimented in NepaliNER and BiLSTM + CNN (grapheme-level) + POS outperforms all other models experimented in ILPRL dataset.
We demonstrated that the word vectors learnt through fastText skip-gram model performs relatively better compared to other word embeddings because of its efficient capability to represent sub-words. Moreover, we found the fastText is better in capturing the morphological structure of words and sentences in highly inflectional language like Nepali.
In future work, we plan to apply other latest techniques like BERT to study its effect on low-resource languages like Nepali. We also plan to improve the model using cross-lingual or multi-lingual parameter sharing techniques by jointly training with other Devanagari based languages like Hindi and Bengali. We also plan to work on a robust and efficient stemmer and POS-tagger for Nepali language.
