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Abstract
Considering random noise in finite dimensional parameterized families of diffeo-
morphisms of a compact finite dimensional boundaryless manifold M , we show the
existence of time averages for almost every orbit of each point of M , imposing mild
conditions on the families; see section 2.4. Moreover these averages are given by a
finite number of physical absolutely continuous stationary probability measures.
We use this result to deduce that situations with infinitely many sinks and
He´non-like attractors are not stable under random perturbations, e.g., Newhouse’s
and Colli’s phenomena in the generic unfolding of a quadratic homoclinic tangency
by a one-parameter family of diffeomorphisms.
Key-words: random perturbations, time averages, physical probabilities, homoclinic
bifurcations.
Resume´
On conside´re bruit ale´atoire dans des familles parame`trize´s de dimension finite
de diffe´omorphismes d’une varie´te´ compacte M , de dimension finite et sans bord,
et montre l’existence de moyennes temporelles assymptotiques pour presque toute
orbite de chaque point de M , en imposant des conditions pas tre´s forts sur les
familles; v. section 2.4.
Cettes moyennes sont de´finies par un nombre finite de mesures de probabilite´
stationnaires physiques et absolument continues.
On utilise ce resultat pour de´duire que les situations de coexistence d’une in-
finite´ de puis et d’attracteures de type He´non ne sont pas stables par perturba-
tions ale´atoires, e.g., les phe´nome`nes de Newhouse et Colli dans le de´doublement
ge´ne´rique d’une tangence homoclinique quadratique par une famille de diffe´omor-
phismes a` un parame`tre.
Mots-cle´s: perturbations ale´atoires, moyennes temporelles, probabilite´s physiques,
bifurcations homocliniques.
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3
1 Introduction
Newhouse proved in [N1, N2, N3] that many surface diffeomorphisms have infinitely many
attracting periodic orbits (sinks), a serious blow to early hopes that generic systems might
have only finitely many attractors. Indeed, see [N3] and also [PT], arbitrarily close to any
C2 diffeomorphism on a surface M with a homoclinic tangency there exist open subsets
of Diff2(M) whose generic elements have infinitely many sinks or sources.
This result was extended to arbitrary dimensions by Palis-Viana in [PV], see also [Ro]
and [GST]. Diffeomorphisms with infinitely many coexisting hyperbolic attractors were
constructed by Gambaudo-Tresser in [GT]. Colli showed in [C] that diffeomorphisms
displaying infinitely many He´non-like strange attractors are dense in some open subsets
of Diff∞(M), if dimM = 2. Even more recently, Bonatti-Dı´az in [BD] showed that
coexistence of infinitely many sinks or sources is generic in some open subsets of Diff1(M),
if dimM ≥ 3.
However, apart from these existence results, diffeomorphisms with infinitely many at-
tractors or repellers are still a mystery. Results of [Ma], [DPU], [BDP] show that maps
which cannot be approximated by others with infinitely many sinks or sources have prop-
erties of partial hyperbolicity. In this case the dynamics of these maps can be understood
to some degree, see e.g. [BP],[PS],[GPS],[BV],[ABV]. It would be nice to know that sys-
tems with infinitely many sinks or sources are negligible from the measure theoretical
point of view. Indeed, it has been conjectured that such systems correspond to zero
Lebesgue measure in parameter space for generic families (finite number of parameters)
of maps, see [TY] and [PT]. Nevertheless this is not yet know.
Here we show that this phenomenon of coexistence of infinitely many sinks or sources
can indeed be discarded in the setting of maps endowed with random noise. We prove that
(Theorem 1) every diffeomorphism of a compact finite dimensional boundaryless manifold
M under absolutely continuous random perturbations along a parameterized family has
only finitely many physical measures whose basins cover Lebesgue-a.e. point of M .
In the context of the generic unfolding of quadratic homoclinic tangencies by unipara-
metric arcs of surface diffeomorphisms, where the coexistence phenomenon of infinitely
many attractors was first shown to occur, we prove (Theorem 2) a result similar to the pre-
vious one concerning points whose perturbed orbits visit a neighborhood of the tangency
infinitely often with positive probability, which we call recurrent points .
This result is a corollary of the former since we show the random parametric per-
turbations applied on the recurrent points to be absolutely continuous as well. For an
uniparametric arc to satisfy this property in a surface a quadratic homoclinic tangency
is used: the mixture of expanding and contracting directions near a homoclinic tangency
point, in a neighborhood of it in the manifold for every diffeomorphism close to the one
exhibiting the tangency, is what permits us to get absolute continuity even when only a
single parameter is at hand.
We conclude (section 14) that there cannot be infinitely many attractors (or physical
measures) whose orbits (resp. supports) pass near a quadratic homoclinic tangency point
or its generic unfolding under random parametric perturbations (i.e. random errors in
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the parameters) — in this sense, diffeomorphisms with infinitely many attractors are not
stable under random perturbations .
These results can be seen from the perspective of a broad program proposed by J.Palis
in [Pa]. In particular, he conjectured that systems with finitely many attractors are
dense in the space of all systems. Moreover, these attractors should have nice statistical
properties, including existence of physical measures supported on them, and stochastic
stability under small random noise — see e.g. [V2].
Fornaess and Sibony in [FS] have shown a result similar to Theorem 1 to hold in the
context of random perturbations of rational functions. The precise form of the statement
of this theorem and of some definitions was inspired on theorem 1.1 of theirs.
Relevant setting and all definitions are in sections 2 and 3 along with the precise
statement of the result, including the kind of noise to be used and some examples. A
summary of the steps of the proof is given in section 4, where we also sketch the contents
of sections 5 through 9. In section 10 we apply our results to perturbations of an example
of Bowen. This provides a good insight into the meaning of these results.
Relevant settings, definitions and the statement of Theorem 2 are in section 11. Its
proof in sections 12 and 13.
Several questions arise in this context of systems with random noise and the simple
methods used in this work to derive theorems 1 and 2 should be generalized and extended.
Some of those questions are presented in the last section (section 15) of this paper.
Aknowledgements: I thank Instituto de Matema´tica Pura e Aplicada (IMPA) at Rio
de Janeiro, where this paper has been written, for its excellent research atmosphere and
facilities. Many thanks to Marcelo Viana for uncountable discussions and suggestions,
to Eula´lia Vares for clarifying lemma 5.1 to me and to JNICT/FCT 1 (Portugal) and
IMPA/CNPq (Brasil) for partial financial support, which made this work possible.
2 Some Notations, Definitions
and the Main Theorem
Throughout this paper M will signify a compact boundaryless manifold with finite di-
mension, m will be some normalized (m(M) = 1) Riemannian volume form on M and
dM : M ×M −→ R a distance given by some Riemannian structure on M, fixed once and
for all. When not otherwise mentioned, absolute continuity will be taken with respect to
the probability m.
The random perturbations to be considered will act on the dynamics of diffeomor-
phisms of a parameterized family given by the C1 function f : M × Bn −→ M , where
Bn = {y ∈ Rn : ‖y‖2 < 1} is the unit ball of R
n, n ≥ 1, ‖ · ‖2 is the Euclidean norm and
the map ft : M −→ M, x ∈ M 7→ f(x, t) is a diffeomorphism for every t ∈ B
n.
1Subprograma Cieˆncia e Tecnologia do 2o Quadro Comunita´rio de Apoio – PRAXIS XXI/BD/3446/94
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2.1 Perturbations around a Parameter
Let us fix a ∈ Bn and take ǫ > 0 such that the closed ǫ-neighborhood of a be contained
in Bn, B
n
(a, ǫ) ⊂ Bn. We define the perturbation space around a of size ǫ to be
∆ = ∆ǫ(a) = B
n
(a, ǫ)
N
=
{
t = (tj)
∞
j=1 : ‖tj − a‖2 ≤ ǫ, j ≥ 1
}
with the product topology, which is equivalent to the topology induced by the metric
d(t, s) =
∑∞
j=1 2
−n · ‖tj − sj‖2, t, s ∈ ∆, and the measure ν
∞ given by the product of
the normalized Lebesgue volume measure ν over each B
n
(a, ǫ). For sets A1, . . . , Ak of the
Borel family in B
n
(a, ǫ) we have ν∞(A1 × . . .× Ak × B
n
(a, ǫ)
N
) = ν(A1) . . . ν(Ak) and if
A ⊂ B
n
(a, ǫ) then ν(A) = |B
n
(a, ǫ)|−1 · |A|, where |A| will mean the Lebesgue volume
measure of A.
Now we define the perturbed iterates of f by
fkt (z) = f
k(z, t) = ftk ◦ . . . ◦ ft1(z), z ∈M, t ∈ ∆
and state the useful convention that f 0(z, t) = z and
fkV (U) = f
k(U, V ) = {fkt (z) : t ∈ V, z ∈ U}, U ⊂M, V ⊂ ∆
for every k ≥ 1. We emphasize a very often used property in what follows.
Property 2.1 For every fixed k ≥ 1 it holds that
1. (z, t1, . . . , tk) ∈M ×B
n
(a, ǫ)× k. . . ×B
n
(a, ǫ) 7→ fk(z, t1, . . . , tk) = ftk ◦ . . . ◦ ft1(z) ∈
M is differentiable;
2. (z, t) ∈M ×∆ 7→ fk(z, t) ∈M is continuous (with the product topology);
3. z ∈M 7→ fk(z, t1, . . . , tk) ∈M is a diffeomorphism for every t1, . . . , tk ∈ B
n
(a, ǫ).
Given t ∈ ∆ and z ∈M we will call {fkt (z)}
∞
n=1 the t-orbit of z and many times write
O(z, t).
In this way, perturbations are implemented by a random choice of parameters of a
parameterized family of diffeomorphisms at each iteration, the choice being made in a
ǫ-neighborhood of a fixed parameter according to a uniform probability. Such choices
are represented by a vector t in ∆, an infinite product of intervals, and the greater or
lesser importance of the set of perturbations taken into account will be evaluated by the
measure ν∞.
This kind of random iteration will be referred to as parametric noise. With the settings
given above, the family of diffeomorphisms acting on M with parametric noise of level ǫ
around fa will be written Fa,ǫ = {ft : t ∈ B
n
(a, ǫ)}. To simplify writing the factors of ∆
we set T = B
n
(a, ǫ) from now on, so that ∆ = TN.
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2.2 Stationary Probabilities
We can define a shift operator S : M×∆ −→ M×∆, (z, t) 7→ (ft1(z), σ(t)), where σ is the
left shift on sequences of ∆: σ(t) = s with t = (t1, t2, t3, . . .) and s = (t2, t3, t4, . . .).
By the definition of S and property 2.1(2) we deduce that S is continuous.
A probability measure µ in M is said a stationary probability if the measure µ × ν∞
is S-invariant:
µ× ν∞ (S−1A) = µ× ν∞ (A), for every Borel subset A of M ×∆. (1)
This is equivalent to say that µ satisfies the following identity∫ ∫
ϕ(f(z, t)) dµ(z)dν(t) =
∫
ϕ(z) dµ(z), ∀ϕ ∈ C0(M). (2)
In fact, writing (1) for A = U ×∆, where U is a Borel subset of M , we have
µ× ν∞ (S−1(U ×∆)) = µ× ν∞
(⋃
s∈T
f−1s (U)× {s} ×∆
)
= µ× ν
(⋃
s∈T
f−1s (U)× {s}
)
× ν∞(∆)
=
∫ ∫
1U(f(x, s)) dµ(x) dν(s) (3)
which is equal to µ× ν∞ (U ×∆) = µ(U), that is,∫ ∫
1U(f(x, s)) dµ(x) dν(s) = µ(U) =
∫
1U(x) dµ(x),
where 1U is such that 1U(x) = 1 if x ∈ U and 1U(x) = 0 otherwise. Then (2) holds
for every ϕ ∈ L1µ(M,R) ⊃ C(M,R), because simple functions are dense in L
1
µ and the
relation (2) is linear.
Conversely, if (2) holds for every ϕ ∈ C0(M,R), then it holds for every element of
L1µ(M,R) because µ and ν are Borel measures and f : M × B −→ M is continuous (so
that the left hand side of (2) gives a regular measure over M). In particular, it holds for
ϕ = 1U , and (3) is equal to
∫
1U(x) dµ(x) = µ(U) = µ × ν
∞ (U × ∆) proving that (2)
implies µ× ν∞(S−1(U ×∆)) = µ× ν∞(U ×∆). Now we see that, if V ⊂ ∆ is also a Borel
subset,
µ× ν∞ (S−1(U × V )) = µ× ν∞
(⋃
s∈T
f−1s (U)× {s} × V
)
= µ× ν
(⋃
s∈T
f−1s (U)× {s}
)
× ν∞(V )
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=∫ ∫
1U(f(x, s)) dµ(x) dν(s)× ν
∞(V )
=
∫
1U(x) dµ(x)× ν
∞(V ) = µ× ν∞(U × V )
proving the equivalence between (2) and (1).
2.3 Ergodicity, Generic Points, Ergodic Basin
In the same way we have defined a stationary probability, by utilizing the shift S, we will
say that µ is a stationary ergodic probability measure if µ× ν∞ is S-ergodic.
In this situation, Birkhoff’s ergodic theorem ensures that limn→∞
1
n
∑n−1
j=0 ψ(S
j(x, t)) =∫
ψ d(µ×ν∞) for µ×ν∞-a.e.(x, t) ∈M×∆ and for every ψ ∈ C0(M×∆,R). In particular,
putting ψ = ϕ ◦ π, with ϕ ∈ C0(M,R) and π : M ×∆ −→ M the projection on the first
factor, we obtain ψ(Sj(x, t)) = ϕ(f j(x, t)), j = 0, 1, 2, . . . and
∫
ψ d(µ × ν∞) =
∫
ϕdµ,
thus for every continuous ϕ : M −→ R
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(x, t)) =
∫
ϕdµ, for µ× ν∞ − a.e. (x, t) ∈M ×∆. (4)
We now remark that, because µ × ν∞ is a product measure, we have the following
property. Let X be the set of (x, t) that satisfy (4) for every continuous function ϕ :
M −→ R. If {ϕn}
∞
n=1 is a denumerable and dense sequence in C
0(M,R) and Xn the set of
those points (x, t) ∈M ×∆ that satisfy (4) for ϕn, n ≥ 1, then it is easy to see (cf. [Mn,
Capt. II.6]) that X = ∩n≥1Xn is a set of µ× ν
∞-measure 1. Let us consider now X(x) =
{t ∈ ∆ : (x, t) ∈ X}, the section of X through x ∈ M . Then we have ν∞(X(x)) = 1
for µ-a.e. x ∈ M . Indeed, by Fubini’s theorem, µ × ν∞(X) =
∫
ν∞(X(x)) dµ(x) = 1
with 0 ≤ ν∞(X(x)) ≤ 1 for every x ∈M . Hence, the last identity implies the statement,
because µ is a probability measure.
The points x that satisfy ν∞(X(x)) = 1, that is, for which the limit in (4) exists
and equals
∫
ϕdµ for ν∞-a.e. t ∈ ∆ and every continuous ϕ : M −→ R, will be called
µ-generic points . The set of µ-generic points, when µ is stationary and ergodic, will be
the ergodic basin of µ and will be written E(µ).
To complete this setting of terms and symbols, those ergodic stationary probability
measures µ whose basin has positive volume, m(E(µ)) > 0, will be called physical mea-
sures of the perturbed system. We also convention to write fk(x, ν∞) for the push-forward
of ν∞ by fk(x, ·), that is fk(x, ν∞)ϕ =
∫
ϕ(fk(x, t)) dν∞(t) for every k ≥ 1, x ∈ M and
ϕ ∈ C0(M,R) by definition.
2.4 Statement of the Results
Theorem 1 Let f : M −→ M be a diffeomorphism of class Cr, r ≥ 1, of a compact
connected boundaryless manifold M of finite dimension. If f = fa is a member of a
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parametric family under parametric noise of level ǫ > 0, as in subsection 2.1, that satisfies
the hypothesis: there are K ∈ N and ξ0 > 0 such that, for all k ≥ K and x ∈M
A) fk(x,∆) ⊃ B(fk(x), ξ0);
B) fk(x, ν∞)≪ m;
then there is a finite number of probability measures µ1, . . . , µl in M with the properties
1. µ1, . . . , µl are physical absolutely continuous probability measures;
2. supp µi ∩ supp µj = ∅ for all 1 ≤ i < j ≤ l;
3. for all x ∈M there are open sets V1 = V1(x), . . . , Vl = Vl(x) ⊂ ∆ such that
(a) Vi ∩ Vj = ∅, 1 ≤ i < j ≤ l;
(b) ν∞(∆ \ (V1 ∪ . . . ∪ Vl)) = 0;
(c) for all 1 ≤ i ≤ l and ν∞-a.e. t ∈ Vi we have
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(x, t)) =
∫
ϕdµi, for every ϕ ∈ C(M,R).
Moreover, the sets V1(x), . . . , Vl(x) depend continuously on x ∈ M with respect to
the distance dν(A,B) = ν
∞(A△B) between ν∞ − mod0 subsets of ∆.
The theorem assures the existence of a finite number of physical probability measures
with respect to the perturbed system Fa,ǫ, as defined in the previous subsections, which
describe the asymptotics of the Birkhoff averages of almost every perturbed orbit of every
point of M . Section 10 gives perhaps a clearer meaning for this result.
The conditions on the noise are about “how much spread” suffer the orbits under
perturbation when compared with those without perturbation. They demand that the
perturbations “scatter” the orbits in an “uniform” way around the nonperturbed ones,
at least from some iterates onward, and ask for negligible perturbations (of ν∞ measure
zero) to produce negligible effects: the result of such perturbations should only be a set
of m measure zero.
These hypothesis try to translate the intuitive idea of random perturbations not having
“privileged direction or size”, causing deviations from the ideal orbit that will “fill” a full
neighborhood of that orbit and “ignoring” sets of perturbations of zero probability. In
the light of this, parametric noise satisfying conditions A) and B) may aptly be referred
to as physical parametric noise.
Example 1: LetM = Tn be the n-torus, n ≥ 1, and f0 : T
n −→ Tn a Cr-diffeomorphism,
r ≥ 1. Since Tn is parallelizable, TTn ∼= Tn × Rn, we can find n globally orthonormal
(hence nonvanishing) vector fields in X r(M). For instance, through the identification
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T
n ∼= Rn/Zn via the natural projection, we may take X1(x) = e1 = (1, 0, . . . , 0), X2(x) =
e2 = (0, 1, . . . , 0), . . . , Xn(x) = en = (0, 0, . . . , 1) for all x ∈ T
n.
We construct a family of differentiable maps defining f : Tn × Rn −→ Tn by
(x, t) ∈ Tn × Rn 7→ f0(x) + t1X1(f0(x)) + . . .+ tnXn(f0(x)) mod Z
n,
or equivalently by ft(x) = f(x, t1, . . . , tn) = f0(x) + (t1, . . . , tn) mod Z
n.
We note that since ‖t‖2 < ǫ implies ‖ft − f0‖Cr < ǫ for every ǫ > 0 and Diff
r(Tn)
is open in Cr(Tn,Tn) (cf. [PM, Capt. I]), there is ǫ0 > 0 such that the restriction
f| : T
n ×Bn(0, ǫ0) −→ T
n is a Cr-family of Cr-diffeomorphisms of Tn.
It is not difficult to see that f satisfies hypothesis A) and B) of theorem 1 for K = 1
and for every family Fa,ǫ = {ft : ‖t− a‖2 < ǫ} such that B
n
(a, ǫ) ⊂ Bn(0, ǫ0). We may
say, in the light of this, that this specific kind of random parametric perturbation is an
absolutely continuous random perturbation.
Theorem 1 follows and we see that any random absolutely continuous perturbation of
a diffeomorphism of the torus (or of any parallelizable manifold) is such that Birkhoff
averages exist for almost every orbit of every point of the torus. Moreover, their values
are defined by a finite number of absolutely continuous physical stationary probability
measures .
Remark 2.1 Example 1 shows that given any diffeomorphism f of a parallelizable mani-
fold we may easily embed f in a suitable parameterized family of diffeomorphisms satisfying
hypothesis A) and B).
Example 2: We now construct an absolutely continuous random perturbation around
any given diffeomorphism f ∈ Diff r(M), r ≥ 1, of every compact finite dimensional
boundaryless manifold M , assuming M to be endowed with some Riemannian metric. It
is most likely that this kind of construction can be carried out with n = dim (M) or n+1
parameters.
We start by taking a finite number of coordinate charts {ψi : B(0, 3) −→ M}
l
i=1
such that {ψi(B(0, 3))}
l
i=1 is an open cover of M and {ψi(B(0, 1))}
l
i=1 also (this is a
standard construction, cf. [PM, Sec. 1.2]). In each of those charts we define n = dim (M)
orthonormal vector fields X˜i1, . . . , X˜in : B(0, 3) −→ Tψi(B(0,3))M and extend them to
the whole of M with the help of bump functions. This may be done in such a way
that the extensions Xij are null outside ψi(B(0, 2)) and coincide with X˜ij in ψi(B(0, 1)),
i = 1, . . . , l; j = 1, . . . , n. We then see that
• At every x ∈M there is some 1 ≤ i ≤ l such that Xi1(x), . . . , Xin(x) is an orthonor-
mal basis for TxM — and likewise for Xi1, . . . , Xin — because {ψi(B(0, 1))}
l
i=1 was
an open cover of M .
Finally we define the following parameterized family
F : (Rn)l −→ Cr(M,M), F
(
(uij) i=1,...,l
j=1,...,n
)
(x) = Φ
(
f(x),
l∑
i=1
n∑
j=1
uij ·Xij , 1
)
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where Φ : TM×R −→ M is the geodesic flow associated to the given Riemannian metric.
Then for some ǫ0 > 0 we get a finite dimensional parameterized family of diffeomorphisms
F| : B
n·l(0, ǫ0) −→ Diff
r(M) satisfying conditions A) and B) of Theorem 1 for K = 1
and some ξ0 > 0, and for every family Fa,ǫ = {Ft : ‖t − a‖2 < ǫ} where a ∈ B
n·l
(a, ǫ) ⊂
Bn·l(0, ǫ0).
Example 3: In the context of random perturbation of rational functions, as in [FS],
hypothesis A) and B) are immediate.
Indeed, let R : C ×W −→ C be analytic, where W ⊂ C is open an connected, z 7→
R(z, c) is rational for all c ∈ W and c ∈ W 7→ R(z, c) is nonconstant for every z ∈ C (i.e.,
R is a generic family of rational functions). Then it is easy to get a ξ = ξ(c0, ǫ) > 0 such
that R(z, B(c0, ǫ)) ⊃ B(R(z, c0), ξ) for all z ∈ C, whenever B(c0, ǫ) ⊂W , by compactness
of C and because analytic nonconstant functions are open. Moreover, if λ is Lebesgue
measure normalized and restricted to B(c0, ǫ), then R(z, λ)≪ Lebesgue on C. Hence we
get A) and B) with K = 1.
Theorem 1 then proves something more than Theorem 0.1 of [FS]: we get physical
measures whose support contains neighborhoods of the attracting cycles of Rc0 and which
give the time averages of almost every orbit of each point of the Riemann sphere.
Example 4: Let f : M × T −→ M be a parameterized family of diffeomorphisms as in
section 2 such that for some a ∈ T the diffeomorphism fa is transitive. Let us suppose
further that for some ǫ > 0 the parametric noise of level ǫ around fa, Fa,ǫ, satisfies
hypothesis A) and B). Hence theorem 1 holds and let µi be one of the physical absolutely
continuous probabilities given by the theorem.
Since fa is transitive, there is a residual set R in M whose points x0 ∈ R give
dense fa-orbits: {fka (x0)}
∞
k=0 = M . Moreover, the c-invariance of supp µi (v. section 3,
definition 3.1) and hypothesis A) imply that int (supp µi) 6= ∅, and thus there is x0 ∈
(R ∩ int (supp µi)).
We deduce that supp µi ⊃ {fk(x0,∆)}∞k=1 ⊃ {f
k
a (x0)}
∞
k=0 = M and so there is only
one physical absolutely continuous probability in M , whose support is the whole of M .
In particular, every diffeomorphism of the torus Tn (n ≥ 1) with a dense orbit, under
absolutely continuous noise of arbitrary level ǫ > 0, has a single physical absolutely con-
tinuous probability whose support is M (and likewise if M is any parallelizable compact
boundaryless manifold).
In section 11 we shall see that certain arcs (uniparametric families) of diffeomorphisms
of class Cr (r ≥ 3) generically unfolding a quadratic homoclinic tangency satisfy both
conditions of theorem 1, restricted to a neighborhood of the point of homoclinic tangency.
For more specifics, check the abovementioned section. We will then have
Theorem 2 There are open sets of arcs (in the C3 topology) {ft}t∈]−1,1[ of diffeomorphisms
of class C3 of a compact boundaryless surface generically unfolding a quadratic homoclinic
tangency at f0 such that, in a neighborhood Q of a point of homoclinic tangency and for
all ft0 sufficiently near f0 under parametric noise of sufficiently small level 0 < ǫ < ǫ0,
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there are a finite number of probability measures µ1, . . . , µh in Q that satisfy the conditions
1) and 2) and also 3) of theorem 1, for points x ∈M whose orbits O(x, t) have an infinite
number of iterates in Q with respect to a ν∞ positive measure set of perturbations.
This result, combined with Newhouse’s phenomenon, shows that the infinity of periodic
hyperbolic attractors (sinks) that coexist in a neighborhood of a point of homoclinic
tangency, for “many” parameter values near the bifurcation parameter, cannot “survive”
the random parametric perturbation. Moreover it must subsist, at most, a finite number
of analytic continuations under random perturbation of a sink. Section 14 will specify this
conclusions and extend the result in a simple manner to Colli’s phenomenon, where the
infinity of hyperbolic periodic attractors is replaced by an infinity of He´non-like strange
attractors.
Now we will concentrate on the proof of theorem 1.
3 Invariant Domains
Let µ be a stationary probability measure with respect to a parametric perturbation of
noise level ǫ > 0 around fa. Then suppµ is S-invariant: S(supp (µ×ν
∞)) ⊂ supp (µ×ν∞).
Let us observe that since supp (µ) = supp (µ)×∆ we have for all (x, t) ∈ supp (µ)×∆
that fk(x, t) ∈ suppµ, for all k ≥ 1. That is, supp µ is completely invariant according to
Definition 3.1 A part C of M is said completely invariant or c-invariant if fk(x, t) ∈ C
for all x ∈ C, t ∈ ∆ and k ≥ 1.
With the purpose of showing the existence of the kind of stationary probability mea-
sures stated in theorem 1 and to better understand the dynamics of the points in their
support as well, we make a series of definitions.
Definition 3.2 An invariant domain under an ǫ-perturbation with respect to the family
f around the parameter a ∈ I will be a finite collection U0, . . . ,Ur−1 of pairwise separated
open sets, that is, i 6= j =⇒ Ui ∩Uj = ∅, such that f
k(U0,∆) ⊆ Uk mod r for all k ≥ 1, and
it will be written D = (U0, . . . ,Ur−1). The number r ∈ N above will be referred to as the
period of the invariant domain.
Let us observe that the open set U0 has a privileged role in the above definitions.
Definition 3.3 An invariant domain that also satisfies
fk(Ui,∆) ⊆ U(k+i) mod r, ∀k ≥ 1 (5)
whatever i ∈ {0, . . . , r−1} will be a symmetrically invariant domain or s-invariant domain.
This kind of domains will be at the heart of the arguments within next sections and
the proof of their existence and finite number is the key to every other result in this paper.
Remark 3.1 Since the ft are diffeomorphisms for all t ∈ T , we see that if the collection
D = (U0, . . . ,Ur−1) is s-invariant, then D = (U 0, . . . ,U r−1) also satisfies (5) and con-
versely: if the closure D = (U0, . . . ,U r−1) satisfies (5) with U0, . . . ,Ur−1 pairwise disjoint
open sets, then D = (U0, . . . ,Ur−1) is an s-invariant domain.
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3.1 Partial Order and Minimality
Let D be the family of s-invariant domains. We define the following partial order relation
between its elements.
Let D = (U0, . . . ,Ur−1) and D
′ = (U ′0, . . . ,U
′
r′−1) be elements of D.
First, D = D′ if there are i, i′ ∈ N such that U(i+k) mod r = U
′
(i′+k) mod r′, ∀k ≥ 1
which implies r = r′, because the open sets that form each invariant domain are pairwise
disjoint.
U1 U2
U1
U0
U2
U0
U
U
U
3
4
5
/
/
/
/
/
/
Figure 1: Domains D,D′ with D′ ≺ D
We say D ≺ D′ if there are i, i′ ∈ N such that Ui mod r ⊆ U
′
i′ mod r′ but Ui mod r 6=
U ′i′ mod r′ , and U(i+k) mod r ⊆ U
′
(i′+k) mod r′ for all k ≥ 1 (see figure 1 for an example with
r = 3 and r′ = 6).
We write D  D′ if, and only if, D = D′ or D ≺ D′.
Clearly (D,) is now a partially ordered set.
Definition 3.4 A minimal invariant domain is a domain D ∈ D which is minimal
with respect to the partial order  just defined.
Minimal domains will be represented by the letter M throughout this text.
4 A Tour of the Proof
With the notions given in previous sections we can now divide the proof of theorem 1 in
the following steps:
(1) To show that D has some minimal invariant domain and that any invariant domain
contains some minimal one (section 6.1).
(2) To show that minimal invariant domains are pairwise disjoint (section 6.2).
By now we can already deduce the number of minimals is finite. In fact, a minimal
invariant domain M is completely invariant and by hypothesis A) of theorem 1 we see
that every open set of the finite collection forming M contains a ball of radius ≥ ξ0 > 0.
The compactness of M and step 2 above ensure there can only be a finite number of such
open sets and thus a finite number of minimals also.
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(3) Every minimal domain is randomly transitive or r-transitive, this notion will be speci-
fied in subsection 6.3.
(4) The orbits of every point z ∈M under noise generate a stationary probability measure
µ which is absolutely continuous (section 7.1).
From 3 and 4 we deduce that there exists an absolutely continuous stationary proba-
bility µ in the closure of each minimalM (sinceM contains every orbit of z ∈M) whose
support is the closure ofM (by the c-invariance of the support and item 3): supp µ =M.
(5) Every stationary absolutely continuous probability measure µ supported on a minimal
domainM is ergodic and its ergodic basin E(µ) contains the whole ofM: E(µ) ⊃M
(section 7.2).
Being ergodic, absolutely continuous and supported on the whole of M, this prob-
ability µ is physical, since the minimal invariant domain is a collection of open sets.
Consequently since for every such measure E(µ) ⊃ M holds, this is the only stationary
ergodic absolutely continuous probability measure supported onM. It will be referred to
as the characteristic probability of the minimal M.
(6) Every stationary probability measure is supported on some s-invariant domain (section
8).
This crucial step gives the converse of the property deduced from step 5. Moreover,
combining with the results of the previous steps we will deduce from step 6 that
(7) Every stationary probability measure is a finite convex linear combination of charac-
teristic probabilities (section 8).
(8) Finally, in section 9, we will use items 4 and 7 to deduce that ν∞-a.e. perturbation
t ∈ ∆ is such that O(z, t) eventually falls into some minimal M. The perturbations
sending z into different minimals form the partition of item 3 of Theorem 1. Since
M supports a characteristic measure which is physical, we further derive that Birkhoff
averages exist for O(z, t) and satisfy (4).
5 Fundamental lemmas
The measure theoretical lemma that follows will be used frequently within the arguments
of this and next sections.
Lemma 5.1 Given V ⊂ ∆ with ν∞(V ) > 0, we define for fixed θ ∈ ∆ and k ≥ 1
V (θ, k) = {ω ∈ V : ω1 = θ1, . . . , ωk = θk}
the k-section of V along θ. Then we have
ν∞(σkV (θ, k)) −→ 1 when k −→∞
for ν∞-a.e. θ ∈ V , where σ : ∆ −→ ∆ is the left shift on sequences: σ(ψ) = ϕ with
ϕn = ψn+1, n = 1, 2, 3 . . .
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Note: From now on we will say that a vector θ satisfying the above limit with respect
to a set V ⊂ ∆ is V -generic.
1 2 . . . . k k+1 k+2
_
_
V
1
0
[0,1]
. . . . . .
.    .    .   .   .   .   .     .    
V(   , k)θ
θ
Figure 2: Representation of the infinite product of the interval [0, 1], a vector θ and the
sets V and V (θ, k)
Proof: We may assume, for definiteness, that ∆ = [0, 1]N with ν the Lebesgue measure
in [0, 1] so that ν∞ is a probability in ∆. Let V ⊂ ∆ be such that ν∞(V ) > 0.
If B is the Borel σ-algebra in [0, 1] and Bk =
k︷ ︸︸ ︷
B × . . .× B×[0, 1]N, k ≥ 1, then A =
σ(∪∞k=1Bk) is the σ-algebra of ∆ over which ν
∞ is defined, the σ-algebra generated by all
Bk. For every f ∈ L
1(∆,A, ν∞) and each k ≥ 1 the map A ∈ Bk 7→
∫
A
f dν∞ defines a
finite measure on (∆,Bk, ν
∞), which clearly is absolutely continuous with respect to the
measure A ∈ Bk 7→ ν
∞(A) (the restriction of ν∞ to Bk). By Radon-Nikodym’s theorem
there is E(f |Bk) ∈ L
1(∆,Bk, ν
∞), the conditional expectation of f with respect to the
σ-algebra Bk, such that ∫
A
E(f |Bk) dν
∞ =
∫
A
f dν∞, ∀A ∈ Bk (6)
and this function is unique with this property in L1(∆,Bk, ν
∞).
Let Xk = E(f |Bk), k = 1, 2, . . .We are going to see that {Xk}
∞
k=1 is a martingale with
respect to the sequence {Bk}
∞
k=1 of σ-algebras.
Indeed, because Bk ⊂ Bk+1 we have
∫
A
E(f |Bk+1) dν
∞ =
∫
A
f dν∞ for all A ∈ Bk and
by (6) and uniqueness of conditional expectation
E(Xk+1|Bk) = E(E(f |Bk+1)|Bk) = E(f |Bk) = Xk ν
∞ − a.e.
By the martingale convergence theorem (cf. [P] for simple definitions and proofs), the
sequence {Xk}
∞
k=1 has a ν
∞-a.e. limit that we shall write X ∈ L0(∆,A).
By (6) and because f ∈ L1(∆,A, ν∞) we have, assuming f ≥ 0, that Xk ≥ 0 ν
∞-a.e.,
k ≥ 1, and consequently X ≥ 0 ν∞-a.e.. Moreover
∫
|Xk| dν
∞ =
∫
Xk dν
∞ =
∫
f dν∞ =∫
|f | dν∞ and so X ∈ L1(∆,A, ν∞) by dominated convergence and
∫
|X| dν∞ =
∫
X dν∞
gives
∫
f dν∞. Furthermore, if A ∈ Bk then
∫
A
Xj dν
∞ =
∫
A
f dν∞ for all j ≥ k and from
this we get
∫
A
X dν∞ =
∫
A
f dν∞ for all A ∈ Bk and k ≥ 1.
By the absolute continuity of the integral of a L1-function and by definition of A, for
every ǫ > 0 and A ∈ A there are δ > 0, k ≥ 1 and B ∈ Bk such that ν
∞(A△B) < δ,
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∫
A△B
|X| dν∞ < ǫ and
∫
A△B
|f | dν∞ < ǫ. Now we have, in succession∣∣∣∣
∫
A
f dν∞ −
∫
B
Xk dν
∞
∣∣∣∣ =
∣∣∣∣
∫
A
f dν∞ −
∫
B
f dν∞
∣∣∣∣ ≤
∫
A△B
|f | dν∞ < ǫ;∣∣∣∣
∫
A
X dν∞ −
∫
B
Xk dν
∞
∣∣∣∣ =
∣∣∣∣
∫
A
X dν∞ −
∫
B
X dν∞
∣∣∣∣ ≤
∫
A△B
|X| dν∞ < ǫ;
and from this we get
∣∣∫
A
X dν∞ −
∫
A
f dν∞
∣∣ ≤ 2ǫ with ǫ > 0 arbitrary.
We conclude that
∫
A
X dν∞ =
∫
A
f dν∞, ∀A ∈ A and so X = f ν∞-a.e..
In particular if f = 1V we have Xk −→ 1V ν
∞-a.e. and
∫
B
E(1V |Bk) dν
∞ =
∫
B
1V dν
∞
equals ν∞(V ∩B) by definition of conditional expectation. But ν∞(V ∩ B) =
∫
B
1V dν
∞
also equals
∫
B
ν∞k (V (θ, k)) dν
k(θ) for every B ∈ Bk and k ≥ 1 by Fubini’s theorem, where
ν∞k (A) = ν
∞(σkA) and νk(A) = νk(πk(A)), A ∈ A with πk : ∆ −→ [0, 1]
k the natural
projection θ = (θi)
∞
i=1 7→ (θ1, . . . , θk). That is ν
∞
k (V (θ, k)) = E(1V |Bk) = Xk ν
∞-a.e.
t ∈ ∆, and the proof is complete.
⊔⊓
This lemma will be utilized essentially in the following way. Let V,W be subsets of ∆
with ν∞-positive measure and t a V -generic vector. Then there is k0 ∈ N such that
k ≥ k0 =⇒ ν
∞
(
W ∩ σkV (t, k)
)
> 0. (7)
Since ν∞(V (t, k)) = 0 for all t ∈ ∆ and k ≥ 1 we may wonder whether we may use (7) in
arguments proving some ν∞-a.e. result. The answer is in the following
Lemma 5.2 Let V,W ⊂ ∆ be such that ν∞(V ), ν∞(W ) > 0. Then for ν∞-a.e. t ∈ V
there is a k0 ∈ N such that for all k ≥ k0 and every η > 0
ν∞
{
s ∈ V : d(s, t) < η and σks ∈ W
}
> 0.
Hence we may not have (7) but we know we can choose with positive probability a
vector in V arbitrarily close to t whose kth shift is in W . This will be enough for our
purposes.
Proof: Let V ⊂ ∆ be such that ν∞(V ) > 0. For every n ≥ 1 and j ≥ 1 let Kn,j be a
compact set inside V such that ν∞(V \Kn,j) < (n · 2
j)−1 and E(1V |Bj)|Kn,j is continuous
– we are using Luzin’s theorem (v. [M, Capt. IV, Sec. 21]). Then Cn = ∩j≥1Kn,j is a
compact subset of V , ν∞(V \Cn) ≤ n
−1 and E(1V |Bj)|Cn is continuous for every j, n ≥ 1.
We have V = ∪n≥1Cn, ν
∞ mod 0 and so ν∞-a.e. t ∈ V is in some Cn, n ≥ 1. Moreover
ν∞-a.e. t ∈ V is a ν∞-density point of some Cn and we may suppose ν
∞(Cn) > 0 for all
n ≥ 1 (otherwise we consider only n ≥ n0 for some big no ∈ N).
¿From now on we suppose t is V -generic and a ν∞-density point of some Cn with
ν∞(Cn) > 0. We let W ⊂ ∆ be such that ν
∞(W ) > 0, set δ = 1
4
ν∞(W ) > 0 and let
k0 ∈ N be such that ν
∞(σkV (t, k)) ≥ 1− δ, for every k ≥ k0 by lemma 5.1. By the choice
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of t and Cn we have ν
∞(B(t, η) ∩ Cn) > 0 for all η > 0 and for some η0 > 0 we have
further that, fixing k ≥ k0,
d(s, t) < η0, s ∈ Cn =⇒ ν
∞(σkV (s, k)) ≥ 1− 2δ
by the continuity of E(1V |Bk)|Cn at t. Therefore we deduce that
d(s, t) < η0, s ∈ Cn =⇒ ν
∞
(
W ∩ σkV (s, k)
)
≥ 2δ > 0
and so, for any η > 0, we have
ν∞
{
s ∈ V : d(s, t) < η and σks ∈ W
}
≥
≥ ν∞
{
s ∈ V : d(s, t) < η1 = min{η0, η} and σ
ks ∈ W
}
≥
≥
∫
B(t,η1)∩Cn
1W (σ
ks) dν∞(s) =
∫
B(t,η1)∩Cn
∫
σkV (s,k)
1W (u) dν
∞(u) dνk(s)
=
∫
B(t,η1)∩Cn
ν∞
(
W ∩ σkV (s, k)
)
dνk(s) ≥ 2δ · νk(B(t, η1) ∩ Cn)
≥ 2δ · ν∞(B(t, η1) ∩ Cn) > 0
where we have used Fubini’s theorem and νk is as before in lemma 5.1. ⊔⊓
In section 13 a slight generalization of lemma 5.1 will be needed.
Definition 5.1 Given V ⊂ ∆ and t, s ∈ ∆ we define a double section through t and s at
k ≥ 1 by V (t, k, s) =
{
ϕ ∈ V : ϕ1 = t1, . . . , ϕk = tk and ϕk+2 = s1, ϕk+3 = s2, . . .
}
.
Lemma 5.3 Let V ⊂ ∆ be such that ν∞(V ) > 0. Then for ν∞-a.e. t ∈ V and for every
0 < γ, δ < 1 there exists k0 ∈ N such that for all k ≥ k0 there is a set Wk ⊂ V with the
properties
1. t ∈ Wk;
2. ν∞(Wk) > 0;
3. ν (pk+1Wk(t, k, s)) ≥ 1 − δ for ν
∞-a.e. t ∈ Wk and s in a subset of ∆ with ν
∞-
measure ≥ 1− γ;
where pk : ∆ −→ B is the projection on the kth coordinate.
Proof: (An application of lemma 5.1 and Fubini’s theorem)
Defining Vn =
{
t ∈ V : ν∞(σkV (t, k)) ≥ 1− δ · (1− γ), ∀k ≥ n
}
we have Vn ⊂ Vn+1
and lemma 5.1 says V = ∪n≥1Vn, ν
∞ mod 0. We set k0 ∈ N such that ν
∞(Vk) ≥
4
5
ν∞(V )
for every k ≥ k0. Definition 5.1 and Fubini’s theorem imply
1− δ · (1− γ) ≤ ν∞(σkV (t, k)) =
∫
ν[pk+1V (t, k, s)] dν
∞(s)
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for every t ∈ Vk0 and k ≥ k0. We define now for each t ∈ Vk0 and k ≥ k0 the set
Wk(t) = {s ∈ ∆ : ν[pk+1V (t, k, s)] ≥ 1− δ}
and by the last inequality we see that ν∞(Wk(t)) ≥ 1− γ. Then defining for k ≥ k0
Wk =
⋃
{V (t, k, s) : t ∈ Vk0 and s ∈ Wk(t)} ,
we get
ν∞(Wk) =
∫
Vk0
∫
Wk(t)
ν[pk+1V (t, k, s)] dν
∞(s) dνk(t)
≥
∫
Vk0
(1− δ) · ν∞(Wk(t)) dν
k(t) ≥ (1− δ) · (1− γ) · νk(Vk0)
≥ (1− δ)(1− γ) · ν∞(Vk0) ≥ (1− δ)(1− γ) ·
4
5
· ν∞(V ) > 0.
We finally note that ν∞-a.e. t ∈ V is in every Vk for sufficiently big k. ⊔⊓
The following notions will be extremely useful. They are mere adaptations of the usual
notions of ω-limit to the context of random parametric perturbations.
Definition 5.2 We take z to be some point in M , U some subset of M , t some vector
in ∆ and define
ω(z, t) =
{
w ∈M : ∃n1 < n2 < . . . in N such that f
nj
t (z) −→ w when j −→ ∞
}
(the usual definition of ω-limit for the orbit O(z, t));
ω(U, t) =
{
w ∈M : ∃{uj}
∞
j=1 ⊂M ∃n1 < n2 < . . . in N such that f
nj
t (uj) −→ w
when j −→ ∞} (the ω-limit of a set under a perturbation vector t);
ω(z,∆) =
{
w ∈M : ∃{θ(j)}∞j=1 ⊂ ∆ ∃n1 < n2 < . . . in N such that f
nj
θ(j)
(z) −→ w
when j −→ ∞} (the ω-limit of a point under every perturbation);
ω(U,∆) =
{
w ∈M : ∃{uj}
∞
j=1 ⊂M ∃{θ
(j)}∞j=1 ⊂ ∆ ∃n1 < n2 < . . . in N such that
f
nj
θ(j)
(uj) −→ w when j −→∞
}
(the same as before with respect to a set).
Lemma 5.4 Let us suppose U to be a subset of M whose orbits, under a positive ν∞-
measure set V ⊂ ∆ of perturbations, go through a finite family of pairwise separated open
sets A0, . . . , Al−1 in a cyclic way, that is
fkV (U) ⊂ Ak mod l, ∀k ≥ 1 (8)
(example: the set U0 of an invariant domain D ∈ D with respect to U0, . . . ,Ur−1)
Then the set ω(U, θ) of accumulation points of the orbit of U under a V -generic
perturbation θ ∈ V is such that ω(U, θ) ⊂ A0 ∪ . . . ∪ Al−1 and if z ∈ ω(U, θ) ∩ Ai with
0 ≤ i ≤ l − 1 and ψ ∈ ∆, then fkψ(z) ∈ A(i+k) mod l for all k ≥ 1.
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Lemma 5.5 If in the last lemma we had V = ∆ then the set ω(U,∆), besides having
orbits that go in a cyclic way through the Ai, i = 0, . . . , l − 1, under any perturbation,
would also be invariant under every perturbation: fkψ(z) ∈ ω(U,∆) for all k ≥ 1, for all
z ∈ ω(U,∆) and for all ψ ∈ ∆.
These lemmas essentially state that whenever we look at limits of generic perturbations
we find a point whose perturbed orbit does not depend on the perturbation chosen, in
the sense that it is carried cyclically through some specified family of sets. This property
is the key idea behind the construction of s-invariant domains in lemma 5.6
Proof of 5.4: Let us fix ψ ∈ ∆ and z ∈ ω(U, θ) with ν∞(σjV (θ, j)) −→ 1 when
j −→∞.
Then there are sequences {uj}
∞
j=1 ⊂ U and {nj}
∞
j=1 ⊂ N with n1 < n2 < . . . such that
zj = f
nj(uj, θ) −→ z when j −→ ∞. It is clear that z ∈ A0 ∪ . . . ∪ Al−1.
Let us now fix k ∈ N and assume z ∈ Ai for some i ∈ {0, . . . , l− 1}. We want to show
that fk(z, ψ) ∈ A(i+k) mod l.
Once k is fixed, property 2.1 implies that, for given δ > 0, there are γ, υ > 0 such that
d(ψ, ϕ) < γ, ϕ ∈ ∆ =⇒ dM(f
k(z, ψ), fk(z, ϕ)) < δ;
dM(z1, z2) < υ, z1, z2 ∈ M, ϕ ∈ ∆ =⇒ dM(f
k(z1, ϕ), f
k(z2, ϕ)) < δ. (9)
By lemma 5.2 and the convergence of {zj}
∞
j=1, making W = B(ψ, γ/2) we may choose
a sufficiently big j ∈ N such that dM(f
nj(uj, θ), z) < υ/2 and a sufficiently small η > 0
such that, with positive probability, there can be found ϕ ∈ V with
d(ϕ, θ) < η, d(σnjϕ, ψ) < γ/2 and also dM(f
nj(uj, ϕ), z) < υ. (10)
Hence, by the choice of γ and υ we will have that:
dM(f
k(z, ψ), fk(zj, σ
njϕ)) ≤ dM(f
k(z, ψ), fk(z, σnjϕ)) +
+dM(f
k(z, σnjϕ), fk(zj, σ
njϕ))
≤ δ + δ = 2δ.
But we can take υ > 0 so small that besides (10) and we get
dM(w, z) < υ, w ∈ A0 ∪ . . . Al−1 =⇒ z ∈ Ai. (11)
With this we have zj ∈ Ai and also f
k(zj , σ
njϕ) ∈ A(i+k) mod l by the hypothesis (8), with
δ > 0 arbitrary, and the lemma follows immediately. ⊔⊓
Proof of 5.5: Let us take z ∈ ω(U,∆) and suppose z ∈ Ai for some i ∈ {0, . . . , l − 1}.
We fix k ≥ 1 and ψ ∈ ∆.
Then there are {θ(j)}∞j=1 ⊂ ∆, {uj}
∞
j=1 ⊂ U and {nj}
∞
j=1 ⊂ N with n1 < n2 < . . . in
such a way that zj = f
nj(uj, θ
(j)) −→ z when j −→ ∞.
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For δ > 0 let us take υ > 0 as in (9), and υ so small that (11) holds. Moreover, let
j0 ∈ N be such that j ≥ j0 =⇒ dM(f
nj(uj, θ
(j)), z) < υ.
We now have dM(f
k(z, ψ), fk(zj , ψ)) = dM(f
k(z, ψ), fk+nj(uj, θ˜
(j)
)) ≤ δ for j ≥ j0,
where θ˜
(j)
= (θ
(j)
1 , . . . , θ
(j)
nj , ψ1, . . . , ψk, ψk+1, . . .) ∈ ∆. But δ > 0 is arbitrary, thus we get
that fk+nj(uj, θ˜
(j)
) −→ fkψ(z) when j −→∞.
Now we see that for fk(z, ψ) there exist {θ˜
(j)
}∞j=1 ⊂ ∆, {uj}
∞
j=1 ⊂ U and {k+nj}
∞
j+1 ⊂
N with k + n1 < k + n2 < . . . in such a way that f
k(z, ψ) ∈ ω(U,∆). ⊔⊓
We state the following lemma (which should be a corollary of the previous two) with
a slight abuse of language: we say an invariant domain D = (U0, . . . ,Ur−1) contains (is
contained by) a set C if U0 ∪ . . .Ur−1 ⊃ C (respectively C ⊃ U0 ∪ . . .Ur−1).
Lemma 5.6 If C is a c-invariant set contained in some domain D = (U0, . . . ,Ur−1)
invariant with respect to a system Fa,ǫ under parametric noise satisfying hypothesis A) of
theorem 1, then it contains some s-invariant domain.
Proof: Let C and D be as stated and let us consider X = ω(C,∆) (cf. definition 5.2).
By lemma 5.5 we know that X ⊆ C ⊂ U0 ∪ . . .U r−1 is a c-invariant set whose points
are carried cyclically through the U i, i = 0, 1, . . . , r − 1.
By hypothesis A) of theorem 1 it holds that int (X) 6= ∅. Thus the collection D˜ =
(U0 ∩ int (X), . . . ,Ur−1 ∩ int (X)) is a member of D, an s-invariant domain.
Indeed, since the ft are diffeomorphisms for all t ∈ B, the interior of X must be sent
into the interior of X . But, by lemma 5.5, the orbits of points of X must respect the
cyclic order of the Ui, i = 0, . . . , r − 1.
We conclude that X contains an s-invariant domain in its interior (the open sets
forming D˜ are pairwise separated by construction). Since X ⊂ C, we have the same for
C.
⊔⊓
Definition 5.3 Let D = (U0, . . . ,Ur−1) be an s-invariant domain (D ∈ D) and z ∈ M .
We define G(z) = GD(z) = {t ∈ ∆ : ∃n ∈ N such that f
n
t (z) ∈ D} and H(z) = HD(z) =
∆ \ G(z), the perturbation vectors that will send z into D and those that never do so,
respectively.
Lemma 5.7 Let us suppose that z ∈ M is such that ν∞(HD(z)) > 0 for some D ∈ D
and t is a H-generic vector (H = H(z) = HD(z)).
Then H(w) = HD(w) = ∆ for every w ∈ ω(z, t).
This lemma assures that those points whose perturbed orbits never fall in some invari-
ant domain D for many (ν∞-positive measure) perturbations have ω-limit points (under
generic perturbations) which are never sent into the same domain D by every perturba-
tion. This is another “independence of perturbation” property for the orbits of ω-limit
points.
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Proof: Let us fix a H-generic perturbation vector t and w ∈ ω(z, t).
By contradiction, let us suppose there are s ∈ ∆ and n ∈ N such that fns (w) ∈ D.
Then there must be a neighborhood Uw of w in M and a neighborhood Vs of s in ∆ such
that fn(Uw × Vs) ⊆ D by the continuity of f
n : M ×∆ −→M (by property 2.1).
But w ∈ ω(z, t) and t is H-generic, thus there are k ∈ N and θ ∈ H very close to
t, with positive probability, such that fk(z, t) ∈ Uw and σ
kθ ∈ Vs by lemma 5.2, since
ν∞(H) > 0. Therefore fk+n(z, θ) ∈ D contradicting θ ∈ H . ⊔⊓
Lemma 5.8 Let z be a point of M and V a subset of ∆, with ν∞(V ) > 0, such that for
ν∞-a.e. vector t ∈ V and every w ∈ ω(z, t) there is s ∈ ∆ (s = s(t, w)) such that the
orbit O(w, s) eventually falls in some minimal invariant domain:
∃M =M(s) minimal ∃n = n(s) ∈ N : fns (w) ∈M.
Then we will have a -minimal domain M, a set W ⊆ V , with ν∞(W ) > 0, and a
m ∈ N such that fmθ (z) ∈ M for every θ in W .
Let us observe that the hypothesis does not prevent the point from being sent into
different invariant domains by different perturbations, but the lemma ensures there will be
a positive measure set of perturbation vectors sending the point into the same invariant
domain! In other words, the system under parametric noise cannot be unstable to the
extent of sending a given point into completely different places by nearby perturbations.
Proof: As in the proof of lemma 5.2 let us fix δ > 0 and a compact C contained in V
such that ν∞(V \ C) < δ and E(1V |Bj)|C is continuous for every j ≥ 1. We may assume
ν∞(C) > 0.
Now we take t ∈ C such that t is both V -generic and a ν∞-density point of C.
Let w be a point in ω(z, t) and {nj}
∞
j=1 ⊆ N a sequence n1 < n2 < . . . such that
f
nj
t (z) → w when j → ∞. We will fix, from the hypothesis, a minimal domain M, an
integer k ∈ N and a perturbation vector θ ∈ ∆ such that fk(w, θ) ∈ M.
Since M is open and fk : M × ∆ −→ M is continuous (see property 2.1), there are
neighborhoods Uw of w in M and Uθ of θ in ∆ such that f
k(Uw × Uθ) ⊆M.
By the choice of w and t there is m ∈ N with the property
j ≥ m =⇒
(
f
nj
t (z) ∈ Uw and β = ν
∞(σnjV (t, nj) ∩ Uθ) > 0
)
.
Because E(1V |Bj)|C is continuous, there is ρ > 0 such that
s ∈ B(t, ρ) ∩ C =⇒ |E(1V |Bnm)(s)− E(1V |Bnm)(t)| <
β
2
and fnm(z, B(t, ρ)) ⊆ Uw by the continuity of f
nm : M ×∆ −→M .
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Then we have ν∞(σnmV (s, nm) ∩ Uθ) ≥ β/2 > 0 for every s ∈ B(t, ρ) ∩ C because
|ν∞(σnmV (t, nm) ∩ Uθ) − ν
∞(σnmV (s, nm) ∩ Uθ)| =
= ν∞ [(Uθ ∩ σ
nmV (t, nm))△ (Uθ ∩ σ
nmV (s, nm))]
= ν∞ [Uθ ∩ ( σ
nmV (t, nm)△σ
nmV (s, nm) )]
≤ ν∞ ( σnmV (t, nm)△σ
nmV (s, nm) )
= |ν∞(σnmV (t, nm))− ν
∞(σnmV (s, nm))| <
β
2
It follows that W =
⋃
s∈B(t,ρ)∩C
{(s1, . . . , snm, u1, u2, . . .) : u ∈ (σ
nmV (s, nm) ∩ Uθ)} is a
subset of V such that
ν∞(W ) =
∫
B(t,ρ)∩C
ν∞ (σnmV (s, nm) ∩ Uθ) dν
nm(s)
≥
β
2
· ν∞ (B(t, ρ) ∩ C) > 0
because t is a ν∞-density point of C. Moreover
fnm(z,W ) ⊆ fnm (z, (B(t, ρ) ∩ C)) ⊆ fnm(z, B(t, ρ)) ⊆ Uw
and fk(Uw × Uθ) ⊆M with σ
nmW ⊆ Uθ. Thus f
nm+k(z,W ) ⊆M, completing the proof
of the lemma. ⊔⊓
6 Finite Number of Minimal Invariant Domains
Two basic properties of the members of D are the following direct consequences of hy-
pothesis A) of theorem 1 and definitions 3.2 and 3.3.
Property 6.1 Any s-invariant domain D = (U0, . . . ,Ur−1) is such that every open set Ui
contains some ball of radius ξ0 > 0, i = 0, . . . , r − 1. Consequently, each open set has a
volume (m measure) greater than some constant l0 > 0.
Property 6.2 The period of any invariant domain D ∈ D is bounded from above by a
constant Tp ∈ N dependent on l0 (Tp ≤ 1/l0).
6.1 Minimals Exist
We start by showing that Zorn’s lemma can be applied to the partially ordered set (D,)
of completely and symmetrically invariant domains of M . Having established this, we
conclude that there are minimal invariant domains in M .
Let C be a -chain in (D,), that is, if D,D′ ∈ C then either D  D′ or D′  D. By
property 6.2, the domains of C have a finite number of distinct periods. So if ρ : C −→ N
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is the map that associates to each D ∈ C its period ρ(D) ∈ N, then ρ(C) = {r1, . . . , rl}
and C =
l⋃
j=1
ρ−1{rj}. We need to find a lower bound for C in (D,). We can suppose
that C does not have a minimum, otherwise we would have nothing to prove. Now we
establish
Claim 6.1 There is a j0 ∈ {1, . . . , l} such that the subchain S = ρ
−1{rj0} does not have
a lower bound in C. Moreover S precedes every element of C: for all D ∈ C there is a
D′ ∈ S such that D′  D.
Indeed, if every subchain of constant period Sj = ρ
−1{rj} had a lower bound Dj ∈ C
for j = 1, . . . , l, then the minimum of the subchain S ′ = {D1, . . . , Dl} ⊆ C (which always
exists because S ′ is finite) would be a minimum for C, in contradiction to the supposition
we started with. So there is some S = Sj0 without a lower bound in C.
Now for the second part of the claim. Let us suppose, by contradiction, that there is
a D˜ ∈ C such that D 6 D˜ for every D ∈ S. But we are within a chain, thus D˜ ≺ D for
all D ∈ S, that is, D˜ would be a lower bound for S in C, and this contradiction proves
the claim.
Now we just need to show that S has some lower bound in (D,) in order to get a
lower bound for C.
U1
U1
(   )α
α
/( )
U0
U0
(   )α
α
/( )
U2
U2
(   )α
α
/( )
Figure 3: Dα ≺ Dα′ with Dα,Dα′ in a subchain of period three after suitable arrangement
of indexes
To do that, let us first observe that S is made by nested invariant domains of equal pe-
riod, all symmetrically invariant. Thus we can always write D ∈ S as D = (U0, . . . ,Ur−1)
and, for any other D′ = (U ′0, . . . ,U
′
r−1), we can never have two different U
′
i ,U
′
j intersect
the same Uk, i, j, k ∈ {0, . . . , r − 1} and i 6= j (see figure 3 for a representation of S with
period three).
Hence we can rearrange the lower indexes of the open sets that form the domains of
S in order to obtain S = {Dα}α∈A with Dα = (U
(α)
0 , . . . ,U
(α)
r−1) for α ∈ A, A some set of
indexes, and satisfying the following property
Dα  Dα′ ⇐⇒
(
U
(α)
i ⊆ U
(α′)
i , i = 0, . . . , r − 1
)
;
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for all α, α′ ∈ A.
We can now consider the intersections U˜i =
⋂
α∈A
U
(α)
i , i = 0, . . . , r − 1, and observe
that, because each Dα is s-invariant, the family (U˜0, . . . , U˜r−1) satisfies
fk(U˜i,∆) ⊆ U˜(k+i) mod r, ∀k ≥ 1 ∀i = 0, . . . , r − 1 (12)
and since fixing α0 ∈ A we have U˜i ⊂ U
(α0)
i for i = 0, . . . , r − 1, the U˜0, . . . , U˜r−1 are
pairwise separated, because the U
(α0)
0 , . . . ,U
(α0)
r−1 already were pairwise separated.
Finally, hypothesis A) of theorem 1 and (12) ensure that every U˜i has nonempty
interior (i = 0, . . . , r − 1). Since the ft are diffeomorphisms for t ∈ B, hence open maps,
we deduce that D˜ = (int (U˜0), . . . , int (U˜r−1)) is an s-invariant domain of D which clearly
is a lower bound for the subchain S. Consequently we got a lower bound for the chain C
we started with and proved that Zorn’s lemma can be applied to (D,).
Moreover, it is easy to see that each member of D contains a minimal domain.
In fact, let us now fix D0 ∈ D and consider the partially ordered set (DD0,), where
DD0 = {D ∈ D : D  D0}. Since it can be shown that each chain of (DD0,) has a lower
bound in DD0, in the same way we did before, there must be some minimal domain in
(DD0,) which, by the definition of DD0 , is also a minimal domain of (D,).
We conclude that each domain in D contains a minimal domain of (D,).
6.2 Minimals are Pairwise Disjoint
Let us now observe that, because each open set of the collection that forms an invariant
domain has a volume (Riemannian measure m onM) of at least l0 > 0 by property 6.1, to
prove there is a finite number of -minimals we need only show they are pairwise disjoint.
Let D = (U0, . . . ,Ur−1) and D
′ = (U ′0, . . . ,U
′
r′−1) be two minimals of (D,) whose
open sets have some intersection, Ui ∩ U
′
j 6= ∅ say, for some i ∈ {0, . . . , r − 1} and
j ∈ {0, . . . , r′ − 1}.
Because both D and D′ are s-invariant, we have for all k ≥ 1
fk∆(Ui ∩ U
′
j) ⊂ f
k
∆(Ui) ⊂ U(i+k) mod r and f
k
∆(Ui ∩ U
′
j) ⊂ f
k
∆(U
′
j) ⊂ U
′
(j+k) mod r′
and thus fk∆(Ui ∩ U
′
j) ⊂ U(i+k) mod r ∩ U
′
(j+k) mod r′ . Therefore if we define
Dˆ = (Ui ∩ U
′
j ,U(i+1) mod r ∩ U
′
(j+1) mod r′, . . . ,U(i+[r,r′]−1) mod r ∩ U
′
(j+[r,r′]−1) mod r′)
we will get Dˆ ∈ D (here [r, r′] is the least common multiple of r and r′).
The invariance property is clear. Let us check that the open sets forming Dˆ are pairwise
separated . Indeed, if we had U(i+k1) mod r ∩ U
′
(j+k1) mod r′
∩ U(i+k2) mod r ∩ U
′
(j+k2) mod r′
6= ∅
with 0 ≤ k1 < k2 ≤ [r, r
′]− 1 then, in particular,
U (i+k1) mod r ∩ U (j+k2) mod r 6= ∅ and U
′
(i+k1) mod r′ ∩ U
′
(j+k2) mod r′ 6= ∅.
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However by definitions 3.2 and 3.3 we conclude that k1 ≡ k2 (mod r) and k1 ≡ k2
(mod r′) with 0 ≤ k1 < k2 ≤ [r, r
′]− 1, contradicting the Chinese Remainder Theorem.
We have now Dˆ  D and Dˆ  D′, so the minimality of both D and D′ implies
D = Dˆ = D′. We have shown that if two -minimals intersect then they are equal. Con-
sequently, we have that they are pairwise disjoint and, as mentioned above, we conclude
there is a finite number of minimals in (D,).
6.3 Minimals are Transitive
The following is an expression of the dynamical indivisibility of minimal invariant domains.
Lemma 6.1 Every minimal invariant domain M = (U0, . . . ,Ur−1) is transitive in the
following sense. For every z ∈M (meaning z ∈ U0 ∪ . . .∪Ur−1) the sequence {f
n
∆(z)}
∞
n=1
is dense in M.
We will say that minimal invariant domains are randomly transitive or r-transitive
when referring to this kind of transitiveness.
Proof: In fact, let M = (U0, . . . ,Ur−1) ∈ D be a minimal and let us take some point
z ∈ Ui with i ∈ {0, . . . , r − 1} and X = ω(z,∆) (cf. definition 5.2).
By lemma 5.5, we have X ⊆M = U0∪ . . .∪U r−1, X is c-invariant and goes cyclically
through the U0, . . . ,U r−1, under every perturbation vector of ∆. Besides, by lemma 5.6
there is D ∈ D such that D ⊂ X . So D M, in contradiction with the -minimality of
M.
Hence it must be thatM = D and then {fn∆(z)}
∞
n=1 is dense in U0∪ . . .Ur−1, as stated.
⊔⊓
Given a minimal M = (U0, . . . ,Ur−1), since it is s-invariant, it will also be invariant
with respect to ft for every t ∈ T , because the vector (t, t, t, . . .) is in ∆.
This means we have fkt (Ui) ⊂ U(i+k) mod r for all k ≥ 1 and i = 0, . . . , r − 1.
However, we cannot state any kind of indivisibility for this domain with respect to
ft because the domain was originally a minimal domain, but with noise. The perturba-
tions around the system fa may have mixed, in a single collection of open sets, several
attractors indivisible with respect to ft, but that under random choices of parameters
were indistinguishable. We cannot proceed further in this because we made no hypothesis
about the dynamics of the ft without noise.
7 Stationary Probability Measures
7.1 Existence and Absolute Continuity
Let z be a point of M . The formalization of the dynamics under noise by means of
the operator S enables us to naturally associate a probability measure to the orbits of
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the system: the push-forward of ν∞ from ∆ to M via the map fk given by fk(z, ν∞),
k ≥ 1. We have defined this as the probability which integrates continuous functions
ϕ :M −→ R as fk(z, ν∞)ϕ =
[
fk(z, ·)∗ν
∞
]
ϕ =
∫
ϕ
(
fk(z, t)
)
dν∞(t), k ≥ 1.
These probabilities are not stationary in general, but if we consider their averages
µn =
1
n
n∑
j=1
f j(z, ν∞), n = 1, 2, . . . , (13)
we obtain a sequence of probability measures in M which, by compactness of the space
P(M) of probabilities measures over M with the weak topology, has some limit point
µ∞ = lim
i→∞
1
ni
ni∑
j=1
f j(z, ν∞). This means the integral of a continuous ϕ : M −→ R with
respect to µ∞ is given by µ∞(ϕ) = lim
i→∞
1
ni
ni∑
j=1
∫
ϕ (f j(z, t)) dν∞(t).
This accumulation point is a stationary probability. In fact,∫ ∫
ϕ ◦ f(w, s) dµ∞(w) dν(s) =
∫ [
lim
i→∞
1
ni
ni∑
j=1
∫
(ϕ ◦ fs)
(
f j(z, t)
)
dν∞(t)
]
dν(s)
and ∫ [
1
ni
ni∑
j=1
∫
(ϕ ◦ fs)
(
f j(z, t)
)
dν∞(t)
]
dν(s) =
=
1
ni
ni∑
j=1
∫ ∫
ϕ
(
fs ◦ ftj ◦ . . . ◦ ft1(z)
)
dν∞(t) dν(s) =
1
ni
ni∑
j=1
∫
ϕ
(
f j+1t (z)
)
dν∞(t)
=
1
ni
ni∑
j=1
∫
ϕ
(
f jt (z)
)
dν∞(t) +
1
ni
[∫
ϕ
(
fni+1t (z)
)
dν∞(t)−
∫
ϕ (ft(z)) dν
∞(t)
]
for i ≥ 1. Since sup
w∈M
|ϕ(w)| = ‖ϕ‖ is finite, the second term of the last expression
converges to zero when i → ∞, while the first term gives the integral of ϕ with respect
to µ∞, that is∫
ϕdµ∞ = lim
i→∞
∫ [
1
ni
ni∑
j=1
∫
(ϕ ◦ fs)
(
f j(z, t)
)
dν∞(t)
]
dν(s)
=
∫ [
lim
i→∞
1
ni
ni∑
j=1
∫
(ϕ ◦ fs)
(
f j(z, t)
)
dν∞(t)
]
dν(s)
=
∫ ∫
ϕ ◦ fs(w) dµ∞(w) dν(s),
where we have used the dominated convergence theorem to exchange the limit and the
integral signs. In addition, because C0(M,R) is dense in L1(M,µ∞) with the L
1-norm,
we see the last identity holds for every µ∞-integrable ϕ : M −→ R.
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Moreover, if E is any Borel subset of M we can write
µ∞(E) =
∫
1E dµ∞ =
∫ ∫
1E(ft(x)) dµ∞(x) dν(t)
=
∫ ∫ ∫
1E (ft2 ◦ ft1(x)) dµ∞(x) dν(t1) dν(t2)
...
=
∫ ∫
1E(f
k
t (x)) dµ∞(x) dν
∞(t)
=
∫ ∫
1E(f
k
t (x)) dν
∞(t) dµ∞(x)
=
∫
fk(x, ν∞)(E) dµ∞(x)
for k = 1, 2, 3 . . . Hypothesis B) of theorem 1 guarantees that fk(x, ν∞)≪ m for k ≥ K.
Thus µ∞(E) = 0 whenever m(E) = 0. We have just proved
Lemma 7.1 Given z ∈ M , any accumulation point of the averages (13) is a stationary
absolutely continuous probability measure over M .
Let us remark that µ∞ = µ∞(z) depends on z ∈M and the accumulation point of the
averages (13) may not be unique.
7.2 Ergodicity and Characteristic Probabilities
Let us suppose z ∈ D for some D ∈ D. Then it is clear that suppµ∞ ⊂ D, whatever
accumulation point of the averages (13) we choose. Moreover, by remark 3.1 we have that
D = (U0, . . . ,U r−1) satisfies (5) also. Thus if w ∈ supp µ∞, we get by hypothesis A) that
fk(w,∆) ⊃ B(fkt0(w), ξ0) for all k ≥ K, and by the invariance of the support we conclude
supp µ∩D 6= ∅ because int (∂D) = int (∂U0 ∪ . . .∪ ∂Ur−1) = ∅. In addition, if z belonged
to a minimal M ∈ D, then the invariance of the support, the fact that suppµ ∩ D 6= ∅
and the r-transitiveness of M (given by lemma 6.1) together imply supp µ =M.
Lemma 7.2 If M ∈ D is a minimal invariant domain and µ a stationary absolutely
continuous probability measure with supp µ =M, then
ϕ(x) =
∫
ϕ (ft(x)) d ν(t), µ− a.e. x =⇒ ϕ is µ− a.e. constant
for every bounded measurable function ϕ :M −→ R.
Proof: What we want to prove is equivalent to the following for every Borel set E:
1E(x) = f(x, ν)1E µ− a.e. x =⇒ µ(E) = 0 or 1. (14)
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Let E be a Borel set that satisfies the left hand side of (14) and let us suppose that
µ(E) > 0. Let δ > 0 be given and take an open set A ⊃ E such that µ(A \E) < δ. Then
the following holds µ-a.e. x
1E(x) = f(x, ν)1E = f(x, ν)f(x, ν)1E = f
2(x, ν2)1E.
We can iterate any number of times obtaining 1E(x) = f
k(x, ν∞)1E for all k ≥ 1 and
µ-a.e. x.
In particular, if x ∈ E, this means that fk(x, t) ∈ E ⊂ A for ν∞-a.e. t and every given
k ≥ 1. By Property 2.1(2) and because a full ν-measure set is dense in ∆ we have that
fk(x, t) ∈ A for all k ≥ 1 and every t ∈ ∆
whenever x ∈ E. Then, if we define U ′i = Ui ∩ ∪x∈E,k≥Kint (f
k(x,∆)), i = 0, . . . , r − 1,
we see that the U ′i ⊂ A are open, nonempty (by hypothesis (A) and because supp µ =M
and int (M) =M = U0 ∪ . . . ∪ Ur−1) and so D = (U
′
0, . . . ,U
′
r−1) is an s-invariant domain.
In fact, fixing y ∈ U ′i for some 0 ≤ i ≤ r − 1, s ∈ ∆ and n ≥ 1, there are k ≥ K
and δ > 0 such that B(y, δ) ⊂ fk(x,∆) and fns (B(y, δ)) ⊂ f
k+n(x,∆) ⊂ Ui+n mod r by
definition of U ′i . Hence f
n
s (y) ∈ int (f
k+n(x,∆)) ∩ Ui+n mod r after property 2.1(3).
We have built an s-invariant domain D ∈ D such that D M. The minimality ofM
gives D = M and hence µ(A) = 1, that is, µ(E) ≥ µ(A) − δ = 1 − δ. Since δ > 0 was
arbitrary, the proof is complete. ⊔⊓
Lemma 7.2 implies that µ∞ is ergodic, that is, µ∞ × ν
∞ is S-ergodic. (For ease of
writing we make µ = µ∞ in the following discussion.)
Indeed, let us assume that ψ : M × ∆ −→ R is an S-invariant bounded measurable
function: ψ (S(z, t)) = ψ(z, t), µ× ν∞-a.e (z, t) ∈M ×∆.
For each k ≥ 0 we define
ψk(x, t1, . . . , tk) =
∫
ψ(x, t1, t2, . . . , tk, tk+1, . . .) dν(tk+1) dν(tk+2) . . .
and we have, by the invariance of ψ,
ψ0(x) =
∫
ψ(x, t1, t2, . . .) dν(t1) dν(t2) . . .
=
∫
ψ(ft1(x), t2, t3, . . .) dν(t2) dν(t3) . . . dν(t1)
=
∫
ψ0 (ft1(x)) dν(t1), µ− a.e. x ∈M.
Therefore, by lemma 7.2, we conclude that ψ0 is µ-a.e. constant. In general, for k ≥ 1,
ψk(x, t1, . . . , tk) =
∫
ψ(x, t1, t2, . . . , tk, tk+1, . . .) dν(tk+1) dν(tk+2) . . .
=
∫
ψ(ft1(x), t2, . . . , tk, tk+1, . . .) dν(tk+1) dν(tk+2) . . .
= ψk−1 (ft1(x), t2, . . . , tk) , µ× ν
k − a.e. (x, t1, . . . , tk).
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We then have ψ1 ≡ ψ0, µ× ν-a.e.; ψ2 ≡ ψ1, µ× ν
2-a.e.;. . . and so, by induction
ψk ≡ ψ0 ≡ constant, µ× ν
k − a.e., for every k ≥ 1.
However if we identify ψk(x, t) with ψk(x, t1, . . . , tk), then ψk coincides with E(ψ|Bk),
µ × ν∞-a.e. and we have seen in lemma 5.1 that E(ψ|Bk) −→ ψ, µ × ν
∞-a.e., when
k → ∞. Hence we have also ψ ≡ constant, µ × ν∞-a.e., and conclude that µ × ν∞ is
S-ergodic.
Ergodicity, Birkhoff’s ergodic theorem and the absolute continuity imply that µ = µ∞
is physical. Indeed µ(E(µ)) = 1 by Birkhoff’s ergodic theorem, so m(E(µ)) > 0 by the
absolute continuity of µ with respect to m.
We easily deduce that any two physical probability measures µ1, µ2 whose support is
M must be equal.
We notice first that for any given x ∈ M the union ∪k≥Kf
k(x,∆) contains M. This
is clear since this union is easily seen to be completely invariant, which implies that it
must contain an invariant domain, so it contains M by the minimality property.
Let x ∈ E(µ1) ∩M and let y ∈ E(µ2) ∩M be a density point of E(µ2) with respect
to m (it exists since m(E(µ2) ∩M) > 0). By the argument in the previous paragraph
there are k ≥ K and t such that fk(x, t) = y.
Property 2.1(1) ensures that m≪ fk(x, ν∞). The choice of y implies that for a given
η > 0 and a sufficiently small δ we have m(B(y, δ) ∩ E(µ2)) ≥ (1 − η)m(B(y, δ)) > 0.
Thus fk(x, ν∞)(E(µ2) ∩B(y, δ)) > 0.
According to the definition of ergodic basin, this implies that µ1 = µ2.
The above arguments prove the existence of a characteristic measure for each minimal
invariant domain. One extra very usefull property can also be deduced.
Lemma 7.3 For every stationary ergodic µ we have supp (µ) ⊂ B(µ).
Proof: We start observing that Hypothesis (A) and Property 2.1(1) imply that there
is a ξ-ball Lebesgue-a.e. inside the basin of µ. Indeed, taking x ∈ B(µ) we know that
fk(x, t) ∈ B(µ) for all k ≥ 1 and ν∞-a.e. t. For k ≥ K let B = B(fk(x), ξ). Then
B ⊂ int (supp (µ)). By contradiction, if there existed some E ⊂ B \B(µ) with m(E) > 0,
then because m ≪ fk(x, ν∞) we would have fk(x, ν∞)(E) > 0. So we conclude that
m(B \B(µ)) = 0.
For future use set ϕ ∈ C0(M,R) such that 0 ≤ ϕ ≤ 1, ϕ | (M \ B) ≡ 0 and ϕ |
B(fk(x), ξ/2) ≡ 1, so there is c > 0 such that µ(ϕ) > c.
Now we know from the arguments prior to the statement of the lemma that every x ∈
supp (µ) admits k ≥ 1 and a subset Vx,k with ν
∞(Vx,k) > 0 such that f
k(x, Vx,k) ⊂ B(µ).
Fixing x ∈ supp (µ), what we want to show is that
W = {t : fk(x, t) ∈ E(µ) for some k ≥ 1}
has full ν∞-measure. Let us suppose that F = ∆ \W is satisfies ν∞(F ) > 0 and take
t ∈ F . Then for k ≥ K the point y = fk(x, t) is in supp (µ) and we may assume that
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ν∞(σkF (t, k)) ≥ 1− c/10 because ν∞(F ) > 0 and by Lemma 5.1. Since µ(ϕ) > c there is
ℓ ≥ 1 such that f ℓ(y, ν∞)ϕ ≥ c/2. Hence
ν∞({s : fk(y, s) ∈ B} ∩ σkF (t, k)) > 0
and ν∞ almost every vector in this set sends y in B(µ) which contradicts the definition
of F . ⊔⊓
Along this subsection we have proved
Proposition 7.4 Given a minimal M ∈ D there is only one physical absolutely contin-
uous probability measure whose support is contained in M. Moreover, every x ∈ M is in
the ergodic basin of this characteristic measure.
8 Decomposition of Stationary Probabilities
Let µ be a stationary probability. Then suppµ is a c-invariant set. By hypothesis A) of
theorem 1 we deduce that int (supp µ) 6= ∅.
Let C1, C2, . . . be the connected components of int (suppµ): it is an at most countable
family of connected sets and int (supp µ) = ∪i≥1Ci.
Since ft is a diffeomorphism for every t ∈ T , thus a continuous open map, we deduce
that each ft(Ci) is a connected open set contained in supp µ, by the c-invariance. Hence
there is some j = j(i, t) such that ft(Ci) ⊂ Cj by openness and connectedness.
In particular, by the same reasoning, we see that every point in Ci is sent by ft in the
interior of supp µ for all t ∈ T and i ≥ 1.
We show that j = j(i, t) does not depend on t ∈ T .
By contradiction, let us suppose there are i ≥ 1, t0 and t1 in B such that j0 =
j(i, t0) 6= j(i, t1) = j1 and let us fix x ∈ Ci. We take a continuous curve γ : [0, 1] −→ T
with endpoints t0 and t1 in B: γ(0) = t0 and γ(1) = t1. We know that
f(x, γ(s)) ∈ int (supp µ) = ∪i≥1Ci for all s ∈ [0, 1],
but since f(x, γ(0)) = f(x, t0) ∈ Cj0 and f(x, γ(1)) = f(x, t1) ∈ Cj1 with Cj0, Cj1 distinct
connected components of int (suppµ), we conclude there is s ∈]0, 1[ such that
f(x, γ(s)) ∈ ∂Cj0 ⊂ ∂(supp µ) = suppµ \ (int (supp µ)),
a contradiction. So every Ci is sent into some Cj(i) by any ft and the permutation i 7→ j(i)
does not depend on t ∈ T .
We remark, in particular, that if for x ∈ Ci we have f
k(x, t) ∈ Cj for some j, k ≥ 1
and t ∈ ∆, then fk(x,∆) ⊂ Cj .
Since µ × ν∞(Ci × ∆) > 0 (i ≥ 1) Poincare´’s recurrence theorem guarantees that
µ × ν∞-a.e. pair (x, t) ∈ Ci × ∆ is ω-recurrent with regard to the action of S. By last
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remark, we see that fk(Ci,∆) returns to Ci infinitely often, for every fixed i. Hence,
again by hypothesis A), each Ci contains a ξ0-ball. Thus, because M is compact, the
pairwise disjoint family C1, C2, . . . must be finite and so int (supp µ) = C1∪˙ . . . ∪˙Cl (a
disjoint union).
The open sets C1, . . . , Cl may not be pairwise separated. However, the following
reflexive and symmetric relation Ci ∼ Cj ⇔ Ci ∩ Cj 6= ∅, (1 ≤ i, j ≤ l) generates
a unique equivalence relation ≃ such that, if C˜1, . . . , C˜q are the ≃-equivalence classes,
then W1 = ∪C˜1, . . . ,Wq = ∪C˜q are pairwise separated open sets. Moreover, these sets
are interchanged by any ft (t ∈ T ) in the same way the C1, . . . , Cl were, that is, the
permutation of their indexes by the action of ft does not depend on t.
The permutation of the indexes of the W1, . . . ,Wq has a finite number of cycles which
are a finite collection of pairwise separated open sets satisfying definition 3.3. We have
proved
Proposition 8.1 Every stationary measure µ is such that the interior of its support is
made of a finite number of s-invariant domains.
Remark 8.1 If µ were ergodic, then limn→∞
1
n
∑n−1
j=0 1Wi(f
j
t (x)) = µ(Wi) > 0 for µ×ν
∞-
a.e. (x, t) ∈ M × ∆ and 1 ≤ i ≤ q. So almost every point of W1 ∪ . . . ∪Wq returns to
Wi infinitely many times. In this case the interior of suppµ is made of a single
s-invariant domain.
Let nowM1, . . . ,Mh be all the minimal domains inside the s-invariant domains given
by proposition 8.1 (recall section 6.1). Provisionally we assume the following
Lemma 8.2 The normalized restriction of a stationary measure to a c-invariant set is a
stationary probability.
Let the normalized restrictions be µMi(A) =
1
µ(Mi)
·µ(A∩Mi), i = 1, . . . , h, where A is
any Borel set and µ(Mi) > 0 (becauseMi is a collection of open sets inside int (supp µ)).
By proposition 7.4, µMi must be the characteristic probability of Mi, i = 1, . . . , h.
Remark 8.2 This means the characteristic probability of each Mi must give zero mass
to the border ∂Mi, since it coincides with its normalized restriction to the interior ofMi.
To see that these probabilities are enough to define µ, we consider λ = µ − µ(M1) ·
µM1 − . . . − µ(Mh) · µMh. If λ 6≡ 0, then λ is a stationary measure (of course, being
stationary is an additive property) whose support is nonempty. By proposition 8.1 and
by section 6.1 we have some minimal domainM in supp λ with λ(M) > 0. But suppλ ⊂
supp µ \ (M1 ∪ . . .Mh) and the M1, . . . ,Mh are the only minimals in supp µ. We have
reached a contradiction, so λ ≡ 0 and we have proved (apart lemma 8.2)
Proposition 8.3 Every stationary probability is a linear finite and convex combination
of characteristic probabilities.
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Let us note that these arguments show that supp µ = supp µM1∪˙ . . . ∪˙ suppµMh and
consequently µ(M1) + . . . + µ(Mh) = 1, that is, the linear combination above is indeed
convex.
To end this section we prove the remaining lemma.
Proof of 8.2: Let µ be a stationary measure and C a c-invariant set.
We remark that we know every point of C stays in C, but we do not know whether
points in the complement suppµ \ C enter in C by the action of ft.
First, we show D = supp µ \ C to be almost completely invariant.
In fact, we may assume µ(D) > 0 (otherwise C = suppµ, µ-mod 0) and write
0 < µ(D) =
∫
1D(x) dµ(x) =
∫ ∫
1D(f(x, t)) dµ(x) dν(t)
because µ is S-invariant. By the invariance of C, x ∈ C =⇒ f(x, t) ∈ C =⇒ 1D(f(x, t)) =
0 for every t ∈ T and so
∫ ∫
1D(f(x, t)) dµ(x) dν(t) =
∫ ∫
D
1D(f(x, t)) dµ(x) dν(t).
Defining D1(t) = {x ∈ D : f(x, t) ∈ D} and D2(t) = {x ∈ D : f(x, t) 6∈ D} for
t ∈ T , we have µ(D) =
∫ ∫
D1(t)∪D2(t)
1D(f(x, t)) dµ(x) dν(t) =
∫
µ (D1(t)) dν(t) > 0,
where µ (D1(t)) ≤ µ(D) for every t ∈ T . Thus µ (D1(t)) = µ(D) for ν-a.e. t, that is,
f(x, t) ∈ D for µ× ν-a.e. (x, t) ∈ D × T . In other words, points outside C almost never
enter in C.
Now we know that 1C(x) = 1C(f(x, t)) for µ× ν-a.e. pair (x, t). Hence,∫
ϕ · 1C dµ =
∫ ∫
ϕ(ft(x)) · 1C(ft(x)) dµ(x) dν(t) =
∫ ∫
ϕ(ft(x)) · 1C(x) dµ(x) dν(t)
for any ϕ ∈ C0(M,R), that is, the restriction of µ to C is stationary.
⊔⊓
9 Time Averages and Minimal Domains
What remains to be done is essentially to fit together previous results. Indeed, sections 6
and 7 prove items 1 and 2 in the statement of Theorem 1. To achieve the decomposition
of item 3 we are going to show that every point z ∈M is sent into some minimal domain
by ν∞-a.e. perturbation of ∆ and the ν∞-mod 0 partition of ∆ obtained by this property
satisfies 3a, 3b and 3c, since we already know that m-a.e. point inside a minimal belongs
to the respective ergodic basin.
Let z ∈M and let µ be a stationary probability given by some accumulation point of
the averages (13). By proposition 8.3 we know µ decomposes in the following way
µ = α1 · µ1 + . . .+ αh · µh (15)
where 0 < α1, . . . , αh < 1, α1 + . . . + αh = 1 and µ1, . . . , µh are the characteristic proba-
bilities of the minimals M1, . . . ,Mh, respectively.
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Decomposition (15) and the construction of µ ensure there is, for every i = 1, . . . , h,
a set Vi ⊂ ∆ with ν
∞(Vi) > 0 such that there is k ∈ N satisfying f
k(z, s) ∈Mi for every
s ∈ Vi.
Indeed, µ(Mi) > 0 implies there exist open sets U ⊂ U ⊂ V ⊆ Mi such that
µ(U) > 0 and so ϕ ∈ C(M,R) with 0 ≤ ϕ ≤ 1, suppϕ ⊆ V and ϕ|U ≡ 1 satisfies
µ(ϕ) = lim
i→∞
1
ni
ni∑
j=1
∫
ϕ (f j(z, t)) dν∞(t) > 0. Then we have, for some j ∈ N:
ν∞
{
t ∈ ∆ : f j(z, t) ∈Mi
}
≥
∫
ϕ
(
f j(z, t)
)
dν∞(t) > 0.
Now we claim the sets Vi occupy the entire space ∆ or equivalently (cf. definition 5.3)
Proposition 9.1 For every z ∈ M we have GM1(z) ∪ . . . ∪ GMl(z) = ∆, ν
∞ − mod 0
and GMi(z) ∩ GMj(z) = ∅ for every pair 1 ≤ i < j ≤ l where M1, . . . ,Ml are all the
minimal invariant domain of D.
Proof: By contradiction, let us suppose there is V ⊂ ∆ with ν∞(V ) > 0 such that
ν∞(V ∩GMi(z)) = 0, i = 1, . . . , l (or V ⊂ ∩
l
i=1HMi(z), ν
∞ −mod 0).
Let t be a V -generic vector and let w ∈ ω(z, t). By lemma 5.7 we have ∩li=1HMi(w) =
∆, ν∞ − mod 0, that is, the orbit of w under almost every perturbation never falls in
M1 ∪ . . . ∪Ml. Consequently any stationary probability obtained from the orbits of w
as in section 7.1 will admit a (nontrivial) decomposition (according to proposition 8.3)
µ = β1 · µ˜1+ . . .+βh˜ · µ˜h such that 0 ≤ β1, . . . , βh ≤ 1, β1+ . . .+βh = 1 and each µ˜i is the
characteristic probability of M˜i, i = 1, . . . , h, where each of the M˜1, . . . ,M˜h is distinct
from M1, . . . ,Ml.
This contradict the supposition that the M1, . . . ,Ml are all the minimal invariant
domains of D and so such a set V cannot exist. ⊔⊓
We now easily derive the continuous dependence of the sets Vi(x) from x ∈M with re-
spect to the distance between ν∞− mod0 sets A,B ⊂ ∆ given by dν(A,B) = ν
∞(A△B).
We fix x ∈M and note that each Vi(x) can be written as
Vi(x) =
∞⋃
k=1
Vi,k(x) where Vi,k(x) = {t ∈ ∆ : f
k(x, t) ∈Mi}, k ≥ 1, (16)
are open and Vi,k(x) ⊆ Vi,k+1(x) for all k ≥ 1 by the complete invariance of Mi, i =
1, . . . , l. This implies that for some δ > 0 we can find k0 ∈ N such that ν
∞(Vi(x) \
Vi,k0(x)) ≤ δ for all 1 ≤ i ≤ l.
On the one hand, by the finiteness of k0, property 2.1 and the openness of the domains
that form Mi, we get the existence of γ > 0 with the property Vi,k0(y) ⊇ Vi,k0(x) for all
y ∈ B(x, γ). Hence ν∞(Vi(y)) ≥ ν
∞(Vi,k0(y)) ≥ ν
∞(Vi,k0(x)) ≥ ν
∞(Vi(x)) − δ whenever
dM(y, x) < γ and for every i = 1, . . . , l.
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On the other hand
ν∞(Vi(y)) = 1− ν
∞(V1(y))− . . .− ν
∞(Vi−1(y))− ν
∞(Vi+1(y))− . . .− ν
∞(Vh(y))
≤ 1− ν∞(V1(x))− . . .− ν
∞(Vi−1(x))− ν
∞(Vi+1(x))− . . .− ν
∞(Vh(x)) +
+(h− 1) · δ
= ν∞(Vi(x)) + (h− 1) · δ
for all 1 ≤ i ≤ l and continuity follows.
We are left to show item 3c of theorem 1 holds with respect to this decomposition.
Let us fix 1 ≤ i ≤ l such that ν∞(Vi) > 0
We note that (16), the openness of the Mi and the continuity property 2.1(1) imply
the Vi(z) to be open subsets of ∆, that is, for every t ∈ Vi(z) there are k ∈ N and ρ > 0
such that fk(z, B(t, ρ)) ⊂Mi and so Vi(z) ⊃ B(t, ρ). According to section 7.2 we have
Mi ⊂ E(µi) and thus
{
s ∈ Vi(z) : f
k(z, s) ∈ E(µi)
}
⊃ B(t, ρ). (17)
This means that every s in B(t, ρ) ⊂ Vi = Vi(z) is such that w = f
k(z, s) ∈ E(µi), that
is,
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(w, u)) =
∫
ϕdµi for every ϕ ∈ C
0(M,R) and ν∞ − a.e. u ∈ ∆.
Since time averages do not depend on any finite number of iterates, item 3c of Theorem
1 follows and the proof of Theorem 1 is complete.
Remark 9.1 We note that diffeomorphism in the arguments and definitions of sections 2
through 9 may be replaced throughout by continuous open map. This means Theorem 1 is
a result of continuous Ergodic Theory and not specific of differentiable Ergodic Theory:
a C0-continuous and regular family of continuous open maps ft : M −→M , t ∈ B, would
suffice, i.e., for fixed x ∈ M , t 7→ f(x, t) sends Lebesgue measure zero sets into sets of
m-measure zero.
Remark 9.2 Hypothesis B) of theorem 1 was utilized in very specific points of the proof,
whereas hypothesis A) was frequently used throughout the arguments.
Naturally enough, condition B) of theorem 1 was used in the derivation of the absolute
continuity of stationary probability measures for the perturbed system and in the proof of
lemma 7.2, that is, in the proof of ergodicity for a stationary measure µ supported in some
minimal invariant domain M, suppµ ⊂M.
This was the sole role of hypothesis B) in the proof of theorem 1.
Remark 9.3 The probability ν∞ defined on ∆ was chosen for simplicity. The property
of ν∞ used in the proof of theorem 1 was, besides condition B), that every open set of ∆
has positive ν∞-measure. This implies that
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1. any set Y ⊂ ∆ with ν∞(Y ) = 1 is a dense set, Y = ∆.
Moreover, because ν∞ is an uniform measure
2. for every δ > 0 there is γ > 0 such that each set Y ⊂ ∆ with ν∞(Y ) ≥ 1 − δ is
γ-dense,
⋃
y∈Y
B(y, γ) ⊃ ∆.
These properties were of use in the proof of the fundamental lemmas ( number 2 above)
in connection with the general property (0-1 type law) given by lemma 5.1 and again (now
number 1 above) in the arguments of the proof of lemma 7.2.
Any other probability satisfying numbers 1 and 2 above would do for the statement and
proof of theorem 1.
Remark 9.4 The conclusions of Theorem 1 can be obtained with weaker hypothesis in-
stead of the stated A) and B).
Indeed, it is very easy to see that the integer N may depend on x in the statement of
A). Thus it can be replaced by
A’) There is ξ0 > 0 such that for all x ∈ M there exists N = N(x) ∈ N satisfying
fk(x,∆) ⊃ B(fk(x), ξ0) for all k ≥ N .
Moreover, B) can be weakened so that the absolute continuity of a stationary probability
µ still holds by allowing fk(x, ν∞) ≪ m for some k ≥ 1. If this k does not depend on
x ∈M , then we can still prove Proposition 7.4 in the same way.
Other weakenings of B) are possible, one such will be of use following section 11 dealing
with random parametric perturbations near homoclinic bifurcations.
10 Bowen’s Example
This is the answer to a question raised by C. Bonatti. This example captures the mean-
ing of Theorem 1: even if a given deterministic (noiseless) system is devoid of physical
measures (its Birkhoff averages do not exist almost everywhere) we may nevertheless get
a finite number of physical probabilities describing the asymptotics of almost every orbit
just by adding a small amount of random noise.
Example 5: Bowen’s example (see [T2] for the not very clear reason for the name)
is a folklore example showing that Birkhoff averages need not exist almost everywhere.
Indeed, in the system pictured in figure 4 Birkhoff averages for the flow do not exist almost
everywhere, they only exist for the sources s3, s4 and for the set of separatrixes and saddle
equilibria W = W1 ∪W2 ∪W3 ∪W4 ∪ {s1, s2}.
The orbit under this flow φt of every point z ∈ S
1× [−1, 1] = M not inW accumulates
on either side of the separatrixes, as suggested in the figure, if we impose the condition
λ−1 λ
−
2 > λ
+
1 λ
+
2 on the eigenvalues of the saddle fixed points s1 and s2 (for more specifics
on this see [T2] and references therein).
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Figure 4: A sketch of Bowen’s example flow.
We apply Theorem 1 to this case. We remark that M is not a boundaryless manifold,
but its border S1 × {±1} is sent by φ1 into S
1 × [−1, 1]. Moreover, Theorem 1 refers not
to perturbations of flows, so we will consider the time one map φ1 as our diffeomorphism
f : M −→ M and, since M is parallelizable, we can make an absolutely continuous
random perturbation, as in example 1 of section 2.4. In this circumstances the proof of
Theorem 1 equally applies.
For everything to be properly defined, though, we must restrict the noise level ǫ > 0
to a small interval ]0, ǫ0[ such that the perturbed orbits stay in S
1×] − 1, 1[. After this
minor technicalities we proceed to prove
Proposition 10.1 The system above, under random absolutely continuous noise of level
ǫ ∈]0, ǫ0[, admits a single physical absolutely continuous probability measure µ whose sup-
port is a neighborhood of the separatrixes: int (supp µ) ⊃ W . Moreover the ergodic basin
of µ is the entire manifold: E(µ) = M, µ mod 0.
Proof: Let ǫ ∈]0, ǫ0[ be the fixed noise level from now on and let U be the ball of radius
ǫ/4 around s1. We will build fundamental domains for the action of f = φ1 over M \W
in U , as explained below.
We choose two strait lines l1, l2 through s1 crossing U and let l
′
1, l
′
2 be their images
under φ1 as sketched in figure 5. Now we choose two points in each line l1, l2 on either
side of s1: p1, p2, p3 and p4, and consider their orbits under the flow φ for positive time,
until they return to U and cut l′1, l
′
2, as depicted in the abovementioned figure.
The four intersections of the orbit of pi with the proper lj , l
′
j, together with portions of
the orbit and of lj, l
′
j define a ”square” Fi (shadowed in figure 5) which is a fundamental
domain for the dynamics of f = φ1 on the connected components of M \W , i = 1, 2, 3, 4
and j = 1 or 2.
This means that every z ∈ M \W is such that there is a k ≥ 1 with zk = f
k(z) ∈
F = F1 ∪ F2 ∪ F3 ∪ F4. Moreover, by the choice of U , zk may be sent into any Fi,
i = 1, 2, 3, 4, by adding to a vector of length smaller than ǫ. Thus we deduce that
fk(z,∆) ⊃ F1 ∪ F2 ∪ F3 ∪ F4 and even more: f
k(z,∆) ⊃ U .
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Figure 5: How the fundamental domains are obtained.
Keeping in mind that form ≥ 1 we have fk+m(z,∆) = fm
(
fk(z.∆),∆
)
= {fm(w,∆) :
w ∈ fk(z,∆)}, we see that fk+m(z,∆) will contain all the f -images of each F1, F2, F3 and
F4, which will return to U infinitely many times. Furthermore, at each return the points
may again be sent into any F1, F2, F3 or F4 by an ǫ-perturbation. Hence the sets of the
sequence {fn(z,∆)}∞n=1 contain F1, F2, F3 or F4 for infinitely many n
′s and also all their
f -images.
We conclude that ω(z,∆) contains a neighborhood of W .
The same holds for w ∈ W , since f 1(w,∆) is an open set and so contains some
z ∈ M \W . That is, every z ∈M is such that ω(z,∆) contains a neighborhood of W .
Therefore, there can be only one minimal M in the perturbed system, such that
M ⊃ W and into which every point z ∈ M finally falls by almost every perturbed orbit
(this is a consequence of sections 6.2, 7, 8 and 9). We have further that the characteristic
probability µM is the physical probability µ of the system, with E(µ) = M, µ mod 0, and
supp µ ⊃M ⊃W , as stated. ⊔⊓
11 Homoclinic Bifurcations
and Random Parametric Perturbations
We consider arcs (one-parameter families) of diffeomorphisms exhibiting a quadratic ho-
moclinic tangency and derive similar properties for their random parametric perturbations
to those stated in Theorem 1.
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11.1 One-Parameter Families
The arcs we will be considering are given by a C∞ function f : M2×] − 1, 1[−→ M2
such that for every −1 < t < 1, ft : M
2 −→ M2, x 7→ f(x, t) is a diffeomorphism of
the boundaryless surface M2. The family of diffeomorphisms F = (ft)−1<t<1 satisfies the
following conditions.
1. F has a first tangency at t = 0, that is (v. [PT, Appendix 5])
(a) for t < 0, ft is persistently hyperbolic;
(b) for t = 0 the nonwandering set Ω(f0) consists of a closed hyperbolic set Ω˜(f0) =
limtր0Ω(ft) together with a homoclinic orbit of tangency O associated with a
hyperbolic fixed saddle point p0, so that Ω(f0) = Ω˜(f0) ∪O;
(c) the branches W s+(p0), W
u
+(p0) of the invariant manifolds W
s(p0), W
u(p0) have
a quadratic tangency along O unfolding generically as pictured in figure 6 (v.
[PT, Capt. 3]): O is the only orbit of tangency between stable and unstable
separatrixes of periodic orbits of f0;
2. The saddle p0 has eigenvalues 0 < λ0 < 1 < σ0 satisfying the conditions for the
existence of C2 linearizing coordinates in a neighborhood of (p0, 0) in M
2×]− 1, 1[
(v. [T1]).
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Figure 6: A sketch of the situation to be considered
Condition 1 imposes bounds on the region where new accumulation points can appear
for t > 0 (small) — section 11.3 will specify this (cf. [PT, Appendix 5]).
We note that condition 2 above is generic in the space of all C∞ one-parameter families
satisfying 1. Moreover, those families that satisfy 1 are open (cf. [PT, Capt. 3, Appendix
5] and references therein).
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11.2 Statement of The Results
For some small t⋆ > 0, to be explained in the following sections, we fix t0 ∈]0, t
⋆[, ǫ0 =
min{|t0|, |t
⋆ − t0|} and the noise level ǫ ∈]0, ǫ0[. We consider the system ft0 under a
random parametric perturbation of noise level ǫ, Ft0,ǫ, as defined in section 2.1. We let
∆ = ∆ǫ(t0) be the perturbation space [t0 − ǫ, t0 + ǫ]
N.
We will be interested in studying what happens in Q, a closed neighborhood of q to
be constructed. We need an effective definition of interesting points .
Definition 11.1 (First Return Times) Given some z ∈M2 and t ∈ ∆ we let
r(z, t, 1) = min{k ≥ 0 : fk(z, t) ∈ Q}
and inductively define r(z, t, n + 1) = min{k ≥ 1 : fR(z,t,n)+k(z, t) ∈ Q} for every n ≥ 1,
where R(z, t, n) =
∑n
i=1 r(z, t, i), with the convention min ∅ = +∞.
Definition 11.2 A V -recurrent point is a z ∈ Q for which there exists a V ⊂ ∆
satisfying
1. ν∞(V ) > 0;
2. r(z, t, n) <∞ for every n ≥ 1 and ν∞-a.e. t ∈ V .
In other words, z ∈ Q is interesting if its perturbed orbits pass through Q infinitely
often under a positive measure set of perturbations.
We can now state
Theorem 2 For every C∞ arc of diffeomorphisms as described in subsection 11.1 and
any given homoclinic tangency point q associated to the saddle p0, there are a closed
neighborhood Q of q and t⋆ > 0 such that, for each t0, ǫ > 0 satisfying 0 < t0 < t
⋆ and
0 < ǫ < ǫ0 = min{|t0|, |t
⋆−t0|}, the random parametric perturbation Ft0,ǫ of ft0 with noise
level ǫ admits a finite number of probabilities µ1, . . . , µl whose support intersects Q and
that
1. µ1, . . . , µl are physical absolutely continuous probability measures;
2. supp µi ∩ supp µj = ∅ for all 1 ≤ i < j ≤ l;
3. for all z ∈ Q and V ⊂ ∆ such that z is V -recurrent there are open sets V1 =
V1(z), . . . , Vl = Vl(z) ⊂ V such that
(a) Vi ∩ Vj = ∅, 1 ≤ i < j ≤ l;
(b) ν∞(V \ (V1 ∪ . . . ∪ Vl)) = 0;
(c) for all 1 ≤ i ≤ l and ν∞-a.e. t ∈ Vi we have
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(z, t)) =
∫
ϕdµi, for every ϕ ∈ C(M,R).
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11.3 Adapting the Linearization
As preparation for the proof of Theorem 2 by using Theorem 1 we study the adaptation
of the linearizing coordinates to our setting.
Condition 2 enables us to consider a change of coordinates ϕt : L ⊂ R
2 −→ M2 in a
neighborhood L of every pt, where |t| < t
⋆ for some small t⋆ > 0 and
ft(ϕt(x, y)) = ϕt(λt · x, σt · y) (18)
with 0 < λt < 1 < σt the eigenvalues of the hyperbolic saddle fixed point pt. These
coordinates will be adapted much like [PT, p.49 and Appendix 5]. Specifically, after
choosing a homoclinic point q associated to p0:
I) we suppose q ∈ W u(p0) ∩W
s(p0) to be in L — to achieve this we may extend L
along W s(p0) as explained in [PT, Capt.2];
II) we extend L along W u(p0) in order that r = f
−1
0 (q) be in L;
III) we use the implicit function theorem and two independent rescalings of the x- and
y-axis to get, because of condition 1c:
(a) q = (1, 0), r = (0, 1), pt = (0, 0) and W
s
loc(pt),W
u
loc(pt) are the x- and y-axis,
respectively;
(b) ft(0, 1) is a local maximum of the y-coordinate restricted to W
u(pt);
(c) ϕ−1t ◦ ft ◦ ϕt(0, 1) = (1, t);
for every |t| < t⋆ in the coordinates defined by ϕt;
IV) writing Λ0 the basic set to which p0 belongs (possibly Λ0 = {p0} trivially) by
condition 1b we have W s(Λ0) = W
s(Λ0 ∪O) and W
u(Λ0) =W
u(Λ0 ∪O) and there
exists a filtration ∅ 6= M1 ⊂ M2 ⊂ M such that (v. [PT, Appendix 5, pp. 212-214]
and cf. [S, Capt. 1])
(a) Mi is closed and f0(Mi) ⊂ int (Mi) for i = 1, 2;
(b) M1 ⊂ int (M2), and
(c) Λ0 ∪O =
(
∩j≥0f
j
0 (M2)
)
∩
(
∩j≥0f
−j
0 (M
c
1)
)
;
V) since Λ0 is a basic set (of saddle type) there is a small compact neighborhood U of
Λ0 where extensions H
s, Hu of the stable and unstable foliations W s(Λ0), W
u(Λ0)
are defined (v. [PT, Appendix 1] and references therein), and by IVc there is N⋆ ∈ N
such that
(a)
(
∩N
⋆−1
j=0 f
j
0 (M2)
)
∩
(
∩N
⋆−1
j=0 f
−j
0 (M
c
1)
)
⊂ U∪Q⋆ whereQ⋆ ⊂ L is a neighborhood of
the portion of O outside U with finitely many components Q1,Q2, . . . ,Ql and
Q⋆∩U = ∅. Moreover we can assume they satisfy f0(Q1) ⊂ Q2, . . . , f0(Ql−1) ⊂
Ql with q ∈ Q˜ = Qi, i ∈ {1, . . . , l};
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(b) making t⋆ > 0 smaller if need be and Q⋆ and U a little bigger, we get also for
all t1, . . . , tN , t
′
1, . . . , t
′
N ∈]− t
⋆, t⋆[(
N⋆−1⋂
j=0
ftj ◦ . . . ◦ ft1(M2)
)
∩
(
N⋆−1⋂
j=0
f−1
t′1
◦ . . . ◦ f−1
t′
N
(M c1)
)
= U ∪Q⋆
and also ft1(Q1) ⊂ Q2, . . . , ftl−1(Ql−1) ⊂ Ql for all t1, . . . , tl−1 ∈]− t
⋆, t⋆[;
(c) ft(Mi) ⊂ int (Mi) for all |t| < t
⋆ and i = 1, 2;
(d) Λt = ∩n∈Zf
n
t (U) is the analytic continuation of Λ0 for all |t| < t
⋆;
VI) for every closed neighborhood Q ⊂ Q˜ ⊂ L of q and t⋆ > 0 small we have that
(a) there is NQ ∈ N such that fti ◦ . . . ◦ ft1(Q) ⊂ L for all t1, . . . , ti ∈]− t
⋆, t⋆[ and
i = 1, . . . , NQ;
(b) in the neighborhood R = ∪|t|<t⋆f
−1
t (Q) of r = (0, 1) — we may suppose R ⊂ L
by making Q and t⋆ smaller, keeping (a) by increasing NQ — the map f˜t =
ϕ−1t ◦ ft ◦ ϕt has the form
(x, 1 + y) 7→ (1 + αy + ηx+H1(t, x, y) ; βy
2 + γx+ t+H2(t, x, y)) (19)
where α · β · γ 6= 0, H1 is of order 2 or higher and H2 is of order 3 or higher in
y and order 2 or higher in x, t and y · t;
(c) for all |t| < t⋆ we make ft(0, 1) ∈ int (Q) by taking t
⋆ smaller if needed and
keeping Q and NQ unchanged satisfying (a) and (re)defining R as in (b).
(d) for any given δ0 > 0 and all sufficiently small Q and t
⋆, we may keep everything
up until now increasing NQ and imposing |D2Hi|, |D3Hi| < δ0, i = 1, 2;
VII) since all of the above holds for every small (compact) neighborhood Q ⊂ Q˜ of q and
t⋆ > 0, except that NQ increases, we may suppose Q is so small that NQ > N
⋆ and
then make t⋆ so small that item V) holds with Q in the place of Q˜ for some integer
N > N⋆. Furthermore writing Q′ for this new neighborhood we may suppose that
Λt still is the maximal invariant set inside B(U, ρ) = ∪z∈UB(z, ρ) for |t| < t
⋆ and
B(U, ρ) ∩B(Q′, ρ) = ∅ for some small ρ > 0;
VIII) we may suppose the extended foliationsHs,Hu, which are defined in a neighborhood
of p0 (since po ∈ Λ0), were extended by positive and negative iterations of f0 to cover
all of L. Moreover we may assume also that there are extended foliations Hst ,H
u
t
defined all over L with respect to ft for every |t| < t
⋆;
IX) in a small neighborhood A of R given by A = (∪z∈RB(z, ξ)) \ R, ξ > 0 small (we
may think of it as a small annulus around R), every point is sent by ft outside of
U ∪ Q′, for every t ∈ T , because U and Q′ are separated according to item VII. A
is open and will be called the nonreturn annulus.
We note that figure 6 was made having these items already in mind.
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11.4 Another Tour of Another Proof
To begin with, pick a V -recurrent point z ∈ Q and deal with its generic ω-limit points w,
which are always regular by the following
Proposition 11.1 There exists J ∈ N such that if z ∈ Q is V -recurrent for some V ⊂
∆ = ∆ǫ(t0) with ν
∞(V ) > 0, then the first return times of w ∈ ω(z, t), for all V -generic
t, do not depend on s ∈ ∆ and are bounded by J :
r(w, s, n) ≡ r(w, n) ≤ J for every n ≥ 1.
Definition 11.3 The points w ∈M2 which satisfy the conclusion of the proposition above
will be called regular points (with respect to Ft0,ǫ).
Taking advantage of the regularity of w, the expression (19) for ft|R and condition 1,
we will derive versions of hypothesis A) and B) of Theorem 1:
Proposition 11.2 Let w ∈ M2 be a regular point. Writing rn = r(w, n), n ≥ 1, the
following holds.
1. For every s ∈]t0 − ǫ, t0 + ǫ[ there is a ξ0 = ξ0(s) > 0 such that for all n ≥ 2
fRn(w,∆) ⊃ B(fRns (w), ξ0) where Rn =
n∑
i=1
ri;
2. For all n ≥ 2 it holds that fRn(w, ν∞)≪ m.
In other words, we get conditions A) and B) of Theorem 1 for the return times of
w, which do not depend on the perturbation chosen, since w is regular. Behind proposi-
tion 11.2 is the geometrically intuitive idea of mixing expanding and contracting directions
near q due to the homoclinic tangency, together with condition 1 that keeps the orbits of
regular points confined in a neighborhood of Λ0 ∪ O (v. section 12).
This is enough to prove Theorem 2.
Indeed, setting K = 2(J + 1) then R2 = R2(w) ≤ K for every regular point w and
for k ≥ K there are n ≥ 2 and 0 ≤ i ≤ rn+1 − 1 ≤ J (by proposition 11.1) such that
k = Rn + i. After item 1 of proposition 11.2 we have f
k(w,∆) = f i(fRn(w,∆),∆) ⊃
f it0(B(f
Rn
t0
(w), ξ0)) and since 0 ≤ i ≤ J there is some ξ
′
0 > 0 such that f
i
t0
(B(fRnt0 (w), ξ0)) ⊃
B(fRn+it0 (w), ξ
′
0) = B(f
k
t0
(w), ξ′0) because ft is a diffeomorphism. We have hypothesis A).
For hypothesis B) we let w and k ≥ K be as above. Then k = R + i with i ≥ 0
and R = R2 = R2(w). We suppose i ≥ 1 for otherwise item 2 of proposition 11.2 does
the job. We take a measurable set E ⊂ M2 such that m(E) = 0 and observe that
fR+i(w, ν∞)E = νk(F ) where F = {(t1, . . . , tk) ∈ T
k : fR+i(w, t1, . . . , tk) ∈ E}.
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Defining for every (tR+1, . . . , tk) ∈ T
i the section F (tR+1, . . . , tk) = {(s1, . . . , sR) ∈
TR : (s1, . . . , sR, tR+1, . . . , tk) ∈ F} we have by Fubini’s theorem
νk(F ) = νR+i(F ) =
∫
νR(F (tR+1, . . . , tk)) dν
i(tR+1, . . . , tk). (20)
However F (tR+1, . . . , tk) = {(s1, . . . , sR) ∈ T
R : f itR+1,...,tk◦f
R
s1,...,sR
(w) ∈ E} = {(s1, . . . , sR) :
fRs1,...,sR(w) ∈
(
f itR+1,...,tk
)−1
(E)} and each ft is a diffeomorphism, so the inverse image
of a set of measure zero is a set of measure zero. Hence νR(F (tR+1, . . . , tk)) is given by
fR(w, ν∞)
[(
f itR+1,...,tk
)−1
(E)
]
= 0 since fR2(w, ν∞) ≪ m by proposition 11.2(2). We
deduce from (20) that fR+i(w, ν∞)E = fk(w, ν∞)(E) = νk(F ) = 0 whenever m(E) = 0,
i.e., fk(w, ν∞)≪ m for every k ≥ K.
It is clear that Theorem 2 holds by considering (D,) as the set of s-invariant domains
D = (U0, . . . ,Ur−1) with respect to Ft0,ǫ whose points U0 ∪ . . . ∪ Ur−1 are regular points,
with the same relation  as before, and using Theorem 1.
We should explain how to get the decomposition of item 3 of Theorem 2 for V -recurrent
point z ∈ Q. We use two previous ideas:
(1) Going back to section 9, taking a generic w ∈ ω(z, t) (i.e., t is V -generic) provides a
stationary probability µ, as in sections 7 and 8, which decomposes as in (15) and we
get the sets Vi = {s ∈ ∆ : ∃k ≥ 1 s.t. f
k(w, s) ∈Mi} as in item 3 of Theorem 1.
(2) The previous item together with proposition 11.1 just says that a V -recurrent point
z ∈ Q satisfies lemma 5.8, i.e., there are W ⊂ V with ν∞(W ) > 0 and m ∈ N such
that fmθ (z) ∈M for every θ ∈ W , whereM is some minimal of (D,). We know there
is just a finite numberM1, . . . ,Ml of minimals in (D,) and define Vi = Vi(z) = {s ∈
V : ∃k ≥ 1 s.t. fk(z, s) ∈Mi}, 1 ≤ i ≤ l. Repeating the arguments of proposition 9.1
with ∆ replaced by V throughout gives item 3 of Theorem 2 and completes the proof.
12 Physical Parametric Noise with a Single Param-
eter
We start the proof of proposition 11.2 deducing the following consequence of condition 1
in section 11.1 and items V and VI.
Lemma 12.1 For every small t⋆ > 0 and Q and every z ∈ Q recurrent under some
vector t = (tj)
∞
j=1 with |tj| < t
⋆, j ≥ 1, i.e., such that ω(z, t) ∩Q 6= ∅, the following holds
f j(z, t) ∈ L for 0 ≤ j ≤ NQ and f
j(z, t) ∈ U ∪ Q⋆ for j ≥ NQ. (21)
Proof: We let z ∈ Q ⊂ U ∪ Q⋆ ⊂M2 ∩M
c
1 be a recurrent point under t as stated, and
suppose that f j(z, t) 6∈ U ∪Q⋆ for some j ≥ N⋆. Then by item Vb it must hold
f j(z, t) ∈
N⋆−1⋃
i=0
ftj ◦ . . . ◦ ftj−i(M
c
2) or f
j(z, t) ∈
N⋆−1⋃
i=0
f−1tj+1 ◦ . . . ◦ f
−1
tj+i
(M1).
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Since z ∈ U ∪Q⋆ ⊂M2 we have by item Vc that f
i(z, t) ∈M2 for every i ≥ 0. Hence
only the right hand side alternative above can hold, otherwise we would have for some
0 ≤ i ≤ N⋆ − 1 that ftj◦. . .◦ft1(z) ∈ ftj◦. . .◦ftj−i(M
c
2) and so ftj−i−1◦. . .◦ft1(z) ∈M
c
2 with
j− i− 1 ≥ 0 because we took j ≥ N⋆, a contradiction. But then we get ftj ◦ . . . ◦ ft1(z) ∈
f−1tj+1 ◦ . . .◦f
−1
tj+i
(M1), i.e., f
j+i(z, t) ∈M1, and item Vc says f
j+i+k(z, t) ∈M1 for all k ≥ 0
with Q ⊂ U ∪ Q⋆ ⊂M c1 . That is, ω(z, t) ∩ Q = ∅, contradicting the choice of z and t.
We have show (21) to hold for j ≥ N⋆, since Q⋆ ⊂ L. However, by item VIa, we know
f j(z, t) ∈ L for 1 ≤ j ≤ NQ, where NQ > N
⋆ by item VII. ⊔⊓
Remark 12.1 The arguments above show that if we replace N⋆ by N and assume Q˜ = Q
as in item VII, then writing Q′ for this new neighborhood of the portion of O outside U ,
we may ensure under the same conditions of lemma 12.1 that f j(z, t) ∈ U ∪ Q′ for all
j ≥ N .
This confinement property in turn implies
Lemma 12.2 For every given b0 > 0, c0 > 0 and σ > 1 there are
• a sufficiently small compact neighborhood Q ⊂ Q⋆ ⊂ L of q, and
• a small enough t⋆ > 0
such that NQ of item VIa be big enough in order that whenever
• v0 ∈ Tz0M
2 with z0 ∈ Q;
• t = (tj)
∞
j=1 is a sequence satisfying |tj | < t
⋆, j ≥ 1, and
• there is k ∈ N such that NQ ≤ k <∞ is the first integer satisfying f
k
t (z) ∈ R;
then we have
1. slope (v0) ≥ c0 =⇒ slope (Df
k
t (z0)v0) ≥ b0 and
2. ‖Dfkt (z0)v0‖ ≥ σ‖v0‖,
where ‖ · ‖, the maximum norm on L ⊂ R2, and the slope are to be measured in the
linearizing coordinates given by ϕ0 : L −→M
2.
In other words, every vector sufficiently away from the tangent directions of Hs at
Q will keep pointing away from Hs when it first arrives at R, i.e., there are no folds in
between by the action of ft.
Proof: By items I through VII of section 11.3 there is an expanding cone field Cu defined
over U ∪ Q⋆ ∪ L respected by all ft with |t| < t
⋆ outside of R. It may be seen as a cone
field centered around the tangent vectors to Hu, and we may assume that vectors in Cu
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at points of L have slope ≥ b0, since H
u is given by x = cont. in the domain L of the
coordinate chart ϕ0.
We let v0 ∈ Tz0M
2, z0 ∈ Q, t and NQ ≤ k <∞ be as in the statement of the lemma.
If slope (v0) ≥ c0, then by VIa it holds that zNQ = f
NQ
t (z0) ∈ L and vNQ = Df
NQ
t (z0)v0 ∈
Cu(zNQ). Indeed by (18) we have slope (vNQ) ≥ C
NQ ·slope (v0), where C ≈ σ0λ
−1
0 > 1, and
NQ may be taken sufficiently big according to item VI, by shrinking Q and t
⋆. Likewise
we may arrange for ‖vNQ‖ ≥ σ‖v0‖ to hold.
If k = NQ, then the lemma is proved. Otherwise we can write zk = f
k
t (z0) =
f
k−NQ
s (zNQ) ∈ R where s = σ
k−NQt and vk = Df
k
t (z0)v0 = Df
k−NQ
s (zNQ)vNQ. More-
over, lemma 12.1, the construction of Cu and the definition of k ≥ 1 as the first iterate
to arrive at R together imply that the iterates vNQ , . . . , vk−1, vk are all in the respective
cones of Cu, and therefore slope (vk) ≥ b0 and ‖vk‖ ≥ ‖vNQ‖ ≥ σ‖v0‖. ⊔⊓
Now for the effect of the tangency inQ, recalling that the slope and norm are measured
in the ϕ0 coordinates.
Lemma 12.3 Given ζ > 0 there is b0 > 0 such that for all sufficiently small compact
neighborhoods Q of q and small t⋆ > 0 it holds for every |t| < t⋆ that
z ∈ R, v ∈ TzM
2
and slope (v) ≥ b0
}
=⇒
{
slope (Dft(z)v) ≤ ζ and
‖Dft(z)v‖ ≥
α
100
· ‖v‖.
Proof: We take z ∈ R, v ∈ TzM
2 and ζ > 0. By the differentiability of ϕt with respect
to t we know that f t = ϕ
−1
0 ◦ ft ◦ ϕ0 has the same local expression (19) as f˜t. We may
suppose ϕ0(z) = (z, y + 1) and Dϕ0(v) = (v1, v2) and derive from (19) that
slope (Dϕ−10 (ft(x, y + 1))Dft(x, y + 1)(v1, v2)) =
=
∣∣∣∣ [2βy +D3H2(t, x, y)] · v2 + [γ +D2H2(t, x, y)] · v1[α +D3H1(t, x, y)] · v2 + [ρ+D2H1(t, x, y)] · v1
∣∣∣∣
≤
|2βy +D3H2(t, x, y)|+ |γ +D2H2(t, x, y)| · |v1/v2|
| |α+D3H1(t, x, y)| − |ρ+D2H1(t, x, y)| · |v1/v2| |
.
If slope (v1, v2) ≥ b0 then we can write
≤
|2βy +D3H2(t, x, y)|+ |γ +D2H2(t, x, y)| · b
−1
0
| |α+D3H1(t, x, y)| − |ρ+D2H1(t, x, y)| · b
−1
0 |
.
We easily see that if b0 is big enough and δ0 > 0 in item VI is small enough, then
since α · β · γ 6= 0 the last quotient approximates |2βy|/|α| = |2βα−1| · |y|, which can be
made smaller then any positive ζ > 0 by shrinking R via taking Q and t⋆ > 0 smaller.
Moreover making the compact neighborhood Q of q and t⋆ > 0 smaller just enables δ0 to
be smaller, so we are safe.
45
The denominator in the last quotient has a modulus bigger than
| |α+D3H1(t, x, y)| · |v2| − |ρ+D2H1(t, x, y)| · |v1| | ≥
≥ |v2| · | |α+D3H1(t, x, y)| − |ρ+D2H1(t, x, y)| · |v1/v2| |
≥ ‖(v1, v2)‖ · | |α+D3H1(t, x, y)| − |ρ+D2H1(t, x, y)| · b
−1
0 |
≥
α
100
· ‖(v1, v2)‖
since α 6= 0 and |D3H1|, |D2H1| and b
−1
0 may be made very small. Also |v2| = max{|v1|, |v2|}
because we may take |v2/v1| ≥ b0 > 1. This provides the result on the norm. ⊔⊓
We let t0, ǫ > 0 be such that |t| < t
⋆ and ǫ < min{|t|, |t⋆ − t0|} as in the statement of
Theorems 1 and 2 and observe the following.
Remark 12.2 Expression (19) for f˜t|R implies there are l0, η > 0 such that the smooth
curve cz : T = [t0 − ǫ, t0 + ǫ] −→M
2, t 7→ f(z, t) has slope ≥ η and velocity ≥ l0 at every
point cz(t) independently of z ∈ R and t ∈ T .
If we make ζ = η/3 we get, by lemma 12.3, a b0 > 0 such that this lemma holds for
all sufficiently small Q and t⋆. Setting c0 = η and using the b0 just obtained, lemma 12.2
holds for every sufficiently small t⋆ andQ. We note that (21) of lemma 12.1, on which both
lemmas 12.2 and 12.3 rest, still holds if we shrink Q and t⋆ and, moreover, lemmas 12.2
and 12.3 are independent of each other.
Hence there are a compact neighborhood Q of q and t⋆ > 0 such that both lemmas 12.2
and 12.3 hold with some b0 > 0 and c0 = η, ζ = η/3 > 0.
We are now ready for the
Proof of 11.2: We let w ∈ Q be a regular point with respect to Ft0,ǫ according to
definition 11.3 and pick some t ∈ ∆ = ∆ǫ(t0) and n ≥ 1. Then wn = f
Rn(w, t) ∈ Q and
z = fRn−1(w, t) ∈ R. Moreover since w is regular, its perturbed orbits O(w, s) have the
same return times to Q independently of s ∈ ∆, and so cz is a smooth curve in Q with
slope ≥ c0 = η and speed ≥ l0.
Setting s = σrnt then c = f rn+1−1s ◦ cz : t ∈ T 7→ f
rn+1−1(cz(t), trn+1, · · · , trn+1−1) is a
curve in R with slope ≥ b0 and speed ≥ σ0l0 by lemma 12.2, whereas, by lemma 12.3, fu◦c
is a curve in Q with slope ≤ ζ = η/3 and speed ≥ α
100
σ0l0 for all u ∈ T = [t0 − ǫ, t0 + ǫ].
The regularity of w implies Φ(t, u) = f(c(t), u) to be such that Φ(t, u) ∈ fRn+1(w,∆) ⊂
Q for every (t, u) ∈ T × T . In short we have{
slope (D1Φ) ≤ η/3
‖D1Φ‖ ≥
α
100
· σ0l0
and
{
slope (D2Φ) ≥ η
‖D2Φ‖ ≥ l0
. (22)
Noting that DΦ is the derivative of fRn+1(w, .) with respect to the Rnth and Rn+1th
coordinates at t, we have DΦ = DRn,Rn+1f
Rn+1(w, t) : R2 −→ Twn+1M
2 is a surjection for
every t ∈ ∆. We conclude that fRn+1w : ∆ −→ M
2, t 7→ fRn+1(w, t) is a submersion. This
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Figure 7: The iterations in the proof of proposition 11.2.
immediately gives 11.2(2) by definition of fRn+1(w, ν∞), because the inverse image by a
submersion preserves sets of measure zero.
Making t = (s, s, s, . . .) ∈ ∆ for some s ∈ T , since the bounds in (22) do not depend
on t, we deduce from fRn+1(w,∆) ⊃ Φ(T × T ) that there is ξ0 = ξ0(s) > 0 such that
fRn+1(w,∆) contains a ball of radius ξ0 around Φ(s, s) = f
Rn+1
s (w) as stated in 11.2(1).
⊔⊓
13 Regularity of Limit Points
Let z ∈ Q be V -recurrent with ν∞(V ) > 0 and let t be a V -generic vector and w ∈ ω(z, t).
Claim 13.1 If some θ ∈ ∆ takes w to Q after k ≥ 1 iterates, then every other ϕ ∈ ∆
must do the same.
Indeed, if k ≥ 1 and θ ∈ ∆ are such that fk(w, θ) ∈ Q and there is ϕ ∈ ∆ such that
fk(w, ϕ) 6∈ Q, then we must have fk−1(w, θ) ∈ R and fk−1(w, ϕ) 6∈ R.
By connectedness of T k−1 and continuity of fk (v. property 2.1) there must be ψ ∈ ∆
such that fk−1(w, ψ) ∈ A. Since A is open and w ∈ ω(z, t) with t V -generic, we may find
for small δ > 0 a n ∈ N (according to lemma 5.2) such that for every s ∈ V satisfying
d(s, t) < δ, dM(f
n(z, s), w) < δ and d(σns, ψ) < δ it holds that fn+k−1(z, s) ∈ A, and so
fn+k(z, s) ∈ (U ∪Q′)c. Moreover, these points form a set of positive ν∞-measure.
According to remark 12.1 (the n above can be made arbitrarily big, bigger than N in
particular), those s cannot define a perturbed orbit O(z, s) with infinitely many returns
to Q, which contradicts the assumptions on z and V .
The previous arguments readily prove
Claim 13.2 The orbit of w under any θ ∈ ∆ cannot fall outside of U ∪Q′.
Claim 13.3 If some θ ∈ ∆ keeps the orbit O(w, θ) inside U for all kth iterates with
k ≥ k0, then every other ϕ ∈ ∆ must do likewise.
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In fact, if θ ∈ ∆ is such that fk(w, θ) ∈ U for all k ≥ k0 for some k0 ∈ N and there
are k1 ≥ k0 and ϕ ∈ ∆ such that f
k1(w, ϕ) 6∈ U , then by the connectedness of T k1,
property 2.1 and the separation between U and Q′ given by item VII, there is ψ ∈ ∆
satisfying fk1(w, ψ) ∈ (U∪Q′)c. We may now repeat the arguments proving the preceding
claim.
For w ∈ ω(z, t) with t a V -generic vector we have the following alternatives:
1. w returns to Q a finite number of times only under every θ ∈ ∆;
2. w never passes through Q under every θ ∈ ∆;
3. w returns to Q infinitely often and r(w, s, n) = r(w, n), s ∈ ∆, n ≥ 1.
Since w cannot get out from U ∩ Q′ by claim 13.2, alternatives 1 and 2 imply that
the orbits of w stay forever in U after some finite number of iterates or never leave U ,
respectively. For our purposes it is enough to suppose w ∈ ω(z, t) ∩ Q.
13.1 Finite Number of Returns
First we eliminate alternative 1. By claims 13.1 and 13.3 the return times to Q and the
iterate after which the orbits remain forever in U do not depend on the perturbation
vector.
Let r0 ∈ N be the last return iterate of w to Q under every θ ∈ ∆. The point
w is like a regular point up to iterate r0 and so the arguments in section 12 show that
f r0(w,∆) contains a curve c with slope ≥ η and speed ≥ l0 at every point. So its length
is ≥ 2ǫ · l0 = a0 > 0 and since w ∈ ω(z, t), no orbit is allowed to leave U ∪ Q
′. Hence
fk(c,∆) ⊂ U for all k ≥ 1. In particular, ck = f
k
t0
(c) = fk(c, t0) ⊂ U , k ≥ 1.
According to the previous section, after NQ iterates curve c will have all its tangent
vectors in Cu and keep them this way for all iterates onward, because ck ⊂ U for all k ≥ 1.
Since Cu is a field of unstable cones, the length of ck will grow without bound with ck
being an unstable curve always inside U .
This is a contradiction, since U is a small neighborhood of a hyperbolic set Λt0 of
saddle type which is the maximal invariant set inside U .
13.2 No Returns
Let w be as in alternative 2. Consequently fkt0(w) ∈ U for all k ≥ 1. Since Λt0 is
the maximal invariant set inside U , we deduce that if γu is a small segment of Hut0(w)
centered at w, then it is not possible that fkt0(γ
u) ⊂ U for all k ≥ 1. Likewise if we
replace U by B(U, ρ), by item VII. Hence, writing γu+, γ
u
− the two segments such that
γu+ ∪ γ
u
− = γ
u and γu+ ∩ γ
u
− = {w}, there are k± ≥ 1 and nonempty intervals I+ ⊂ γ
u
+,
I− ⊂ γ
u
− satisfying f
i
t0
(I±) ⊂ B(U, ρ) for 1 ≤ i ≤ k and f
k+1
t0
(I±) ⊂ (B(U, ρ) ∪ B(Q′, ρ))
c
— because B(U, ρ) ∩ B(Q′, ρ) = ∅ and by connectedness of γu± (v. figure 8).
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Let x ∈ I± and y ∈ H
s
t0
(x). Then we have dM(f
k
t0
(x), fkt0(y)) ≤ Cλ
kdM(x, y) where
1 > λ ≥ |λt| for |t| < t
⋆. So every y ∈ Hst0(x) with dM(x, y) ≤ C
−1λ−k · ρ/2 satisfies
fkt0(y) ∈ (U ∪Q
′)c.
γ u
B+
I+
I
z j
c j
B(U,    )ρ
B(Q’,    )ρ
t0
fk+1( I + )
w
-
B
-
Figure 8: The situation near w and the image of I±
Geometrically this means that near w there are two strips B± made of H
s
t0
-leaves with
length C−1λ−k · ρ/2 and whose intersection with γu is I± (cf. figure 8).
Making γu small and k big we can make the length of B± big and the distance to
w small. The angle between leaves in B± and γ
u is near a straight angle in the ϕt0-
coordinates of L ⊃ Q ∋ w, since the slope of Hst0 is near 0.
Let n1 < n2 < n3 < . . . be such that zj = f
nj(z, t) −→ w when j → ∞. We
define cj : T −→ L, u 7→ fu(f
nj−1(z, t)), the perturbation curve through zj and observe
that either B+ or B− intersects cj(T ) in a segment of positive length ≥ a1 > 0, since
slope (c′j(u)) ≥ η and the length of cj is ≥ a0 > 0, for all u ∈ T and j ≥ 1.
This means there is a segment Sj of length ≥ a2 > 0 in T such that cj(Sj) ⊂ B± and
thus fk+1t0 (cj(Sj)) ⊂ (U ∪ Q
′)c.
According to lemma 5.3, for every 0 < γ, δ < 1 we can find k0 ∈ N such that for all
j ≥ k0 we have ν(pnjVnj−1(t, nj−1, s)) ≥ 1−δ for a positive measure set Vnj−1 ⊂ V and a
set of s ∈ ∆ with ν∞-measure ≥ 1−γ. Hence, since k is fixed, we may find for j big a s ∈ ∆
very close to t0 = (t0, t0, . . .) (taking γ > 0 small) such that ν(Sj∩pnjVnj−1(t, nj−1, s)) > 0
and fk+1s (cj(Sj)) ⊂ (U ∪Q
′)c.
We have shown that inside V there is a positive measure set whose perturbation vectors
send z into (U ∪Q′)c after nj + k + 1 iterates, where j (and nj) may be made arbitrarily
big. This contradicts the assumption of V -recurrence on z, since those perturbed orbits
will never again return to Q. Alternative 2 is thus impossible.
13.3 Bounded First Return Times
The points w ∈ ω(z, t) ∩Q with t a V -generic vector satisfy alternative 3. Going back to
the arguments in subsection 13.1, we have an unstable curve c in fk(w,∆) whose length
cannot grow unbounded. Therefore it must leave U and go to Q (since w no orbit may
leave U ∪ Q′) after a finite number or iterates bounded by some J ∈ N. We observe
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that since the length of c is ≥ 2ǫ · l0 and the diameter of R is finite, we must have
(2ǫl0) · σ
J ≈ diam (R).
This proves proposition 11.1 and Theorem 2.
Remark 13.1 We may drop the first tangency condition of subsection 11.1 if we strengthen
definition 11.2 of V -recurrent point by adding the following item
3. for ν∞-a.e t ∈ V there is n = n(t) ≥ 1 s.t. fk(z, t) ∈ U ∪ Q for all k ≥ n;
where U is a fixed neighborhood of the basic set p0 belongs to and Q a neighborhood of the
piece of the orbit of tangency outside U .
Lemma 12.1 is now needless and the rest of the proof is unchanged. The scope of the
theorem is enlarged and next section shows how this extra condition on V -recurrence is
not too restrictive.
14 Infinitely many attractors
We start with the particular case of perturbations of sinks.
Definition 14.1 We say f ∈ Diff l(M), l ≥ 1, has a perturbation of a sink in a finite
collection (U0, . . . ,Ur−1) of pairwise disjoint open sets of M if there exists a neighborhood
V of f in Diff l(M) such that, for every continuous arc G = {gt}t∈B ⊂ V with g0 ≡ f , the
following holds:
1. gnt (Ui) ⊂ U(i+n) mod r for every n ≥ 1, t ∈ B
N and 0 ≤ i ≤ r − 1 ;
2. there is a constant β > 0 such that for every point x ∈ Ui, 0 ≤ i ≤ r − 1, every
v ∈ TxM \ {0} and every t ∈ B
N it holds that
lim sup
n→+∞
1
n
log ‖Dgnt (x) · v‖ ≤ −β;
3. with the notation introduced at definition 5.2 we have
diam (ω (Uj ,∆ǫ(0)) ∩ Ui) −→ 0 when ǫ→ 0
+
for every 0 ≤ i ≤ r − 1.
[Where B = B
j
(0, 1) and ∆ǫ(0) = (B
j
(0, ǫ))N as in subsection 2.1].
Next proposition characterizes this kind of invariant domains.
Proposition 14.1 Let f be a C l diffeomorphism of M , l ≥ 1. Then f has a hyperbolic
sink s0 with period k ≥ 1 if, and only if, f has a perturbation of a sink in a neighborhood
(U0, . . . ,Ur−1) of the orbit s0, s1 = f(s0), . . . , sr−1 = f
r−1(s0) of s0.
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Proof: First some results that locate the limit points near a perturbed sink.
If s0 ∈ M is a hyperbolic sink for f with period r, then for some 0 < λ1 < 1 every
eigenvalue λ ∈ C of Df r(s0) satisfies |λ| ≤ λ1. Moreover, given some λ1 < υ < 1 there are
δ > 0 and a neighborhood V of f in Diff l(M) – both may be made arbitrarily small – such
that each eigenvalue λ ∈ C of Dgr(x) satisfies |λ| ≤ υ for every g ∈ V and x ∈ B(s0, δ).
Consequently
dM(g
r(x), gr(y)) ≤ υ · d(x, y) for every x, y ∈ B(s0, δ) and g ∈ V. (23)
So, writing si = f
i(s0), we see that (U0 = B(s0, δ), . . . ,Ur−1 = B(sr−1, δ)) is a finite
collection of pairwise disjoint (we may take δ < 1
2
min{dM(si, sj) : 0 ≤ i < j ≤ r − 1})
open sets of M that satisfies conditions 1 and 2 of definition 14.1.
To get condition 3 we have the next
Lemma 14.2 Let G = {gt}t∈I ⊂ V be some continuous arc in Diff
l(M) with g0 ≡ f . Let
Pi = {si(t) : t ∈ B} be the set of analytic continuations of the orbit O(s0) of the sink s0
with respect to gt, t ∈ B.
If we fix x ∈ Ui, 0 ≤ i ≤ r − 1, and t ∈ ∆, then we have
dM(y, Pj) ≤
υ
1− υ
·max{diam (Pk) : 0 ≤ k ≤ r − 1},
for every y ∈ ω(x, t) ∩ Uj, j = 0, . . . , r − 1.
Proof: This is an easy consequence of (23). ⊔⊓
We now know that ω(x, t) ⊂ B(P, γ) where γ = υ
1−υ
·max{diam (Ph) : 0 ≤ h ≤ r− 1}
and, since s0 is an hyperbolic sink for f ≡ g0, we have
diam ({sh(t) : t ∈ B
j
(0, ǫ)}) −→ 0 when ǫ −→ 0+
by the structural stability results for such attractor.
Therefore item 3 holds for (U0, . . . ,Ur−1) constructed above and we have shown that
in a neighborhood of the orbit of every hyperbolic sink there is a perturbation of sink.
Conversely, let us suppose f has a perturbation of a sink in some collection (U0, . . . ,Ur−1)
of pairwise disjoint open sets and take G = {gt}t∈I as in definition 14.1. Then we will
have by definition ω(Ui,∆ǫ1(0)) ⊆ ω(Ui,∆ǫ2(0)) for every small 0 < ǫ1 < ǫ2 and every
0 ≤ i ≤ r − 1. Property 3 of definition 14.1 now ensures there is a point s0 such that
{s0} = ∩ǫ>0[ω(U0,∆ǫ(0)) ∩ U0] since ω(U0,∆ǫ(0)) is a closed set.
Writing 0 = (0, 0, . . .) then 0 ∈ ∆ǫ(0) and ω(s0, 0) ⊂ ω(U0,∆ǫ(0)) for every ǫ > 0. Thus
{s0} = ω(s0, 0) ∩ U0 = ωf(s0) ∩ U0. Considering the dynamics induced in (U0, . . . ,Ur−1)
by the arc G we see that ωf (s0) = {s0, . . . , sr−1} where si = f
i(s0), i = 0, . . . , r − 1.
Since the limit is f -invariant, we have f r(s0) = s0 and found a r-periodic orbit of f . In
addition, property 2 of definition 14.1 guarantees that for each v ∈ T 1s0M = {u ∈ Ts0M :
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‖u‖ = 1} such that v is an eigenvector of Df r(s0) corresponding to the eigenvalue λ ∈ C
(using the complexification of Df r(s0) : Ts0M → Ts0M if need be) the following holds
0 > −β ≥ lim sup
n→+∞
1
rn
log ‖Dfn·r(s0) · v‖ =
1
r
log |λ| =⇒ |λ| ≤ exp(−rβ) < 1
and so sp(Df r(s0)) ⊂ {z ∈ C : |z| < 1}. Hence s0, . . . , sr−1 is the orbit of an hyperbolic
sink for f .
⊔⊓
14.1 Newhouse’s and Colli’s Phenomena
Let us suppose the family f satisfying the conditions specified in subsection 11.1 is also
in the conditions of Newhouse’s theorem (cf. [N1, N2] and [PT]) on the coexistence of
infinitely many sinks, that is, p0 is a dissipative (|detDf0(p0)| < 1) saddle point.
We may now choose a parameter a > 0 such that fa has infinitely many hyperbolic
sinks in Q. Moreover a > 0 may be taken arbitrarily close to zero (see [PT, Capt. 6])
and thus all the results of previous sections apply to the present setting.
Let N be some positive integer and let us pick N distinct orbits of hyperbolic sinks
for fa in Q: O(s
(i)), i = 1, . . . , N . Since they are hyperbolic attractors, they are isolated:
there exist pairwise disjoint – even separated – open neighborhoods Vi of O(s
(i)), i =
1, . . . , N . Moreover, by the previous subsection, we may construct a perturbation of a
sink inside each Vi associated to O(s
(i)) with respect to an arc Fa,ǫi, for some ǫi > 0, and
every 1 ≤ i ≤ N .
We now observe that a perturbation of a sink obviously is, in particular, a completely
and symmetrically invariant domain. Specifically, each perturbation of a sink constructed
in Vi is a completely and symmetrically invariant domain with respect to the arc Fa,ǫi,
i = 1, . . . , N .
Hence, setting ǫ0 = min{ǫ1, . . . , ǫN}, we have ǫ0 > 0 and the former invariant domains
are also completely and symmetrically invariant with respect to the arc Fa,ǫ for every 0 <
ǫ < ǫ0. Then, by subsection 6.1, there is a minimal domain M
ǫ
i inside each perturbation
of a sink Vi, for every 1 ≤ i ≤ N and noise level 0 < ǫ < ǫ0.
We have thus constructed N distinct minimal invariant domains in Q for the arc Fa,ǫ
for every 0 < ǫ < ǫ0 and proved
Proposition 14.3 Given an arc F as in subsection 11.1 where p0 is a dissipative saddle
point, for every parameter a > 0 sufficiently close to zero such that fa has infinitely many
sinks in Q, we have the following.
For every N ∈ N there exists ǫ0 > 0 such that, for every 0 < ǫ < ǫ0, the number of
minimal invariant domains in Q for the arc Fa,ǫ is no less than N .
We now remark that what enables us to build an invariant domain in a neighborhood
of a sink is the fact that it is attractive: given any neighborhood U of the orbit of a
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sink s0, . . . , sr−1 there is another neighborhood V ⊂ V ⊂ U of the same orbit such that
f(V ) ⊂ V (a trapping region). By continuity, this persists for any diffeomorphism g close
to f and hence we get an invariant domain.
In [C] E. Colli shows how to have infinitely many He´non-like attractors when generi-
cally unfolding an homoclinic tangency under the same conditions of Newhouse’s theorem.
These attractors are separated like the infinity of sinks in the Newhouse phenomenon and
each one admits a trapping region according to [BM] and [V]. Specifically, the construc-
tions described in [C] can be carried out verbatim within a restricted set of parameter
values having this property, without altering the statements of any theorem in that paper.
Consequently we may state and prove a proposition analogous to 14.3 replacing sink
by He´non-like attractor in the paragraphs above.
15 Some Conjectures
The methods used in this paper are prone to generalization. We propose some here.
(1) Is there some similar result to Theorem 1 for flows? The kind of perturbation to
perform is part of the question.
(2) In section 14 a characterization is given for invariant domains originating from a per-
turbation of a sink. Is there some similar characterization of an invariant domain
obtained by a perturbation of an He´non-like strange attractor?
(3) The same question regarding perturbations of elliptic islands. This is more subtle: we
may ask whether there is some invariant domain near an elliptic island.
(4) We did not look at what happens to the physical probabilities when the noise level
ǫ > 0 tends to zero. Does the limit exist? If it does then it must be an f -invariant
probability measure. Is it an SRB-measure?
(5) Globally what can we say about the stochastic stability of the infinitely many Dirac (in
Newhouse’s phenomemon) or SRB (in Colli’s phenomenon) measures in a neighborhood
of a homoclinic tangency point? Here a global notion of stochastic stability is required,
see e.g. [V2]: if µi are the SRB measures of f (i = 1, 2, . . .), time averages of each
continuous ϕ along almost all random orbits should be closed to the convex hull of the∫
ϕdµi for small ǫ > 0.
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