An\'alise Est\'atica de C\'odigo-Fonte by da Costa, Joenio Marques
Ana´lise Esta´tica de Co´digo-Fonte
Joenio Marques da Costa
joenio@joenio.me
2 de julho de 2019
1 Introduc¸a˜o
Este artigo apresenta um resumo teo´rico sobre ana´lise esta´tica de co´digo-fonte,
passando por definic¸a˜o, principais usos e aplicac¸o˜es, detalhes de como ana´lise
esta´tica e´ realizada, seus formatos de representac¸a˜o intermedia´rio, modelos e
te´cnicas de ana´lise mais comuns, finaliza apresentando um conjunto de ferra-
mentas de ana´lise esta´tica de livre acesso e dispon´ıveis livremente para down-
load, ferramentas de software acadeˆmico desenvolvidas por cientistas durante
seus trabalhos de pesquisa e que ainda possuem baixo reconhecimento entre
seus pares [6], portanto, sendo necessa´ria sua divulgac¸a˜o.
Este trabalho esta´ licenciado sob a Licenc¸a Atribuic¸a˜o-CompartilhaIgual 4.0
Internacional Creative Commons. Para visualizar uma co´pia desta licenc¸a, vi-
site http: // creativecommons. org/ licenses/ by-sa/ 4. 0/ ou mande uma
carta para Creative Commons, PO Box 1866, Mountain View, CA 94042, USA.
O co´digo-fonte deste artigo escrito em LATEXesta´ dispon´ıvel em http: //
gitlab. com/ joenio/ analise-estatica .
2 Ana´lise esta´tica de co´digo-fonte
A ana´lise esta´tica de co´digo-fonte e´ o primeiro passo para coletar informac¸o˜es
necessa´rias em diversas atividades de verificac¸a˜o, medic¸a˜o e melhoria da quali-
dade de produtos de software [7, 16]. Ela e´ realizada com base no co´digo-fonte
de um programa ou sistema de software, e a partir da´ı descobre problemas e
propriedades de sua qualidade estrutural [5].
Ferramentas de ana´lise esta´tica esta˜o dispon´ıveis ha´ de´cadas, em especial,
para programadores. A ferramenta Lint [15], considerada a primeira ferramenta
de ana´lise esta´tica [9], foi criada para examinar programas escritos em lingua-
gem C e aplicar regras de tipagem mais estritas do que as regras dos pro´prios
compiladores da linguagem.
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Ana´lise esta´tica de co´digo-fonte tem como objetivo prover informac¸o˜es acerca
de um programa a partir do seu co´digo-fonte sem necessidade de execuc¸a˜o, e
sem requerer qualquer outro artefato do programa ale´m do pro´prio co´digo.
E´ um ramo que possui muitas das suas abordagens em comum com os estudos
da a´rea de ana´lise de programas (program analysis), especialmente na a´rea de
compiladores, onde atua especialmente nas primeiras etapas do processo de
compilac¸a˜o.
A ana´lise esta´tica de co´digo-fonte e´ considerada uma atividade meio com ob-
jetivo de suportar uma variedade de tarefas comuns da engenharia de software;
muitas dessas tarefas sa˜o substancialmente u´teis em atividades de manutenc¸a˜o.
[4] define uma extensa lista dessas atividades, incluindo:
• Ana´lise de performance
• Compreensa˜o de programas
• Desenvolvimento baseado em
modelos
• Detecc¸a˜o de clones
• Evoluc¸a˜o de software
• Garantia de qualidade
• Localizac¸ao de falhas
• Manutenc¸a˜o de software
• Recuperac¸a˜o arquitetural
• Testes
Seja em qual atividade for, a ana´lise esta´tica possui uma importaˆncia sig-
nificativa, pois ao ser capaz de extrair informac¸o˜es diretamente do co´digo-fonte
de um programa, pode auxiliar a responder perguntas necessa´rias para as diver-
sas atividades de desenvolvimento e evoluc¸a˜o de software. Esta importaˆncia se
torna ainda mais aparente diante da “lei” da tendeˆncia para execuc¸a˜o [12] que
indica que todos os tipos de notac¸a˜o tem a tendeˆncia de se tornar executa´veis.
3 Usos da ana´lise esta´tica de co´digo-fonte
A ana´lise de programas trata, de modo geral, da descoberta de problemas e
fatos sobre programas, ela pode ser realizada sem a necessidade de executar o
programa (ana´lise esta´tica) ou com informac¸o˜es provenientes de sua execuc¸a˜o
(ana´lise dinaˆmica).
A ide´ia de que programas de computador podem ser utilizados para anali-
sar co´digo-fonte de outros programas tem uma histo´ria de mais de 40 anos. O
programa PFORT [23] foi projetado para localizar potenciais problemas na por-
tabilidade de co´digo Fortran; em func¸a˜o da diversidade de dialetos de Fortran,
uma compilac¸a˜o sem erros na˜o indicava que o programa estava correto segundo
os padro˜es da linguagem [25].
Desde enta˜o, ferramentas de ana´lise esta´tica de co´digo-fonte teˆm surgido para
os mais diversos fins – muitas delas a partir das pesquisas e desenvolvimentos da
a´rea de compiladores. O parser utilizado nessas ferramentas teˆm funcionalidades
ana´logas aos analisadores usados em compiladores [2].
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O uso de tais ferramentas tem se tornado mais e mais comum no ciclo de
desenvolvimento de software, sendo aplicadas em uma infinidade de atividades
distintas visto que o campo de aplicac¸a˜o destas ferramentas e´ bastante variado,
cobrindo diferentes objetivos e atividades [5].
3.1 Verificac¸a˜o de tipos
A forma mais amplamente utilizada de ana´lise esta´tica, e uma das quais os pro-
gramadores esta˜o mais familiarizados, e´ a checagem de tipo. Programadores
da˜o pouca atenc¸a˜o a isto, visto que as regras sa˜o definidas pela linguagem de
programac¸a˜o e executadas pelo pro´prio compilador, de forma que na˜o se torna
necessa´rio entender como a ana´lise acontece. No entanto, esta atividade de veri-
ficac¸a˜o e´ ana´lise esta´tica e elimina toda uma categoria de erros de programac¸a˜o.
Por exemplo, previne que programadores acidentalmente atribuam valores de
forma incorreta a varia´veis. Ainda, ao capturar erros em tempo de compilac¸a˜o,
esta checagem de tipo previne erros em tempo de execuc¸a˜o.
3.2 Verificac¸a˜o de estilo
Os verificadores de estilo sa˜o um tipo de ana´lise esta´tica que aplicam regras de
forma mais superficial do que os verificadores de tipo. Sa˜o regras relacionadas a
espac¸os em branco, nomes, func¸o˜es depreciadas, comenta´rios, estrutura do pro-
grama, entre outros. A maioria dos verificadores de estilo costumam ser bem
flex´ıveis quanto ao conjunto de regras que aplicam uma vez que os programado-
res costumam ser bastante apegados aos seus pro´prios estilos de programac¸a˜o.
Os erros reportados por verificadores de estilo sa˜o aqueles que afetam a leitura
e a manutenabilidade do co´digo-fonte, na˜o indicando potenciais erros em tempo
de execuc¸a˜o como fariam os verificadores de tipo.
3.3 Compreensa˜o de programas
Ferramentas de compreensa˜o de programa ajudam programadores a terem uma
visa˜o clara frente a grandes programas de computador, ou seja, programas com
alto volume de co´digo-fonte. Ambientes de desenvolvimento integrados (IDE)
geralmente incluem funcionalidade de compreensa˜o, por exemplo, “encontrar
todos os usos de um certo me´todo” ou “encontrar a declarac¸a˜o de uma varia´vel
global”. Ana´lises mais avanc¸adas chegam a incluir, por exemplo, refatorac¸a˜o
automa´tica. Estas ferramentas de compreensa˜o tambe´m sa˜o u´teis para progra-
madores interessados em entender co´digo-fonte escrito por outros programado-
res.
3.4 Verificac¸a˜o de programas
Ferramentas de verificac¸a˜o de programa aceitam como entrada uma especi-
ficac¸a˜o e um conjunto de co´digo-fonte e tenta provar que o co´digo esta´ deacordo
com a especificac¸a˜o. Quando a especificac¸a˜o e´ uma descric¸a˜o completa de todo
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o programa, a ferramenta de verificac¸a˜o podera´ realizar uma checagem de equi-
valeˆncia para garantir que o co´digo-fonte e a especificac¸a˜o combinam de forma
exata. Programadores raramente teˆm acesso a uma especificac¸a˜o detalhada
suficientemente para ser usada numa checagem de equivaleˆncia, o trabalho de
criar esta especificac¸a˜o pode ser maior do que o trabalho de escrever o pro´prio
co´digo-fonte do programa, desta forma este tipo de verificac¸a˜o formal raramente
acontece. Sendo mais comum a verificac¸a˜o em relac¸a˜o a uma especificac¸a˜o par-
cial que detalha apenas parte do comportamento do programa. Isto costuma
ser chamado de verificac¸a˜o de propriedade, grande parte das ferramentas de ve-
rificac¸a˜o de propriedade funcionam aplicando infereˆncias lo´gicas ou verificac¸a˜o
de modelos.
3.5 Localizac¸a˜o de bugs
O propo´sito de uma ferramenta de localizac¸a˜o de bugs na˜o esta´ em questo˜es
de formatac¸a˜o, como e´ a verificac¸a˜o de estilo, nem em realizar uma exaustiva e
completa comparac¸a˜o contra uma especificac¸a˜o, como uma ferramenta de veri-
ficacao de programa. Ao inve´s disso, um localizador de bugs esta´ preocupado
em apontar locais onde o programa, possivelmente, ira´ se comportar de forma
inesperada. A maioria das ferramentas de localizac¸a˜o de bugs sa˜o fa´ceis de usar
porque costumam vir com um conjunto de regras (bug idioms) para descric¸a˜o
de padro˜es de co´digo que indicam bugs. Algumas destas ferramentas costu-
mam usar os mesmos algoritmos utilizados por ferramentas de verificac¸a˜o de
propriedade.
3.6 Avaliac¸a˜o de seguranc¸a
Ferramentas de ana´lise esta´tica para seguranc¸a usam as mesmas te´cnicas encon-
tradas nas outras ferramentas, mas por ter um propo´sito diferente, identificar
problemas de seguranc¸a, aplicam estas te´cnicas de forma diferente. As primei-
ras ferramentas de seguranc¸a (ITS4, RATS, Flawfinder) eram pouco mais do
que um “grep” melhorado; na maior parte, elas escaneavam o co´digo procu-
rando por func¸o˜es como por exemplo “strcpy()” que sa˜o facilmente usadas de
forma inadequada e devem ser inspecionadas manualmente no processo de re-
visa˜o de co´digo-fonte. A evoluc¸a˜o deste tipo de ferramenta de seguranc¸a levou
a te´cnicas h´ıbridas de verificac¸a˜o de propriedade e de localizac¸a˜o de bugs, de
forma que muitas propriedades de seguranc¸a podem ser suscintamente expressas
como propriedades de programas.
4 Anatomia da ana´lise de co´digo-fonte
Ferramentas de ana´lise esta´tica de co´digo-fonte esta˜o organizadas em partes
ou componentes, responsa´veis por implementar treˆs func¸o˜es ba´sicas [7, 4]: a)
extrac¸a˜o de dados, b) gerac¸a˜o de representac¸a˜o intermedia´ria, e c) ana´lise. A
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ferramenta de ana´lise de co´digo-fonte CodeSonar1, por exemplo, segue tal orga-
nizac¸a˜o e realiza cada uma das 3 func¸o˜es em etapas distintas, conforme mostra
a Figura 1.
Figura 1: CodeSonar: Representac¸a˜o da Ana´lise Esta´tica [11]
4.1 Extrac¸a˜o de dados
O processo de recuperar dados para futuro processamento ou armazenamento e´
chamado de extrac¸a˜o de dados, e´ o primeiro componente da ana´lise de co´digo-
fonte e e´ responsa´vel por ler o co´digo-fonte do programa e gerar uma ou mais
representac¸o˜es intermedia´rias. Em esseˆncia, este componente converte a sintaxe
de um programa em uma outra sintaxe abstrata e mais adequada para ana´lise
posterior. Este componente e´ usualmente chamado de analisador sinta´tico (ou
parser) e apesar de teoricamente na˜o ser uma tarefa dif´ıcil, apresenta enormes
desafios diante da complexidade das linguagens de programac¸a˜o modernas.
4.2 Representac¸a˜o intermedia´ria
Exportar os dados extra´ıdos para uma representac¸a˜o intermedia´ria e´ uma es-
trate´gia comum para facilitar ana´lise e transformac¸a˜o de dados e possivelmente
adic¸a˜o de metadados.
1https://www.grammatech.com/products/codesonar
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Os dados obtidos na extrac¸a˜o precisam ser representados em um formato
mais abstrato. Esta e´ a responsabilidade do segundo componente da ana´lise
de co´digo-fonte: armazenar os dados coletados usando uma representac¸a˜o in-
termedia´ria em formato mais adequado para ana´lise automa´tica, abstraindo
aspectos particulares do programa e da linguagem de programac¸a˜o.
Alguns tipos de representac¸a˜o intermedia´ria teˆm sua origem na a´rea de com-
piladores; algumas delas sa˜o produzidas diretamente pelo parser enquanto ou-
tras requerem uma ana´lise espec´ıfica. Os formatos mais comuns sa˜o geralmente
baseados em grafos. Alguns formatos comumente utilizados sa˜o:
• A´rvore sinta´tica abstrata
• Grafo de fluxo de controle
• A´rvore sinta´tica abstrata deco-
rada
• Grafo de dependeˆncia de
mo´dulos
• Atribuic¸a˜o esta´tica u´nica
• Grafo de dependeˆncia de valores
Estas representac¸o˜es podem ser utilizadas tanto na ana´lise esta´tica quanto
na ana´lise dinaˆmica. O uso de um ou outro formato depende do tipo de ana´lise
e seu propo´sito. Pode-se combinar diferentes tipos no sentido de enriquecer e
estruturar a informac¸a˜o extra´ıda.
4.3 Ana´lise
Este componente e´ responsa´vel por realizar infereˆncias a partir dos dados re-
presentados internamente. O processo requer que as informac¸o˜es armazenadas
estejam interconectadas e tambe´m interrelacionadas com conhecimento ante-
rior. Esta ana´lise pode gerar conhecimento quantitativo ou qualitativo, como,
por exemplo, me´tricas de software ou minerac¸a˜o de dados, respectivamente.
Te´cnicas de visualizac¸a˜o podem ser usadas para apoiar este processo.
Diversas te´cnicas foram desenvolvidas ao longo do tempo para realizar ana´lise,
algumas delas sa˜o brevemente descritas na sec¸a˜o 6.
5 Formatos de representac¸a˜o intermedia´ria
Essencialmente, um formato de representac¸a˜o intermedia´ria e´ uma abstrac¸a˜o
precisa das propriedades de um programa representado em um domı´nio menor.
Os compiladores normalmente constroem esta representac¸a˜o a fim de possuir
um modelo do programa sendo compilado, e´ comum que compiladores utilizem
diversos formatos durante o curso da compilac¸a˜o.
Em ferramentas de ana´lise esta´tica estes formatos sa˜o utilizados durante
a fase de ana´lise para cumprir diversos objetivos, como por exemplo, calcular
me´tricas de co´digo-fonte. A me´trica de complexidade cicloma´tica de McCabe
[19], por exemplo, e´ definida com base no grafo de fluxo de controle (Control
Flow Graph - CFG) do programa com o seguinte ca´lculo CC = e−n+2p. Onde:
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e e´ o nu´mero de arestas; n e´ o nu´mero de no´s; e p e´ o nu´mero de componentes
fortemente conectados no grafo.
Assim, percebe-se que cada formato de representac¸a˜o intermedia´ria [20, 24,
7, 22] pode ter fins e objetivos bastante distintos.
5.1 A´rvore sinta´tica abstrata
A a´rvore sinta´tica abstrata (AST - Abstract Syntax Tree) representa um pro-
grama tratando os elementos do co´digo-fonte como operadores e operandos or-
ganizados em no´s numa a´rvore, este formato de representac¸a˜o e´ muito popular
em tradutores source-to-source2.
5.2 Grafo de fluxo de controle
O grafo de fluxo de controle (CFG - Control Flow Graph ou Call Graph) e´
um grafo direcionado representando a estrutura de controle de um programa
e sua sequeˆncia de instruc¸o˜es, onde as arestas mostram os poss´ıveis caminhos
de execuc¸a˜o. Este formato e´ amplamente utilizado em me´todos formais para
otimizac¸a˜o de co´digo-fonte.
5.3 Grafo de fluxo de dados
O grafo de fluxo de dados (DFG - Data Flow Graph) e´ tambe´m um grafo
direcionado onde as arestas representam o fluxo de dados entre as operac¸o˜es do
programa, este formato pode ser visto como um companheiro do grafo de fluxo
de controle (CFG) e pode ser gerado ao longo de uma mesma ana´lise.
5.4 A´rvore sinta´tica abstrata decorada
A´rvore sinta´tica abstrata decorada (DAST - Decorated Abstract Syntax Tree)
e´ uma a´rvore sinta´tica abstrata (AST) melhorada atrave´s de um processo de
definic¸ao de atributos para os s´ımbolos do programa de forma declarativa com
uso de uma Grama´tica de Atributos3.
5.5 Grafo de dependeˆncia de mo´dulos
O grafo de dependeˆncia de mo´dulos (MDG - Module Dependence Graph) e´ um
grafo onde os mo´dulos sa˜o representados como no´s e as arestas representam as
relaco˜es entre eles, indicando dependeˆncia entre os mesmos.
2http://en.wikipedia.org/wiki/Source-to-source compiler
3https://en.wikipedia.org/wiki/Attribute grammar
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5.6 Atribuic¸a˜o esta´tica u´nica
Atribuic¸a˜o esta´tica u´nica (SSA - Static Single Assignment) pode ser vista como
uma variac¸a˜o ou uma propriedade de outros formatos de representac¸a˜o inter-
media´ria, e´ um me´todo que faz cada varia´vel ser atribu´ıda apenas uma u´nica
vez, facilitando a descoberta de informac¸oes sobre os dados representados.
5.7 Grafo de dependeˆncia de valores
O grafo de dependeˆncia de valores (VDG - Value Dependence Graph) e´ uma
variac¸a˜o que melhora (ao menos para algumas ana´lises) os resultados obtidos
a partir da atribuic¸a˜o esta´tica u´nica (SSA). Ele representa tanto o fluxo de
controle quanto o fluxo de dados e assim simplifica a ana´lise.
[26] enumera e descreve uma quantidade significativa de grafos de repre-
sentac¸a˜o interna para programac¸a˜o funcional.
6 Te´cnicas de ana´lise
Inu´meras te´cnicas e me´todos distintos podem ser utilizados pelas ferramentas de
ana´lise esta´tica, seja com o objetivo de verificac¸a˜o de tipos, localizac¸a˜o de bugs,
compreensa˜o de programas, avaliac¸a˜o de seguranc¸a, ou outra finalidade qual-
quer. Segundo [8, 17, 13] as te´cnicas e me´todos mais comumente encontrados
nas ferramentas atuais sa˜o apresentados a seguir.
Ana´lise le´xica. A ana´lise le´xica e´ responsa´vel por quebrar o programa em
pequenos fragmentos (ou tokens) e verificar se estes fragmentos sa˜o pa-
lavras va´lidas para uma dada linguagem. A ana´lise le´xica na˜o leva em
considerac¸a˜o a sintaxe do programa, sua semaˆntica ou a interac¸a˜o entre
mo´dulos.
Combinac¸a˜o de padro˜es de texto. A combinac¸a˜o de padro˜es de texto (Text-
based Pattern Matching) e´ a maneira mais simples e ra´pida de procurar
vulnerabilidades num co´digo-fonte.
Infereˆncia de tipos. A infereˆncia de tipos (Type inference) refere-se a iden-
tificar o tipo de varia´veis e func¸o˜es e avaliar se o acesso a elas esta´ em
conformidade com as regras da linguagem. Linguagens de programac¸a˜o
com sistema de tipagem incluem mecanismos deste tipo de ana´lise.
Ana´lise de fluxo de dados. A ana´lise de fluxo de dados (Data flow analysis)
resume-se a coletar informac¸a˜o semaˆntica do co´digo-fonte do programa, e
com me´todos alge´bricos deduzir a definic¸a˜o e uso das varia´veis em tempo
de compilac¸a˜o. O objetivo e´ mostrar que nenhum caminho de execuc¸a˜o
do programa acessa uma varia´vel sem definic¸a˜o ou atribuic¸a˜o pre´via.
Verificac¸a˜o de regra. A verificac¸a˜o de regra (Rule checking) consiste em checar
a seguranc¸a do programa atrave´s de um conjunto de regras pre´-estabelecidas.
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Ana´lise de restric¸a˜o. A ana´lise de restric¸a˜o (Constraint analysis) consiste em
gerar e resolver restric¸o˜es no processo de ana´lise de um programa.
Comparac¸a˜o de caminho. Comparac¸a˜o de caminho (Patch comparison) inclui
comparac¸a˜o de caminho de co´digo-fonte e de co´digo-bina´rio e e´ usada
principalmente para encontrar brechas de vulnerabilidade ja´ “conhecidas”
e previamente divulgadas por fornecedores e praticantes da indu´stria de
software.
Execuc¸a˜o simbo´lica. A execuc¸a˜o simbo´lica (Symbolic execution) e´ usada para
representar as entradas de um programa atrave´s do uso de valores simbo´licos
ao inve´s de dados reais, produz expresso˜es alge´bricas sobre a entrada dos
s´ımbolos do programa durante o processo de implementac¸a˜o e pode detec-
tar possibilidade de erros.
Interpretac¸a˜o abstrata. Interpretac¸a˜o abstrata (Abstract interpretation) e´ uma
descric¸a˜o formal da ana´lise do programa. Pelo fato de apenas controlar
atributos de programa de preocupac¸ao dos usua´rios, a interpretac¸a˜o da
ana´lise semaˆntica e´ similar ao seu significado semaˆntico real.
Prova de teoremas. Prova de teoremas (Theorem proving) e´ baseada na ana´lise
semaˆntica do programa. Converte o programa em fo´rmulas lo´gicas e enta˜o
tenta provar que o programa e´ um teorema va´lido usando regras e axiomas.
Verificac¸a˜o de modelo. O processo de verificac¸a˜o de modelos (Model checking)
primeiro constro´i um modelo formal do programa tal como uma ma´quina
de estados ou um grafo direcionado, enta˜o examina e compara o modelo
para verificar se o sistema cumpre as caracter´ısticas pre´-definidas. Esta
te´cnica requer a definic¸a˜o e descric¸a˜o das propriedades que devem ser
verificados por um pedac¸o de software.
Verificac¸a˜o formal. Verificac¸a˜o formal (Formal Checking ou Compliance Analy-
sis) e´ o processo de provar de forma automatizada que o co´digo do pro-
grama esta´ correto em relac¸a˜o a uma especificac¸a˜o formal dos seus requi-
sitos.
Ana´lise de fluxo da informac¸a˜o. Ana´lise de fluxo da informac¸a˜o (Information
Flow Analysis) identifica como a execuc¸a˜o de uma unidade de co´digo cria
dependeˆncia entre entradas e sa´ıdas.
Verificac¸a˜o de sintaxe. Verificac¸a˜o de sintaxe (Syntax Checks) tem o objetivo
de encontrar violac¸a˜o de regras tais como expresso˜es mal-formadas ou fora
do padra˜o.
Verificac¸a˜o de intervalo. A ana´lise de verificac¸a˜o de intervalo (Range Checking)
tem o objetivo de verificar que os valores dos dados permanecem dentro
de intervalos especificados, bem como manter a precisa˜o especificada.
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Diante a variedade e a constante evoluc¸a˜o da a´rea de ana´lise esta´tica [21]
fez um estudo propondo uma taxonomia e um conjunto de dimenso˜es para
caracterizac¸a˜o de ferramentas de ana´lise esta´tica, la´ e´ poss´ıvel obter uma visa˜o
ampla e abrangente dos conteitos e temas da a´rea.
7 Ferramentas de ana´lise esta´tica
A variedade de aplicac¸a˜o e a constante evoluc¸a˜o da a´rea de ana´lise esta´tica, tanto
na indu´stria quando na academia, resulta em estudos teo´ricos e pra´ticos, novas
ferramentas, modelos e algoritmos de ana´lise esta´tica. Ferramentas de ana´lise
esta´tica teˆm sido continuamente desenvolvidas e seu uso se tornado comum no
ciclo de desenvolvimento de software.
Ana´lise esta´tica e´ a te´cnica mais amplamente utilizada para ana´lise auto-
matizada de programas devido a sua eficieˆncia, boa cobertura e automac¸a˜o.
Estudos mostram que analise esta´tica tem grande adoc¸a˜o em projetos de soft-
ware livre [3]. Entretanto, te´cnicas de ana´lise esta´tica amplamente adotadas na
comunidade de software, por exemplo, para localizac¸a˜o de bugs e verificac¸a˜o de
programas ainda sofrem um alto ı´ndice de falso-positivos [10].
Apesar da ampla adoc¸a˜o de ferramentas de ana´lise esta´tica em estudos
acadeˆmicos e da crescente atenc¸a˜o que as te´cnicas de ana´lise esta´tica de co´digo
tem recebido em pesquisas, nota-se ainda uma enorme distaˆncia entre a atenc¸a˜o
dada na academia e sua adoc¸a˜o na indu´stria, identificando um gap entre estes
dois contextos [14].
Mesmo diante das dificuldades, pesquisadores e cientistas continuam contri-
buindo com ferramentas de ana´lise esta´tica, o seu reconhecimento, apesar de
t´ımido, vem crescendo, a Tabela 1 apresenta um conjunto dessas ferramentas
com informac¸a˜o para download e breve descric¸a˜o de suas principais func¸o˜es. Es-
tas ferramentas precisam ser divulgadas, avaliadas e acima de tudo apropriadas
pela comunidade cient´ıfica, evolu´ıdas e tratadas como um bem comum para um
avanc¸o geral da qualidade, maturidade e confiabilidade dessas ferramentas ta˜o
importantes para pesquisas nas diversas a´reas da Engenharia de Software.
8 Conclusa˜o
Ana´lise esta´tica e´ uma a´rea de estudo da Engenharia de Software com um largo
histo´rico e em constante evoluc¸a˜o, possui uma grande contribuic¸a˜o da academia
na construc¸a˜o de ferramentas de software, mas ainda carece de colaborac¸a˜o
entre seus pares num esforc¸o para reduzir as limitac¸o˜es e inconsisteˆncias ainda
existentes [1], essas limitac¸o˜es possuem relevaˆncia e devem chamar a atenc¸a˜o
de todos aqueles que trabalham com ana´lise esta´tica, visto que podem levar
pesquisadores a obter resultados inconsistentes [18], isto inclui pesquisas sobre
me´tricas, qualidade, visualizac¸a˜o, arquitetura, testes, manutenc¸a˜o e diversas
outras a´reas que tenham como objeto de estudo o software e o seu principal
artefato, o co´digo-fonte.
10
Tabela 1: Ferramentas de ana´lise esta´tica [6]
Nome Descric¸a˜o
2LS Ana´lise de terminac¸a˜o para programas C usando resumo interprocedural
AccessAnalysis Ca´lculo de me´tricas IGAT e IGAM (plugin Eclipse)
CIVL Framework para verificac¸a˜o de programas concorrentes
CodeBoost Transformac¸a˜o source-to-source para otimizac¸a˜o de programas C++
CSL Verificac¸a˜o de modelos
CSeq Transformac¸a˜o source-to-source para programas C concorrentes
Derailer Localizac¸a˜o de falhas de seguranc¸a em aplicac¸o˜es web
DOMPLETION Sugesta˜o de co´digo javascript
EJB (EJB Interceptor Analyzer) Criac¸a˜o de diagramas de sequeˆncia
e-munity Verificac¸a˜o de seguranc¸a
Error Prone Localizac¸a˜o de bugs em co´digo Java constru´ıdo com o javac
FaultBuster Refatorac¸a˜o de code smells
Flowgen Criac¸a˜o automa´tica de grafos UML
GUIZMO Infereˆncia de layout
GumTree Comparac¸a˜o de mudanc¸as
HUSACCT verificac¸a˜o de conformidade arquitetural
Indus Biblioteca de program slicing
JastAdd Ana´lise de co´digo-fonte atrave´s da descric¸a˜o de atributos via grama´tica
JFlow Transformac¸a˜o source-to-source
Bogor/Kiasan Verificac¸a˜o de modelos
Loopfrog Verificac¸a˜o de modelos
Lotrack Ana´lise esta´tica de configurac¸a˜o
MPAnalyzer Ana´lise de padro˜es dispon´ıvel
mygcc Verificac¸a˜o de programas C
PHP AiR Um framework para ana´lise de co´digo PHP escrito em Rascal
protopurity Ana´lise de impacto
Pseudogen Transformac¸a˜o de co´digo-fonte em pseudo-co´digo
PtYasm Verificac¸a˜o de modelos
ReAssert Localizac¸a˜o de falhas em testes e refatorac¸a˜o
Sonar Qube Plug-in Extensa˜o do SourceMeter para ana´lise de co´digo Java com o SonarQube
SPARTA Seguranc¸a pra detecc¸a˜o de malware
srcML Transformac¸a˜o source-to-source
TACLE Ana´lise de tipo, construc¸a˜o e visualizac¸ao de grafos de chamada
TEBA Transformac¸a˜o source-to-source
WALA Ana´lise esta´tica de bytecode Java
Wrangler Refatorac¸a˜o de co´digo Erlang
SQL-CSD A Static Code Smell Detector for SQL Queries Embedded in Java Code
ETA Extract Timed Automata from Java programs
Jtratch Captura de fluxos de excessa˜o para projetos Java usando Exlipse JDT
MQCA Identificac¸a˜o de padro˜es de querys SQL em co´digos PHP
PropagationAnalysis Software graphs, mutation testing and propagation estimer tools
PyReco Type discovery for Python
Scala-AM Abstract Machine Experiments using Scala
SID A Statically-Informed Dynamic (SID) analysis toolbox11
Assim, reforc¸o a importaˆncia divulgar, avaliar e colaborar com as ferramen-
tas de ana´lise esta´tica apresentadas na Tabela 1, projetos de software acadeˆmico,
desenvolvidos por cientistas durante suas pesquisas, disponibilizados livremente,
e que ainda possuem baixo ou nenhum reconhecimento.
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