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Kapitel 1
Einleitung
Das Interesse an Strukturbildungsprozessen in ra¨umlich ausgedehnten, dissipativen
Systemen hat in den letzten Jahrzehnten bedingt durch Fortschritte in experimen-
teller, numerischer und theoretischer Hinsicht u¨ber die Grenzen der Physik hinweg
einen ungeheuren Aufschwung erlebt. Ausgangspunkt der theoretischen Beschrei-
bung verschiedenster Pha¨nomene z. B. in der Hydrodynamik, Reaktions-Diffusions-
Systemen oder auch in der nichtlinearen Optik ist auf makroskopischer Ebene, auf
der fluktuierende Kra¨fte zu vernachla¨ssigen sind, zumeist ein Satz von determinis-
tischen, nichtlinearen partiellen Differentialgleichungen. Ziel der Theorie ist es, die
grundlegenden Mechanismen aufzukla¨ren, aufgrund derer sich aus einem einfachen
Zustand heraus bei Vera¨nderung a¨ußerer Parameter ein komplizierterer ausbildet.
Eine vereinheitlichte Sichtweise, wie sie etwa dem U¨bersichtsartikel von Cross und
Hohenberg [CrHo] zu entnehmen ist, geht von der linearen Instabilita¨t eines homoge-
nen Zustandes in einem unendlich ausgedehnten System aus, welche entsteht, wenn
ein Kontrollparameter einen gewissen kritischen Wert u¨berschreitet. Je nach Wert
des charakteristischen Wellenvektors q0 und der zugeho¨rigen Frequenz ω0 (Imagi-
na¨rteil des kritischen Eigenwerts), die an der Schwelle auftreten, kann man eine Ein-
teilung in drei Klassen vornehmen: (1) Instabilita¨ten mit q0 6= 0, ω0 = 0 fu¨hren u¨bli-
cherweise zur Ausbildung ra¨umlich periodischer, stationa¨rer Strukturen. Fu¨r diesen
Typ hat sich auch die Bezeichnung Soft-Mode Instabilita¨t eingebu¨rgert. In mehreren
Raumdimensionen treten Superpositionen auf, so dass neben einfachen Streifenmus-
tern beispielsweise auch quadratische Muster oder Hexagone mo¨glich sind, sofern sie
nicht durch zusa¨tzliche Symmetriebedingungen verboten sind. (2) Hard-Mode Insta-
bilita¨ten mit q0 = 0, ω0 6= 0 bewirken die Ausbildung ra¨umlich homogener, zeitlich
oszillierender Zusta¨nde. Sie besitzen mit der Hopf-Bifurkation bereits eine Entspre-
chung in ortsunabha¨ngigen, niedrigdimensionalen Systemen. (3) Instabilita¨ten mit
q0 6= 0, ω0 6= 0 fu¨hren im einfachsten Fall zur Ausbreitung laufender Wellen. Daher
wird dieser Typ bisweilen auch als Traveling-Wave Instabilita¨t bezeichnet.
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Knapp oberhalb der Schwelle ist bei einer superkritischen Instabilita¨t im Allgemei-
nen eine sto¨rungstheoretische Behandlung mo¨glich, die auf eine reduzierte Beschrei-
bung der Systemdynamik durch Amplitudengleichungen fu¨hrt [NeWh, Newe]. Ihre
Form ist fu¨r jede der drei obigen Klassen universell. Die spezifischen Details des
Ausgangssystems schlagen sich lediglich in den Werten der Koeffizienten nieder.
In gro¨ßerer Entfernung von der Schwelle kann manchmal eine Beschreibung durch
Phasengleichungen erfolgen [CrNe], sofern es gelingt eine exakte Partikularlo¨sung
als Ausgangspunkt zu finden. Ansonsten existiert in diesem Gebiet jedoch kein sys-
temu¨bergreifender theoretischer Zugang.
Die drei erwa¨hnten
”
klassischen“ Instabilita¨ten zeichnen sich dadurch aus, dass die
Variation eines relevanten Parameters genu¨gt, um eine vollsta¨ndige und konsistente
Darstellung des Verhaltens an der Schwelle zu geben. Es sind aber auch komplizierte-
re Fa¨lle mo¨glich, bei denen die Vera¨nderung eines weiteren Kontrollparameters zum
simultanen Auftreten verschiedener Instabilita¨ten, oder allgemeiner gesprochen, zur
Entartung des Problems fu¨hrt. Ein bekanntes Beispiel ist die Koexistenz einer Soft-
und Hard-Mode Instabilita¨t, auch bekannt unter dem Namen Turing-Hopf Instabi-
lita¨t. In der Parameterebene lassen sich diese Entartungspunkte als Schnittpunkte
der jeweils elementaren Bifurkationslinien detektieren. Man spricht auch von Bifur-
kationspunkten der Kodimension Zwei oder ho¨her.
Eine Fu¨lle solcher Entartungspunkte ist in der Literatur studiert worden. Sie sind
nicht nur unter rein mathematischen Gesichtspunkten von Interesse, sondern spielen
durchaus in den Anwendungen eine Rolle. Man denke etwa an die Bedeutung der
Turing-Hopf Instabilita¨t fu¨r die Reaktionskinetik in bestimmten chemischen Sys-
temen [Kida, Dewe]. Mattha¨us hat in seiner Dissertation [Matt] eine systematische
Analyse von Bifurkationen ho¨herer Kodimension in einem stark getriebenen ferroma-
gnetischen System, das durch die dissipative Landau-Lifschitz Gleichung modelliert
wird, vorgenommen und auf ihre zentrale Bedeutung hingewiesen. Die zugeho¨rigen
Bifurkationslinien bilden im Parameterraum gewissermaßen ein Geru¨st, an dem die
Linien der elementaren Instabilita¨ten aufgeha¨ngt sind. Neben vielen anderen Entar-
tungspunkten wurde ein Szenario beschrieben, bei dem ein homogener Zustand des
Systems, von dem sich aufgrund einer Instabilita¨t vom Typ (1) ra¨umlich periodi-
sche Muster abzweigen, selbst durch
”
Paarvernichtung“ abhanden kommt. Es tritt
also bei speziell gewa¨hlten Parameterwerten eine Verschmelzung einer Soft-Mode
Instabilita¨t mit einer Sattel-Knoten Bifurkation der homogenen Lo¨sungen auf. Am
Entartungspunkt gilt dann q0 = 0. Die hier vorliegende Arbeit ist der Analyse dieser
Problemstellung, die von allgemeiner Bedeutung und nicht nur auf obiges Beispiel
beschra¨nkt ist, und ihrer Konsequenzen fu¨r die Strukturbildung gewidmet.
Es zeigt sich bald, dass eine standardisierte sto¨rungstheoretische Behandlungsme-
thode der Situation nicht angemessen ist. Auch mit kleineren Anpassungen oder
Reparaturen der bestehenden Verfahren hat man hier keinen Erfolg. Stattdessen
empfiehlt es sich, die Bedingungen, die zum Auftreten der kombinierten Sattel-Kno-
ten/Soft-Mode Bifurkation fu¨hren, erst einmal grundsa¨tzlich zu beleuchten. Dies
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wird in Kapitel 2 geschehen. Im Rahmen der nichtlinearen Dynamik niedrigdimen-
sionaler Systeme existieren mit der Reduktion auf die zentrale Mannigfaltigkeit und
der Konstruktion von Normalformen zwei mathematisch streng fundierte Methoden,
die es gestatten u¨berflu¨ssige Freiheitsgrade zu eliminieren und die mit einer Bifur-
kation verknu¨pften Grundgleichungen auf eine universelle und mo¨glichst einfache
Gestalt zu bringen [GuHo, GoSc]. Bei ra¨umlich ausgedehnten Systemen lassen sich
oftmals a¨hnliche Wege beschreiten, wenngleich man dabei ha¨ufig auf heuristische Ar-
gumente angewiesen ist. In diesem Sinne wird in dieser Arbeit zuerst eine allgemeine
Theorie der kombinierten Bifurkation entwickelt. Anschließend wird ein generisches
Modellsystem vorgestellt, das meiner Meinung nach sogar als eine Normalform an-
gesehen werden kann.
In Kapitel 3 werden wir den Bezug unseres Systems zu einer reellen, verallgemeiner-
ten Swift-Hohenberg Gleichung herstellen. In ihrer urspru¨nglichen Form mit einer
rein kubischen Nichtlinearita¨t stellt die Swift-Hohenberg Gleichung [SwHo] eines
der fundamentalen Modelle fu¨r Instabilita¨ten vom Typ (1) dar. Sie beschreibt die
Entstehung ra¨umlich periodischer Muster, die innerhalb eines schmalen Frequenz-
bandes (bis zur Eckhaus-Instabilita¨t) stabil sind [Eckh]. Durch die Hinzunahme eines
quadratischen Terms entsteht subkritisches Verhalten. Unter bestimmten Nebenbe-
dingungen ero¨ffnet sich dann die Mo¨glichkeit lokalisierter, sprich pulsfo¨rmiger Lo¨-
sungen. Erste numerische Untersuchungen dazu wurden in [TML] vorgestellt. Eine
mathematisch rigorose Behandlung wurde in [GlLe95] begonnen und in spa¨teren
Arbeiten [BeLe], die auch Fronten umfassen, fortgesetzt. Die Autoren gewinnen ih-
re Resultate durch eine aufwendige Analyse homokliner und heterokliner Orbits
im vierdimensionalen Phasenraum der zugeho¨rigen stationa¨ren Gleichungen erster
Ordnung (im Fall von Fronten im mitbewegten Bezugssystem). Derartige Metho-
den wurden fru¨her bereits mit Erfolg auf die komplexe Ginzburg-Landau Gleichung
angewendet [SaHo]. A¨hnliche Techniken spielen auch in dem vor kurzem erschienen
U¨bersichtsartikel von Coullet [Coul] eine wesentliche Rolle. Dort werden lokalisierte
Strukturen und Fronten in verschiedenen Nichtgleichgewichtssystemen, die mit un-
serem verwandt sind, nachgewiesen. Die bei uns vorkommende Variante der Swift-
Hohenberg Gleichung ist allerdings nicht nur komplizierter, sondern insofern von
prinzipiell verschiedener Natur, als sie sich nicht aus einem Lyapunov-Funktional
ableiten la¨sst.
In Bezug auf die Literatur sei noch angemerkt, dass bei der Untersuchung der
Dynamik verschiedener Laser-Systeme (Zweiniveaulaser der Klassen A und C) in
[LMN94, LMN95] ein Entartungspunkt existiert, der wie bei uns durch die Bedingun-
gen q0 = 0, ω0 = 0 gekennzeichnet ist. Dort treten aber bereits in einer Umgebung
dieses Punktes bei Variation eines Detuning-Parameters Ω von Null verschiedene
Frequenzen ω(Ω) auf, so dass die resultierende Dynamik in der Na¨he der Schwelle
durch eine komplexe Swift-Hohenberg Gleichung beschrieben wird.
Nachdem wir uns im Kapitel 4 von der kanonischen Struktur unserer Ausgangsglei-
chungen im stationa¨ren Fall u¨berzeugt haben, stellen wir in Kapitel 5 die Resultate
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aus zeitabha¨ngigen numerischen Simulationen vor. Insbesondere widmen wir dem
interessanten Wechselspiel zwischen ra¨umlich periodischen und solita¨ren Lo¨sungen
unsere Aufmerksamkeit. In Kapitel 6 wird der Grund fu¨r das Versagen des sto¨rungs-
theoretischen Ansatzes in der Na¨he des Entartungspunktes na¨her erla¨utert. Es wird
sich herausstellen, dass in der Tat ein Wechsel des Charakters der Soft-Mode Insta-
bilita¨t von super- nach subkritisch dafu¨r verantwortlich ist. Im verbleibenden Teil
der Arbeit, geht es darum, mo¨glichst pragmatische Konzepte zum Versta¨ndnis der
numerischen Befunde im subkritischen Regime zu entwickeln. U¨ber die erwa¨hnte
Wechselbeziehung mit den periodischen Lo¨sungen werden wir in Kapitel 7 in der
Lage sein, den Existenzbereich lokalisierter Lo¨sungen zu berechnen. Kapitel 8 ist
schließlich der Gestalt einzelner Pulse und ihrer Abha¨ngigkeit von den Parametern
gewidmet.
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Kapitel 2
Die kombinierte Sattel-Knoten/
Soft-Mode Bifurkation
2.1 Allgemeine geometrische Analyse
Wir betrachten eine allgemeine partielle Differentialgleichung in einer ra¨umlichen Di-
mension und in der Zeit. In dem dadurch beschriebenen System soll bei bestimmten
Parameterwerten eine einzelne Mode instabil werden (bei verschwindender charak-
teristischer Frequenz). Generisch fu¨hrt dies zur Entstehung stationa¨rer, ra¨umlich
periodischer Muster. Ein interessantes Szenario tritt auf, wenn die zugrunde liegen-
de homogene Lo¨sung, von der sich die periodischen Lo¨sungen an der Schwelle ab-
zweigen, selbst durch eine Sattel-Knoten Bifurkation vernichtet wird. Das folgende
Kapitel ist der detaillierten Analyse dieser Situation gewidmet.
2.1.1 Ausgangsgleichung
Gegeben sei die Bewegungsgleichung fu¨r die Dynamik einesN -komponentigen reellen
Feldes Φ(x, t) in einer Raumdimension
∂tΦ = F [R;Φ,Φx,Φxx, . . .] (2.1)
mit x, t ∈ R Φ,F ∈ RN R ∈ RP .
Wir beschra¨nken uns dabei auf Systeme mit ra¨umlicher Inversionssymmetrie (d. h.
x → −x). Die Abha¨ngigkeit von den P Systemparametern R = (R1, R2, . . . , RP )
wird hier und im Folgenden explizit vermerkt. Fu¨r das zugeordnete ra¨umlich homo-
gene System wird die Bezeichnung
F (Φ,R) := F [R;Φ,0,0, . . .] (2.2)
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eingefu¨hrt. Im Hinblick auf die spa¨teren Untersuchungen gelte ferner die Notation
X0 := (Φ,R) ∈ RN+P und X := (X0, k) ∈ RN+P+1 (2.3)
mit der Wellenzahl k.
2.1.2 Sattel-Knoten Bifurkation
Bezeichne DΦF =
(
∂Fi
∂Φj
)
die Jacobi-Matrix des ra¨umlich homogenen Systems mit
dem Eigenwertproblem
DΦF (X0) w
(ν)(X0) = µ
(ν)(X0) w
(ν)(X0) , (2.4)
wobei der Index ν die N verschiedenen Zweige nummeriert. Wir setzen die Existenz
einer Sattel-Knoten Bifurkation voraus und fordern daher, dass die beiden Bedin-
gungen
F (X?0) = 0 (2.5a)
µ(X?0) = 0 (2.5b)
erfu¨llt sind1. Betrachten wir zuna¨chst den Raum, der durch die N Zustandsgro¨ßen Φ
und die P Parameter R aufgespannt wird, so sind dies N + 1 (reelle) Gleichungen,
die bei vorgegebener Funktion F im Allgemeinen eine (P −1)-dimensionale Man-
nigfaltigkeit M? im RN+P festlegen. Eine Parameterdarstellung dieser Fla¨che sei
gegeben durch2
X?0 = X
?
0(ρ) und ρ = (ρ1, ρ2, . . . , ρP−1) (2.6)
mit einem vorerst beliebigen Satz unabha¨ngiger Variablen ρ ∈ RP−1. Einsetzen
der Parameterdarstellung in Fixpunkt- und Eigenwertgleichung und anschließende
Differentiation ergibt
∇X0Fm
∣∣
ρ
· ∂X0
∂ρi
∣∣∣∣
ρ
= 0 (2.7a)
∇X0µ
∣∣
ρ
· ∂X0
∂ρi
∣∣∣∣
ρ
= 0 (2.7b)
mit i = 1, 2, . . . , P − 1 m = 1, 2, . . . , N .
1Unter den N Eigenwerten µ(ν) von DΦF gibt es genau einen einfachen Null-Eigenwert µ
(ν?)
und ansonsten nur Eigenwerte mit negativem Realteil (N − 1 Stu¨ck). Wir lassen den Index ν?
im Folgenden einfach weg. Außerdem existieren noch gewisse Nebenbedingungen in Form von
Ungleichungen [GuHo].
2Solange aus dem Argument von X?0(ρ) und der noch einzufu¨hrenden Funktionen X
s
0(σ) und
Xc0(τ ) der Zusammenhang hervorgeht, werden in Zukunft die Indizes ?, s, c unterdru¨ckt.
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Wir definieren die folgenden naheliegenden Abku¨rzungen fu¨r die darin auftretenden
Gro¨ßen:
n0m(ρ) := ∇X0Fm
∣∣
ρ
(2.8a)
n0N+1(ρ) := ∇X0µ
∣∣
ρ
(2.8b)
sowie
t0i (ρ) :=
∂X0
∂ρi
∣∣∣∣
ρ
. (2.8c)
Die P − 1 Vektoren t0i (ρ) ∈ RN+P sind die Tangentialvektoren an die Sattel-Kno-
ten Fla¨che M? . Sie spannen in jedem Punkt ρ den Tangentialraum TP−1(ρ) auf.
Der zugeho¨rige Orthogonalraum NN+1(ρ) wird gema¨ß obigen Gleichungen durch die
N + 1 Vektoren n0n(ρ) ∈ RN+P aufgespannt. Es gilt
TP−1(ρ)⊕NN+1(ρ) = RN+P . (2.9)
Wir fassen die Orthogonalita¨tsrelationen (2.7) noch einmal zusammen:
n0n(ρ) · t0i (ρ) = 0 (2.10)
mit i = 1, 2, . . . , P − 1 n = 1, 2, . . . , N + 1 .
Fu¨r das Weitere (siehe unten) ist es zweckma¨ßig, den zugrunde liegenden Raum
R
N+P durch die Hinzunahme der Wellenzahl k zu erweitern. Die Sattel-Knoten Fla¨-
che M? liegt dann vollsta¨ndig im Unterraum k = 0. Wir lesen nun alle Vektoren
n, t als Vektoren im RN+P+1, also
nn(ρ) =
(
n0n(ρ), 0
)
und ti(ρ) =
(
t0i (ρ), 0
)
, (2.11)
und halten fest, dass
nN+2(ρ) :=
(
0, . . . , 0︸ ︷︷ ︸
N
, 0, . . . , 0︸ ︷︷ ︸
P
, 1
) ∈ RN+P+1 (2.12)
trivialerweise Normalenvektor auf der Fla¨che M? in jedem ihrer Punkte ρ ist. In
diesem Fall gilt
TP−1(ρ)⊕NN+2(ρ) = RN+P+1 . (2.13)
Entsprechend der Aussage des Sattel-Knoten Theorems [GuHo] existieren auf der
einen Seite der Sattel-Knoten Fla¨che M? keine homogenen Fixpunktlo¨sungen, auf
der anderen Seite gibt es zwei (fu¨r jeden Parameter R in der Na¨he von M?). Davon
ist eine topologisch betrachtet ein Sattel, die andere ein stabiler Knoten.
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2.1.3 Soft-Mode Instabilita¨t
Lineare Stabilita¨tsanalyse
Die eben postulierte parameterabha¨ngige Familie stabiler Fixpunktlo¨sungen des ho-
mogenen Systems (2.2) erfu¨llt die Gleichung
F (Xf0) = 0 (2.14)
mit der Nebenbedingung (an der Stelle Xf0)
Re
(
µ(ν)
)
< 0 fu¨r ν = 1, 2, . . . , N . (2.15)
Die Auflo¨sung nach diesem stabilen Zweig werde mit Φf (R) bezeichnet. Eine Sta-
bilita¨tsanalyse dieser Lo¨sung gegenu¨ber ra¨umlich inhomogenen Sto¨rungen im vollen
System (2.1) fu¨hrt nun vermo¨ge des Fourier-Ansatzes
Φ(x, t) = Φf + u e
ikx eλt (2.16)
und anschließende Linearisierung in der Abweichung u auf folgendes Matrix-Eigen-
wertproblem3:
L(X0, k) u
(ν)(X0, k) = λ
(ν)(X0, k) u
(ν)(X0, k) . (2.17)
Die hierin auftretenden Gro¨ßen sind wie folgt definiert:
L(X0, k) :=
∞∑
α=0
(ik)αLα(X0) (2.18a)
Lα(X0) := D∂αx Φ F
∣∣
X0
. (2.18b)
Der Index ν nummeriert dabei wieder die N verschiedenen Zweige des Eigenwert-
problems. Da wir ein inversionssymmetrisches System vorausgesetzt haben, ist die
quadratische Matrix L(X0, k) reell; d. h. die Spektren (Realteil σ und Imagina¨r-
teil ω) sind symmetrisch in k,
λ(ν)(X0, k) = λ
(ν)(X0,−k) . (2.19)
Differentiation der Eigenwertgleichung nach irgendeinem Parameter κ, etwa k oder
σi (siehe spa¨ter), liefert bei Unterdru¨ckung des Index ν
(∂κL)u+L ∂κu = (∂κλ)u+ λ ∂κu (2.20)
bzw. nach skalarer Multiplikation mit dem jeweiligen Linkseigenvektor v(ν) von
L(X0, k)
∂κλ = v · (∂κL)u . (2.21)
Dabei wurde die Normierung vν · uν′ = δνν′ benutzt.
3Im Folgenden lassen wir den Index f der U¨bersichtlichkeit halber wieder weg.
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Instabilita¨tsbedingungen
Wir wollen nun voraussetzen, dass eine Instabilita¨t vom Typ
”
Soft-Mode“ auftritt.
Diese ist gekennzeichnet durch eine kritische Wellenzahl ks 6= 0 und eine kritische
Frequenz ωs = 0. Generisch weist dann der Realteil des kritischen Eigenwerts λ
(νs)
als Funktion der Wellenzahl ein parabolisches Maximum bei k = ks auf
4. Der Ima-
gina¨rteil verschwindet aufgrund der vorausgesetzten Inversionssymmetrie sogar fu¨r
alle Wellenzahlen aus einer kleinen Umgebung von ks, so dass auch die Ableitungen
des Spektrums reell sind. Unter Weglassung des Index νs haben wir somit
F (Xs) = 0 (2.22a)
λ(Xs) = 0 (2.22b)
∂kλ(X
s) = 0 . (2.22c)
Man beachte hier, dass gilt
Xs = (Xs0, ks) und
∂F
∂k
≡ 0 . (2.23)
Soft-Mode Mannigfaltigkeit
Man hat also N + 2 Gleichungen, die im Allgemeinen eine (P − 1)-dimensionale
MannigfaltigkeitMs im RN+P+1 festlegen. Im Unterschied zur Sattel-Knoten Fla¨che
M? liegt sie wesentlich in diesem Raum (und nicht nur im Unterraum mit k = 0).
Eine Parameterdarstellung dieser Fla¨che sei gegeben durch
Xs = Xs(σ) mit σ = (σ1, σ2, . . . , σP−1) . (2.24)
Wiederum setzen wir diese Darstellung in die Bedingungsgleichungen ein und diffe-
renzieren dann nach den Parametern. Man erha¨lt
∇XFm
∣∣
σ
· ∂X
∂σi
∣∣∣∣
σ
= 0 (2.25a)
∇Xλ
∣∣
σ
· ∂X
∂σi
∣∣∣∣
σ
= 0 (2.25b)
∇X∂kλ
∣∣
σ
· ∂X
∂σi
∣∣∣∣
σ
= 0 (2.25c)
mit i = 1, 2, . . . , P − 1 m = 1, 2, . . . , N .
Abku¨rzend wa¨hlen wir die Bezeichnungen
nm(σ) := ∇XFm
∣∣
σ
(2.26a)
nN+1(σ) := ∇Xλ
∣∣
σ
(2.26b)
nN+2(σ) := ∇X∂kλ
∣∣
σ
(2.26c)
4Die anderen A¨ste des Spektrums besitzen negativem Realteil.
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sowie
ti(σ) :=
∂X
∂σi
∣∣∣∣
σ
. (2.26d)
Ganz analog zum vorigen Abschnitt erkennen wir nun in den Vektoren nr(σ) und
ti(σ) die N + 2 Normalenvektoren bzw. die P − 1 Tangentenvektoren an die Soft-
Mode Mannigfaltigkeit Ms (jeweils im Punkt σ). Es gilt wieder
TP−1(σ)⊕NN+2(σ) = RN+P+1 . (2.27)
Zusammenfassend lassen sich die Orthogonalita¨tsrelationen (2.25) diesmal schreiben
als
nr(σ) · ti(σ) = 0 (2.28)
mit i = 1, 2, . . . , P − 1 r = 1, 2, . . . , N + 2 .
Zur Verdeutlichung der nun folgenden U¨berlegungen schreiben wir dieses homogene,
lineare Gleichungssystem noch einmal in Matrix-Form. Wir verwenden dazu die
Darstellung
nm(σ) =
(
∇ΦFm ,∇RFm , 0
)
σ
(2.29a)
nN+1(σ) =
(
∇Φλ ,∇Rλ , 0
)
σ
(2.29b)
nN+2(σ) =
(
∇Φ∂kλ ,∇R∂kλ ,
∂2λ
∂k2
)
σ
, (2.29c)
wobei wir schon die Eigenschaften ∂F
∂k
≡ 0 und ∂λ
∂k
∣∣
σ
= 0 benutzt haben. Damit
lautet das Gleichungssystem (2.28) wie folgt:

∇ΦF1 ∇RF1 0
...
...
...
∇ΦFN ∇RFN 0
∇Φλ ∇Rλ 0
∇Φ∂kλ ∇R∂kλ
∂2λ
∂k2


σ


t1
...
tN+P
tN+P+1


σ
=


0
...
0
0

 . (2.30)
Die Matrix hat die Dimension (N + P + 1) × (N + 2). Stellen wir uns auf den
Standpunkt, dass ihre Koeffizienten vorgegebene Gro¨ßen sind, so ko¨nnen wir obige
Gleichung als Bestimmungsgleichung fu¨r die Tangentenvektoren ti(σ) auffassen. Der
Rang der Matrix ist im Allgemeinen N + 2. Folglich ist die Dimension des Kerns
P − 1, und damit gibt es in U¨bereinstimmung mit dem bisher Gesagten P − 1
linear unabha¨ngige Tangentenvektoren ti(σ) als Lo¨sungen des Gleichungssystems
(der Index i wird hier in den Gleichungen unterdru¨ckt).
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Untermannigfaltigkeit k = 0
Die Soft-Mode Bifurkationsfla¨che Ms liegt im Raum RN+P+1 und wird von der Ge-
samtheit der
”
Ortsvektoren“ X(σ) =
(
Φ(σ),R(σ), k(σ)
)
aufgespannt. Betrachten
wir nun die Projektion dieser Mannigfaltigkeit in den Raum RN+P , welche durch die
Vektoren X0(σ) =
(
Φ(σ),R(σ)
)
gegeben ist. Diese Untermannigfaltigkeit werde
mit M0s bezeichnet. Sie ist wie die Mannigfaltigkeit Ms selbst (P−1)-dimensional,
denn fu¨r jeden Wert σ existieren im Allgemeinen P − 1 linear unabha¨ngige Tangen-
tenvektoren t0i (σ). Zum Beweis dieser Aussage machen wir den folgenden Lo¨sungs-
ansatz fu¨r das volle System (2.30): Wir wa¨hlen die projizierten Vektoren t0i (σ) als
Lo¨sungen des reduzierten Gleichungssystems der Dimension (N + P )× (N + 1)

∇ΦF1 ∇RF1
...
...
∇ΦFN ∇RFN
∇Φλ ∇Rλ


σ

 t1...
tN+P


σ
=

0...
0

 . (2.31)
Hierbei gelten wie u¨blich die Bezeichnungen
t0 =
(
t1, t2, . . . , tN+P
)
und t =
(
t0, tN+P+1
)
. (2.32)
Der Rang dieser Untermatrix ist im Allgemeinen N + 1, so dass sich P − 1 linear
unabha¨ngige Lo¨sungsvektoren t0i (σ) ergeben. Unter ihnen lassen sich durch Linear-
kombination P−2 Vektoren t0j(σ) finden, die auch noch auf dem projizierten Norma-
lenvektor n0N+2(σ) =
(
∇Φ∂kλ ,∇R∂kλ
)
σ
senkrecht stehen, sprich die zusa¨tzlichen
Gleichungen
n0N+2(σ) · t0j(σ) = 0 fu¨r j = 1, 2, . . . , P − 2 (2.33)
erfu¨llen. Insgesamt hat man also das homogene (N + P )× (N + 2)-System5

∇ΦF1 ∇RF1
...
...
∇ΦFN ∇RFN
∇Φλ ∇Rλ
∇Φ∂kλ ∇R∂kλ


σ

 t1...
tN+P


σ
=

0...
0

 (2.34)
fu¨r P − 2 linear unabha¨ngige Vektoren t0j(σ). Folglich muss gelten:
n0N+2(σ) · t0i (σ)
{
= 0 fu¨r i = 1, 2, . . . , P − 2
6= 0 fu¨r i = P − 1 (2.35)
5Der Rang dieses Systems ist im Allgemeinen N + 2, zumindest solange man sich nicht auf der
Schnittmannigfaltigkeit Mc befindet (siehe unten).
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Bei gegebener Projektion t0i (σ) sind nun aber auch bereits die vollen Vektoren ti(σ)
festgelegt, denn die k -Komponente ergibt sich gema¨ß (2.30) aus6
ti,N+P+1(σ) = −n
0
N+2(σ) · t0i (σ)
∂ 2k λ|σ
{
= 0 fu¨r i = 1, 2, . . . , P − 2
6= 0 fu¨r i = P − 1 . (2.36)
Das bedeutet, einer der P − 1 Tangentenvektoren ti(σ) an die Soft-Mode Mannig-
faltigkeit Ms besitzt stets eine Komponente in Richtung k. Insgesamt ist damit das
Gleichungssystem (2.30) erfu¨llt und die Behauptung gezeigt.
2.1.4 Kombinierte Bifurkation
Schnittmannigfaltigkeit
Wir betrachten jetzt das Zusammentreffen von Sattel-Knoten und Soft-Mode Bifur-
kation. Dies passiert auf der Schnittmenge
Mc = M? ∩Ms , (2.37)
auf der die Bedingungsgleichungen (2.5) und (2.22) fu¨r die jeweiligen Bifurkationen
simultan erfu¨llt sind. Diese sind jedoch nicht unabha¨ngig: Zuna¨chst sind die beiden
Fixpunktgleichungen (2.5a) und (2.22a) identisch. Weiterhin bemerken wir, dass fu¨r
k = 0 wegen
L(X0, 0) = L0(X0) = DΦF |X0 (2.38)
auch die beiden Eigenwertgleichungen (2.4) und (2.17) ineinander u¨bergehen, und
somit
λ(X0, 0) = µ(X0) . (2.39)
Nach Voraussetzung (2.5b) hat aber die Jacobi-Matrix DΦF auf der Sattel-Knoten
Fla¨che M? gerade einen einfachen Eigenwert Null. Das impliziert
λ(X?0, 0) = 0 (2.40)
auf der gesamten Sattel-Knoten Fla¨che M? und insbesondere der ”Schnittlinie“ Mc.
Andererseits soll auf der Soft-Mode Fla¨che Ms (einschließlich Mc) nur eine einzige
Mode ks marginal stabil sein. Daraus folgt zwingend, dass die Koexistenz der beiden
Bifurkationen nur mo¨glich ist, falls die wichtige Eigenschaft7
kc ≡ 0 (2.41)
6Der Ausdruck ist aufgrund der Nebenbedingung ∂2
k
λ|σ < 0 aufMs\Mc stets wohldefiniert. Auf
der Schnittmenge Mc ist er wegen n0N+2(σ)|Mc = 0 und ∂2kλ|Mc = 0 durch den entsprechenden
Limes zu ersetzen. Die Aussage von Gleichung (2.36) bleibt dabei erhalten (siehe Seite 16 f).
7Um zu kennzeichnen, dass wir uns auf der Schnittmannigfaltigkeit befinden, schreiben wir hier
kc anstatt ks.
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auf der gesamten Schnittmenge Mc gilt. Weiterhin hat die Symmetrie des Spek-
trums (k → −k) fu¨r kc = 0 einige Konsequenzen. Zuna¨chst verschwinden dort alle
ungeraden Ableitungen nach der Wellenzahl:
∂ 2 l+1k λ(X0, 0) = 0 fu¨r l = 0, 1, 2, . . . (2.42)
Die Fixpunktlo¨sungX0 erfa¨hrt beim Durchschreiten der Soft-Mode Fla¨che Ms defi-
nitionsgema¨ß einen Stabilita¨tswechsel. Im Grenzfall, dass wir die SchnittlinieMc auf
der Sattel-Knoten Fla¨che M? u¨berqueren, bedeutet das, dass die zweite Ableitung
des Spektrums genau dort ihr Vorzeichen wechseln muss:
∂ 2k λ(X
c
0, 0) = 0 . (2.43)
Insgesamt besitzt das Spektrum auf der Schnittmenge Mc damit einen (negativen)
k4-fo¨rmigen Verlauf. Siehe dazu auch die Abbildung 2.2 auf Seite 19. Es verbleiben
nun als unabha¨ngige Bedingungen fu¨r die kombinierte Bifurkation8
F (Xc) = 0 (2.44a)
λ(Xc) = 0 (2.44b)
∂ 2k λ(X
c) = 0 (2.44c)
kc = 0 . (2.44d)
Dies sind N +3 Gleichungen fu¨r N +P +1 Unbekannte, so dass generisch P − 2 un-
abha¨ngige Variablen u¨brig bleiben. Die SchnittmengeMc besitzt also die Dimension
P − 2. Eine Parameterdarstellung dieser
”
kritischen“ Mannigfaltigkeit lautet
Xc = Xc(τ ) mit τ = (τ1, τ2, . . . , τP−2) . (2.45)
Der Parametersatz τ ∈ RP−2 ist vorerst wieder beliebig wa¨hlbar. Erneut setzen
wir die Parameterdarstellung in die Bedingungsgleichungen ein und differenzieren
anschließend nach den Parametern9. Wir erhalten als Resultat die Orthogonalita¨ts-
bedingungen
ns(τ ) · tj(τ ) = 0 (2.46)
mit j = 1, 2, . . . , P − 2 s = 1, 2, . . . , N + 3 .
Darin stellen die Vektoren
nm(τ ) := ∇XFm
∣∣
τ
(2.47a)
nN+1(τ ) := ∇Xλ
∣∣
τ
(2.47b)
nN+2(τ ) := ∇X∂
2
k λ
∣∣
τ
(2.47c)
nN+3(τ ) := (0, 1) (2.47d)
8Die Bedingung ∂kλ(X
c) = 0 ist eine Folge von λ(Xc) = 0 und kc = 0 und muss auf der
Schnittmenge durch ∂2
k
λ(Xc) = 0 ersetzt werden.
9Die explizite Bedingung kc = 0 la¨sst sich auch schreiben als C(X
c) = 0 mit C(X) := k.
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und
tj(τ ) :=
∂X
∂τj
∣∣∣∣
τ
(2.47e)
die Normalenvektoren (N + 3 Stu¨ck) bzw. die Tangentenvektoren (P − 2 Stu¨ck) an
die Kombinationsmannigfaltigkeit Mc dar, welche ganz im Unterraum k = 0 liegt.
Oder mit ∂kλ
∣∣
τ
= ∂ 3k λ
∣∣
τ
= 0 als Matrizengleichung geschrieben:

∇ΦF1 ∇RF1 0
...
...
...
∇ΦFN ∇RFN 0
∇Φλ ∇Rλ 0
∇Φ∂
2
k λ ∇R∂
2
k λ 0
0 0 1


τ


t1
...
tN+P
tN+P+1


τ
=


0
...
0
0

 . (2.48)
Im Fall der Schnittmannigfaltigkeit lautet also die Vollsta¨ndigkeitsrelation fu¨r die
Tangential- und Normalra¨ume
TP−2(τ )⊕NN+3(τ ) = RN+P+1 . (2.49)
Geometrie in der Umgebung der Schnittmannigfaltigkeit
Wir haben bereits einige der Konsequenzen aus der Symmetrie des Spektrums in k
erwa¨hnt. Aus dem gleichen Grund verschwinden außerdem die gemischten Ableitun-
gen
∇X0∂kλ(X0, 0) = 0 (2.50)
und deshalb in Verbindung mit (2.43) auch der Vektor(
∇X0∂kλ , ∂
2
k λ
)
τ
= 0 . (2.51)
Das heißt, in dem Gleichungssystem (2.30) zur Bestimmung der Tangentialvektoren
ti(σ) an die Soft-Mode Fla¨che tritt fu¨r ”
σ = τ“ eine Entartung auf 10. Die proji-
zierten Vektoren t0i (σ) bleiben jedoch weiterhin durch das reduzierte System (2.31)
bestimmt. Wir stellen fest, dass diese Bestimmungsgleichungen bei
”
σ = τ“ iden-
tisch sind mit den Bestimmungsgleichungen (2.7) fu¨r die Tangentialvektoren an die
Sattel-Knoten Fla¨che. Wir erhalten somit folgende zentrale Aussage:
Theorem: Die projizierte Soft-Mode Mannigfaltigkeit M0s und die Sat-
tel-Knoten Mannigfaltigkeit M? beru¨hren sich in der Schnittmenge Mc ,
d. h. ihre Tangentialra¨ume stimmen fu¨r alle PunkteX(τ ) ∈Mc u¨berein.
10Wir meinen damit genauer alle Paare von Koordinaten σ und τ , fu¨r die Xs(σ) = Xc(τ ).
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Betrachten wir nun noch kurz das Verhalten der k -Komponenten der vollen Tangen-
tenvektoren ti(σ) im Grenzfall ”
σ → τ“ (das bedeutet ks → 0). Die Schnittmenge
Mc haben wir durch P − 2 Variablen τj parametrisiert. Fu¨r Punkte X(σ) auf
der (P − 1)-dimensionalen Soft-Mode Fla¨che Ms fu¨hren wir in der Umgebung der
Schnittlinie eine Transformation auf folgende Koordinaten durch:
σi =
{
τi fu¨r i = 1, 2, . . . , P − 2
ks fu¨r i = P − 1
(2.52)
Man beachte, dass die Soft-Mode Fla¨che Ms wesentlich im Raum RN+P+1 liegt und
sich nicht in den RN+P einbetten la¨sst. Die obige Wahl der Parameter wird durch
die Fallstudie im Abschnitt 2.2 unterstu¨tzt. Es ist plausibel anzunehmen, dass sie
auch im allgemeinen Fall
”
in der Na¨he“ der Schnittmenge Mc (also fu¨r kleines ks)
stets mo¨glich ist. Dann gilt fu¨r Punkte X(σ) ∈Ms die Darstellung
X(σ) =
(
X0(τ , ks), ks
)
, (2.53)
und fu¨r die P − 1 Tangentialvektoren ti(σ) = ∂X∂σi
∣∣
σ
folgt wie in (2.36) die Aussage
ti(σ) =


∂X
∂τi
∣∣
σ
=
(
∂X0
∂τi
∣∣
σ
, 0
)
=
(
t0i (σ), 0
)
fu¨r i = 1, 2, . . . , P − 2
∂X
∂ks
∣∣
σ
=
(
∂X0
∂ks
∣∣
σ
, 1
)
=
(
t0P−1(σ), 1
)
fu¨r i = P − 1 .
(2.54)
2.1.5 Zusammenfassung
Wir haben die Konsequenzen aus der Koexistenz von Sattel-Knoten Bifurkationen
und einfachen ra¨umlichen Instabilita¨ten vom Typ
”
Soft-Mode“ unter sehr allgemei-
nen Voraussetzungen untersucht. Zur vollsta¨ndigen Aufkla¨rung der Zusammenha¨n-
ge mit den Hilfsmitteln der abstrakten Bifurkationstheorie musste der Vektorraum
aus Zustandsvariablen und Parametern um eine Dimension, na¨mlich die zur Insta-
bilita¨t geho¨rige Wellenzahl k, erweitert werden. Die Bedingungsgleichungen fu¨r die
jeweiligen elementaren Bifurkationen definieren in diesem Raum die beiden (Hyper-)
Fla¨chen M? und Ms. Projiziert man sie auf die Koordinatenebene k = 0, so beru¨h-
ren sich die Projektionen in der Schnittmenge Mc. In der Praxis interessiert man
sich meist nur fu¨r den Parameterraum, zu dem man durch nochmalige Projekti-
on gelangt. Die Beru¨hrungseigenschaft bleibt dabei generisch erhalten, so dass man
sich die Geometrie wie in der schematischen Darstellung fu¨r P = 3 in Abbildung
2.1 vorstellen kann. Die kombinierte Bifurkation hat die Kodimension 2, d. h. es
sind mindestens zwei unabha¨ngige Parameter notwendig, um sie zu generieren. Man
erha¨lt diese beiden relevanten Bifurkationsparameter im Rahmen unserer Analyse
lokal durch zwei geeignete Linearkombinationen aus den urspru¨nglichen Systempara-
metern. Wa¨hlt man einen beliebigen Punkt Rc in der Schnittmenge aus, so sind ihm
die beiden relevanten Richtungen en und et in der Ebene Ec zugeordnet. Die restli-
chen Parameterkombinationen spannen die Schnittmannigfaltigkeit Mc orthogonal
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Abbildung 2.1: Geometrie der (projizierten) Bifurkationsfla¨chen im Parameterraum
(P = 3). Die beiden Bereiche (I) und (II) werden durch die Sattel-Knoten Fla¨che M?
separiert. Im Gebiet (I) existiert keine homogene Fixpunktlo¨sung, im Gebiet (II) gibt es
zwei (fu¨r jeden Parameterpunkt R in der Na¨he von M?). Einer der beiden Lo¨sungszweige
verha¨lt sich stabil hinsichtlich ra¨umlich homogener Sto¨rungen, der andere instabil. Diese
Sattel-Knoten Bifurkation ist noch einmal schematisch in der Abbildung darunter darge-
stellt. Dabei repra¨sentiert R? einen beliebigen Punkt in M? und Rn eine dazu senkrechte
Koordinate. Φf (R) bezeichnet dann die parameterabha¨ngige Familie homogener Lo¨sun-
gen im Gebiet (II). Der homogen stabile Lo¨sungszweig (durchgezogen gezeichnet) kann nun
jedoch durch inhomogene Sto¨rungen im ra¨umlich ausgedehnten System destabilisiert wer-
den, was an der Soft-Mode Fla¨che Ms passiert und das Gebiet (II) weiter unterteilt. Die
beiden Fla¨chen M? und Ms beru¨hren sich in der Schnittlinie Mc. An den Punkt Rc auf
der Linie ist ein lokales Koordinatensystem wie folgt angeheftet: Wa¨hrend der Vektor en
senkrecht auf M? und damit auch Ms steht, ist et ein simultaner Tangentenvektor an die
beiden Fla¨chen. Beide Vektoren sind normal zur SchnittlinieMc mit dem Richtungsvektor
ec und spannen die Ebene Ec auf.
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Abbildung 2.2: Eigenwertspektren des linearen Operators an verschiedenen Punkten
der Koordinatenebene Ec aus Abbildung 2.1 (gezeigt ist jeweils nur der kritische Ast des
Spektrums). Auf der Soft-Mode Linie sm existiert ein quadratisches Maximum bei von
Null verschiedener kritischer Wellenzahl kc. Im Beru¨hrungspunkt Rc von Soft-Mode und
Sattel-Knoten Linie sk verha¨lt sich das Maximum wie λ ∼ −k4. Bei Anna¨herung der
jeweiligen Koordinatenpunkte gehen die Spektren stetig ineinander u¨ber. Insbesondere
wa¨chst kc von Null ausgehend monoton an, wenn man sich auf der Bifurkationslinie sm
von Rc fortbewegt.
zu Ec auf 11. Das lineare Eigenwertspektrum besitzt in Rc zwingenderweise einen
quartischen Verlauf bei verschwindender kritischer Wellenzahl. Das ist in Abbildung
2.2 noch einmal dargestellt.
2.2 Ein generisches Beispiel
2.2.1 Modellgleichungen
Der bislang entwickelte formale Apparat la¨sst sich im Prinzip auf beliebig kompli-
zierte Ausgangsgleichungen anwenden, um die besprochene entartete Bifurkation zu
detektieren. Die konkrete Auswertung muss dann im letzten Schritt im Allgemeinen
numerisch erfolgen. Da manche der Schlussfolgerungen aus dem vorigen Abschnitt
11Im Minimalfall P = 2 ist die Schnittmenge ein Punkt, im hier gezeichneten Fall P = 3 ist sie
eine einparametrige Kurve.
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etwas abstrakt erscheinen, ist es sinnvoll, die U¨berlegungen noch einmal an dem
einfacheren, zweikomponentigen Modellsystem
Ut = G(U)− aUxx + b Vxx (2.55a)
Vt = −V − Uxx + Vxx (2.55b)
zu illustrieren, welches bereits in [Kugl] vorgeschlagen wurde. Die Funktion G(U)
bezeichnet eine Potenzreihe in U , die mit der Normalform der Sattel-Knoten Bifur-
kation startet. Vorerst begnu¨gen wir uns mit den Termen der niedrigsten Ordnung:
G(U) = µ− U 2 . (2.56)
Die Zustandsvariablen sind hier durch Φ = (U, V ) gegeben und die (reellen) Para-
meter durch R = (µ, a, b). Es ist also N = 2 und P = 3, und der durch die Vektoren
X :=
(
Φ,R, k
)
=
(
U, V, µ, a, b, k
)
(2.57)
aufgespannte Raum ist 6 -dimensional. Das System (2.55), (2.56) la¨sst sich wie
folgt interpretieren: Die erste Gleichung reduziert sich im ra¨umlich homogenen Fall
schlicht auf die Normalform der Sattel-Knoten Bifurkation. In der zweiten Kom-
ponente liegt eine einfache Relaxationsdynamik Vt = −V vor. Die Bewegungsglei-
chungen werden dann vermo¨ge der zweiten Ortsableitungen Uxx und Vxx in einer
aus der Physik der Reaktions-Diffusions Systeme gela¨ufigen Form gekoppelt12. Die
Matrix der Kopplungskoeffizienten ist nichtdiagonal und besitzt die spezielle Gestalt(
−a b
−1 1
)
. Wie in [Kugl] gezeigt wurde, ist dies jedoch keine Einschra¨nkung gegenu¨ber
dem allgemeinen Fall
(
−a b
−c d
)
mit beliebigem, positivem c und d. Der Parameter b sei
positiv.
Wir werden sehen, dass dieses Modellsystem alle Bedingungen des Abschnitts 2.1
erfu¨llt. Es repra¨sentiert die kombinierte Sattel-Knoten/Soft-Mode Bifurkation in der
denkbar einfachsten Form. Aufgrund dieses generischen Charakters, den unsere dy-
namischen Gleichungen besitzen, sprechen wir in Anlehnung an einen Begriff, der
in der Theorie gewo¨hnlicher Differentialgleichungen eingefu¨hrt und pra¨zisiert wird,
auch von einer Normalform [GuHo]. Das lokale Koordinatensystem (en, et, ec) aus
Abbildung 2.1 ist nun konstant im gesamten Raum und bereits in Richtung der ur-
spru¨nglichen Parameterachsen orientiert. Der relevante Parameter der Sattel-Knoten
Bifurkation ist natu¨rlich µ, und die Sattel-Knoten Fla¨che M? ist gerade die Koordi-
natenebene µ = 0. Der zweite relevante Parameter ist die Gro¨ße a. Die Schnittmen-
ge, in der sich die Fla¨chen M? und Ms beru¨hren, ist schließlich durch die Gerade
µ = a = 0 bei variablem Scharparameter b gegeben.
Zwei wichtige Bemerkungen mu¨ssen an dieser Stelle gemacht werden: Zum einen
reicht die Normalform (2.55) mit der quadratischen Nichtlinearita¨t (2.56) zwar aus,
um die Forderungen aus der Bifurkationstheorie zu erfu¨llen. Um jedoch im Rahmen
12Aufgrund der vorausgesetzten ra¨umlichen Inversionssymmetrie sind lineare Terme mit Ablei-
tungen ungerader Ordnung ausgeschlossen.
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der zeitlichen Dynamik physikalisch sinnvolle Lo¨sungseigenschaften sicherzustellen,
mu¨ssen nichtlineare Terme ho¨herer Ordnung in der Reihenentwicklung von G(U) be-
ru¨cksichtigt werden. Wir werden dies in Kapitel 3 tun. Zum anderen gibt es gewisse
Nebenbedingungen an die Parameter, welche die positive Definitheit der Diffusions-
matrix garantieren, was eine weitere physikalisch notwendige Voraussetzung ist. In
diesem Abschnitt, in dem es um die geometrische Interpretation der Grundgleichun-
gen geht, lassen wir sie vorerst außer Acht.
Die Matrix in der Eigenwertgleichung (2.17) nimmt nun fu¨r µ > 0 auf den homogen
stabilen Lo¨sungszweig U ? = +
√
µ und V ? = 0 folgende Gestalt an13:
L(X0, k) =
(−2U + a k2 −b k2
k2 −(1 + k2)
)
. (2.58)
Im homogenen Grenzfall k = 0 ist dies die Jacobi-Matrix DΦF (X0) aus Glei-
chung (2.4). Das Eigenwertproblem von L(X0, k) wird im Abschnitt 3.3 und in
Anhang C untersucht14. Zur Vereinfachung der folgenden Diskussion brechen wir
die k -Entwicklung des Spektrums nach der vierten Potenz ab, was in der Umge-
bung des Entartungspunktes mit kc = 0 erlaubt ist. Das Ergebnis fu¨r den kritischen
Ast lautet nach Anhang C
λ(X0, k) = −2U + a k2 − b k
4
1− 2U +O(k
6) . (2.59)
Damit lassen sich alle Mannigfaltigkeiten mit zugeho¨rigen Tangential- und Norma-
lenvektoren leicht analytisch berechnen.
2.2.2 Sattel-Knoten Bifurkation
Fu¨r unsere Modellgleichungen lauten die Sattel-Knoten Bedingungen (2.5) wie folgt:
0 = F1 = µ− U 2 (2.60a)
0 = F2 = −V (2.60b)
0 = λ = −2U . (2.60c)
Die Sattel-Knoten Fla¨che M? ist zweidimensional und kann durch ρ = (a, b) para-
metrisiert werden. Aus obigen Bedingungen ergeben sich U(a, b) = V (a, b) = 0 und
µ(a, b) = 0. Damit ist eine Parameterdarstellung explizit bekannt, na¨mlich
X0(ρ) =
(
0, 0, 0, a, b
)
mit ρ = (a, b) . (2.61)
13Im Folgenden lassen wir die Indizes ?, s und c in den Gleichungen weg, da die Bedeutung stets
aus dem Zusammenhang hervorgeht.
14In den Bezeichnungen gilt dort die Entsprechung 2U ↔ γ.
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Zur Bestimmung der drei Normalenvektoren auf der Sattel-Knoten Fla¨che berechnen
wir die Ausdru¨cke
n01 =∇X0F1 =
(−2U, 0, 1, 0, 0) (2.62a)
n02 =∇X0F2 =
(
0,−1, 0, 0, 0) (2.62b)
n03 = ∇X0λ =
(−2, 0, 0, 0, 0) , (2.62c)
in die noch die Bedingungen (2.60), sprich U = 0 einzusetzen sind. Die beiden
Tangentialvektoren sind schließlich vermo¨ge
t01(ρ) =
∂X0
∂a
∣∣∣
ρ
(2.63a)
t02(ρ) =
∂X0
∂b
∣∣∣
ρ
(2.63b)
definiert, so dass wir insgesamt erhalten:
n01(ρ) =
(
0, 0, 1, 0, 0
)
(2.64a)
n02(ρ) =
(
0,−1, 0, 0, 0) (2.64b)
n03(ρ) =
(−2, 0, 0, 0, 0) (2.64c)
sowie
t01(ρ) =
(
0, 0, 0, 1, 0
)
(2.64d)
t02(ρ) =
(
0, 0, 0, 0, 1
)
. (2.64e)
Man u¨berzeugt sich leicht von der Gu¨ltigkeit der Orthogonalita¨tsbedingungen
n0i (ρ) · t0j(ρ) = 0 fu¨r i = 1, 2, 3 j = 1, 2 . (2.65)
2.2.3 Soft-Mode Instabilita¨t
Die Soft-Mode Instabilita¨t ist nach den Eingangs gemachten Bemerkungen durch
die Bedingungen
0 = F1 = µ− U 2 (2.66a)
0 = F2 = −V (2.66b)
0 = λ = −2U + a k2 − b k4
1−2 U
(2.66c)
0 = ∂kλ = 2 a k − 4 b k31−2 U (2.66d)
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festgelegt, siehe die Gleichungen (2.22). Es zeigt sich, dass wir die Soft-Mode Fla¨che
Ms durch die Parameter σ = (b, k) charakterisieren ko¨nnen, denn die Bedingungs-
gleichungen lassen sich mit der Abku¨rzung
w(b, k) =
√
1− 4 b k4 (2.67)
wie folgt auflo¨sen15:
U(b, k) = 1
4
(1− w) (2.68a)
V (b, k) = 0 (2.68b)
µ(b, k) = 1
16
(1− w)2 (2.68c)
a(b, k) = 4 b k
2
1+w
. (2.68d)
Damit erhalten wir die Parameterdarstellung
X(σ) =
(
1
4
(1− w), 0, 1
16
(1− w)2, 4 b k2
1+w
, b, k
)
mit σ = (b, k) . (2.69)
Es gibt nun 2 Tangentenvektoren
t1(σ) =
∂X
∂b
∣∣∣
σ
(2.70a)
t2(σ) =
∂X
∂k
∣∣∣
σ
(2.70b)
und 4 Normalenvektoren, die sich aus
n1 = ∇XF1 =
(−2U, 0, 1, 0, 0, 0) (2.71a)
n2 = ∇XF2 =
(
0,−1, 0, 0, 0, 0) (2.71b)
n3 = ∇Xλ =
(
−2− 2 b k4
(1−2 U)2
, 0, 0, k2,− k4
1−2 U
, 2 a k − 4 b k3
1−2 U
)
(2.71c)
n4 = ∇X∂kλ =
(
− 8 b k3
(1−2 U)2
, 0, 0, 2 k,− 4 k3
1−2 U
, 2 a− 12 b k2
1−2 U
)
(2.71d)
berechnen lassen. Setzen wir die obigen Auflo¨sungen fu¨r a = 4 b k
2
1+w
und 1 − 2U =
1
2
(1 + w) ein, so folgt als Ergebnis
n1(σ) =
(−1
2
(1− w), 0, 1, 0, 0, 0) (2.72a)
n2(σ) =
(
0,−1, 0, 0, 0, 0) (2.72b)
n3(σ) =
(
−2− 8 b k4
(1+w)2
, 0, 0, k2,− 2 k4
1+w
, 0
)
(2.72c)
n4(σ) =
(
− 32 b k3
(1+w)2
, 0, 0, 2 k,− 8 k3
1+w
,−16 b k2
1+w
)
(2.72d)
15Man addiert z. B. die mit −k/2 multiplizierte vierte Gleichung zur dritten. Bei der Auflo¨sung
der sich ergebenden quadratischen Gleichung in U ist das Vorzeichen so zu wa¨hlen, dass man fu¨r
k = 0 den Lo¨sungszweig U = 0 zuru¨ckerha¨lt.
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sowie
t1(σ) =
(
k4
2 w
, 0, k
4(1−w)
4 w
, 2 k
2
w
, 1, 0
)
(2.72e)
t2(σ) =
(
2 b k3
w
, 0, b k
3(1−w)
w
, 8 b k
w (1+w)
, 0, 1
)
. (2.72f)
Wiederum la¨sst sich durch Nachrechnen die Gu¨ltigkeit der Orthogonalita¨tsbedin-
gungen u¨berpru¨fen:
ni(σ) · tj(σ) = 0 fu¨r i = 1, 2, 3, 4 j = 1, 2 . (2.73)
Unter den Normalenvektoren besitzt nur n4(σ) eine von Null verschiedene k -Kom-
ponente. Wir fu¨hren daher die Projektion n04(σ) ein gema¨ß der Aufteilung
n4(σ) =
(
n04(σ), n4,6(σ)
)
mit n4,6(σ) = −16 b k21+w . (2.74)
Analog gilt fu¨r die Tangentenvektoren
t1(σ) =
(
t01(σ), 0
)
(2.75a)
t2(σ) =
(
t02(σ), 1
)
. (2.75b)
In U¨bereinstimmung mit den allgemeinen Ausfu¨hrungen kann man schließlich noch
nachweisen, dass die Beziehungen (2.36)
t1,6(σ) = 0 = −n
0
4(σ) · t01(σ)
n4,6(σ)
(2.76a)
t2,6(σ) = 1 = −n
0
4(σ) · t02(σ)
n4,6(σ)
(2.76b)
erfu¨llt sind.
2.2.4 Kombinierte Bifurkation
Neben den beiden Fixpunktgleichungen lauten die Bedingungen (2.44) fu¨r die kom-
binierte Bifurkation
0 = λ = −2U + a k2 − b k4
1−2 U
(2.77a)
0 = ∂ 2k λ = 2 a− 12 b k
2
1−2 U
(2.77b)
0 = k . (2.77c)
Daraus ergibt sich U = V = 0 und µ = a = 0 (und natu¨rlich auch ∂kλ = 0). Die
Schnittmenge ist eindimensional und kann durch τ = b parametrisiert werden:
X(τ) =
(
0, 0, 0, 0, b, 0
)
mit τ = b . (2.78)
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Erga¨nzend zu den bisherigen Resultaten notieren wir noch
∇X∂
2
k λ =
(
− 24 b k2
(1−2 U)2
, 0, 0, 2,− 12 k2
1−2 U
,− 24 b k
1−2 U
)
(2.79)
und erhalten fu¨r Normalen- und Tangentenvektoren an die Schnittlinie die Ausdru¨cke
(siehe auch die Fußnote 9 auf Seite 15)
n1(τ) = ∇XF1
∣∣
τ
=
(
0, 0, 1, 0, 0, 0
)
(2.80a)
n2(τ) = ∇XF2
∣∣
τ
=
(
0,−1, 0, 0, 0, 0) (2.80b)
n3(τ) = ∇Xλ
∣∣
τ
=
(−2, 0, 0, 0, 0, 0) (2.80c)
n4(τ) = ∇X∂
2
k λ
∣∣
τ
=
(
0, 0, 0, 2, 0, 0
)
(2.80d)
n5(τ) = ∇XC
∣∣
τ
=
(
0, 0, 0, 0, 0, 1
)
(2.80e)
bzw.
t(τ) =
∂X
∂b
∣∣∣
τ
=
(
0, 0, 0, 0, 1, 0
)
. (2.81)
2.2.5 Grenzu¨bergang
Betrachten wir jetzt noch einen durch σ = (b, k) gegebenen Punkt auf der Soft-
Mode Fla¨che und vollziehen den Grenzu¨bergang k → 0, d. h. na¨hern uns auf diese
Weise der Schnittlinie mit der Sattel-Knoten Fla¨che an. Fu¨r die Normalenvektoren
ni(σ) aus (2.72) folgt
n1(b, 0) =
(
0, 0, 1, 0, 0, 0
)
(2.82a)
n2(b, 0) =
(
0,−1, 0, 0, 0, 0) (2.82b)
n3(b, 0) =
(−2, 0, 0, 0, 0, 0) (2.82c)
n4(b, 0) =
(
0, 0, 0, 0, 0, 0
)
. (2.82d)
Wie wir bereits aus den allgemeinen U¨berlegungen von Seite 16 wissen, entartet der
letzte Vektor n4(σ) = ∇X∂kλ
∣∣
σ
bei diesem Grenzu¨bergang zum Nullvektor. Statt-
dessen kann man aber problemlos den Ausdruck limk→0
(
n4(σ)/k
)
zur Festlegung
der Normalenrichtung verwenden, denn es ist(n4
k
)
(b, 0) =
(
0, 0, 0, 2, 0, 0
)
= n4(τ) . (2.83)
Die Tangentenvektoren tj(σ) an die Soft-Mode Fla¨che gehen fu¨r k = 0 u¨ber in
t1(b, 0) =
(
0, 0, 0, 0, 1, 0
)
= t(τ) (2.84a)
t2(b, 0) =
(
0, 0, 0, 0, 0, 1
)
, (2.84b)
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so dass auch die Projektion
(
t02(σ)
)
k=0
formal zum Nullvektor wird:
t01(b, 0) =
(
0, 0, 0, 0, 1
)
(2.85a)
t02(b, 0) =
(
0, 0, 0, 0, 0
)
. (2.85b)
Ganz analog zu obigem Vorgehen fu¨r den Normalenvektor ist es in diesem Fall je-
doch sinnvoll, den Grenzvektor limk→0
(
t02(σ)/k
)
als Projektion des Tangentenvek-
tors t2(σ) einzufu¨hren. Wegen(t02
k
)
(b, 0) =
(
0, 0, 0, 4b , 0
)
(2.86)
stimmt dann auf der Schnittlinie die lineare Hu¨lle der Vektoren t01(σ),
(
t02(σ)/k
)
mit derjenigen von t01(ρ) und t
0
2(ρ) aus (2.64) u¨berein.
2.2.6 Bifurkationsdiagramme
Wie besprochen entfalten sich die Bifurkationsfla¨chen unseres Modellsystems in ei-
nem 6-dimensionalen Raum. Von den mo¨glichen Projektionen auf dreidimensionale
Unterra¨ume ist besonders diejenige auf den Raum mit den Achsen (µ, a, k) inter-
essant, weil darin die Aussage des Theorems von Seite 16 voll zum Ausdruck kommt.
Das ist in Abbildung 2.3 dargestellt. Anstatt µ kann man in den Diagrammen auch
U auftragen, denn durch die Fixpunktgleichung µ = U 2 besteht ein eindeutiger,
monotoner Zusammenhang zwischen dem Bifurkationsparameter und dem uns in-
teressierenden stabilen Lo¨sungszweig. Beide Gro¨ßen sind in topologischer Hinsicht
gleichwertig. Eine andere mo¨gliche Wahl der Achsen besteht in den drei Systempara-
metern (µ, a, b), siehe Abbildung 2.4. Es ergibt sich dann wieder eine Geometrie wie
in Abbildung 2.1. Wenngleich die formale Herleitung aus der allgemeinen Gleichung
(2.1) noch aussteht, so lassen die Betrachtungen dieses Kapitels doch insgesamt die
wohl begru¨ndete Vermutung zu, dass es sich bei (2.55) tatsa¨chlich um die Normal-
form der kombinierten Sattel-Knoten/Soft-Mode Bifurkation handelt.
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Abbildung 2.3: Ausschnitt der Bifurkationsfla¨chen im Raum (U, a, k). Das Gitternetz
auf der Soft-Mode Fla¨che Ms besteht aus den Kurven mit konstantem k bzw. b. Projiziert
man eine der Raumkurven zu festem Parameter b auf die Ebene k = 0, so beru¨hrt die
Projektion M0s die durch die Gerade U = 0 = k repra¨sentierte Sattel-Knoten Linie M?
im Punkt (0, 0, 0).
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Abbildung 2.4: Ausschnitt der Bifurkationsfla¨chen im Raum (U, a, b). Das Gitternetz auf
der Soft-Mode Fla¨che Ms besteht aus den Kurven mit konstantem k bzw. b. Die Ebene
U = 0 repra¨sentiert die Sattel-Knoten Fla¨che M? . Die Schnittlinie Mc , in der sich die
beiden Fla¨chen beru¨hren, wird durch b parametrisiert. Die Geometrie entspricht derjenigen
in Abbildung 2.1.
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Kapitel 3
Das Modellsystem
3.1 Normalform
Die im Abschnitt 2.2 eingefu¨hrte Normalform (2.55), (2.56) erfu¨llt zwar hinsichtlich
der beteiligten Bifurkationen alle Anforderungen, die wir uns im Abschnitt 2.1 in all-
gemeiner Form vorgegeben haben. Das System ist aber im Hinblick auf physikalische
Anwendungen zu weit reduziert. Der Grund liegt in der rein quadratischen Nichtli-
nearita¨t, welche die lineare Instabilita¨t oberhalb der Schwelle derart versta¨rkt, dass
sich im Verlauf der zeitlichen Dynamik im Allgemeinen u¨berhaupt keine beschra¨nk-
ten Lo¨sungen mehr einstellen. Bei numerischen Simulationen beobachtet man stets
ein explosionsartiges (exponentielles) Anwachsen des Lo¨sungsprofils mit der Zeit.
Damit ist das Anfangswertproblem fu¨r das System partieller Differentialgleichun-
gen (2.55) in dieser Form nicht wohl gestellt. Wir mu¨ssen daher Nichtlinearita¨ten
von mindestens kubischer Ordnung in der Reihenentwicklung der Funktion G(U)
beru¨cksichtigen:
G(U) = µ− U 2 − U 3 . (3.1)
Dadurch werden Lo¨sungen großer Amplitude wieder
”
eingefangen“ und die Stabilita¨t
des Systems gewa¨hrleistet. Das zugeho¨rige Bifurkationsdiagramm homogener Fix-
punktlo¨sungen ist in Abbildung 3.1 dargestellt. Außer der schon bekannten Sattel-
Knoten Bifurkation bei µ = 0 tritt nun noch eine zweite bei µ = 4/27 auf. Innerhalb
des durch die Bifurkationspunkte begrenzten Bereiches existieren drei Lo¨sungen, von
denen zwei in Bezug auf homogene Sto¨rungen stabil sind, außerhalb existiert je eine
stabile Lo¨sung. Es liegt also im Inneren ein typischer Fall von Bistabilita¨t vor, bei
dem zwei homogene Lo¨sungen stabil koexistieren ko¨nnen. Es bleibt die Frage, wie
sich die durch die Diffusionsmatrix vermittelte Ortsabha¨ngigkeit der Bewegungs-
gleichungen auswirkt: Jeder der beiden homogen stabilen Lo¨sungszweige kann nun
gegebenenfalls durch ra¨umlich inhomogene Sto¨rungen destabilisiert werden. Daher
gibt es im Raum der relevanten Parameter (in der (µ, a)–Ebene) auch zwei zugeho¨-
rige Grenzlinien marginaler Stabilita¨t und schließlich zwei der in Kapitel 2 ausfu¨hr-
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Abbildung 3.1: Bifurkationsdiagramm ra¨umlich homogener Fixpunktlo¨sungen fu¨r das
Modellsystem (2.55) mit G(U) = µ − U2 − U3. Die drei Zweige λ1 bis λ3 erfu¨llen die
Gleichung G(λ) = 0. Bei den Parameterwerten µ = 0 und µ = 4/27 tritt jeweils eine
Sattel-Knoten Bifurkation auf. Die Lo¨sung λ2 ist instabil gegenu¨ber ra¨umlich homogenen
Sto¨rungen, die beiden anderen Zweige sind stabil.
lich diskutierten Kodimension-2 Punkte, an denen es zu einer Verschmelzung der
jeweiligen Soft-Mode Instabilita¨t mit einer Sattel-Knoten Bifurkation kommt. In der
Umgebung jedes dieser Punkte gelten, was den grundsa¨tzlichen Verlauf der Bifur-
kationslinien und die Form der Eigenwertspektren angeht, die bereits besprochenen
charakteristischen Eigenschaften.
Aufgrund der Punktsymmetrie der Kurve aus Abbildung 3.1 bezu¨glich des Wende-
punktes genu¨gt es, einen der beiden homogen stabilen Fixpunkte zu betrachten, z. B.
den oberen. Fu¨r das weitere Vorgehen ist es angebracht, die Abweichung von dieser
Lo¨sung als dynamische Variable einzufu¨hren. Durch diese Verschiebung wird das
konstante Glied µ in den Bewegungsgleichungen wegtransformiert. Die Transforma-
tion ist im Anhang A explizit angegeben. Wie man dort sieht, ist das urspru¨ngliche
Modellsystem (2.55) inklusive der Nichtlinearita¨t (3.1) im Fall µ > 0 vollsta¨ndig in
den Gleichungen
ut = −γ u− β u2 − u3 − a uxx + b vxx (3.2a)
vt = −v − uxx + vxx (3.2b)
enthalten, die fortan die dynamischen Grundgleichungen dieser Arbeit darstellen.
Im Sinne der Transformation (A.1) sind die beiden Parameter β > 0 und γ > 0
noch miteinander verknu¨pft, na¨mlich vermo¨ge der Beziehung (A.7). Wir werden
diese urspru¨ngliche Motivation der Bewegungsgleichungen (3.2) nun jedoch insofern
verallgemeinern, als wir im weiteren Verlauf der Arbeit β und γ frei (aber weiterhin
positiv) wa¨hlen. Dadurch gewinnt das System noch an Lo¨sungsreichhaltigkeit hinzu.
Wir werden in Abschnitt 6.3 noch einmal darauf zu sprechen kommen.
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3.2 Ra¨umlich homogene Lo¨sungen
Homogene Fixpunktlo¨sungen des im letzten Abschnitt eingefu¨hrten Systems (3.2)
sind durch die kubische Gleichung H(ξ) = 0 mit
H(u) = γ u+ β u2 + u3 (3.3)
festgelegt1. Sie lauten:
ξ1 = 0 und ξ2,3 = −1
2
(
β ∓
√
β2 − 4 γ
)
. (3.4)
Betrachten wir jetzt γ als relevanten Parameter, der bei festgehaltenem β variiert
wird. Dann ergibt sich das in Abbildung 3.2 gezeigte Bifurkationsdiagramm, welches
dem aus Abbildung 3.1 gegenu¨ber zu stellen ist. La¨sst man auch negative Werte fu¨r
γ zu, so existiert an der Stelle γ = 0 nun formal gesehen anstatt einer Sattel-Kno-
ten Bifurkation eine transkritische Bifurkation. Das ist aber eine triviale Folge der
Tatsache, dass eine der homogenen Lo¨sungen wie im letzten Abschnitt beschrieben
als Referenzlo¨sung in den Koordinatenursprung verschoben wurde2. Bei γ = β2/4
tritt wie schon erwa¨hnt eine weitere Sattel-Knoten Bifurkation auf.
0
-  b / 2
-  b
 b  2 / 4
g
u
x 1
x 2
x 3
0
Abbildung 3.2: Bifurkationsdiagramm ra¨umlich homogener Fixpunktlo¨sungen fu¨r die
Grundgleichungen (3.2) mit β, γ > 0. Die drei Zweige ξ1 bis ξ3 sind Lo¨sungen der Gleichung
H(ξ) = 0 mit H(u) = γ u+β u2+u3. Das Diagramm geht aus Abbildung 3.1 hervor, indem
man fu¨r positives µ um die Lo¨sung λ1 entwickelt. Die beiden Sattel-Knoten Punkte werden
dabei auf γ = 0 und γ = β2/4 abgebildet.
1Die Komponente v muss stets verschwinden.
2Ohnehin haben wir uns auf Werte γ > 0 festgelegt.
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3.3 Lineare Stabilita¨tsanalyse
Die Stabilita¨tsanalyse fu¨r die triviale Lo¨sung ξ1 = 0 erfolgt im Prinzip wie in Kapi-
tel 2 bereits geschildert. Der Lo¨sungszweig ξ2 ist schon im ra¨umlich homogenen Fall
instabil und braucht nicht weiter betrachtet zu werden. Die Berechnung der Bifur-
kationslinien fu¨r die dritte Lo¨sung ξ3 kann wie im Anhang B dargestellt aufgrund
von Symmetrieargumenten auf die fu¨r ξ1 zuru¨ckgefu¨hrt werden. Wa¨hrend in Kapi-
tel 2 die Betrachtungen auf die Umgebung des Entartungspunktes beschra¨nkt waren,
sollen die Stabilita¨tsgrenzen nun global fu¨r den gesamten Parameterraum ermittelt
werden. Deswegen wird die zugeho¨rige Rechnung hier noch einmal kurz skizziert.
Dabei bietet sich auch die Gelegenheit, auf einige grundsa¨tzliche Einschra¨nkungen
bei der Vorgabe der Parameter hinzuweisen.
Einsetzen des Fourier-Ansatzes(
u(x, t)
v(x, t)
)
= Ψ(k) eikx eλ(k) t mit Ψ(k) =
(
u0k
v0k
)
(3.5)
in (3.2) fu¨hrt nach anschließender Linearisierung auf die Eigenwertgleichung3
L(k)Ψ(k) = λ(k)Ψ(k) (3.6)
mit der 2× 2 Matrix:
L(k) =
(−γ + a k2 −b k2
k2 −(1 + k2)
)
. (3.7)
Die Forderung nach nichttrivialer Lo¨sbarkeit liefert dann das charakteristische Po-
lynom
λ2 + p(k)λ+ q(k) = 0 (3.8)
mit den Abku¨rzungen
p(k) = A+B k2
q(k) = C +Dk2 + E k4 ,
(3.9)
sowie:
A = 1 + γ
B = 1− a > 0
C = γ
D = γ − a
E = b− a > 0 .
(3.10)
Durch Auflo¨sung der quadratischen Gleichung (3.8) erha¨lt man direkt die beiden von
der Wellenzahl abha¨ngigen Eigenwerte λ(±)(k). Sie werden im Anhang C na¨her dis-
kutiert. Um physikalisch nicht sinnvolle Instabilita¨ten gegenu¨ber Sto¨rungen beliebig
kleiner Wellenla¨nge (große k) auszuschließen, mu¨ssen die Nebenbedingungen B > 0
und E > 0 aufgestellt werden. Dies ist jedoch gerade a¨quivalent zur Forderung, die
Diffusionsmatrix
(
−a b
−1 1
)
in den Ausgangsgleichungen (3.2) solle positiv definit sein.
Damit wird prinzipiell eine Fallunterscheidung b ≷ 1 notwendig. In der gesamten
weiteren Arbeit werden wir den Fall b > 1 diskutieren, so dass man nur noch die
Einschra¨nkung a < 1 zu beachten hat.
3Dies ist ein Spezialfall von Gleichung (2.17).
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3.4 Bifurkationsdiagramm
Die einzigen in unserem Modellsystem auftretenden Instabilita¨ten sind vom Typ
”
Soft-Mode“. Die notwendigen Bedingungen dafu¨r wurden bereits in Abschnitt 2.1.3
in allgemeiner Form diskutiert. Im vorliegenden Fall reduzieren sie sich auf 4:
q(kc) = 0 und q
′(kc) = 0 . (3.11)
Aus der zweiten Bedingung folgt sofort ein Ausdruck fu¨r die kritische Wellenzahl:
k2c = −
D
2E
=
a− γ
2 (b− a) . (3.12)
Einsetzen in die erste Gleichung liefert anschließend:
a2 + 2 γ a+ γ(γ − 4 b) = 0 . (3.13)
Damit ergibt sich durch Auflo¨sen nach a der funktionale Zusammenhang
a(γ) = −γ + 2
√
b γ , (3.14)
welcher die Schwelle im Parameterraum festlegt5. Substitution in (3.12) ergibt die
auf der Soft-Mode Linie gu¨ltige Formel
k2c (γ) =
√
γ√
b−√γ , (3.15)
auf die wir noch gelegentlich zuru¨ckgreifen werden. Nu¨tzlich ist auch die Parameter-
darstellung der Bifurkationslinie mit der kritischen Wellenzahl als Kurvenparameter,
a(kc) = b k
2
c
2 + k2c(
1 + k2c
)2 (3.16a)
γ(kc) =
b k4c(
1 + k2c
)2 , (3.16b)
die man durch Umstellung obenstehender Gleichungen erha¨lt.
Im Sinne der Diskussion von Kapitel 2 identifizieren wir a und γ als relevante Para-
meter, deren Variation zur Entfaltung der grundlegenden Sattel-Knoten und Soft-
Mode Bifurkationen fu¨hrt. Deswegen zeichnen wir in Abbildung 3.3 das Bifurkations-
diagramm in der (γ, a)–Ebene bei fixierten restlichen Parametern b und β. Die gerade
ermittelte Kurve stellt die Instabilita¨tsschwelle fu¨r die triviale Lo¨sung ξ1 = 0 dar.
4Der u¨blichen Konvention folgend schreiben wir fu¨r die kritische Wellenzahl nun kc, anstelle der
im Kapitel 2 verwendeten Bezeichnung ks.
5Das Vorzeichen muss bei der Lo¨sung der quadratischen Gleichung so gewa¨hlt werden, dass die
Nebenbedingung a(γ) > γ fu¨r genu¨gend kleine γ erfu¨llt und somit der Ausdruck (3.12) positiv ist.
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Vervollsta¨ndigt wird das Diagramm durch eine zweite Kurve, die sich auf die andere,
homogen stabile Fixpunktlo¨sung ξ3 bezieht und im Anhang B angegeben wird. Bei-
den Soft-Mode Linien gemeinsam ist die Beru¨hrung mit der jeweiligen Sattel-Knoten
Linie in den Entartungspunkten P1 und P2 entsprechend der allgemeinen Theorie
von Kapitel 2. Ausgehend vom Wert Null in diesen Punkten nimmt die kritische
Wellenzahl kc entlang der Grenzlinien kontinuierlich zu. Die Eigenwertspektren in
den Kodimension-2 Punkten haben den ebenfalls schon besprochenen quartischen
Verlauf. Nach oben hin ist der physikalisch sinnvolle Bereich des Bifurkationsdia-
grammes durch die Gerade a = 1 beschra¨nkt, an dem die positive Definitheit der
Diffusionsmatrix verloren geht.
0
1
a
g
2 b  2 / 9 b  2 / 4
P 1 P 2
s m 1
s m 2
0
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P 2
Abbildung 3.3: Stabilita¨tsdiagramm fu¨r die ra¨umlich homogenen, stationa¨ren Lo¨sungen
des Systems (3.2) bei festen Parametern b > 1 und β > 0. Fu¨r Werte 0 < γ < β2/4 existie-
ren zwei Lo¨sungen (ξ1 und ξ3 in Abbildung 3.2), die stabil bezu¨glich ra¨umlich homogener
Sto¨rungen sind. Sie werden an den Soft-Mode Linien sm1 bzw. sm2 instabil gegenu¨ber in-
homogenen Sto¨rungen. Die stabilen Bereiche sind jeweils grau unterlegt. Im dunkelgrauen
Gebiet ko¨nnen also beide Lo¨sungen stabil koexistieren. Die Linien marginaler Stabilita¨t
enden (oder starten, je nach Sichtweise) in den Kodimension-2 Punkten P1 und P2. Dort
verschwindet die kritische Wellenzahl, und die kritischen A¨ste der Eigenwertspektren ha-
ben einen negativen k4–fo¨rmigen Verlauf, wie man in den beiden unteren Bildern sieht.
Die dunklen Linien in den Spektren beziehen sich auf die Lo¨sung ξ1, die hellen auf ξ3.
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3.5 Transformation auf Normalkoordinaten
Ziel dieses Abschnitts ist es, die Grundgleichungen (3.2) in linearer Ordnung zu
entkoppeln. Wir werden jedoch sehen, dass dies nur im stationa¨ren Fall u˙ = v˙ = 0
gelingt6. Das wird durch die Koordinatentransformation
u = x1 − x2 v = ω
2
1
1 + ω21
x1 − ω
2
2
1 + ω22
x2 (3.17)
mit
ω21 = k
2
c + Γ ω
2
2 = k
2
c − Γ (3.18)
sowie
k2c =
a− γ
2 (b− a) Γ =
√
(a+ γ)2 − 4 b γ
2 (b− a) (3.19)
bewerkstelligt. Zum Nachweis dieser Behauptung fassen wir die Nichtlinearita¨ten in
der Form
F (u) = β u2 + u3 (3.20)
zusammen und fu¨hren ferner die Abku¨rzungen
v1 =
ω21
1 + ω21
v2 =
ω22
1 + ω22
(3.21)
ein. Da wir spa¨ter auch die volle Zeitabha¨ngigkeit der Bewegungsgleichungen beno¨-
tigen, wird diese gleich mittransformiert. Einige Bemerkungen zur Bedeutung der
eingefu¨hrten Gro¨ßen (3.18) und (3.19) folgen im Anschluss an die Rechnung in Ab-
schnitt 3.7.
Indem man die mit a bzw. b multiplizierte Gleichung (3.2b) von (3.2a) subtrahiert
und die Transformation (3.17) mitsamt den Abku¨rzungen (3.21) einsetzt, ergibt sich:
x˙1 − x˙2 − b
(
v1 x˙1 − v2 x˙2
)
=
(b− a)(x′′1 − x′′2)− γ(x1 − x2) + b (v1 x1 − v2 x2)− F (x1 − x2) (3.22a)
x˙1 − x˙2 − a
(
v1 x˙1 − v2 x˙2
)
=
(b− a)(v1 x′′1 − v2 x′′2)− γ(x1 − x2) + a (v1 x1 − v2 x2)− F (x1 − x2) .
(3.22b)
Die erste Gleichung wird nun jeweils mit v1 bzw. v2 multipliziert und von der zweiten
6Fu¨r zeitliche Ableitungen verwenden wir in diesem Abschnitt wahlweise die Schreibweisen ut
oder u˙, analog ux oder u
′ fu¨r ra¨umliche Ableitungen.
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abgezogen. Nach dem Sortieren der Terme folgt:(
(1− a v1)− v2 (1− b v1)
)
x˙1 −
(
(1− a v2)− v2 (1− b v2)
)
x˙2 =(
γ (v2 − 1)− v1 (b v2 − a)
)
x1 −
[
γ (v2 − 1)− v2 (b v2 − a)
]
x2
+ (b− a)(v1 − v2)x′′1 + (v2 − 1)F (x1 − x2)
(3.23a)
(
(1− a v1)− v1 (1− b v1)
)
x˙1 −
(
(1− a v2)− v1 (1− b v2)
)
x˙2 =[
γ (v1 − 1)− v1 (b v1 − a)
]
x1 −
(
γ (v1 − 1)− v2 (b v1 − a)
)
x2
+ (b− a)(v1 − v2)x′′2 + (v1 − 1)F (x1 − x2) .
(3.23b)
Die Ausdru¨cke in den eckigen Klammern verschwinden aufgrund der im Anhang
aufgefu¨hrten Relationen (D.5). Jetzt dividiert man noch durch den Vorfaktor (b−a)·
(v1− v2) der Terme x′′1 bzw. x′′2 und formt die restlichen Faktoren vor den Variablen
x1 und x2 und deren zeitlichen Ableitungen sowie vor der Nichtlinearita¨t F gema¨ß
den Beziehungen (D.6) bis (D.9) um. Das Ergebnis lautet wie folgt:
x′′1 + ω
2
1 x1 =
1 + ω21
2 Γ(b− a)
(
F (x1 − x2) + r1 x˙1 − (1− γ) x˙2
)
(3.24a)
x′′2 + ω
2
2 x2 =
1 + ω22
2 Γ(b− a)
(
F (x1 − x2) + (1− γ) x˙1 − r2 x˙2
)
(3.24b)
Hierbei wurden zwei weitere Abku¨rzungen r1 und r2 eingefu¨hrt:
ri = 1 +
γ − aω2i
1 + ω2i
(i = 1, 2) . (3.25)
3.6 Swift-Hohenberg Form
Durch Addition und Subtraktion von (3.24a) und (3.24b) entstehen Gleichungen,
die die Kombinationen
u = x1 − x2 u¯ = x1 + x2 (3.26)
beinhalten. Mit den Definitionen
p = 1− 1
2
(a+ γ) q = 1 + k2c p (3.27)
sehen diese wie folgt aus:
u′′ + k2c u+ Γ u¯ =
1
b− a
(
F (u) + p u˙
)− Γ ˙¯u (3.28a)
u¯′′ + k2c u¯+ Γu =
1
Γ(b− a)
((
1 + k2c
)
F (u) + q u˙
)
− k2c ˙¯u . (3.28b)
35
Man differenziert (3.28a) zweimal nach der Ortsvariablen x und setzt die Gro¨ße u¯′′
aus (3.28b) ein. Anschließend wird vermo¨ge der urspru¨nglichen Gleichung (3.28a)
noch u¯ eliminiert7. Ganz analog wird mit der zweiten Gleichung (3.28b) verfahren:
Nach zweimaliger Ableitung nach x werden u′′ und u eliminiert. Außerdem beach-
te man in diesem Fall die Identita¨ten (D.2), (D.3) und (D.10). Das Ergebnis der
Bemu¨hungen la¨sst sich dann in der Form
Γ2 u− (k2c + ∂2x)2 u = 1b− a
(
F (u) + u˙− ∂2x
(
F (u) + p u˙
))
+ Γ ∂2x ˙¯u (3.29a)
Γ2 u¯− (k2c + ∂2x)2 u¯ = − a+ γ2 Γ(b− a)2
(
F (u) + (1− γ) u˙
)
+
γ
b− a ˙¯u
− 1
Γ(b− a) ∂
2
x
((
1 + k2c
)
F (u) + q u˙
)
+ k2c ∂
2
x
˙¯u
(3.29b)
schreiben. Weiterhin kann man (3.28a) mit k2c und (3.28b) mit Γ multiplizieren und
nach der Zeit t differenzieren. Umstellen nach dem in beiden Fa¨llen auftretenden
Term k2c Γ u¯t und Gleichsetzen der Ausdru¨cke liefert die Relation
Γ u¯txx = k
2
c utxx +
1
b− a
((
γ + F ′(u)
)
ut + utt
)
. (3.30)
Dabei wurde wiederum von der Definition (3.27) und der Identita¨t (D.2) Gebrauch
gemacht8. Einsetzen in die Gleichung 4. Ordnung (3.29a) ergibt mit (D.11) schließlich
eine Bewegungsgleichung fu¨r u alleine, in der allerdings Orts- und Zeitableitungen
vermischt sind und auch Zeitableitungen zweiter Ordnung auftreten:
Γ2 u− (k2c + ∂2x)2 u = 1b− a
(
F (u)− ∂2xF (u) +G(u)
)
(3.31)
mit
G(u) =
(
1 + γ + F ′(u)
)
ut + utt − (1− a)utxx . (3.32)
Bei bekanntem u(x, t) liegt u¯(x, t) fest und kann (zumindest im Prinzip) durch wie-
derholte Integration aus Gleichung (3.30) berechnet werden. Damit kennt man auch
das Verhalten von v(x, t).
3.7 Diskussion
Durch die Koordinatentransformation (3.17) ließen sich die Ausgangsgleichungen
(3.2) auf das gekoppelte System nichtlinearer Oszillatoren (3.24) mit Eigenfrequen-
zen ω1 und ω2 abbilden. Die Gro¨ße kc ist gema¨ß (3.19) im gesamtem Parameter-
bereich definiert und besitzt an der Instabilita¨tsschwelle sm1 gerade die Bedeutung
7Ausdru¨cke mit ˙¯u verbleiben allerdings.
8F ′(u) bezeichnet an dieser Stelle die Ableitung der Funktion F (u) nach ihrem Argument.
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(3.15) der kritischen Wellenzahl9. Sie parametrisiert die Lage eines Punktes auf der
Linie. Die Gro¨ße Γ wiederum ist ein direktes Maß fu¨r den Abstand von der Schwelle
und verschwindet auf derselben (im instabilen Bereich ist Γ reell und positiv). Auf
der Bifurkationslinie sind die beiden ungesto¨rten Eigenfrequenzen (3.18) daher gleich
groß, die Differenz ihrer Quadrate wa¨chst proportional mit dem Abstand von ihr.
Man kann kc und Γ ebenso gut wie a und γ als unabha¨ngige Parameter auffassen.
Die Tatsache, dass Γ auf der rechten Seite der Oszillatorgleichungen im Nenner auf-
tritt, stellt u¨brigens keine ernsthafte Schwierigkeit dar, wie wir noch sehen werden.
Durch die Kombination der beiden Differentialgleichungen zweiter Ordnung ergab
sich die Bewegungsgleichung (3.31), welche von vierter Ordnung bezu¨glich der Orts-
variablen ist. Auf der linken Seite identifiziert man den von der Swift-Hohenberg
Gleichung [SwHo, Mann]
∂tu = αu−
(
k2c + ∂
2
x
)2 − u3 (3.33)
bekannten linearen Differentialoperator. Die Gro¨ße Γ2 u¨bernimmt in (3.31) explizit
die Rolle des Bifurkationsparameters α. Gegenu¨ber der einfachen Swift-Hohenberg
Gleichung (3.33) ist die Nichtlinearita¨t F (u) im hier vorliegenden Fall um einen
quadratischen Term β u2 erweitert. Zusa¨tzlich tritt die zweite ra¨umliche Ableitung
von F (u) auf. Wir werden diesen Punkt im Abschnitt 4.3 noch na¨her beleuchten.
Die in der Funktion G(u) enthaltene Zeitabha¨ngigkeit (3.32) ist ebenfalls wesentlich
komplizierter als bei der gewo¨hnlichen Swift-Hohenberg Gleichung.
Abschließend noch einige Bemerkungen zum Verhalten im stabilen Bereich des Bi-
furkationsdiagrammes aus Abbildung 3.3. Unterhalb der Schwelle sm1 ist Γ rein
imagina¨r. Zweckma¨ßigerweise schreibt man dort
Γ = i∆ mit ∆ =
√
4 b γ − (a+ γ)2
2 (b− a) . (3.34)
Somit werden die Frequenzen ω1 und ω2 komplexe Gro¨ßen:
ω21 = k
2
c + i∆ ω
2
2 = k
2
c − i∆ . (3.35)
Aus der Umkehrung der Koordinatentransformation (3.17)
x1 =
1
2 Γ
(1 + ω21)
(
v − ω22 (u− v)
)
(3.36a)
x2 =
1
2 Γ
(1 + ω22)
(
v − ω21 (u− v)
)
(3.36b)
ist ersichtlich, dass die Variablen x1 und x2 nun ebenfalls komplexe Werte annehmen.
Da k2c stets reell bleibt, gilt die Beziehung (ω
2
1)
∗ = ω22, wobei der Stern die komplexe
Konjugation bezeichnet. Mit Γ∗ = −Γ folgt der Zusammenhang
x∗1 = −x2 . (3.37)
9Fu¨r a ≥ γ ist kc reell, andernfalls rein imagina¨r.
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Die Gro¨ße
Γ u¯ = Γ(x1 + x2) =
2 b v − (a+ γ)u
2 (b− a) (3.38)
bleibt auch unterhalb der Schwelle reell und bietet sich dort wiederum zusammen
mit u zur Beschreibung der Systemdynamik an, siehe die beiden Gleichungen (3.28).
Linearisiert man die beiden Bewegungsgleichungen (3.24), so sind diese im zeitab-
ha¨ngigen Fall immer noch gekoppelt. Entkopplung wird erst durch die Forderung
nach Stationarita¨t erreicht. Im na¨chsten Kapitel bescha¨ftigen wir uns ausfu¨hrlich
mit den daraus resultierenden Konsequenzen.
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Kapitel 4
Eigenschaften des stationa¨ren
Systems
Im Fall zeitunabha¨ngiger Lo¨sungen reduzieren sich unsere fundamentalen Ausgangs-
gleichungen (3.2) auf ein System gewo¨hnlicher, nichtlinearer Differentialgleichungen.
In diesem Abschnitt fassen wir die stationa¨ren Gleichungen noch einmal zusammen
und diskutieren einige grundlegende Eigenschaften. In den urspru¨nglichen Koordi-
naten u und v lauten sie:
0 = −γ u− β u2 − u3 − a uxx + b vxx (4.1a)
0 = −v − uxx + vxx . (4.1b)
Nach der Transformation (3.17) auf die Normalkoordinaten x1 und x2 ergibt sich
mit den Abku¨rzungen (3.18) bis (3.20) das System gekoppelter Oszillatoren
x′′1 + ω
2
1 x1 =
1 + ω21
2 Γ(b− a) F (x1 − x2) (4.2a)
x′′2 + ω
2
2 x2 =
1 + ω22
2 Γ(b− a) F (x1 − x2) . (4.2b)
Durch die Kombination der beiden Gleichungen zweiter Ordnung erha¨lt man eine
Gleichung vierter Ordnung vom verallgemeinerten Swift-Hohenberg Typ:
Γ2 u− (k2c + ∂2x)2 u = 1b− a
(
F (u)− ∂2xF (u)
)
. (4.3)
Man kann sie mit der Relation (D.2) auch in der Form
(b− a)uxxxx + (a− γ)uxx + γ u = −
(
F (u)− ∂2xF (u)
)
(4.4)
schreiben. Diese stationa¨ren Gleichungen lassen sich von einer Hamiltonfunktion
ableiten, welche wir im na¨chsten Abschnitt angeben.
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4.1 Quasi-Hamiltonfunktion
4.1.1 Darstellung in den Koordinaten u, v
Wir definieren die Hamiltonfunktion H (1)(u, v, pu, pv) durch
1
H = T + U (4.5)
mit den beiden Anteilen
T =
1
2 (b− a)
(
p2u + 2 pupv +
a
b
p2v
)
(4.6a)
U = 1
2
b v2 − 1
2
γ u2 − 1
3
β u3 − 1
4
u4 . (4.6b)
Die Hamiltonschen Bewegungsgleichungen lauten:
ux =
∂H
∂pu
vx =
∂H
∂pv
(4.7a)
(pu)x = −∂H
∂u
(pv)x = −∂H
∂v
. (4.7b)
Die beiden ersten Gleichungen legen die kanonischen Impulse
pu = b vx − a ux pv = b (ux − vx) (4.8)
fest. Zusammen mit den beiden verbleibenden Gleichungen liefern sie unmittelbar
das stationa¨re Modellsystem (4.1).
4.1.2 Darstellung in den Koordinaten x1, x2
In den Normalkoordinaten der gekoppelten Oszillatoren schreiben wir fu¨r die Funk-
tion H(2)(x1, x2, p1, p2) wieder
H = T + U . (4.9)
Wa¨hrend der kinetische Anteil durch
T = T1 − T2 mit Ti = 1
2
(
1 + ω2i
)
p2i (i = 1, 2) (4.10)
gegeben ist, spalten wir den Beitrag der potentiellen Energie auf:
U = V +W . (4.11)
1Wir verwenden die oberen Indizes (1) und (2), um die Abha¨ngigkeit vom jeweiligen Koordi-
natensatz (u, v) bzw. (x1, x2) zu unterscheiden. Solange keine Verwechslungsmo¨glichkeit besteht,
lassen wir sie aber im Sinne einer u¨bersichtlicheren Darstellung wieder weg.
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Dabei bedeutet
V = V1 − V2 mit Vi = 1
2
( ω2i
1 + ω2i
)
x2i (i = 1, 2) , (4.12)
und der Wechselwirkungsanteil ist
W = g (x1 − x2)3 + h (x1 − x2)4 . (4.13)
Hierbei wurden fu¨r die Kopplungskonstanten die Abku¨rzungen
g = −1
3
β C h = −1
4
C C =
1
2 Γ(b− a) (4.14)
eingefu¨hrt. Die Hamiltonschen Gleichungen lauten nun:
x′i =
∂H
∂pi
p′i = −
∂H
∂xi
(i = 1, 2) . (4.15)
Wiederum u¨berpru¨ft man durch Elimination der kanonischen Impulse
p1 =
x′1
1 + ω21
p2 = − x
′
2
1 + ω22
(4.16)
leicht die Gu¨ltigkeit der stationa¨ren Gleichungen (4.2).
4.1.3 Diskussion
Nach dem bisher Gesagten ist klar, dass die beiden Hamiltonfunktionen H (1) und
H(2) durch eine kanonische Transformation verknu¨pft sind. Neben der Transforma-
tion der Koordinaten (3.17) beno¨tigen wir noch die Umrechnung der Impulse
pu = − 1
ω21 − ω22
((
1 + ω21
)
ω22 p1 +
(
1 + ω22
)
ω21 p2
)
(4.17a)
pv =
1
ω21 − ω22
(
1 + ω21
)(
1 + ω22
)
(p1 + p2) , (4.17b)
die man aus (4.8) und (4.16) erha¨lt2. Bei na¨herer Betrachtung der Formel (4.10)
fa¨llt jedoch auf, dass die
”
Gesamtenergie“ der ungekoppelten Oszillatoren nicht wie
u¨blich aus der Summe der Einzelenergien besteht, sondern aus deren Differenz. Oder
anders ausgedru¨ckt: Einer der beiden Oszillatoren hat eine negative
”
Masse“. Jeden-
falls ist der kinetische Anteil der Hamiltonfunktion nicht positiv definit. Man darf
daher die formale Analogie zu einem mechanischen System und die damit verknu¨pf-
ten anschaulichen Interpretationen nicht u¨berstrapazieren3. Wir sprechen deswegen
2Um pra¨zise zu sein, muss man noch mit dem Faktor C aus (4.14) umskalieren, um die beiden
Hamiltonfunktionen in der hier angegebenen Form ineinander u¨berzufu¨hren.
3Ohnehin bezeichnet die Variable x hier eine Ortskoordinate und nicht wie in der klassischen
Mechanik die Zeit. Daher haben wir auch die Ausdru¨cke
”
Energie“ und
”
Masse“ in Anfu¨hrungszei-
chen gesetzt.
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lieber von einer Quasi-Hamiltonfunktion. Die Struktur der zugrunde liegenden ma-
thematischen Theorie bleibt jedoch die gleiche. Wichtig ist fu¨r uns vor allem die
Existenz einer (ra¨umlichen) Erhaltungsgro¨ße, da die Hamiltonfunktion nicht expli-
zit vom Ort abha¨ngt. Wir werden diesen Sachverhalt in den folgenden Kapiteln
noch ausnutzen, insbesondere bei der Durchfu¨hrung der Sto¨rungstheorie oberhalb
der Instabilita¨tsschwelle.
4.2 Quasi-Wirkungsfunktional
Unter Einhaltung der eben besprochenen Vorsichtsmaßnahmen ko¨nnen wir nun so
verfahren wie in der klassischen Mechanik [Gold] und eine zugeho¨rige (Quasi-) La-
grange-Funktion konstruieren. Da wir spa¨ter zweckma¨ßigerweise in den Koordinaten
u und v arbeiten werden, geben wir hier nur L(1)(u, v, ux, vx) an. Es ist
L = T − U (4.18)
mit
T = −1
2
(
a u2x + b v
2
x
)
+ b uxvx (4.19a)
U = 1
2
b v2 − 1
2
γ u2 − 1
3
β u3 − 1
4
u4 , (4.19b)
wie man leicht nachpru¨ft, indem man die kanonischen Impulse (4.8) in (4.6) einsetzt.
In der Mechanik definiert man dann das Wirkungsfunktional J als das Integral u¨ber
die Lagrange-Funktion. Vermo¨ge des Extremalprinzips
δJ = 0 mit J =
∫
L(u, v, ux, vx) dx (4.20)
erha¨lt man aus den zugeho¨rigen Euler-Lagrange Gleichungen
0 =
δJ
δu
=
∂L
∂u
−
( ∂L
∂ux
)
x
0 =
δJ
δv
=
∂L
∂v
−
( ∂L
∂vx
)
x
(4.21)
die urspru¨nglichen Differentialgleichungen (4.1) zuru¨ck. Dieses Prinzip minimaler
Wirkung wird uns bei der Konstruktion von Na¨herungslo¨sungen in Kapitel 8 noch
wertvolle Dienste leisten.
Im Hinblick auf das urspru¨ngliche System, dessen Lo¨sungseigenschaften wir studie-
ren mo¨chten, muss noch einmal betont werden, dass alle Aussagen dieses Kapitels
sich auf die zeitunabha¨ngigen Gleichungen beziehen. Die vollen, zeitabha¨ngigen Be-
wegungsgleichungen (3.2) lassen sich zwar in der Form
−ut = δJ
δu
b vt =
δJ
δv
(4.22)
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schreiben; es ist jedoch nicht mo¨glich, sie gema¨ß
0 =
∂L
∂ψi
− ∂
∂x
( ∂L
∂(∂xψi)
)
− ∂
∂t
( ∂L
∂(∂tψi)
)
(i = 1, 2) (4.23)
aus einer echt zeitabha¨ngigen Lagrange-Dichte L(ψ,ψx,ψt) mit ψ = (u, v) zu ge-
winnen. Durch partielle Integration (bei periodischen Randbedingungen) ergibt sich:
∂tJ = −
∫ (
u2t − b v2t
)
dx . (4.24)
Die Gro¨ße J muss daher im Verlauf der Zeit nicht monoton abnehmen und ist kein
Lyapunov-Funktional. In der Tat beobachtet man in numerischen Simulationen, dass
J beim Einschwingen einer Lo¨sung auf den stationa¨ren Zustand sowohl ab- als auch
zunehmen kann, je nachdem welcher der beiden Terme im Integranden u¨berwiegt.
Abschließend bemerken wir, dass der Ansatz
u = U(ξ) v = V (ξ) mit ξ := x− c t , (4.25)
der einer sich gleichfo¨rmig mit Geschwindigkeit c ausbreitenden Lo¨sung entspricht,
von (3.2) auf ein System gewo¨hnlicher Differentialgleichungen
−c Uξ = −γ U − β U 2 − U 3 − aUξξ + b Vξξ (4.26a)
−c Vξ = −V − Uξξ + Vξξ (4.26b)
fu¨hrt, das aber (außer fu¨r c = 0) nicht Hamiltonisch ist.
4.3 Literaturumfeld
Die russischen Mathematiker Lerman et al. bescha¨ftigen sich in einer Reihe aufeinan-
der aufbauender Arbeiten [GlLe95, GlLe97, BGL, BeLe] mit einer verallgemeinerten
Swift-Hohenberg Gleichung der Form4
ut = αu−
(
k2c + ∂
2
x
)2
u+ β u2 − u3 . (4.27)
Sie geben an, dass die zugeho¨rige stationa¨re Gleichung sich nach Einfu¨hrung neuer
Variabler
u = q1 u
′ = q2 − (u′ + u′′′) = p1 u+ u′′ = p2 (4.28)
aus einer Hamiltonfunktion
H = p1 q2 − k2c p2 q1 + 12 p22 + 12 α q21 + w(q1) (4.29)
4Die Autoren haben die kritische Wellenzahl kc auf Eins skaliert, was aber in dem hier vorge-
stellten Zusammenhang eine Einschra¨nkung der Allgemeinheit darstellen wu¨rde.
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mit
w(q1) =
1
3
β q31 − 14 q41 (4.30)
ableiten la¨sst. Um den Zusammenhang mit unserem System besser zu verstehen,
fu¨hren wir die kanonische Transformation
p2 = Q2 q2 = −P2 (4.31)
auf die Hamiltonfunktion
H = −p1P2 − k2c q1Q2 + 12 Q22 + 12 α q21 + w(q1) (4.32)
durch. Wegen
q′1 =
∂H
∂p1
= −P2 Q′2 =
∂H
∂P2
= −p1 (4.33)
lautet die assoziierte Lagrange-Funktion dann
L = −q′1Q′2 + k2c q1Q2 − 12 Q22 − 12 α q21 − w(q1) . (4.34)
In der Tat folgt aus den beiden Lagrange-Gleichungen
Q′′2 + k
2
c Q2 = α q1 + w
′(q1) (4.35a)
q′′1 + k
2
c q1 = Q2 (4.35b)
mit q1 = u unmittelbar die zu (4.27) geho¨rende stationa¨re Gleichung.
Betrachten wir nun auf der anderen Seite die Hamiltonfunktion unseres Modellsys-
tems aus Abschnitt 4.1.2. Mit den Abku¨rzungen
δ1 = 1 + ω
2
1 δ2 = 1 + ω
2
2 (4.36)
ko¨nnen wir auch schreiben:
T =
1
2 δ1
(
x′1
)2 − 1
2 δ2
(
x′2
)2
V =
ω21
2 δ1
x21 −
ω22
2 δ2
x22 . (4.37)
Mit den neuen Koordinaten
q1 = u = x1 − x2 q2 = −Γ u¯ = −Γ(x1 + x2) (4.38)
ergibt sich weiter:
2 Γ · T = 1
4 Γ
( 1
δ1
− 1
δ2
)(
Γ2(q′1)
2 + (q′2)
2
)− 1
2
( 1
δ1
+
1
δ2
)
q′1 q
′
2 (4.39a)
2 Γ · V = 1
4 Γ
(ω21
δ1
− ω
2
2
δ2
)(
Γ2q21 + q
2
2
)− 1
2
(ω21
δ1
+
ω22
δ2
)
q1 q2 . (4.39b)
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Verallgemeinern wir die Betrachtungsweise derart, dass wir δ1 und δ2 als unabha¨ngige
Parameter ansehen5, so folgt im Spezialfall δ1 = δ2 = 1 mit Hilfe der Beziehungen
(D.1) fu¨r die Lagrange-Funktion L = T − V −W die Form
2 Γ · L = −q′1 q′2 − 12 Γ2 q21 − 12 q22 + k2c q1 q2 − 2 ΓW (q1) . (4.40)
Das ist mit W (q1) gema¨ß (4.13) bis auf Vorfaktoren genau die Gestalt von (4.34).
Sind jedoch δ1 und δ2 (wie in unserem Fall) verschieden, so beinhaltet die kinetische
Energie T in (4.39) noch weitere Terme. Man sieht nun auch deutlich, dass es genau
die unterschiedlichen Faktoren 1 + ω21 und 1 + ω
2
2 auf der rechten Seite der Oszil-
latorgleichungen (4.2) sind, die zu dem Zusatzterm ∂2xF (u) in der Swift-Hohenberg
Gleichung (4.3) fu¨hren6.
Lerman et al. konzentrieren sich im Wesentlichen auf die stationa¨ren Lo¨sungen der
Bewegungsgleichung (4.27) fu¨r α < 0. Im Rahmen einer aufwendigen Bifurkations-
analyse beweisen die Autoren in einem gewissen Parameterbereich auf mathema-
tisch rigorose Art und Weise die Existenz homokliner Orbits im vierdimensionalen
Phasenraum des zugeordneten Hamiltonischen Systems (4.29), (4.30). Diese ent-
sprechen lokalisierten Lo¨sungen von (4.27), a¨hnlich denjenigen, die wir im na¨chsten
Kapitel fu¨r unser System (3.2) vorstellen werden. Insbesondere geben die Autoren
das hinreichende Kriterium α < −β2/3 fu¨r die Nichtexistenz solcher Lo¨sungen an.
Anschließend beschreiben sie einen rechenintensiven Algorithmus, mit dem die ho-
moklinen Orbits numerisch verfolgt und ihre eigentliche
”
Geburtslinie“ (zumindest
Teilabschnitte davon) in der (α, β)–Ebene detektiert wurden. Außerdem wurden
heterokline Orbits numerisch verfolgt. Sie entsprechen stationa¨ren Frontenlo¨sungen
in der Gleichung (4.27). Wandernde Frontenlo¨sungen hingegen, die nur von der
Kombination ξ = x − c t abha¨ngen, entsprechen heteroklinen Orbits in dem erwei-
terten, nicht Hamiltonischen System gewo¨hnlicher Differentialgleichungen, das man
mit diesem Ansatz aus (4.27) erha¨lt. Wiederum wird die Existenz solcher Orbits
unter gewissen einschra¨nkenden Bedingungen gezeigt. Schließlich wird das Eigen-
wertspektrum des durch Linearisierung von (4.27) um eine stationa¨re Lo¨sung u0(x)
entstehenden Differentialoperators untersucht. Durch Anwendung analytischer und
numerischer Methoden wird auf die Stabilita¨t von bestimmten zuvor ermittelten
Lo¨sungen (stationa¨re lokalisierte Lo¨sungen und wandernde Fronten) geschlossen.
Wenngleich einige beeindruckende, mathematisch exakte Resultate vorgestellt wer-
den, so muss man doch festhalten, dass die praktische Anwendbarkeit beschra¨nkt und
letzten Endes auf aufwendige numerische Untersuchungen angewiesen ist. Zudem ist
zu erwarten, dass sich viele Beweiselemente durch die Anwesenheit weiterer Para-
meter und des Zusatztermes ∂2xF (u) in der stationa¨ren Swift-Hohenberg Gleichung
– wenn u¨berhaupt – nur sehr schwer auf das in der vorliegenden Arbeit betrachtete
System u¨bertragen lassen7. Wir werden daher einen anderen, mehr praktisch ori-
entierten Weg bei der Behandlung der Lo¨sungstypen einschlagen, u¨ber die wir im
na¨chsten Kapitel einen U¨berblick geben.
5Das heißt, wir sehen fu¨r den Augenblick von den Relationen (4.36) ab.
6Das kann man natu¨rlich auch direkt u¨berpru¨fen, indem man noch einmal den Verlauf der
Rechnung in Abschnitt 3.6 rekapituliert.
7Dieser Zusatzterm kann im Allgemeinen auch nicht als kleine Sto¨rung behandelt werden.
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Kapitel 5
Numerischer U¨berblick u¨ber die
Lo¨sungseigenschaften
In diesem Kapitel geben wir einen U¨berblick u¨ber die Lo¨sungen, die bei der nu-
merischen Simulation der zeitabha¨ngigen Grundgleichungen (3.2) auftreten. Dazu
legen wir die sekunda¨ren Parameter b und β fest und wa¨hlen verschiedene Punkte
in der (γ, a)–Ebene von Abbildung 5.1 aus. Die Simulationen selbst werden unter
Verwendung periodischer oder fester Randbedingungen auf einem endlichen Intervall
mit dem Software-Paket Mathematica [Wolf] durchgefu¨hrt. Es zeigt sich, dass das
numerisch gefundene Lo¨sungsverhalten relativ unempfindlich gegenu¨ber den Para-
metern des Integrationsalgorithmus ist1. Da die Gro¨ße u zumindest im Rahmen der
hier vorgestellten Theorie die wichtigere der beiden dynamischen Variablen (u, v)
ist, werden wir meist nur von ihr sprechen.
Betrachten wir zuna¨chst das Verhalten oberhalb der Schwelle sm1 im Punkt A. Dort
gibt es keine stabilen homogenen Lo¨sungen. Unabha¨ngig vom verwendeten Anfangs-
profil stellt sich nach einiger Zeit stets ein ra¨umlich periodischer Endzustand wie
in Abbildung 5.2 ein2. Die Wellenla¨nge liegt dabei in der Na¨he von 2pi/kc mit der
kritischen Wellenzahl kc gema¨ß (3.19). Die Amplitude der Schwingungen nimmt mit
dem Abstand des Punktes A von der Schwelle zu, welcher durch die Gro¨ße Γ charak-
terisiert wird, siehe die Definition (3.19) und die Diskussion in Abschnitt 3.7. Das
ist das typische Verhalten, das man oberhalb einer Soft-Mode Instabilita¨t erwartet.
Wir kommen darauf im na¨chsten Kapitel bei der sto¨rungstheoretischen Analyse der
stationa¨ren Zusta¨nde zuru¨ck.
Weiter links im Punkt B des Bifurkationsdiagrammes a¨ndert sich das Bild: Bereits
1Mathematica verwendet die Methode der Linienelemente zur Lo¨sung partieller Differenti-
algleichungen in 1 + 1 Dimensionen. Durch Diskretisierung der Ortsvariablen wird ein System
gewo¨hnlicher Differentialgleichungen erzeugt, das anschließend mit den eingebauten Algorithmen
(Runge-Kutta, Gear oder Adams) in der Zeit integriert wird. Die numerischen Parameter wie
Diskretisierungsordnung, Rechengenauigkeit oder Schrittweite sind weitgehend frei wa¨hlbar.
2In der Praxis genu¨gt ein geringfu¨gig gesto¨rter homogener Anfangszustand, um die Dynamik
zu initiieren.
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Abbildung 5.1: Stabilita¨tsdiagramm ra¨umlich homogener Lo¨sungen (siehe auch Abbil-
dung 3.3), erga¨nzt um das Gebiet (rot bzw. blau unterlegt), in dem man lokalisierte Lo¨-
sungen findet. Die unteren Begrenzungslinien werden im Kapitel 7 berechnet. Sie stimmen
gut mit dem numerischen Befund u¨berein, der in einer Vielzahl von Simulationen ermittelt
wurde. In dieser Abbildung wurden Parameterwerte b = 1, 3 und β = 0, 3 gewa¨hlt. Man
beachte, dass die γ–Achse zur u¨bersichtlicheren Darstellung unterbrochen wurde.
bei geringfu¨gigem U¨berschreiten der Bifurkationslinie entwickelt sich aus einem leicht
gesto¨rten homogenen Anfangszustand stets ein periodischer Endzustand endlicher
Amplitude. Die Amplitude skaliert also nicht mehr mit dem Abstand zur Schwelle.
Auch das konstante Glied (der Nullpunkt der Schwingung) ist nicht mehr
”
klein“.
Die beiden Fourierspektren in Abbildung 5.2 und 5.3 geben die unterschiedlichen
Charakteristiken der Lo¨sungen in den jeweiligen Bereichen der Parameterebene wie-
der. Die Unterschiede werden um so deutlicher, je weiter man nach links an die
Symmetrielinie γ = 2 β2/9 herankommt.
Wenden wir uns nun dem Verhalten unterhalb der Schwelle zu. Im Punkt D re-
laxiert das System immer gegen den homogenen Zustand u = 0. Interessanter ist
die Dynamik im Punkt E. Abbildung 5.4 zeigt, wie sich aus einer lokalisierten An-
regung zu Beginn der Simulation ein ebenfalls lokalisierter Endzustand entwickelt.
Dieser stationa¨re Zustand hat (bei fixierten Parametern) unabha¨ngig von der de-
taillierten Form der Anregung immer dieselbe definierte Gestalt3. Wie im letzten
Kapitel gezeigt wurde, besitzt unser System im stationa¨ren Fall eine ra¨umliche Er-
haltungsgro¨ße. Diese wird auch tatsa¨chlich von der Numerik respektiert, wie man in
3Der Anfangspuls muss lediglich innerhalb gewisser Schranken bezu¨glich mittlerer Amplitude
und Breite liegen, sprich gewisse integrale Eigenschaften haben. Unterhalb dieser endlichen Schran-
ken relaxiert das System immer in den homogen Zustand. Ist der Puls breit, so bilden sich unter
Umsta¨nden ganze Zu¨ge lokalisierter Lo¨sungen aus, siehe weiter unten. Wir haben in der Praxis
meist gaußfo¨rmige Anregungen zur Zeit t = 0 benutzt.
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Abbildung 5.2: Ra¨umlich periodischer Endzustand, der sich bei der Simulation der Be-
wegungsgleichungen (3.2) im Punkt A des Bifurkationsdiagrammes von Abbildung 5.1
einstellt. Rechts daneben das zugeho¨rige, numerisch ermittelte Fourierspektrum.
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Abbildung 5.3: Ra¨umlich periodischer Endzustand und zugeho¨riges Fourierspektrum im
Punkt B des Bifurkationsdiagrammes.
Abbildung 5.5 sieht. Ihre Konstanz ist in den Simulationen ein guter Indikator fu¨r
die Beendigung des Einschwingvorganges.
Man kann die lokalisierten Lo¨sungen als elementare Anregungen des nichtlinearen
Systems auffassen. Mehrere dieser Einzelanregungen lassen sich zu einem kompli-
zierteren stabilen Muster kombinieren, wie in Abbildung 5.6 gezeigt. Bei einer ge-
eigneten periodischen Anfangsverteilung entsteht eine Struktur, die manchmal auch
als solita¨res Gitter bezeichnet wird (natu¨rlich sind auch unregelma¨ßige Anordnun-
gen realisierbar). Die Gitterkonstante ist variabel bis zu einer bestimmten unteren
Grenze, die der
”
dichtesten Packung“ der Einzelpeaks entspricht4. Die Gesamtstruk-
tur sieht in diesem Fall wieder anna¨hernd harmonisch aus. In der Tat unterscheiden
sich die Fourierspektren, die zu solchen periodischen Mustern mit minimaler Wellen-
la¨nge geho¨ren, kaum von denjenigen aus Abbildung 5.3. In diesem Sinne besteht ein
4Verwendet man ein periodisches Anfangsprofil mit noch kleinerer Wellenla¨nge, dann kommt es
entweder zur Verschmelzung und Verschiebung einzelner Wellenzu¨ge, so dass sich schließlich wieder
die dichteste Anordnung einstellt, oder aber ein homogener Endzustand entsteht.
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Abbildung 5.4: Zeitabha¨ngige Simulation der Bewegungsgleichungen (3.2) im Punkt
E. Das Anfangsprofil ist hier gaußfo¨rmig gewa¨hlt. Der stationa¨re Endzustand ist rechts
daneben noch einmal im Profil gezeigt.
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Abbildung 5.5: U¨berpru¨fung der Erhaltung von H = T + U gema¨ß (4.19) anhand des
stationa¨ren Profils aus Abbildung 5.4. Da die solita¨ren Lo¨sungen fu¨r große x schnell ab-
klingen, gilt H = 0. Kinetischer und potentieller Anteil kompensieren sich gerade.
kontinuierlicher U¨bergang zwischen den Punkten B und E oberhalb und unterhalb
der Bifurkationslinie sm1.
Die eben diskutierten solita¨ren Zusta¨nde findet man bei entsprechend gewa¨hlten An-
fangsbedingungen im gesamten rot unterlegten Gebiet von Abbildung 5.1. Amplitude
und Breite der einzelnen Pulse variieren mit den Systemparametern. Unterhalb der
unteren Begrenzungslinie loc verschwinden sie zugunsten homogener Endzusta¨nde5.
Jenseits der oberen Begrenzung treten wie besprochen nur periodische Lo¨sungen auf.
Bislang haben wir nur das Gebiet rechts von der Symmetrielinie γ = 2 β2/9 betrach-
tet, wo sich abwa¨rts gerichtete solita¨re Lo¨sungen (negative Amplitude u) einstellen
5Die solita¨ren Lo¨sungen werden an der unteren Begrenzungslinie mit endlicher Amplitude und
Breite
”
geboren“.
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Abbildung 5.6: Verschiedene stationa¨re Zusta¨nde, die sich bei geeigneter Anfangsvertei-
lung im Punkt E einstellen. Oben sieht man einen Zustand, der sich aus zwei benachbarten
solita¨ren Einzello¨sungen aufbaut. Da der Abstand gering ist, kommt es im Zwischenbereich
zu Wechselwirkungen. In der Abbildung unten links ist ein regula¨res solita¨res Gitter mit
großen Absta¨nden gezeigt. Rechts ist schließlich ein gitterartiges Paket dargestellt, das
der dichtesten Packung der Einzelpeaks entspricht. Es hat im Inneren einen anna¨hernd
sinusfo¨rmigen Verlauf.
ko¨nnen, welche im Unendlichen auf u = ξ1 = 0 abklingen. Links davon (blaues Ge-
biet) findet man nach oben zeigende Peaks (positive Amplitude u), die sich asym-
ptotisch der anderen stabilen, homogenen Lo¨sung u = ξ3 gema¨ß (3.4) anna¨hern.
Ein Beispiel ist in Abbildung 5.7 gezeigt. Sinngema¨ß gilt fu¨r diesen Lo¨sungstyp, was
bereits fu¨r den anderen gesagt wurde, wobei die Rolle der Linie sm1 nun durch sm2
u¨bernommen wird6. Insbesondere lassen sich die lokalisierten
”
Up“-Lo¨sungen genau
wie die
”
Down“-Lo¨sungen zu einem periodischen Muster zusammenfu¨gen, wie man
ebenfalls in Abbildung 5.7 sieht. Betrachtet man nur die anna¨hernd sinusfo¨rmigen
Lo¨sungen, die durch die dichteste Packung der jeweils elementaren Anregungen zu-
stande kommen, so existiert ein kontinuierlicher U¨bergang zwischen dem roten und
dem blauen Gebiet in Abbildung 5.1. Die Amplitude und Nullpunktsverschiebung
gegenu¨ber dem Bezugspunkt Null nimmt nach links hin zu.
6Die Linie sm1 hat auf die solita¨ren ”
Up“-Lo¨sungen genauso wenig Einfluss wie sm2 auf den
”
Down“-Typ.
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Abbildung 5.7: Einzelner solita¨rer Endzustand und daraus zusammengesetzte periodi-
sche Lo¨sung im Punkt H. Die einzelnen Pulse im blau unterlegten Gebiet von Abbildung
5.1 zeigen nach oben und klingen stets auf die homogene Lo¨sung u = ξ3 ab (siehe auch
Abbildung 3.2).
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Abbildung 5.8: Frontenlo¨sungen im Punkt F , die man bei stufenfo¨rmigen Anfangsprofi-
len erhalten kann. Im Bild rechts vereinigen sich zwei Fronten zu einem ruhenden solita¨ren
Puls.
Es muss noch angemerkt werden, dass die solita¨ren
”
Down“-Lo¨sungen von der Sattel-
Knoten Linie homogener Lo¨sungen bei γ = β2/4 keinerlei Notiz nehmen. In dieser
Hinsicht besteht ein stetiger U¨bergang zwischen den Punkten E und F (wie er auch
fu¨r periodische Lo¨sungen beiB und C besteht). Diese Bifurkationslinie spielt insofern
eine Rolle, als links davon eine weitere homogene Lo¨sung (na¨mlich u = ξ3) existiert,
in welche die Dynamik relaxieren kann, vorausgesetzt man befindet sich unterhalb
der Stabilita¨tsschwelle sm2 und wa¨hlt einen Anfangszustand, der im Einzugsbereich
liegt. Weiterhin findet man im dunkelgrau unterlegten Gebiet von Abbildung 3.3
(unterhalb der beiden Linien sm1 und sm2) Frontenlo¨sungen, welche die beiden ho-
mogenen Zusta¨nde miteinander
”
verbinden“. Aus Abbildung 5.8 ist offensichtlich,
dass sich die Fronten mit konstanter Geschwindigkeit bewegen. Die Geschwindigkeit
wa¨chst mit dem Abstand zur Symmetrielinie γ = 2 β2/9, wie man in den Simula-
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tionen feststellt7. Es gibt rechts- und linkslaufende Fronten. Wenn zwei gegenla¨ufige
Fronten aufeinander treffen, ko¨nnen sie sich vernichten oder aber – oberhalb der
Linie loc – wie in Abbildung 5.8 rechts einen (ruhenden) solita¨ren Puls am Ort der
”
Kollision“ zuru¨cklassen.
Es wird das Ziel der verbleibenden Kapitel sein, die Form der lokalisierten Lo¨sungen
genauer zu analysieren und den empirisch gefundenen Existenzbereich in Abha¨n-
gigkeit von den Parametern zu berechnen. Zuvor mu¨ssen wir uns jedoch mit den
periodischen Lo¨sungen oberhalb der Schwelle bescha¨ftigen. Wir werden sehen, dass
der konventionelle sto¨rungstheoretische Ansatz, der im na¨chsten Kapitel entwickelt
wird, bis zu einem gewissen Punkt S auf der Soft-Mode Linie gu¨ltig ist. Links davon
ist ein nicht-perturbatives Verfahren notwendig, um die Fourierkoeffizienten zu be-
stimmen. Wie sich herausstellen wird, ist der Punkt S andererseits genau derjenige,
in dem das Existenzgebiet der lokalisierten Lo¨sungen endet.
7Auf der Symmetrielinie sind
”
Doma¨nenlo¨sungen“ mit ruhender
”
Wand“ marginal stabil. Rechts
und links davon fangen die Wa¨nde an zu wandern, da sich die relativ gesehen stabilere homogene
Lo¨sung auf Kosten der anderen auszubreiten versucht.
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Kapitel 6
Schwach nichtlineare Analyse
6.1 Periodische Lo¨sungen in der Mittelwertme-
thode
In diesem Abschnitt wollen wir im Rahmen einer sto¨rungstheoretischen Formulie-
rung stationa¨re Lo¨sungen kleiner Amplitude des in den vorangegangenen Kapiteln
vorgestellten Systems berechnen. Die beiden gekoppelten Oszillatoren (4.2) stellen
einen guten Ausgangspunkt dar. Auf diese Form der Differentialgleichungen ist die
bewa¨hrte Mittelwertmethode [Nayf] (auch als
”
Averaging“ bezeichnet) unmittelbar
anwendbar. Durch die kanonische Struktur des Problems wird das Verfahren we-
sentlich vereinfacht, da nur noch die gemittelte Hamiltonfunktion zu bestimmen ist
(eine skalare Funktion anstatt einer zweikomponentigen Vektorfunktion). Anschlie-
ßend ergeben sich die gesuchten Na¨herungslo¨sungen daraus im Wesentlichen durch
die Ausfu¨hrung von Differentiationsoperationen. Da der algebraische Aufwand den-
noch betra¨chtlich bleibt, bedienen wir uns des im Buch von Kirchgraber und Stiefel
[KiSt] beschriebenen Formalismus, der eine besonders u¨bersichtliche Darstellung er-
mo¨glicht. Der Leser mo¨ge dieses Buch fu¨r die Details der Rechnungen wie auch fu¨r
die Herleitung der Sto¨rungsgleichungen an sich konsultieren. Insbesondere wird dort
in Abschnitt 8.5 ein System gekoppelter harmonischer Oszillatoren (Feder-Pendel-
System) diskutiert, das unserem sehr a¨hnlich ist. Wir werden uns an diesem Beispiel
orientieren und auf die Unterschiede zu sprechen kommen1.
Um zum Ausdruck zu bringen, dass das System (4.2) uns in der Na¨he des Nullpunkts
interessiert, fu¨hren wir explizit den Kleinheitsparameter ε ein und setzen xi = εXi
sowie pi = εPi (i = 1, 2). Damit erhalten wir fu¨r die zugeho¨rige Hamiltonfunktion:
H = H(0) + εH(1) + ε2H(2) . (6.1)
1Ein bereits angesprochener Unterschied besteht natu¨rlich darin, dass das Feder-Pendel-Sys-
tem durch gewo¨hnliche Differentialgleichungen in der Zeit beschrieben wird, wa¨hrend bei uns im
stationa¨ren Fall der Ort die Rolle der Variablen u¨bernimmt.
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Die einzelnen Anteile sind:
H(0) = T + V H(1) = g (X1 −X2)3 H(2) = h (X1 −X2)4 . (6.2)
Darin sind die Ausdru¨cke T und V analog zu (4.10) bzw. (4.12) erkla¨rt und die Kopp-
lungskonstanten g und h wieder durch (4.14) gegeben. Der Parameter Γ sei positiv
und vorerst von endlicher Gro¨ße. Die Einfu¨hrung von Winkel- und Wirkungsvaria-
blen φi und ai gema¨ß
X1 =
√
2 a1
α1
sinφ1 X2 =
√
2 a2
α2
sinφ2 (6.3a)
P1 =
√
2α1a1 cosφ1 P2 =
√
2α2a2 cosφ2 (6.3b)
mit den Abku¨rzungen
α1 =
ω1
1 + ω21
α2 =
ω2
1 + ω22
(6.4)
bringt den ungesto¨rten Anteil der Hamiltonfunktion auf die Gestalt
H(0) = ω1a1 − ω2a2 . (6.5)
An dieser Stelle fa¨llt das Minuszeichen auf, das im Gegensatz zum Beispiel von
Kirchgraber steht. Es ist aber ganz in Einklang mit der bereits in Abschnitt 4.1.3
gefu¨hrten Diskussion. Den Beitrag erster Ordnung ko¨nnen wir in den neuen Koor-
dinaten wie folgt schreiben:
H(1) = g
∑
(m,n)∈σ
Amn sin (mφ1 + nφ2) (6.6)
mit der Indexmenge
σ = {(1, 0), (0, 1), (3, 0), (0, 3), (1,−2), (1, 2), (2,−1), (2, 1)} (6.7)
und den Koeffizienten
A10 = 3
( a1
2α1
)1/2(2α1a2 + α2a1
α1α2
)
A01 = −3
( a2
2α2
)1/2(2α2a1 + α1a2
α1α2
)
A30 = −2
( a1
2α1
)3/2
A03 = 2
( a2
2α2
)3/2
A1−2 = −3
( a2
α2
)( a1
2α1
)1/2
A12 = A1−2
A2−1 = −3
( a1
α1
)( a2
2α2
)1/2
A21 = −A2−1 .
(6.8)
H(1) ist von der Form
F =
∑
n
Fn sin (n · φ) (6.9)
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mit
n =
(
n1
n2
)
φ =
(
φ1
φ2
)
und n1, n2 ∈ Z . (6.10)
Die Grundidee der Mittelwertmethode besteht darin, eine fast-identische Koordi-
natentransformation (φ,a) → (φ¯, a¯) zu finden, so dass das transformierte System
nach dem Weglassen von Termen ho¨herer Ordnung mo¨glichst einfach wird. Dies wird
durch die Mittelung u¨ber die Winkelvariablen φ¯ erreicht. Solange keine Verwechs-
lungsmo¨glichkeit besteht, verzichten wir allerdings in den Formeln auf die Striche
u¨ber den neuen Variablen (φ¯, a¯).
Die Durchfu¨hrung der Mittelung kann formal durch den Mittelwertoperator Mφ
dargestellt werden, dessen Wirkung auf die Funktion (6.9) vermo¨ge
Mφ[F ] = F0 (6.11)
definiert ist. Er bewirkt das Verschwinden der von φ abha¨ngigen Terme. Im obigen
Fall gilt
H¯(1) = Mφ[H
(1)] = 0 , (6.12)
so dass wir gezwungen sind, die na¨chst ho¨here Ordnung der Sto¨rungstheorie zu
beru¨cksichtigen. Dort gilt laut Kirchgraber
H¯(2) = 1
2
Mφ[H
(1) × v(1)] +Mφ[H(2)] (6.13)
mit der Poisson-Klammer
u× v =
2∑
k=1
( ∂u
∂φk
∂v
∂ak
− ∂u
∂ak
∂v
∂φk
)
(6.14)
und der Funktion v(1), die durch Anwendung des Integrationsoperators Iφ auf H
(1)
entsteht:
v(1) = Iφ[H
(1)] . (6.15)
Dieser Operator wirkt allgemein wie folgt:
Iφ[F ] = −
∑
n 6=0
Fn
n · ω cos (n · φ) , (6.16)
wobei der Frequenzvektor ω durch
ω =
(
∂H(0)
∂a1
,
∂H(0)
∂a2
)T
=
(
ω1
−ω2
)
(6.17)
gegeben ist. Man beachte wieder das Minuszeichen in der zweiten Komponente.
Konkret hat man hier
v(1) = −g
∑
(m,n)∈σ
Amn
mω1 − nω2 cos (mφ1 + nφ2) (6.18)
55
mit den oben eingefu¨hrten Abku¨rzungen Amn und σ. Das Ergebnis der Prozedur,
die man sehr effektiv in einem Programmpaket fu¨r symbolische Mathematik wie
Mathematica [Wolf] auf dem Computer umsetzen kann, lautet fu¨r den ersten
Term in (6.13):
1
2
Mφ[H
(1) × v(1)] = 3
2
g2
(
a21
α21
(
3
α2 ω2
− 5
2α1 ω1
+
3ω2
2α2
(
ω22 − 4ω21
))
+ 6
a1a2
α1α2
(
1
α2 ω2
+
2ω1
α1
(
ω22 − 4ω21
)))− (1 ↔ 2) .
(6.19)
Die Mittelung u¨ber H(2) ist einfach:
Mφ[H
(2)] =
3
2
h
(
a21
α21
+ 2
a1a2
α1α2
)
+ (1 ↔ 2) . (6.20)
Das gemittelte System wird in zweiter Ordnung also durch folgende Hamiltonfunk-
tion beschrieben:
H¯(a¯) = ω1a¯1 − ω2a¯2 + ε2H¯(2)(a¯) . (6.21)
Die Lo¨sungen der zugeho¨rigen Hamiltonschen Gleichungen
(φ¯1)x =
∂H¯
∂a¯1
(φ¯2)x =
∂H¯
∂a¯2
(6.22)
lauten
φ¯1 = Ω1 x+ ϕ1 φ¯2 = −Ω2 x+ ϕ2 (6.23)
mit Integrationskonstanten ϕ1 und ϕ2 und den verschobenen Frequenzen
2
Ω1 = ω1 + ε
2 ∂H¯
(2)
∂a¯1
Ω2 = ω2 − ε2 ∂H¯
(2)
∂a¯2
. (6.24)
Die andere Ha¨lfte der Hamiltonschen Gleichungen (a¯i)x = 0 liefert die Konstanz
von a¯1 und a¯2 (dies gilt sogar in jeder ho¨heren Ordnung der Sto¨rungstheorie). Diese
Lo¨sungen sind zuna¨chst gema¨ß
φi = φ¯i + ε
∂v(1)
∂a¯i
ai = a¯i − ε ∂v
(1)
∂φ¯i
(i = 1, 2) (6.25)
zu transformieren (wobei unter v(1) nun v(1)(a¯, φ¯) zu verstehen ist), das so erhaltene
Resultat ist in (6.3) einzusetzen. Wir bemerken, dass die obige Transformation Aus-
dru¨cke der Form 1/
√
a¯1 und 1/
√
a¯2 entha¨lt, die durch die Differentiation nach a¯1
und a¯2 entstehen. Die dadurch bewirkten Singularita¨ten sind letztlich auf die Ver-
wendung der Amplituden- und Winkelvariablen zuru¨ckzufu¨hren, wie im Buch von
2Es handelt sich hier eigentlich um Wellenzahlen.
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Kirchgraber ausfu¨hrlich diskutiert wird3. Glu¨cklicherweise existiert ein einfaches,
streng begru¨ndetes Schema zur Regularisierung der bereits berechneten Lo¨sungen.
Zu diesem Zweck bildet man den Beginn der formalen Reihenentwicklung von (6.3)
nach ε, nachdem man die Ausdru¨cke (6.25) eingesetzt hat, also z. B. fu¨r X1:
X1 =
√
2 a¯1
α1
sin φ¯1 + ε
√
2 a¯1
α1
(
∂v(1)
∂a¯1
cos φ¯1 − 1
2 a¯1
∂v(1)
∂φ¯1
sin φ¯1
)
. (6.26)
Die konkrete Auswertung ergibt
X1 =
√
2 a¯1
α1
sin φ¯1 + ε g Y1 (6.27)
mit
Y1 = − a¯1
α21 ω1
(
3 + cos (2φ¯1)
)− 3 a¯2
α1α2
(
1
ω1
− ω1 cos (2φ¯2)
ω21 − 4ω22
)
− 6
α1
√
a¯1a¯2
α1α2
ω1
ω2
(
cos (φ¯1 − φ¯2)
2ω1 + ω2
+
cos (φ¯1 + φ¯2)
2ω1 − ω2
)
.
(6.28)
Die allgemeine Lo¨sung der stationa¨ren, verallgemeinerten Swift-Hohenberg Glei-
chung (4.3) ist dann im Rahmen der hier gemachten Na¨herung kleiner Amplitu-
den durch u = ε (X1 − X2) gegeben. Sie ist biperiodisch mit Frequenzen Ω1 und
Ω2 gema¨ß (6.24) und besitzt entsprechend der Ordnung der Differentialgleichung
vier Integrationskonstanten a¯1, a¯2, ϕ1, ϕ2. Einfach periodische Lo¨sungen sind offen-
bar nur mo¨glich, wenn einer der beiden Oszillatoren in niedrigster Ordnung ausfa¨llt.
Welcher das ist, la¨sst sich innerhalb der stationa¨ren Theorie a priori nicht entschei-
den. Aus den zeitabha¨ngigen Simulationen des Ausgangssystems (3.2) in der Na¨he
der Schwelle ist ersichtlich, dass beide Fa¨lle auftreten ko¨nnen, je nach verwendeten
Anfangsbedingungen und den numerischen Details4. Wir behandeln hier den Fall
a¯1 = 0. Das System schwingt dann mit der kleineren der beiden Frequenzen, na¨m-
lich Ω2 ≈ ω2. Da wir ferner den Kleinheitsparameter ε zu Beginn der Rechnung
eingefu¨hrt haben, ko¨nnen wir die verbleibende Amplitude a¯2 frei wa¨hlen und setzen
wir im Hinblick auf ein mo¨glichst kompaktes Resultat:
a¯1 = 0 a¯2 = 2α2 . (6.29)
Mit der willku¨rlichen Festlegung der Phase ϕ2 = −pi/2 erhalten wir wie in den
numerischen Simulationen eine gerade Funktion u(x). Damit lautet das Ergebnis
u(x) = 2 ε cos (Ω2x) + ε
2
(
u0 + u2 cos (2 Ω2x)
)
(6.30)
mit den Koeffizienten
u0 = 6 g · ω
2
1 − ω22
ω21 ω
2
2
u2 = −2 g ·
(
ω21 − ω22
)(
1 + 4ω22
)
ω22
(
ω21 − 4ω22
) . (6.31)
3Die Transformation (6.3) ist im mathematisch strengen Sinne keine A¨quivalenztransformation.
4Aus dem numerisch erhaltenen Funktionsverlauf von u(x) und v(x) ko¨nnen wir x1(x) und
x2(x) gema¨ß (3.36) berechnen.
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Die Frequenzverschiebung gegenu¨ber dem ungesto¨rten Fall berechnet sich nach
(6.24) wie folgt:
∂H¯(2)
∂a¯2
∣∣∣∣
a¯1=0
a¯2=2α2
=
3
(
1 + ω22
)
ω2
(
2h+ g2 ·
(
ω21 − ω22
)(
5ω21 − 4ω21 ω22 − 24ω22
)
ω21 ω
2
2
(
ω21 − 4ω22
) ) . (6.32)
Am Auftreten des Kopplungsfaktors h stellt man fest, dass die kubische Nichtlinea-
rita¨t der Ausgangsgleichungen (4.1) nur an dieser Stelle in die Lo¨sung eingeht, nicht
aber in die Amplituden u0 und u2.
Die oben beschriebene Methode ist auch auf die gewo¨hnliche Swift-Hohenberg Glei-
chung (3.33) anwendbar. Dort gilt H (1) = 0, und die niedrigste nichtverschwindende
Ordnung der Sto¨rungstheorie ist diejenige, die von erster Ordnung bezu¨glich H(2)
ist. Gegenu¨ber der von Eckmann et al. in [CoEc, EcPr] vorgestellten Sto¨rungstheorie
erscheint unser auf Averaging beruhendes Verfahren systematischer und zieht vollen
Nutzen aus der Existenz der Erhaltungsgro¨ße H. Ho¨here Ordnungen sind prinzipiell
(durch Einsatz von Computeralgebra auch in der Praxis) berechenbar, ebenso ist die
Behandlung der Resonanz ω1 = 2ω2 mo¨glich, siehe z. B. das Ende von Abschnitt
8.5 im Buch von Kirchgraber [KiSt]. Schließlich sind auch noch die biperiodischen
Lo¨sungen in den allgemeinen Formeln enthalten.
Bislang haben wir von den periodischen Lo¨sungen nur die Kleinheit der Amplituden
gefordert. Den in in (3.19) definierten Parameter Γ, der im Bifurkationsdiagramm
(Abbildung 5.1) den Abstand von der Instabilita¨tsschwelle sm1 homogener Lo¨sun-
gen charakterisiert, haben wir von endlicher Gro¨ße (jedoch unterhalb der Resonanz)
angenommen. Diese Vorsichtsmaßnahme schien angebracht, da er auf rechten Seite
der Oszillatorgleichungen (4.2) wie auch in den Kopplungskonstanten g und h der
zugeordneten Hamiltonfunktion im Nenner auftritt. Setzt man nun aber die Bezie-
hung (D.1) und die Konstante g aus (4.14) in die Koeffizienten (6.31) ein, so stellt
man fest, dass sich der Faktor Γ heraushebt:
u0 = − 2 β
(b− a) ·
1
ω21 ω
2
2
= −2 β
γ
u2 =
1
3
· 2 β
(b− a) ·
(
1 + 4ω22
)
ω22
(
ω21 − 4ω22
) . (6.33)
Analog sieht man, dass der Ausdruck (6.32) lediglich mit 1/Γ geht. Er muss aber
noch mit ε2 multipliziert werden, um zur gea¨nderten Frequenz (6.24) zu gelangen.
Insgesamt bleibt das Ergebnis (6.30) fu¨r die Differenzvariable u = ε (X1−X2) daher
auch dann noch vernu¨nftig, wenn Γ selbst von der Gro¨ßenordnung ε ist, sprich
knapp oberhalb der Schwelle sm1. Dies war andererseits zu erwarten, denn in den
Ausgangsgleichungen (4.1) fu¨r die Variablen u und v oder in der Swift-Hohenberg
Gleichung (4.3) tritt gar keine Divergenz fu¨r Γ = 0 auf5.
Es muss noch einmal betont werden, dass alle Ergebnisse dieses Abschnitts sich
auf die stationa¨ren Gleichungen beziehen. Da wir die Phase fixiert haben, ha¨ngt
5Aus den numerischen Simulationen sieht man ferner, dass selbst die Einzelvariablen x1 = εX1
und x2 = εX2 bei Anna¨herung an die Schwelle nicht divergieren.
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die Lo¨sung (6.30) nur noch von einer einzigen Integrationskonstanten ε ab. Es gilt
speziell:
u(0) = 2 ε+ ε2(u0 + u2) . (6.34)
Um den Vergleich mit den periodischen Endzusta¨nden aus den zeitabha¨ngigen Si-
mulationen der Bewegungsgleichungen (3.2) durchzufu¨hren, lesen wir aus den dort
gewonnenen Daten jeweils den numerischen Wert von u(0) ab und bestimmen durch
Auflo¨sen der obigen Beziehung den zugeho¨rigen Wert von ε. Damit sind die Fou-
rierkoeffizienten nullter bis zweiter Ordnung und die Wellenla¨nge im Rahmen der
Mittelwertmethode festgelegt und ko¨nnen mit den Simulationsdaten verglichen wer-
den6. Genu¨gend weit rechts vom Punkt S aus Abbildung 5.1 skaliert die Ampli-
tude der numerischen Lo¨sungen mit dem Abstand zur Schwelle sm1. Daher wird
die U¨bereinstimmung mit wachsendem Abstand schlechter. Quantitativ ist sie bis
zu Absta¨nden Γ / 0, 05 ausgezeichnet. Fu¨r Γ ≈ 0, 1 liegen die Abweichungen aller-
dings bereits im 10%–Bereich und zeugen von der Notwendigkeit, ho¨here Ordnungen
im Averaging zu beru¨cksichtigen. Um zu verstehen, wieso man links vom Punkt S
die berechneten Lo¨sungen u¨berhaupt nicht vorfindet (es stellen sich wie im letzten
Kapitel besprochen periodische Lo¨sungen mit
”
großer“ Amplitude und stark ver-
schobenem Nullpunkt ein) und wodurch S u¨berhaupt festgelegt ist, mu¨ssen wir uns
um na¨chsten Abschnitt mit ihrer Stabilita¨t bescha¨ftigen.
6.2 Stabilita¨t der periodischen Lo¨sungen
Zur Untersuchung der Stabilita¨t einer stationa¨ren Lo¨sung us(x) greifen wir auf die
Gleichungen (3.31) und (3.32) zuru¨ck. Einsetzen des Ansatzes
u(x, t) = us(x) + e
σt δu(x) (6.35)
liefert wegen
F (u) = F (us) + F
′(us) e
σt δu+ . . . (6.36)
nach Linearisierung in der Abweichung δu(x) die Gleichung(
Γ2 − (k2c + ∂2x)2)δu = 1b− a
(
F ′(us) δu−
(
F ′(us) δu
)
xx
+ σ
(
1 + γ + σ + F ′(us)
)
δu− σ(1− a)(δu)xx
)
.
(6.37)
Fu¨r eine periodische Lo¨sung us(x) = us(x+ l) der Periode l besitzen die Eigenfunk-
tionen dieses Bloch-Problems die Form
δu(x) = eiκxw(x) w(x) = w(x+ l) (6.38)
6Insbesondere wird das Verha¨ltnis vom nullten zum zweiten Fourierkoeffizienten durch den
Quotienten der beiden Ausdru¨cke (6.33) bestimmt und sollte unabha¨ngig von ε sein.
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mit Wellenzahlen |κ| ≤ pi
l
aus der ersten Brillouin-Zone. Um den Rechenaufwand in
ertra¨glichen Grenzen zu halten, werden wir im Folgenden nur die Mode κ = 0 be-
trachten, was fu¨r unsere Zwecke ausreichend sein wird. Durch Einsetzen der Fourier-
Entwicklung
w(x) =
∑
n∈Z
wn e
inkx (6.39)
mit k = 2pi
l
bringt man Gleichung (6.37) dann auf die Gestalt∑
n∈Z
wn Ln(k) e
inkx = 0 , (6.40)
mit den Abku¨rzungen
Ln(k) = Λn(k) +
1
b− a
((
F ′(us)
)
xx
+ 2 ink
(
F ′(us)
)
x
− (1 + n2k2)F ′(us)
− σ(1 + γ + σ + (1− a)n2k2 + F ′(us))) (6.41)
sowie
Λn(k) = Γ
2 − (k2c − n2k2)2 . (6.42)
Fu¨r die zuletzt eingefu¨hrte Gro¨ße erweist sich folgende Zerlegung als nu¨tzlich:
Λn(k) = λ(k) + Cn(k) , (6.43)
wobei
λ(k) = Γ2 − (k2c − k2)2 Cn(k) = (1− n2)k2((1 + n2)k2 − 2 k2c) . (6.44)
Konkret setzen wir fu¨r us(x) die Lo¨sung (6.30) aus dem letzten Abschnitt ein. Bis
zu Termen der Ordnung ε2 gilt (anstatt Ω2 schreiben wir nun k)
us(x) = 2 ε cos (k x) + ε
2
(
u0 + u2 cos (2 k x)
)
(6.45)
und damit
F ′(us) = 4 β ε cos (k x) + 2 ε
2(β u0 + 3)
(
1 + cos (2 k x)
)
. (6.46)
Mit der vereinfachten Notation Ln(k) → L(n) und Λn(k) → Λ(n) werden die weite-
ren Gleichungen etwas u¨bersichtlicher. Die Gro¨ße (6.41) ist nach dem Einsetzen von
(6.45) und (6.46) von der Form
L(n) =
2∑
m=−2
(
Bm(n)− σ N(n) δm0
)
eimkx . (6.47)
δij bezeichnet das Kronecker-Delta. Die Koeffizienten Bm(n) und N(n) ergeben sich
nach kurzer Rechnung wie folgt:
N(n) =
1
b− a
(
1 + γ + σ + (1− a)n2k2) (6.48)
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sowie
B0(n) = Λ(n)− 2 ε
2
b− a
(
β u0 + 3
)(
1 + σ + n2k2
)
B1(n) = − 2 β ε
b− a
(
1 + σ + (n+ 1)2k2
)
B−1(n) = − 2 β ε
b− a
(
1 + σ + (n− 1)2k2)
B2(n) = − ε
2
b− a(β u2 + 3)
(
1 + σ + (n+ 2)2k2
)
B−2(n) = − ε
2
b− a(β u2 + 3)
(
1 + σ + (n− 2)2k2) .
(6.49)
Einsetzen von (6.47) in (6.40) fu¨hrt wegen der linearen Unabha¨ngigkeit des Funk-
tionensystems {einkx |n ∈ Z} auf die Bedingung
2∑
m=−2
Bm(n−m)wn−m = σN(n)wn fu¨r alle n ∈ Z . (6.50)
Mit der fu¨r alle m ∈ Z gu¨ltigen Definition
Am(n) =


Bm(n)
N(m+ n)
fu¨r m = −2,−1, 0, 1, 2
0 sonst
(6.51)
kann man (6.50) auch so schreiben:∑
m∈Z
An−m(m)wm = σ wn fu¨r alle n ∈ Z . (6.52)
Das ist nichts anderes als das Eigenwertproblem Aw = σw einer unendlich-dimen-
sionalen Bandmatrix
A =


. . .
A0(−2) A−1(−1) A−2(0) 0 0
A1(−2) A0(−1) A−1(0) A−2(1) 0
A2(−2) A1(−1) A0(0) A−1(1) A−2(2)
0 A2(−1) A1(0) A0(1) A−1(2)
0 0 A2(0) A1(1) A0(2)
. . .


(6.53)
mit Eigenvektoren w = (. . . , w−2, w−1, w0, w1, w2, . . .)
T . Da wir von der Bewegungs-
gleichung (3.31) ausgegangen sind, die neben der einfachen Zeitableitung ut auch
Terme der Art utt und utxx entha¨lt, tritt der Eigenwert σ nicht nur explizit auf der
61
rechten Seite des Eigenwertgleichung auf, sondern auch in den Matrixelementen. In
der Na¨he der Schwelle ist aber, wie wir noch sehen werden, σ proportional zu ε2, so
dass wir diese implizite Abha¨ngigkeit vernachla¨ssigen ko¨nnen. Im allgemeinen Fall
sollte man besser von den beiden gekoppelten Gleichungen (3.28) ausgehen.
Im Grenzfall ε → 0 besitzt die Matrix A Diagonalgestalt. Ihre Eigenwerte sind
dann durch die Diagonalelemente Λ(n)/N(n) gegeben. N(n) ist positiv. Direkt an
der Schwelle Γ = 0 gilt ferner k = kc , so dass in (6.43) nur der Anteil Cn(kc) u¨brig
bleibt. Wegen
C±1(kc) = 0 und Cn(kc) < 0 fu¨r n 6= ±1 (6.54)
existiert neben lauter stabilen Eigenwerten ein zweifach entarteter Nulleigenwert.
Wir mu¨ssen seine Aufspaltung im Fall ε > 0 berechnen, um eine Aussage u¨ber die
Stabilita¨t der Lo¨sung (6.45) zu erhalten. Die Rechnung im Anhang E liefert fu¨r den
kritischen Zweig des aufgespaltenen Eigenwerts in Ordnung ε2 das Resultat
σ+ = −ε2N0
(
3− 2
9
· β
2
b k4c
(
1 + k2c
)2(
19 + 4 k2c
))
. (6.55)
Dabei bezeichnet N0 eine positive Konstante. Dieses Ergebnis gilt gema¨ß der Her-
leitung auf der Soft-Mode Linie sm1, welche durch kc parametrisiert wird. Fu¨r hin-
reichend kleine Werte von kc wird der Eigenwert also positiv. Die periodischen Lo¨-
sungen (6.45) sind dann instabil. Eine ausfu¨hrlichere Diskussion des Sachverhalts
wollen wir ans Ende des na¨chsten Abschnitts verschieben.
6.3 Ginzburg-Landau Gleichung
Zum Abschluss dieses Kapitels wollen wir die Dynamik unserer Ausgangsgleichungen
(3.2) im schwach nichtlinearen Bereich noch kurz aus einem etwas anderen Blick-
winkel betrachten, was zur Besta¨tigung der bisherigen Resultate fu¨hren wird. Es ist
bekannt, dass fu¨r jedes ausgedehnte, ra¨umlich eindimensionale System
∂tΦ = LΦ +N [Φ] Φ(x, t) ∈ RN , (6.56)
wobei LΦ = ∑αLα ∂αx Φ (mit reellen Matrizen Lα) den linearen Anteil und N [Φ] ei-
ne beliebige Nichtlinearita¨t bezeichnet, knapp oberhalb einer Soft-Mode Instabilita¨t
eine reduzierte Beschreibung durch eine Ginzburg-Landau Gleichung
∂τA = η A+D∂
2
ξA+ r |A|2A (6.57)
mit reellen Koeffizienten η,D und r formuliert werden kann [CrHo, Mann]. Die Gro¨ße
A(ξ, τ) stellt eine Einhu¨llende dar, die von den langsamen Orts- und Zeitskalen
ξ = ε x τ = ε2 t (6.58)
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abha¨ngt und vermo¨ge
Φ(x, t) = ε
(
uc e
ikcxA(ξ, τ) + c.c.
)
+O(ε2) (6.59)
mit den urspru¨nglichen, schnell oszillierenden Feldkomponenten verknu¨pft ist. Dabei
bezeichnet der Parameter ε den Abstand zur Bifurkationslinie und kc die kritische
Wellenzahl. Die Matrix
L(k) =
∑
α
(ik)αLα . (6.60)
legt schließlich an der Schwelle mit k = kc den kritischen, zum Eigenwert Null
geho¨renden Eigenvektor uc fest (vergleiche Abschnitt 2.1.3).
Die Form der Amplitudengleichung (6.57) ist universell und geht nur auf die Sym-
metrien des Problems und die generischen Eigenschaften des Eigenwertspektrums
an der Schwelle zuru¨ck, so wie sie im Abschnitt 2.1.3 besprochen wurden. Da die
Betra¨ge sa¨mtlicher Koeffizienten auf Eins skaliert werden ko¨nnen, und das Vorzei-
chen von η > 0 und D > 0 festgelegt ist, verbleibt als signifikante Information das
Vorzeichen des kubischen Koeffizienten r. Nur im sa¨ttigenden Fall r < 0 (auch als
superkritisch bezeichnet) besitzt die Ginzburg-Landau Gleichung (6.57) beschra¨nkte
Lo¨sungen und gibt die Dynamik des Ausgangssystems korrekt wieder [Tema]. An-
dernfalls (subkritischer Bereich) werden Terme ho¨herer Ordnung zur Stabilisierung
beno¨tigt. Fu¨r eine Diskussion des allgemeinen Lo¨sungsverhaltens von (6.57) sei auf
die Literatur verwiesen. Wir wollen an dieser Stelle lediglich anmerken, dass die ho-
mogene Sa¨ttigungslo¨sung |A0|2 = −η/ r idealen, ra¨umlich periodischen Mustern der
Wellenla¨nge kc in der Ausgangsgleichung (6.56) entspricht.
Um die bisherigen U¨berlegungen auf unser System (3.2) anzuwenden, mu¨ssen wir
die konkrete Form des Koeffizienten r, sprich seine Abha¨ngigkeit von den Systempa-
rametern entlang der gesamten Bifurkationslinie sm1 berechnen. Mit Hilfe der von
Just [Just] bereitgestellten, modellunabha¨ngigen Herleitung der Ginzburg-Landau
Gleichung reduziert sich der algebraische Aufwand auf die Auswertung allgemeiner
Formeln. Die Rechnung ist im Anhang F zusammengefasst und liefert das Resultat
r =
r1 + r2
N2 ρ
(6.61)
mit den Abku¨rzungen (F.17). Die beiden wesentlichen Gro¨ßen wollen wir an dieser
Stelle noch einmal notieren:
r1 =
2
9
b2β2k4c
(
1 + k2c
)2(
19 + 4 k2c
)
> 0 (6.62a)
r2 = −3 b3k8c < 0 . (6.62b)
Außerdem ist N 2ρ ∼ k8c . Diese Formeln gelten direkt auf der Bifurkationslinie, die
wie in (3.16) durch die kritische Wellenzahl kc parametrisiert wird. N
2 ist eine Nor-
mierungskonstante, die Gro¨ße ρ ist im betrachteten Bereich des Bifurkationsdia-
grammes von Abbildung 5.1 ebenfalls positiv (der Nulldurchgang fu¨r große kc ist
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Abbildung 6.1: Verlauf des kubischen Koeffizienten r der Ginzburg-Landau Gleichung
als Funktion der kritischen Wellenzahl kc auf der Soft-Mode Linie sm1 bei einem festen
Wert b = 1, 3 und verschiedenen Werten von β > 0. Der Grenzfall β = 0 ist ebenfalls
(gestrichelt) eingezeichnet. Fu¨r nicht zu große Werte von β tritt ein Nulldurchgang auf,
der dem U¨bergang von sub- zu superkritischem Verhalten entspricht. Dieser Vorzeichen-
wechsel legt den Punkt S in Abbildung 5.1 fest. Die weiterhin eingezeichnete gestrichelte
vertikale Linie begrenzt den physikalisch relevanten Abschnitt der Bifurkationslinie. Sie
korrespondiert zur Horizontalen a = 1 in Abbildung 5.1.
nicht mehr relevant). Daher wird das Vorzeichen von r wie in Abbildung 6.1 gezeigt
durch die Konkurrenz der beiden Anteile r1 und r2 entschieden, von denen der erste
auf die quadratische und der zweite auf die kubische Nichtlinearita¨t in (3.2) zuru¨ck-
geht. Der quadratische Anteil r1 bewirkt (in Kombination mit dem Nenner N
2ρ) die
Divergenz des Koeffizienten bei Anna¨herung an den Kodimension-2 Punkt kc = 0 der
kombinierten Sattel-Knoten-/Soft-Mode Bifurkation. Die Bedingung r = 0, welche
den U¨bergang von sub- zu superkritischem Verhalten kennzeichnet, stimmt mit dem
Ergebnis (6.55) des letzten Abschnitts u¨berein, das an der gleichen Stelle (Punkt
S in Abbildung 5.1) den Stabilita¨tswechsel der periodischen Lo¨sungen aus der Mit-
telwertmethode vorhersagt. Man sieht an der Abbildung 6.1 auch, dass der Null-
durchgang fu¨r gro¨ßere β nicht mehr, bzw. erst außerhalb des physikalisch relevanten
Abschnitts der Soft-Mode Linie auftritt, der durch die Bedingung a < 1 (positiv
definite Diffusionsmatrix) begrenzt ist. Dann liegt nur noch subkritisches Verhalten
vor7.
Mattha¨us hat, ausgehend von einer allgemeinen Bewegungsgleichung (6.56), in der
Umgebung des Entartungspunktes r = 0 einer Soft-Mode Linie auf systematische
Weise die erweiterte Amplitudengleichung
Aτ = η A+ Aξξ + r |A|2A− |A|4A+ i g |A|2Aξ + i hA2A∗ξ (6.63)
7Dies ist insbesondere immer dann der Fall, wenn wir die Koeffizienten β und γ nicht frei
vorgeben ko¨nnen, sondern diese u¨ber die Beziehung (A.7) verknu¨pft sind. Vergleiche die Bemerkung
am Ende des Abschnitts 3.1.
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abgeleitet und ihr Lo¨sungsverhalten in Abha¨ngigkeit von den Koeffizienten disku-
tiert [Matt, JMS]. Es wurde nachgewiesen, dass unterhalb des subkritischen Seg-
ments der Bifurkationslinie, fu¨r die Ausgangsgleichung die Mo¨glichkeit einer stabilen
Koexistenz von ra¨umlich periodischen Lo¨sungen kleiner Amplitude und der trivialen
homogenen Lo¨sung besteht (bestimmte Werte der Koeffizienten der Amplitudenglei-
chung vorausgesetzt). Da die Berechnung der Koeffizienten jedoch aufwendig ist, und
die Ergebnisse auf die unmittelbare Umgebung des Entartungspunktes beschra¨nkt
sind, werden wir im na¨chsten Kapitel eine andere Methode anwenden, um uns einen
globalen U¨berblick u¨ber die periodischen Lo¨sungen unseres Systems zu verschaffen.
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Kapitel 7
Nicht-perturbative Methoden
7.1 Harmonische Balance
In diesem Kapitel werden die ra¨umlich periodischen, stationa¨ren Lo¨sungen der Be-
wegungsgleichungen (3.2) diskutiert, die sich einstellen, sobald man die Linie sm1
des Bifurkationsdiagrammes aus Abbildung 5.1 u¨berschreitet. Wir werden ein Ver-
fahren vorstellen, das eine einheitliche Behandlung der Bereiche rechts und links
vom Punkt S erlaubt und insbesondere das U¨bergangsgebiet beinhaltet. Wir wissen
bereits aus dem vorigen Kapitel, dass die Lo¨sungen links von S sto¨rungstheoretisch
im Sinne einer Entwicklung nach kleinen Amplituden nicht zuga¨nglich sind. Ande-
rerseits besitzen sie, wie wir im Kapitel 5 gesehen haben, in guter Na¨herung die
einfache Form
u(x) = f + g cos (kcx) (7.1)
mit noch zu bestimmenden Koeffizienten f und g. Ho¨here Fouriermoden sind prak-
tisch vernachla¨ssigbar. Weiterhin ist die Annahme k ≈ kc selbst in einiger Entfernung
von der Schwelle gut erfu¨llt1. Schließlich ko¨nnen nun wie im Kapitel 5 besprochen
auch unterhalb der Bifurkationslinie sm1 stabile periodische Lo¨sungen auftreten. Der
Fall der
”
dichtesten Packung“ vieler solita¨rer Einzello¨sungen wie in Abbildung 5.6
(rechts unten) wird wiederum durch (7.1) na¨herungsweise erfasst.
Natu¨rlich kann der obige Ansatz die stationa¨re Gleichung (4.3) nicht exakt erfu¨llen.
Nur wenn wir die trigonometrischen Entwicklungen
u2 = f 2 + 1
2
g2 + 2fg cos (kcx) +
1
2
g2 cos (2kcx) (7.2a)
u3 = f 3 + 3
2
fg2 +
(
3f 2g + 3
4
g3
)
cos (kcx) +
3
2
fg2 cos (2kcx) +
1
4
g3 cos (3kcx) (7.2b)
nach der ersten Harmonischen abbrechen, erhalten wir geschlossene Gleichungen zur
Bestimmung von f und g. In Anbetracht der in Kapitel 5 gezeigten numerischen Fou-
1Man beachte, dass der Ausdruck (3.19) fu¨r kc u¨berall (d. h. nicht nur auf der Bifurkationslinie)
definiert ist.
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rierspektren, ko¨nnen wir von diesem Verfahren, das als harmonische Balance [NaMo]
bekannt ist, ausgezeichnete Ergebnisse erwarten. Dies wird sich auch besta¨tigen.
Vergleich der Fourierkoeffizienten nullter und erster Ordnung ergibt:(
Γ2 − k4c
)
(b− a)f = β(f 2 + 1
2
g2
)
+ f 3 + 3
2
fg2 (7.3a)
Γ2(b− a) g = (1 + k2c)(2 βf g + 3f 2g + 34 g3) . (7.3b)
Fu¨r g = 0 folgen mit (D.2) aus der oberen Gleichung f 3 + βf 2 + γf = 0 wieder die
aus Abschnitt 3.2 bekannten homogenen Lo¨sungen. Wenden wir uns jetzt dem Fall
g 6= 0 zu und fu¨hren die Abku¨rzung
δ =
Γ2(b− a)
1 + k2c
(7.4)
ein, welche man als umskalierten Abstand zur Bifurkationslinie sm1 auffassen kann.
Aus der unteren der beiden Gleichungen (7.3) wird damit:
g2 = 4
3
(
δ − 2 βf − 3f 2) . (7.5)
Einsetzen in die obere Gleichung liefert dann eine kubische Gleichung fu¨r f alleine:
f 3 + βf 2 − 1
5
(
γ + 2 δ − 4
3
β2
)
f − 2
15
β δ = 0 . (7.6)
Durch die Transformation
y = f + 1
3
β (7.7)
und die Umskalierung
γ = 1
3
β2γ¯ δ = 1
3
β2δ¯ y = 1
3
βY g = 2
3
βG (7.8)
bringt man das Gleichungssystem (7.3) auf die Gestalt
0 = Y 3 + 3P Y + 2Q (7.9a)
G2 = 1 + δ¯ − Y 2 (7.9b)
mit
3P = −3
5
(
γ¯ + 2 δ¯ + 1
)
2Q = 3
5
(
γ¯ − 2
3
)
. (7.10)
Eine analytische Diskussion der kubischen Gleichung fu¨r Y in Abha¨ngigkeit von den
beiden verbliebenen Parametern γ¯ und δ¯ ist mo¨glich und liefert weitere Einsichten.
Zu diesem Zweck berechnen wir die Diskriminante D = Q2 + P 3. Es ist
53 ·D = 45
4
(
γ¯ − 2
3
)2 − (γ¯ + 2 δ¯ + 1)3 . (7.11)
Fu¨r D > 0 liegt eine reelle Lo¨sung vor, fu¨r D < 0 gibt es drei. Weiterhin beachte
man, dass der Ansatz (7.1) nur fu¨r positiv reelles kc sinnvoll ist. Daher muss a > γ
sein2, und somit δ¯ > −γ¯. Damit gilt aber in dem Bereich, der uns interessiert, auch
P < 0 (siehe unten). Es gibt nun in der (γ¯, δ¯)–Ebene von Abbildung 7.1 drei Linien,
auf denen die Lo¨sungen der kubischen Gleichung eine einfache Form annehmen:
2Wir haben ferner stets a < b vorausgesetzt.
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• Die Linie γ¯ = 2
3
, die der Symmetrielinie γ = 2
9
β2 in den Abbildungen 3.3 und
5.1 entspricht. Dort ist Q = 0 und deshalb Y (Y 2 + 3P ) = 0. Also gibt es die
Lo¨sungen
Y1 = 0 Y2 = +
√
1 + 6
5
δ¯ Y3 = −
√
1 + 6
5
δ¯ . (7.12)
Im Folgenden werden wir uns auf das Gebiet rechts von dieser Linie beschra¨n-
ken, in dem Q > 0 ist.
• Die Linie δ¯ = 0, die gerade die Soft-Mode Linie sm1 darstellt. Hier faktorisiert
die kubische Gleichung wie folgt:
(Y − 1)(5Y 2 + 5Y + 2− 3 γ¯) = 0 . (7.13)
Somit gibt es die Lo¨sungen
Y1 =
1
2
(
−1+
√
3
5
(4γ¯ − 1)
)
Y2 = 1 Y3 =
1
2
(
−1−
√
3
5
(4γ¯ − 1)
)
. (7.14)
• Und schließlich die Linie D = 0 (auch mit loc bezeichnet), auf der zwei reelle
Lo¨sungen entstehen. In den Koordinaten γ¯ und δ¯ wird diese Linie durch
2 δ¯ = 3
2
3
√
10
3
(
γ¯ − 2
3
)2/3 − 1− γ¯ (7.15)
beschrieben. Die Cardanischen Formeln reduzieren sich dann auf:
Y1 = Y2 = +
√
|P | = 3
√
3
10
(
γ¯ − 2
3
)
Y3 = −2
√
|P | = −2 3
√
3
10
(
γ¯ − 2
3
)
.
(7.16)
Die obigen Lo¨sungen sind in der Reihenfolge so angeordnet, dass an den Schnitt-
punkten von je zwei der Linien ein stetiger U¨bergang zwischen den Formeln mit
gleichen Indizes besteht. Der Vollsta¨ndigkeit halber sind in Abbildung 7.1 auch noch
die bereits aus Abbildung 3.3 bekannte Sattel-Knoten Linie γ¯ = 3
4
bzw. γ = 1
4
β2
der homogenen Lo¨sungen und die zweite Soft-Mode Linie sm2 eingezeichnet, welche
man ebenfalls auf die neuen Koordinaten umrechnen kann. Wie man sieht, beru¨hren
sich die Linien sm1 und loc im Punkt S
′ bei γ¯ = 4 bzw. γ = 4
3
β2.
Um die urspru¨ngliche Frage zu beantworten, wie die Fourierkoeffizienten f und g
der periodischen Lo¨sungen von den Systemparametern abha¨ngen, stellt man fest,
dass der relevante Lo¨sungszweig der kubischen Gleichung (7.9a) durch die Forde-
rung nach reellem g bzw. G gema¨ß (7.9b) festgelegt wird. Auf der Linie sm1 ist
diese Forderung fu¨r γ¯ > 4 nur durch Y2 = 1 erfu¨llbar. Fu¨r
2
3
≤ γ¯ ≤ 4 kommen
zuna¨chst sowohl Y1 als auch Y2 entsprechend den Formeln (7.14) in Frage. Y3 spielt
keine Rolle. Zur endgu¨ltigen Kla¨rung der Situation in diesem Abschnitt muss man
daher das Verhalten der Lo¨sungen fu¨r positives δ¯ betrachten. Eine kurze Rechnung
im Anhang G, bei der bis zur quadratischen Ordnung um die Lo¨sungen Y1 und Y2
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Abbildung 7.1: Bifurkationsdiagramm in der (γ¯, δ¯)–Ebene. In diesen Koordinaten ist die
Soft-Mode Linie sm1 durch die Gerade δ¯ = 0 gegeben. Die in der Na¨herung der harmo-
nischen Balance mit einer Fouriermode berechnete Linie loc begrenzt den Existenzbereich
periodischer Lo¨sungen nach unten. Der Ansatz verliert unterhalb der Geraden δ¯ = −γ¯
(d. h. kc = 0) seine Gu¨ltigkeit.
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Abbildung 7.2: Verlauf der Lo¨sungen der kubischen Gleichung (7.9a) auf den Bifurka-
tionslinien sm1 und loc aus Abbildung 7.1 sowie entlang einer Linie 0 < δ¯ = const. Die
relevanten Lo¨sungen sind durchgezogen gezeichnet (ein weiterer, irrelevanter Lo¨sungszweig
ist nicht eingezeichnet).
69
entwickelt werden muss, zeigt dass es fu¨r 0 < δ¯  1 zur Aufspaltung der Lo¨sungs-
zweige kommt, a¨hnlich wie bei der Hybridisierung zweier sich kreuzender Niveaus
in der Atomphysik. Der Ausdehnungsbereich dieses Gebietes ist von der Gro¨ßenord-
nung
√
δ¯. Nur einer der beiden entstehenden Zweige genu¨gt der Bedingung G2 ≥ 0.
Das Verhalten ist in Abbildung 7.2 dargestellt. Man sieht nun, dass die relevante
Lo¨sung auf der Soft-Mode Linie sm1 im Bereich
2
3
≤ γ¯ ≤ 4 durch Y1 gema¨ß (7.14)
gegeben ist. A¨hnliche U¨berlegungen lassen sich auch im Gebiet δ¯ < 0 anstellen, um
die richtige Lo¨sung auszusondern. Insbesondere ist Y1 = Y2 auf dem Abschnitt der
Bifurkationslinie loc links vom Punkt S ′. Unterhalb davon gibt es keine Lo¨sung. Das
gleiche gilt unterhalb von sm1 im Bereich γ¯ > 4.
Bei bekanntem Y erha¨lt man anschließend f und g vermo¨ge
f = 1
3
β(Y − 1) g = −2
3
β
√
1 + δ¯ − Y 2 . (7.17)
Abbildung 7.3 zeigt die numerisch bestimmten Ho¨henlinien der beiden Koeffizienten
in der gesamten (γ¯, δ¯)–Ebene. Im Punkt S ′ a¨ndert sich das Verhalten des Systems:
Links davon entstehen bei infinitesimalem U¨berschreiten der Soft-Mode Linie sm1
immer periodische Lo¨sungen endlicher Amplitude, so wie wir es in den Simulatio-
nen von Kapitel 5 gesehen haben. Der Punkt S ′ liegt bei γ¯ = 4 bzw. γ = 4
3
β2. Das
entspricht na¨herungsweise dem Punkt S aus dem letzten Kapitel, in dem der kubi-
sche Koeffizient der zugeordneten Ginzburg-Landau Gleichung einen Nulldurchgang
hat und die im Rahmen der Mittelwertmethode berechneten periodischen Lo¨sun-
gen kleiner Amplitude instabil werden. Die kleine Diskrepanz zwischen den beiden
Punkten ru¨hrt daher, dass im Verfahren der harmonischen Balance nur die fu¨hrende
(erste) Fouriermode mitgenommen wurde, wa¨hrend die Rechnung in Kapitel 6 noch
die zweite Harmonische beru¨cksichtigt. Konzeptionell handelt es sich aber um den
selben Punkt.
Auch die periodischen Lo¨sungen unterhalb der Schwelle sm1 werden durch das Glei-
chungssystem (7.3) bzw. (7.9) erfasst. Der tatsa¨chliche stationa¨re (End-) Zustand
ha¨ngt dort zwar vom gewa¨hlten Anfangsprofil ab, jedoch korrespondiert die Existenz
stabiler periodischer Lo¨sungen, wie wir gesehen haben, zur Existenz einzelner lokali-
sierter Lo¨sungen, aus denen sie sich durch U¨berlagerung aufbauen. Auf diese Weise
stellt die Linie loc eine erste Na¨herung fu¨r die Geburtslinie lokalisierter Lo¨sungen
dar. Wir werden diese Na¨herung im na¨chsten Abschnitt noch verbessern.
Das gesamte bisherige Verfahren la¨sst sich auch durchfu¨hren, wenn man die Glei-
chungen (B.3) von Anhang B zum Ausgangspunkt nimmt. Diese kommen dadurch
zustande, dass man die homogene Lo¨sung u = ξ3 (sofern sie existiert, vergleiche Ab-
bildung 3.2) als Referenzlo¨sung in den Koordinatenursprung verschiebt. Das System
(B.3) ist von gleicher Form wie das urspru¨ngliche System (3.2) und geht aus ihm
durch die Substitution der Parameter β → βˆ und γ → γˆ gema¨ß (B.4) hervor. Dies
bedingt eine Renomierung aller weiteren eingefu¨hrten Abku¨rzungen, insbesondere
kc → kˆc und Γ → Γˆ. Ansonsten verla¨uft die Rechnung aber vollkommen analog
zu der weiter oben vorgestellten. Die Gleichungen der harmonischen Balance, die
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Abbildung 7.3: Ho¨henlinien der Fourierkoeffizienten f und g in der Na¨herung der Har-
monischen Balance in Abha¨ngigkeit von den beiden Parametern γ¯ und δ¯. Im weißen Gebiet
unterhalb der Linien sm1 und loc existiert keine Lo¨sung. Links von Punkt S
′ entstehen
die Lo¨sungen an der Linie loc mit endlicher Amplitude.
das modifizierte Verfahren liefert, sind zwar nicht identisch mit den urspru¨nglichen,
jedoch sind die numerischen Unterschiede in den Ergebnissen nach Einsetzen typi-
scher Zahlenwerte (wie etwa in Abbildung 5.1) so gering, dass auf eine ausfu¨hrlichere
Diskussion an dieser Stelle verzichtet wird.
7.2 Variationsverfahren
Wir ko¨nnen die Ergebnisse des letzten Abschnitts auch auf eine andere Weise erhal-
ten, die sich besser fu¨r Erweiterungen eignet. Wie wir wissen, erfu¨llen die exakten
stationa¨ren Lo¨sungen der Gleichungen (3.2) das in Abschnitt 4.2 angegebene Extre-
malprinzip (4.20). Unsere Na¨herung besteht nun darin, dass wir – wiederum gestu¨tzt
auf die numerisch gewonnenen Erkenntnisse – nur Funktionen der Form (7.1) zur
Konkurrenz im Wirkungsfunktional (4.19), (4.20) zulassen. In diesem eingeschra¨nk-
ten Funktionenraum mu¨ssen wir den Wert des Funktionals in Abha¨ngigkeit von den
beiden Variationsparametern f und g berechnen und anschließend minimieren.
Zuerst verschaffen wir uns durch Integration der Gleichung
vxx − v = uxx (7.18)
die zu (7.1) geho¨rige Funktion v(x). Es ist:
v(x) = C1 e
x + C2 e
−x +
g k2
1 + k2
cos (k x) . (7.19)
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Zur Vorbereitung spa¨terer Verallgemeinerungen schreiben wir fu¨r die Wellenzahl
einfach k, meinen hier aber noch stets kc. Um beschra¨nkte Lo¨sungen fu¨r x → ±∞
zu erhalten, mu¨ssen wir den homogenen Lo¨sungsanteil verwerfen:
C1 = C2 = 0 . (7.20)
Damit berechnet man aus (4.19) – es genu¨gt die Integration u¨ber eine Periode:∫ pi/k
−pi/k
T (x) dx =
pi k g2
2
(
1 + k2
)2(b k2(2 + k2)− a(1 + k2)2) (7.21a)
∫ pi/k
−pi/k
U(x) dx =
pi
48 k
(
1 + k2
)2(24 b k4g2 − p(f, g)(1 + k2)2) (7.21b)
mit der Abku¨rzung
p(f, g) = 24f 4 + 9 g4 + 72 f 2g2 + 32 βf 3 + 48 βf g2 + 48 γf 2 + 24 γ g2 . (7.22)
Mit L = T − U und H = T + U folgt weiter
J0 =
∫ pi/k
−pi/k
L(x) dx =
pi
48 k
p(f, g)− pi k g2 · a− (b− a)k
2
2(1 + k2)
(7.23)
und analog
E0 =
∫ pi/k
−pi/k
H(x) dx = − pi
48 k
p(f, g)− pi k g2 · a
(
1 + k2
)2 − b k2(3 + k2)
2
(
1 + k2
)2 . (7.24)
Minimierung von J0 bedeutet jetzt
∂J0
∂f
= 0 und
∂J0
∂g
= 0 (7.25)
und somit
0 = 2f 3 + 3fg2 + 2 βf 2 + βg2 + 2 γf (7.26a)
0 = g
((
1 + k2
)(
12f 2 + 3 g2 + 8 βf + 4(γ − a k2))+ 4 b k4) . (7.26b)
Mit k = kc und der Beziehung (D.4) ist dieses Gleichungssystem, wie nicht anders
zu erwarten, identisch mit (7.3).
Die Bifurkationslinien aus Abbildung 7.1 ko¨nnen wir nun auch durch folgende U¨ber-
legung erhalten: Lokale Minima entstehen durch eine Sattel-Knoten Bifurkation,
wenn die zusa¨tzliche Gleichung
∆ = 0 mit ∆ = det
(
∂2J0
∂f2
∂2J0
∂f ∂g
∂2J0
∂g ∂f
∂2J0
∂g2
)
(7.27)
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erfu¨llt ist. Die obige Matrix ist in der Differentialrechnung mehrerer Vera¨nderlicher
als Hesse-Matrix bekannt. Wertet man diese Gleichung mit dem Funktional (7.23)
aus, und setzt die Umkehrung der Definition (7.4)
a = −γ − δ −
√
δ2 + 4 b (γ + δ) (7.28)
sowie die Ausdru¨cke (7.7), (7.8) und G2 = 1 + δ¯ − Y 2 ein, so folgt nach la¨ngerer
Rechnung:(
1 + δ¯− Y 2)(1 + γ¯ + 2 δ¯− 5Y 2)(6 b+ β2δ¯+ β√(β δ¯)2 + 12 b (γ¯ + δ¯)) = 0 . (7.29)
Der letzte der drei Faktoren kann nur fu¨r γ¯ = 3 b /β2 bzw. γ = b verschwinden,
was außerhalb des von uns betrachteten Bereiches liegt. Zur Diskussion der bei-
den anderen Faktoren betrachten wir noch einmal die kubische Gleichung (7.9a).
Ausgeschrieben lautet sie
5Y 3 − 3Y (1 + γ¯ + 2 δ¯)− 2 + 3 γ¯ = 0 . (7.30)
Umstellen nach δ¯ ergibt dann
δ¯ =
1
6Y
(Y − 1)(5Y 2 + 5Y + 2− 3 γ¯) . (7.31)
Damit kann man die ersten beiden Faktoren in (7.29) wie folgt schreiben:
1 + δ¯ − Y 2 = − 1
6Y
(Y − 1)(Y 2 + Y − 2 + 3 γ¯) (7.32a)
1 + γ¯ + 2 δ¯ − 5Y 2 = − 1
3Y
(
10Y 3 + 2− 3 γ¯) . (7.32b)
Das Verschwinden des oben stehenden Terms fu¨hrt auf die beiden Soft-Mode Linien
sm1 und sm2, an denen wir im Moment nicht weiter interessiert sind
3. Verschwinden
des unten stehenden Ausdrucks liefert fu¨r γ¯ ≥ 2
3
wieder die reelle Lo¨sung Y =
3
√
3
10
(
γ¯ − 2
3
)
und mit (7.31) die Bifurkationslinie loc in der Form (7.15).
Damit ist das gesamte Bifurkationsdiagramm aus Abbildung 7.1 im Wirkungsfunk-
tional (7.23) enthalten. Abbildung 7.4 veranschaulicht, wie die zu homogenen (g = 0)
oder periodischen (g 6= 0) Lo¨sungen geho¨renden lokalen Minima im Ho¨henliniendia-
gramm des Funktionals in Abha¨ngigkeit von den beiden Variationsparametern f und
g auszumachen sind. Im Hinblick auf die Linie loc, die man wie bereits besprochen
auch als Geburtslinie lokalisierter Lo¨sungen interpretiert, muss man feststellen, dass
die Na¨herung k = kc mit zunehmendem Abstand zur Bifurkationslinie sm1 schlech-
ter wird. Insbesondere versagt der Ansatz (7.1) fu¨r a < γ, weil dort kc imagina¨r ist.
Wir wollen deshalb nun eine Erweiterung der Methode vornehmen.
3Gleichung (7.27) stellt eine notwendige Bedingung fu¨r das Auftreten von Sattel-Knoten Bifur-
kationen dar, entha¨lt aber auch noch andere Fa¨lle, bei denen sich der Charakter lokaler Extremal-
punkte a¨ndert. Die Linie sm1 wird exakt reproduziert, weil dort auch die Annahme k = kc exakt
gu¨ltig ist, sm2 in sehr guter Na¨herung.
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Abbildung 7.4: Ho¨henlinien des Wirkungsfunktionals J0 in Abha¨ngigkeit von den beiden
Variationsparametern (Fourierkoeffizienten) f und g. Die tiefstliegenden Gebiete sind rot
eingefa¨rbt. Das linke Diagramm geho¨rt zum Punkt E aus Abbildung 5.1. Dort besitzt
das Funktional zwei lokale Minima bei (f0 | g0) ≈ (−0, 08 | − 0, 15) und (0 | 0), welche
periodischen Lo¨sungen bzw. der homogenen Lo¨sung u = 0 entsprechen (da die Phase der
periodischen Lo¨sungen willku¨rlich ist, ist das Funktional symmetrisch in g). Im Punkt G
(rechtes Diagramm) gibt es nur noch das zuletzt genannte Minimum. Das erste ist an der
Linie loc durch eine Sattel-Knoten Bifurkation vernichtet worden.
Obwohl wir in diesem Kapitel im Prinzip nur ideale, unendlich ausgedehnte Wellen-
zu¨ge der Form u(x) = f + g cos (k x) betrachten, wollen wir doch den Einfluss sehr
weit entfernt (
”
im Unendlichen“) liegender Randbedingungen in Rechnung stellen.
Er macht sich in den numerischen Simulationen im roten Gebiet von Abbildung 5.1
insofern bemerkbar, als die sich einstellenden periodischen Muster an den Ra¨ndern
immer auf Null abfallen. Das ist in Einklang mit der heuristisch gewonnenen Er-
kenntnis, dass sich die periodischen Lo¨sungen in diesem Gebiet aus vielen solita¨ren
Einzello¨sungen zusammensetzen, auf die wir im na¨chsten Kapitel noch na¨her einge-
hen werden. Deswegen nimmt die Erhaltungsgro¨ße H dort stets den Wert Null an.
Da ferner die Beziehung
k · ∂J0
∂k
= E0 (7.33)
gilt, kann man das Variationsverfahren nun derart erweitern, dass man die Wellen-
zahl k als weiteren Variationsparameter behandelt und die zu E0 = 0 a¨quivalente
Gleichung
∂J0
∂k
= 0 (7.34)
neben den beiden Bedingungen (7.25) zur Bestimmung von f , g und k verwendet. Es
kommt also unterhalb der Schwelle sm1 aufgrund der Randbedingungen zur Selektion
von k. Sinngema¨ß gelten diese Argumente auch im blau unterlegten Gebiet von
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Abbildung 5.1, nachdem man wie am Ende von Abschnitt 7.1 erla¨utert auf die
Variable w = u− ξ3 transformiert hat4.
Die Auswertung des erweiterten Variationsverfahrens muss nun numerisch erfolgen.
Mit der zusa¨tzlichen Bedingung ∆ = 0 erha¨lt man schließlich eine verbesserte Na¨he-
rung fu¨r die Geburtslinie lokalisierter Lo¨sungen. Das Ergebnis ist in Abbildung 7.5
gezeigt, diesmal wieder in den urspru¨nglichen Parametern a und γ. In der Tat ist
das Resultat so gut, dass es im Rahmen der Genauigkeit, mit der die numerischen
Simulation durchfu¨hrbar sind, praktisch als exakt anzusehen ist5.
4In der urspru¨nglichen Variablen u klingen die Lo¨sungen dort im Unendlichen auf die homogene
Lo¨sung ξ3 ab, und die Erhaltungsgro¨ße stellt sich auf den Wert H0 = − 12γ ξ23 − 13β ξ33 − 14ξ43 ein.
5In den zeitabha¨ngigen Simulationen startet man mit einem Anfangsprofil, das mo¨glichst nahe
bei der erwarteten lokalisierten Lo¨sung liegt (siehe na¨chstes Kapitel). Damit wird die Lage der be-
rechneten Linie loc in einer Vielzahl von Simulationen zu beiden Seiten davon u¨berpru¨ft. Oberhalb
bleibt das Anfangsprofil erhalten, unterhalb stellt sich der homogene Zustand ein.
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Abbildung 7.5: Lage der Bifurkationslinie loc in der (γ, a)–Ebene. Die im oberen Dia-
gramm verwendeten Zahlenwerte b = 1, 3 und β = 0.3 entsprechen denen aus Abbil-
dung 5.1. Die gestrichelte rote Linie ergibt sich unter Verwendung der Na¨herung k = kc,
die nur fu¨r a > γ sinnvoll ist. Die durchgezogene Linie entsteht, wenn man k als zusa¨tz-
lichen Variationsparameter behandelt. Der Beru¨hrpunkt S von sm1 und loc ist hier der
besseren U¨bersicht wegen nicht mehr eingezeichnet worden. Im unteren Diagramm wur-
den b = 1.5 und β = 1.5 gewa¨hlt. Bei diesen Parameterwerten existiert der Punkt S nicht
mehr innerhalb des fu¨r das Modellsystem relevanten Gebietes, das durch die Forderung
nach einer positiv definiten Diffusionsmatrix nach oben hin durch die Gerade a = 1 be-
schra¨nkt ist. Damit gibt es in diesem Fall auch keine periodischen Lo¨sungen mit
”
kleiner“
Amplitude. Die beiden Punkte P und Q wurden zur Durchfu¨hrung weiterer numerischer
Simulationen herausgegriffen. Die sich bei geeigneten Anfangsbedingungen einstellenden
solita¨ren Endzusta¨nde sind in Abbildung 8.2 (unten) wiedergegeben.
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Kapitel 8
Eigenschaften der lokalisierten
Lo¨sungen
Im vorangegangenen Kapitel haben wir – ermutigt durch die Ergebnisse numerischer
Simulationen – den Existenzbereich stationa¨rer, periodischer Lo¨sungen der einfachen
Form u(x) = f + g cos (k x) in unserem grundlegenden System (3.2) berechnet. Ins-
besondere ko¨nnen solche Lo¨sungen auch unterhalb der Schwelle sm1 in einem Gebiet
auftreten, das durch die Linie loc in Abbildung 5.1 begrenzt ist. Wie bereits geschil-
dert, haben die elementaren Lo¨sungen in diesem Bereich jedoch prinzipiell einen
anderen, na¨mlich solita¨ren Charakter. Die obigen periodischen Zusta¨nde ergeben
sich dort im Wesentlichen durch die Aneinanderreihung vieler lokalisierter Einzel-
peaks. In diesem letzten Kapitel wollen wir den Zusammenhang zwischen beiden
Lo¨sungstypen auflo¨sen und die Form eines einzelnen solita¨ren Pulses genauer analy-
sieren. Durch die Kenntnis der Fourierkoeffizienten f und g sowie der Wellenzahl k
in Abha¨ngigkeit von den Systemparametern haben wir bereits eine erste theoretische
Abscha¨tzung fu¨r seine Amplitude und ra¨umliche Ausdehnung. Nun wollen wir aber
auch noch das Abklingverhalten beru¨cksichtigen. Wir bescha¨ftigen uns vorerst nur
mit den solita¨ren
”
Down“-Lo¨sungen, die man bei den numerischen Simulationen im
rot unterlegten Gebiet von Abbildung 5.1 findet. Im Anschluss an die Rechnungen
gehen wir noch kurz auf den anderen Lo¨sungstyp, die
”
Up“-Lo¨sungen ein, die man
links von der Symmetrielinie γ = 2 β2/9 im blauen Gebiet antrifft.
8.1 Lo¨sungsansatz
Wir wa¨hlen folgenden Ansatz fu¨r eine lokalisierte Elementarlo¨sung (ein einzelner
Peak), die um x = 0 zentriert sei:
u(x) =
{
ui(x) = f + g cos(k x) 0 ≤ x ≤ pik
ua(x) = h cos(k x+ ϕ) e
−κ x x > pi
k
(8.1)
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Fu¨r x < 0 gelten dann symmetrische Formeln: u(−x) = u(x). Die Wellenzahl k und
die Da¨mpfungskonstante κ im Außenbereich bestimmen wir aus der Dispersionsre-
lation ∆2 +
(
k2c − (k + iκ)2
)2
= 0 der linearisierten Gleichung (4.3):
k =
1√
2
√√
k4c + ∆
2 + k2c κ =
1√
2
√√
k4c + ∆
2 − k2c . (8.2)
Man beachte, dass im betrachteten Parameterbereich gema¨ß (3.34) die Definition
Γ = i∆ mit reellem ∆ gilt. Damit ist der Ansatz (8.1) asymptotisch (fu¨r große
x) exakt. Außerdem ist er offensichtlich auf
”
Multi-Peak-Lo¨sungen“ mit mehreren
Schwingungsperioden im Innenbereich verallgemeinerbar. Die Anschlussbedingun-
gen fu¨r die Funktionen ui und ua sowie ihre erste Ableitung
ui(
pi
k
) = ua(
pi
k
) u′i(
pi
k
) = u′a(
pi
k
) (8.3)
legen den Phasenwinkel ϕ und die Amplitude h wie folgt fest:
ϕ = −pi − arctan
(κ
k
)
h = (f − g)
√
1 +
(κ
k
)2
exp
(piκ
k
)
. (8.4)
Wie im vorigen Kapitel bestimmen wir die zugeho¨rige Funktion v(x) durch Integra-
tion der inhomogenen Differentialgleichung (7.18). Im Innenraum 0 ≤ x ≤ pi
k
gilt
wieder
vi(x) = C1 e
x + C2 e
−x +
g k2
1 + k2
cos (k x) . (8.5)
Diesmal du¨rfen wir die Integrationskonstanten nicht zu Null setzen. Offenbar ist
aber aus Symmetriegru¨nden die Wahl
C1 = C2 =: F (8.6)
zwingend, sofern wir zusa¨tzlich die Stetigkeit von v′(x) an der Stelle x = 0 fordern.
Damit ko¨nnen wir auch schreiben:
vi(x) =
g k2
1 + k2
cos (k x) + 2F coshx . (8.7)
Im Außenraum x > pi
k
u¨berpru¨ft man durch Einsetzen in (7.18) die Gu¨ltigkeit der
Formel
va(x) =
(
A cos (k x+ ϕ) +B sin (k x+ ϕ)
)
e−κx +Ge−x (8.8)
mit
A =
h
(
k4 + k2 + 2 k2κ2 − κ2 + κ4)
N(k, κ)
(8.9a)
B = − 2h k κ
N(k, κ)
(8.9b)
und der Definition
N(k, κ) = k4 + 2 k2
(
1 + κ2
)
+
(
1− κ2)2 . (8.10)
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Mit (8.2), (3.19) und (3.34) vereinfachen sich diese Ausdru¨cke wie folgt:
A =
h (a+ γ)
2 b
B = −h∆ (b− a)
b
N =
b
b− a . (8.11)
Die Gro¨ße G in (8.8) stellt eine Integrationskonstante dar. Ein weiterer Anteil Hex
zur allgemeinen homogenen Lo¨sung muss verworfen werden, um das Abklingen fu¨r
x→∞ zu garantieren. Aus den zu (8.3) analogen Anschlussbedingungen
vi(
pi
k
) = va(
pi
k
) v′i(
pi
k
) = v′a(
pi
k
) (8.12)
folgt nach Einsetzen von (8.4) und (8.9):
F =
f(1 + k2)(k2 + κ2) + g κ (2 k2 − κ)
2
(
1 + k2
)(
k2 + (1 + κ)2
) exp(−pi
k
)
(8.13a)
G =
(
2F cosh
(pi
k
)
− g k
2
1 + k2
− (f − g) (1 + k
2 + κ2)(k2 + κ2)
N(k, κ)
)
exp
(pi
k
)
.
(8.13b)
Man berechnet nun im Innenbereich mit (8.7):∫ pi/k
−pi/k
vi(x) dx = 4F sinh
(pi
k
)
. (8.14)
Im Außenbereich findet man hingegen mit (8.8), nachdem man (8.4) und (8.9) ein-
gesetzt hat:∫ ∞
pi/k
va(x) dx = 2 (f − g) κ (k
2 + κ2)
N(k, κ)
+G exp
(
−pi
k
)
= −2F sinh
(pi
k
)
. (8.15)
Damit erfu¨llt unser Na¨herungsansatz die Bedingung∫ ∞
−∞
v(x) dx =
∫ pi/k
−pi/k
vi(x) dx+ 2
∫ ∞
pi/k
va(x) dx = 0 , (8.16)
der auch die exakten lokalisierten Lo¨sungen unterliegen, wie man durch einmalige
bestimmte Integration von (7.18) sieht. Fu¨r das Integral u¨ber die Funktion u(x)
ergibt sich auf a¨hnliche Weise:∫ ∞
−∞
u(x) dx =
2pif
k
+
4(f − g)κ
k2 + κ2
. (8.17)
Dieser Wert kann, nachdem wir f und g bestimmt haben, mit dem numerischen
Wert verglichen werden und liefert eine exzellente U¨bereinstimmung.
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8.2 Minimierung des Funktionals J
Wir stellen fest, dass wie im vorigen Kapitel die beiden unbestimmten Parame-
ter f und g in unserem Ansatz (8.1) verblieben sind. Alle anderen wurden durch
Anschluss- und Randbedingungen festgelegt. Wiederum bestimmen wir ihren opti-
malen Wert durch Minimierung des Wirkungsfunktionals J =
∫
L(x) dx mit L =
T − U gema¨ß (4.19). Das Integral u¨ber den inneren Bereich la¨sst sich in zwei Bei-
tra¨ge J0 und J1 aufspalten, wobei J0 mit (7.23) identisch ist und J1 den homogenen
Lo¨sungsanteil 2F cosh x in (8.7) beru¨cksichtigt. A¨hnlich kann man das Integral u¨ber
den a¨ußeren Bereich in einen von der Integrationskonstanten G unabha¨ngigen Bei-
trag J2 und einen dazu proportionalen Term J3 zerlegen. Insgesamt ergibt sich also
nach einiger Rechnung:
J = J0 + ∆J mit ∆J = J1 + J2 + J3 (8.18)
und
J1 = −2 b F 2 sinh
(2pi
k
)
(8.19a)
J2 = C1(f − g)2 + C2(f − g)3 + C3(f − g)4 (8.19b)
J3 = −bG exp
(
−2pi
k
)(
G+ 4 (f − g) κ (k
2 + κ2)
N(k, κ)
exp
(pi
k
))
. (8.19c)
Hierbei wurden folgende Definitionen eingefu¨hrt:
C1 =
1
4κ
(
bH(k, κ)− a (k2 + κ2) + γ · k
2 + 5κ2
k2 + κ2
)
(8.20a)
C2 =
4
9
β κ
( 1
k2 + κ2
+
4
k2 + 9κ2
)
(8.20b)
C3 =
1
64κ
(
3 + κ2
( 16
k2 + κ2
+
27
k2 + 4κ2
))
(8.20c)
sowie
H(k, κ) =
(
k2 + κ2
N(k, κ)
)2(
1 + k2 + κ2
)((
1 + k2
)2 − 2(5− k2)κ2 + κ4) . (8.21)
Trotz dieser etwas unhandlichen Ausdru¨cke besitzt das Funktional J im Rahmen
unserer Na¨herung eine einfache Struktur. Es la¨sst sich na¨mlich leicht auf die Form
J =
∑
i+j=0,1,...,4
Cij f
igj (8.22)
mit nur von den Systemparametern abha¨ngigen, bekannten Koeffizienten Cij brin-
gen. Die Minimierung kann dann auf einfache Weise numerisch durchgefu¨hrt werden.
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Abbildung 8.1: Ho¨henlinien des Funktionals J = J0+∆J in Abha¨ngigkeit von den beiden
Variationsparametern f und g, berechnet im Punkt E aus Abbildung 5.1. Gegenu¨ber der
Abbildung 7.4 bewirken die Beitra¨ge von ∆J nur eine leichte Verzerrung. Das Minimum
bei positivem g muss ausgeschlossen werden.
Abbildung 8.1 besta¨tigt, was man bereits anschaulich erwarten konnte: Der Beitrag
von ∆J ist im Verha¨ltnis zu J0 eher klein und fu¨hrt nur zu einer geringfu¨gigen, aber
erkennbaren Korrektur der Werte von f und g, verglichen mit dem rein harmonischen
Ansatz aus Kapitel 7. Abbildung 8.2 zeigt, wie gut das Resultat mit dem Befund
aus den numerischen Simulationen u¨bereinstimmt. In Bezug auf die Geburtslinie loc
der lokalisierten Lo¨sungen (= Sattel-Knoten Linie der Entstehung eines von Null
verschiedenen lokalen Minimums im Funktional J) muss noch erwa¨hnt werden, dass
der obige Ansatz bei der numerischen Auswertung zwar wesentlich mehr Rechenzeit
beno¨tigt, jedoch keinen sichtbaren Unterschied zur durchgezogenen Linie in Abbil-
dung 7.5 bewirkt, welche unter Verwendung von J0 alleine (und mit der Wellenzahl
k als zusa¨tzlichem Variationsparameter) berechnet wurde.
Natu¨rlich lassen sich rein numerisch auch andere Testfunktionen durch Minimierung
von J an den tatsa¨chlichen Lo¨sungsverlauf anfitten. Der hier vorgestellte Ansatz
(8.1) erscheint aber aus zwei Gru¨nden besonders attraktiv: Zum einen la¨sst er eine
fast vollsta¨ndig analytische Behandlung zu, insbesondere wenn man in einer ers-
ten Na¨herung fu¨r f und g die Werte aus Kapitel 7 verwendet, die sich dort aus
einer kubischen Gleichung ergaben. Zum anderen beruht er konsequent auf einer
sehr anschaulichen Interpretation der Struktur der lokalisierten Lo¨sungen und ihrer
Verbindung mit den (anna¨hernd harmonischen) periodischen Lo¨sungen.
All das bisher in diesem Kapitel Gesagte gilt fu¨r die solita¨ren
”
Down“-Lo¨sungen, die
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Abbildung 8.2: Vergleich der lokalisierten Na¨herungslo¨sung (farbig) mit dem Ergebnis
der numerischen Simulation (grau/schwarz). Das obere Diagramm gilt im Punkt E aus
Abbildung 5.1. Die beiden unteren Diagramme sind in den Punkten P (links) bzw. Q
(rechts) von Abbildung 7.5, unten erzeugt worden. Man beachte die unterschiedlichen
Maßsta¨be der Achsen sowie die verschieden starke Da¨mpfung der Pulse.
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man bei den numerischen Simulationen im roten Gebiet von Abbildung 5.1 vorfindet.
Zu Behandlung der
”
Up“-Lo¨sungen, die sich im blauen Gebiet einstellen, geht man
am besten wie am Ende von Abschnitt 7.1 beschrieben von den Gleichungen (B.3)
aus. Der Lo¨sungsansatz und das zu minimierende Funktional haben in den dort be-
nutzten Variablen die gleiche Form wie in der obigen Rechnung. Man muss lediglich
eine Substitution der Parameter β → βˆ und γ → γˆ gema¨ß (B.4) durchfu¨hren, um
die Resultate zu u¨bertragen.
Beim U¨berschreiten der Symmetrielinie γ = 2 β2/9 wird in den Simulationen jeweils
der eine Lo¨sungstyp durch den anderen abgelo¨st. Das zugrunde liegende Prinzip
besteht offenbar darin, dass in der zeitlichen Dynamik sich der Typ durchsetzt,
der im Unendlichen auf die stabilere (sprich weiter von der Instabilita¨tsschwelle
entfernten) der beiden zuna¨chst noch vorhandenen homogenen Lo¨sungen abklingt1.
Ein ganz a¨hnliches Verhalten beobachtet man auch bei den Frontenlo¨sungen: Sie
bewegen sich immer in der Weise fort, dass das System im Verlauf der Zeit auf die
stabilere homogene Lo¨sung
”
angehoben“ oder
”
abgesenkt“ wird. Im Gegensatz zu
den Fronten ko¨nnen die solita¨ren Lo¨sungen aber auch dort existieren, wo nur noch
eine homogene Lo¨sung vorliegt, na¨mlich im rot unterlegten Gebiet rechts von der
Sattel-Knoten Linie γ = β2/4 bis hin zu Punkt S bei γ = 4 β2/3.
Zusammenfassend stellen wir fest, dass die Linie loc im Bifurkationsdiagramm (Ab-
bildung 5.1), dessen Grundstruktur durch die beiden kombinierten Sattel-Knoten/
Soft-Mode Bifurkationen bestimmt wird, von ebenso fundamentaler Bedeutung ist,
wie die Linien sm1 und sm2. An loc werden solita¨re Lo¨sungen mit endlicher Am-
plitude geboren, die sich je nach verwendeten Anfangsbedingungen im Verlauf der
zeitlichen Dynamik zu irregula¨ren oder regula¨ren Mustern kombinieren lassen. An
den Soft-Mode Linien sm1 bzw. sm2 erfolgt dann unabha¨ngig von den Anfangsbe-
dingungen die
”
Kristallisation“ des periodischen Gitters.
1Die dritte homogene Lo¨sung ist immer instabil und spielt keine Rolle.
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Kapitel 9
Zusammenfassung
In dieser Arbeit wurde die raum-zeitliche Strukturbildung in der Umgebung der kom-
binierten Sattel-Knoten/Soft-Mode Bifurkation untersucht. Dieses Szenario kommt
dadurch zustande, dass die homogene Fixpunktlo¨sung eines ra¨umlich ausgedehnten,
inversionssymmetrischen Systems einerseits eine Instabilita¨t gegenu¨ber inhomogenen
Sto¨rungen aufweist (eine sogenannte Soft-Mode Instabilita¨t), andererseits selbst bei
einem bestimmten Parameterwert durch eine Sattel-Knoten Bifurkation vernichtet
wird.
In Kapitel 2 wurden die Bedingungen, die zur Verschmelzung der beiden elementaren
Bifurkationen in einer allgemeinen (1 + 1)–dimensionalen partiellen Differentialglei-
chung fu¨hren, aufgestellt und auf eine geometrische Weise interpretiert. Ein zentrales
Resultat besteht in der Aussage, dass die beiden beteiligten Bifurkationsfla¨chen sich
entlang der gesamten Schnittlinie im Parameterraum beru¨hren, sprich tangential
ineinander mu¨nden. Das lineare Eigenwertspektrum besitzt dort einen quartischen
Verlauf bei verschwindender kritischer Wellenzahl. Die kombinierte Bifurkation ist
von der Kodimension Zwei. Es sind also mindestens zwei unabha¨ngige Parameter
notwendig, um sie zu generieren.
Im Anschluss an die allgemeinen stabilita¨tstheoretischen Untersuchungen wurde zu-
na¨chst eine Normalform vorgeschlagen, welche die entartete Bifurkation in einer
mo¨glichst einfachen Weise repra¨sentiert. Der ra¨umlich homogene Anteil dieses zwei-
komponentigen Systems von Differentialgleichungen besteht aus der bekannten Nor-
malform der Sattel-Knoten Bifurkation. Die Ortsabha¨ngigkeit wird u¨ber die An-
kopplung einer nichtdiagonalen Diffusionsmatrix in die Gleichungen eingefu¨hrt.
Zu Beginn von Kapitel 3 wurde festgestellt, dass die Beschra¨nkung auf die in der
Sattel-Knoten-Normalform enthaltene quadratische Nichtlinearita¨t das System im
Hinblick auf die zeitliche Dynamik zu weit reduziert. Daher wurden alle Diskus-
sionen im weiteren Verlauf der Arbeit unter Beru¨cksichtigung einer zusa¨tzlichen
kubischen Nichtlinearita¨t durchgefu¨hrt. Es treten nun zwei der oben charakterisier-
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ten Entartungspunkte auf, die durch eine globale Symmetrie verknu¨pft sind. Nach
der ausfu¨hrlichen Besprechung der homogenen Lo¨sungen und ihrer Stabilita¨t wurde
eine Koordinatentransformation vorgestellt, die das Ausgangssystem im stationa¨ren
Fall auf die Form zweier nichtlinear gekoppelter harmonischer Oszillatoren bringt.
Durch die Kombination der beiden Differentialgleichungen zweiter Ordnung ergab
sich ferner eine Gleichung vierter Ordnung vom verallgemeinerten Swift-Hohenberg
Typ, deren Gestalt allerdings deutlich komplizierter ist als in den Beispielen, die uns
bekannt sind.
Kapitel 4 war der detaillierten Untersuchung der stationa¨ren Gleichungen gewid-
met. Es wurde festgestellt, dass sie von kanonischer Struktur sind. Die zugeho¨rige
Hamiltonfunktion besitzt die Eigentu¨mlichkeit, dass die Gesamtenergie der unge-
koppelten Oszillatoren nicht wie u¨blich aus der Summe der Einzelenergien besteht,
sondern aus deren Differenz. Der Begriff
”
Energie“ wird hier ohnehin nur aufgrund
der formalen A¨hnlichkeit zu einem System mechanischer Oszillatoren verwendet. In
Wirklichkeit stellt die Hamiltonfunktion im vorliegenden Fall eine ra¨umliche Erhal-
tungsgro¨ße dar. Schließlich wurden noch die zugeordnete Lagrange-Funktion und
das Wirkungsfunktional angegeben, aus denen sich die zeitunabha¨ngigen Grundglei-
chungen auch ableiten lassen. Fu¨r die vollen, zeitabha¨ngigen Bewegungsgleichungen
existiert aufgrund ihres dissipativen Charakters keine Lagrange-Dichte.
In Kapitel 5 wurden die Ergebnisse numerischer Simulationen des Modellsystems
vorgestellt. Erwartungsgema¨ß findet man in hinreichender Entfernung vom Entar-
tungspunkt der kombinierten Sattel-Knoten/Soft-Mode Bifurkation das klassische
Verhalten: An der Instabilita¨tsschwelle der homogenen Lo¨sung entstehen ra¨umlich
periodische Lo¨sungen, deren Wellenla¨nge durch die kritische Wellenzahl im Eigen-
wertspektrum des linearen Operators festgelegt ist. Ihre Amplitude skaliert mit dem
Abstand zur Schwelle. Na¨hert man sich dem Verschmelzungspunkt, so a¨ndert sich
das Verhalten des Systems jedoch grundlegend: Unterhalb der Soft-Mode Linie exis-
tieren nun in einem gewissen Parameterbereich stabile solita¨re Lo¨sungen. Diese im
Außenbereich schnell abklingenden Pulse sind stationa¨r, wandern also nicht. Sie
stellen eine elementare Anregung des nichtlinearen Systems dar und lassen sich zu
komplizierteren Mustern zusammenfu¨gen. Im Grenzfall der dichtesten Packung vie-
ler solita¨rer Einzello¨sungen entsteht ein anna¨hernd sinusfo¨rmiges Gitter. Die sich in
den zeitabha¨ngigen Simulationen tatsa¨chlich einstellende Anordnung kann regula¨r
oder irregula¨r sein, je nach verwendetem Anfangsprofil. Oberhalb der Soft-Mode Li-
nie sind einzelne solita¨re Lo¨sungen nicht mehr stabil. Stattdessen kommt es bereits
bei geringfu¨gigem U¨berschreiten der Bifurkationslinie unabha¨ngig von den Anfangs-
bedingungen zur
”
Kristallisation“ eines periodischen Zustandes endlicher Amplitu-
de. Er geht stetig aus der zuvor beschriebenen dichtesten Anordnung unterhalb der
Schwelle hervor.
Von besonderem Interesse ist das U¨bergangsgebiet, in dem sich das Verhalten des
Systems im Keim zu vera¨ndern beginnt. Um es aufzuspu¨ren wurden im Kapitel 6 im
Rahmen einer sto¨rungstheoretischen Formulierung stationa¨re, periodische Lo¨sungen
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kleiner Amplitude ermittelt und anschließend einer Stabilita¨tsanalyse unterzogen.
Die Berechnung selbst beruht auf der Mittelwertmethode, welche auf die Oszillator-
gleichungen angewendet wird. Da die erste Ordnung der kanonischen Sto¨rungstheorie
verschwindet, ist es notwendig, das Averaging bis in die zweite Ordnung fortzufu¨h-
ren. Außerdem muss anschließend eine Regularisierung der Lo¨sungen vorgenommen
werden, um die durch die Verwendung von Winkel- und Wirkungsvariablen her-
vorgerufenen Singularita¨ten zu beseitigen. Die Stabilita¨tsanalyse der periodischen
Lo¨sungen, die auf ein Bloch-Problem fu¨hrt, liefert dann eine analytische Bedingung
fu¨r den Umschlagpunkt auf der Soft-Mode Linie.
In der Na¨he der Schwelle ist ferner eine reduzierte Beschreibung der Systemdynamik
durch eine Ginzburg-Landau Gleichung mit reellen Koeffizienten mo¨glich, sofern das
Vorzeichen der kubischen Nichtlinearita¨t |A|2A sa¨ttigenden Charakter besitzt. Durch
die explizite Berechnung des zu diesem Term geho¨rigen Koeffizienten als Funktion
der urspru¨nglichen Systemparameter ergibt sich, dass genau am obigen Umschlag-
punkt ein Vorzeichenwechsel auftritt, der dem U¨bergang von super- zu subkritischen
Verhalten entspricht.
Mit der harmonischen Balance wurde in Kapitel 7 ein einfaches nicht-perturbatives
Na¨herungsverfahren angewandt, dass einen globalen U¨berblick u¨ber die stationa¨ren
periodischen Lo¨sungen unseres Systems gestattet. Es beinhaltet insbesondere auch
das Verhalten im U¨bergangsgebiet. Man wird auf eine kubische Gleichung gefu¨hrt,
bei deren Diskussion man feststellt, dass die periodischen Lo¨sungen unterhalb des
subkritischen Abschnitts der Soft-Mode Linie an einer gewissen Bifurkationslinie
loc mit endlicher Amplitude geboren werden. Die beiden Linien mu¨nden am obigen
Punkt, an dem der kubische Koeffizient der zugeho¨rigen Amplitudengleichung einen
Nulldurchgang hat, ineinander ein. Aufgrund der bereits beschriebenen heuristischen
Erkenntnis, dass periodische Lo¨sungen im Zwischenbereich durch die Aneinanderrei-
hung einzelner solita¨rer Peaks zustande kommen, schließt man, dass es sich bei loc
um die Geburtslinie lokalisierter Lo¨sungen handelt. Dies wird durch die Simulatio-
nen besta¨tigt: Unterhalb der berechneten Linie treten nur noch homogene Lo¨sungen
auf. Im zweiten Teil von Kapitel 7 wurde gezeigt, dass sich die selben Resultate auch
aus einem Variationsprinzip ableiten lassen. Dazu wird der Wert des Wirkungsfunk-
tionals durch eine periodische Testfunktion mit unbekannten Fourierkoeffizienten als
Variationsparametern minimiert. Die Linie loc beschreibt dann die Entstehung eines
von Null verschiedenen lokalen Minimums durch eine Sattel-Knoten Bifurkation.
Im Kapitel 8 haben wir das Variationsverfahren erweitert, um die Gestalt einer ein-
zelnen solita¨ren Lo¨sung zu erfassen. Die Pha¨nomenologie der numerischen Lo¨sungen
legt einen Ansatz nahe, der aus einer rein harmonischen Schwingungsperiode im
Innenbereich besteht. Das Abklingverhalten im Außenbereich wird durch die Li-
nearisierung der stationa¨ren Gleichungen um die homogene Lo¨sung bestimmt. Die
Berechnung des Wirkungsfunktionals liefert nun ein Polynom vierter Ordnung in den
beiden verbleibenden Variationsparametern, das leicht numerisch minimiert werden
kann. Es zeigt sich, dass die so konstruierten Na¨herungslo¨sungen die Gestalt der
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numerischen Lo¨sungen bei verschiedensten Werten der Systemparameter hervorra-
gend approximieren. Amplitude und konstantes Glied der Schwingungsperiode im
Innenraum weichen nur sehr wenig von den entsprechenden Fourierkoeffizienten im
Fall unendlich langer Wellenzu¨ge ab, was die Interpretation der periodischen Struk-
turen unterhalb der Soft-Mode Linie als solita¨re Multi-Peak Lo¨sungen noch einmal
untermauert.
Die Kombination zweier elementarer, wohl etablierter Bifurkationstypen hat in dieser
Arbeit interessante und unerwartete Konsequenzen fu¨r die raum-zeitliche Struktur-
bildung nach sich gezogen. Die gemachten Voraussetzungen sind von so allgemeiner
Natur, dass man erwarten kann, sie in vielen partiellen Differentialgleichungen zur
Beschreibung konkreter physikalischer Pha¨nomene anzutreffen. U¨ber ein Beispiel
aus dem Bereich des Festko¨rpermagnetismus, das fu¨r uns den Anstoß zu den hier
pra¨sentierten Untersuchungen darstellte, wurde bereits in der Einleitung berichtet.
Zeitabha¨ngige Lo¨sungen haben wir nicht behandelt. Sie stellen ein mo¨gliches Beta¨ti-
gungsfeld fu¨r Folgearbeiten dar. Auch die Erweiterung auf mehrere Raumdimensio-
nen ist (wie bei den meisten Modellgleichungen dieser Art) weit mehr als eine rein
technische Herausforderung. Schließlich ko¨nnte man analog zu der hier vorgestell-
ten Behandlungsweise die Verschmelzung von Sattel-Knoten und Hopf-Bifurkation
untersuchen. Dieses Szenario ist in ra¨umlich homogenen Systemen auch als Arnold-
Takens-Bogdanov Bifurkation bekannt und zieht dort das Auftreten einer globalen
Bifurkation nach sich. Es wa¨re interessant, die Konsequenzen fu¨r die Strukturbil-
dung in ra¨umlich ausgedehnten Systemen zu studieren. Damit bleibt im Umfeld der
hier vorliegenden Arbeit bestimmt noch Raum fu¨r viele spannende Fragestellungen
und Ergebnisse.
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Anhang A
Koordinatentransformation
Gegeben sei die kubische Gleichung G(U) = 0 mit dem Polynom (3.1). Wir bezeich-
nen ihre (reellen oder komplexen) Lo¨sungen mit λ1 bis λ3. Wie in Abbildung 3.1
sei ferner λ1 > 0 die fu¨r alle Parameter µ > 0 reelle Lo¨sung und u die Abweichung
davon:
U = λ1 + u . (A.1)
Wegen G(λ1) = 0 ist dann
G(U) = µ− U 2 − U 3
= −(2λ1 + 3λ21)u− (1 + 3λ1)u2 − u3 .
(A.2)
Andererseits gilt bei Linearfaktorzerlegung der Zusammenhang
G(U) = −(U − λ1)(U − λ2)(U − λ3)
= −(λ1 − λ2)(λ1 − λ3)u− (2λ1 − λ2 − λ3)u2 − u3 .
(A.3)
Zusammenfassend kann man also schreiben:
G(U(u)) = −γ u− β u2 − u3 (A.4)
mit den Definitionen
β = −1
2
G′′(λ1) = 2λ1 − λ2 − λ3 (A.5)
γ = −G′(λ1) = (λ1 − λ2)(λ1 − λ3) . (A.6)
Beide Gro¨ßen sind unter den gemachten Voraussetzungen reell und positiv. Ihre
Abha¨ngigkeit voneinander la¨sst sich auch durch die Beziehung
β2 = 3 γ + 1 (A.7)
ausdru¨cken.
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Anhang B
Symmetrierelationen
Analog zur Vorgehensweise in Anhang A notieren wir das Polynom (3.3) in Linear-
faktorzerlegung
H(u) = (u− ξ1)(u− ξ2)(u− ξ3) (B.1)
mit den in (3.4) angegebenen Nullstellen ξ1 bis ξ3. Wa¨hlt man vermo¨ge
u = ξ3 + w (B.2)
die Lo¨sung ξ3 als Referenzzustand, so werden die Bewegungsgleichungen (3.2) in das
formgleiche System
wt = −γˆ w − βˆ w2 − w3 − awxx + b vxx (B.3a)
vt = −v − wxx + vxx (B.3b)
u¨berfu¨hrt, wobei die Koeffizienten nun jedoch durch
βˆ = 1
2
H ′′(ξ3) = (2 ξ3 − ξ2) = −1
2
(
β + 3
√
β2 − 4 γ
)
(B.4)
γˆ = H ′(ξ3) = ξ3 (ξ3 − ξ2) = 1
2
(
β2 − 4 γ + β
√
β2 − 4 γ
)
(B.5)
gegeben sind1. Daher la¨sst sich das Ergebnis (3.16) fu¨r die Instabilita¨tsschwelle der
Lo¨sung ξ1 auch auf den Zweig ξ3 u¨bertragen. Es gilt also die Parameterdarstellung
a(k) = b k2
2 + k2
(1 + k2)2
(B.6)
γˆ(k) =
b k4
(1 + k2)2
, (B.7)
1Geometrisch gesehen sind diese Relationen durch die Punktsymmetrie des Polynoms H(u)
bezu¨glich des Wendepunktes u0 = −β/3 bedingt. Dem entspricht die Gerade γ = 2β2/9 in Abbil-
dung 3.3.
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wobei der Kurvenparameter k wiederum die Bedeutung der kritischen Wellenzahl
hat. Auflo¨sen der Beziehung (B.5) nach γ liefert:
γ(k) =
1
8
(
β2 − 4 γˆ(k) + β
√
β2 + 8 γˆ(k)
)
. (B.8)
Setzt man noch γˆ(k) aus (B.7) ein, so erha¨lt man eine Darstellung der Instabilita¨ts-
linie sm2 in den urspru¨nglichen Parametern a(k) und γ(k). Elimination von k ergibt
schließlich die explizite Gleichungsform
a(γ) = −1
2
(
σ2(γ)− 2
√
2 b σ(γ)
)
(B.9)
mit den Abku¨rzungen
σ(γ) =
√
ρ2(γ) + β ρ(γ) und ρ(γ) =
√
β2 − 4 γ . (B.10)
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Anhang C
Eigenwerte des linearen Operators
Die Matrix (3.7) besitzt die beiden Eigenwerte
λ(±)(k) =
1
2
(−p(k)±√∆(k) ) , (C.1)
wobei die Abku¨rzung
∆(k) = p2(k)− 4 q(k) (C.2)
und die Definitionen (3.9) sowie (3.10) eingefu¨hrt wurden. Ordnet man nach Poten-
zen von k, so la¨sst sich die Diskriminante als
∆(k) = F 2 +Gk2 +H k4 (C.3)
mit
F = 1− γ
G = 2 (1 + a)(1− γ)
H = (1 + a)2 − 4 b
(C.4)
darstellen. Fu¨r Wellenzahlen |k|  1 und F > 0 gilt mit (1+x)1/2 = 1+ 1
2
x− 1
8
x2+. . .
die Entwicklung
√
∆(k) = F +
G
2F
k2 +
( H
2F
− G
2
8F 3
)
k4 +O(k6) . (C.5)
Damit folgt fu¨r den kritischen Zweig des Spektrums:
λ(+)(k) = −γ + a k2 − b k
4
1− γ +O(k
6) . (C.6)
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Anhang D
Nu¨tzliche Identita¨ten
Aus den Definitionen (3.18) und (3.19) folgen einige Identita¨ten, die wir im Verlauf
der Rechnungen immer wieder beno¨tigen. Neben den elementaren Beziehungen
ω21 − ω22 = 2 Γ ω21 + ω22 = 2 k2c ω21 ω22 =
γ
b− a (D.1)
sind dies vor allem die Relationen
Γ2 =
(
1 + k2c
)2 − b
b− a = k
4
c −
γ
b− a (D.2)
und
Γ2 − k2c − k4c = −
a+ γ
2 (b− a) (D.3)
oder auch
(1 + k2c )(γ − a k2c ) + b k4c = −Γ2(b− a) . (D.4)
Mit den Bezeichnungen (3.21) hat man weiterhin:
γ (vi − 1)− vi (b vi − a) = 0 (i = 1, 2) . (D.5)
Neben den Beziehungen
γ (v2 − 1)− v1 (b v2 − a)
(b− a)(v1 − v2) = ω
2
1 (D.6a)
−γ (v1 − 1)− v2 (b v1 − a)
(b− a)(v1 − v2) = ω
2
2 , (D.6b)
die symmetrisch gegenu¨ber der Vertauschung der Indizes (1 ↔ 2) sind, gibt es auch
einige, die sich antisymmetrisch verhalten:
v2 − 1
v1 − v2 = −
1 + ω21
2 Γ
(D.7a)
v1 − 1
v1 − v2 = −
1 + ω22
2 Γ
(D.7b)
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und
(1− a v2)− v2 (1− b v2)
v1 − v2 =
1 + ω21
2 Γ
(1− γ) (D.8a)
(1− a v1)− v1 (1− b v1)
v1 − v2 =
1 + ω22
2 Γ
(1− γ) , (D.8b)
sowie schließlich mit den Abku¨rzungen (3.25)
(1− a v1)− v2 (1− b v1)
v1 − v2 =
1 + ω21
2 Γ
· r1 (D.9a)
(1− a v2)− v1 (1− b v2)
v1 − v2 =
1 + ω22
2 Γ
· r2 . (D.9b)
Mit den Definitionen (3.27) gilt ferner:
Γ2p− k2c q = −
a+ γ
2 (b− a)(1− γ) . (D.10)
Außerdem:
k2c −
p
b− a =
a− 1
b− a . (D.11)
Weitere nu¨tzliche Identita¨ten sind:
b ω41(
1 + ω21
)2 − γ = 2 Γ (b− a) ω211 + ω21 (D.12a)
b ω42(
1 + ω22
)2 − γ = −2 Γ (b− a) ω221 + ω22 , (D.12b)
sowie
b ω21 ω
2
2
(1 + ω21)(1 + ω
2
2)
− γ = 0 . (D.13)
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Anhang E
Entartete Sto¨rungstheorie
Mit Hilfe der Notation einkx → |n〉 definieren wir einen Operator
H = H0 +H1 +H2 , (E.1)
dessen einzelne Anteile durch
H0 =
∑
n
A0(n) |n〉 〈n| (E.2a)
H1 =
∑
n
(
A1(n) |n+ 1〉 〈n|+ A−1(n) |n− 1〉 〈n|
)
(E.2b)
H2 =
∑
n
(
A2(n) |n+ 2〉 〈n|+ A−2(n) |n− 2〉 〈n|
)
(E.2c)
gegeben sind. Die Skalarprodukte 〈m|H|n〉 liefern dann gerade die Elemente der
Matrix (6.53). P sei der Projektor auf den Unterraum des entarteten Eigenwerts
Null:
P = |1〉 〈1|+ |−1〉 〈−1| Q = 1− P . (E.3)
Schließlich definieren wir noch den Operator
M0(σ) = PH1Q
1
QH0Q− σ QH1P . (E.4)
Im Rahmen der entarteten Sto¨rungstheorie [Mess] wird gezeigt, dass sich die Auf-
spaltung des Eigenwerts bis zur Ordnung ε2 vermo¨ge der Gleichung
detG(σ) = 0 (E.5)
mit der (2× 2)–Matrix
Gmn(σ) = 〈m|H|n〉 − 〈m|M0(σ)|n〉 − σ δmn m,n = ±1 (E.6)
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berechnen la¨sst. Die einzelnen Anteile dieser Matrix ergeben sich unter Ausnutzung
von Symmetrierelationen A0(−1) = A0(1), A−1(0) = A1(0) etc. wie folgt:
H =
(
A0(1) A2(−1)
A2(−1) A0(1)
)
M 0(σ) =
(
f(σ) g(σ)
g(σ) f(σ)
)
. (E.7)
Dabei wurden die Abku¨rzungen
f(σ) =
A−1(0)A1(−1)
A0(0)− σ +
A1(−2)A−1(−1)
A0(−2)− σ g(σ) =
A1(0)A1(−1)
A0(0)− σ . (E.8)
eingefu¨hrt. Die Auswertung der Bestimmungsgleichung (E.5) liefert knapp oberhalb
der Soft-Mode Linie Γ = 0 mit den Ausdru¨cken (6.44) und (6.51) nach einiger
Rechnung fu¨r den kritischen Zweig des aufgespaltenen Eigenwerts das Resultat
σ+ = − 2 ε
2 (1 + k2c )
1 + γ + (1− a)k2c
(
3 + β u2 +
(2 β)2
C0(kc) (b− a)
)
. (E.9)
Hierbei sind noch C0(kc) = −k4c und der Koeffizient u2 aus (6.33) in nullter Ordnung
(ω1 = ω2 = kc) einzusetzen:
u2 = −2
9
· β
2
b− a ·
1 + 4 k2c
k4c
(E.10)
Außerdem gilt an der Schwelle Γ = 0 wegen (D.2) die Beziehung
b
b− a =
(
1 + k2c
)2
. (E.11)
Mit der offensichtlichen Abku¨rzung N0 nimmt der Ausdruck (E.9) somit folgende
Gestalt an:
σ+ = −ε2N0
(
3− 2
9
· β
2
b k4c
(
1 + k2c
)2(
19 + 4 k2c
))
. (E.12)
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Anhang F
Kubischer Koeffizient der
Ginzburg-Landau Gleichung
Wir schreiben die Gleichungen (3.2) in der Form ∂tΦ = LΦ +N [Φ] mit
Φ =
(
Φ1
Φ2
)
=
(
u
v
)
L =
(−γ 0
0 −1
)
+
(−a b
−1 1
)
∂2x (F.1)
und
N [Φ] =
(−βΦ21 − Φ31
0
)
. (F.2)
In der von Just [Just] fu¨r eine allgemeine Nichtlinearita¨t verwendeten Notation
N [Φ] = N2[Φ] +N3[Φ] + . . . (F.3)
mit
N2[Φ] =
∑
αβ
C(αβ)
{∂αΦ
∂xα
,
∂βΦ
∂xβ
}
N3[Φ] =
∑
αβγ
D(αβγ)
{∂αΦ
∂xα
,
∂βΦ
∂xβ
,
∂γΦ
∂xγ
}
(F.4)
sowie(
C(αβ){f , g})
i
=
∑
jk
c
(αβ)
ijk fj gk
(
D(αβγ){f , g,h})
i
=
∑
jkl
d
(αβγ)
ijkl fj gk hl (F.5)
gilt fu¨r die von Null verschiedenen Koeffizienten dann einfach
c
(00)
111 = −β d(000)1111 = −1 . (F.6)
Die Matrix L(k), die das Eigenwertproblem des linearen Anteils bestimmt, ist bereits
in (3.7) angegeben. Wir beno¨tigen im Folgenden die Ausdru¨cke
L(kc) = −
(
A B
C D
)
L(0) = −
(
F 0
0 G
)
L(2kc) = −
(
P Q
R S
)
(F.7)
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mit den Abku¨rzungen:
A = γ − a k2c
B = b k2c
C = −k2c
D = 1 + k2c
F = γ
G = 1
P = γ − 4 a k2c
Q = 4 b k2c
R = −4 k2c
S = 1 + 4 k2c
(F.8)
Auf der Bifurkationslinie, wo die Ausdru¨cke spa¨ter auszuwerten sind, ist fu¨r a und
γ noch die Parameterdarstellung (3.16) einzusetzen. Dort gilt nach Voraussetzung:
det
(
L(kc)
)
= AD −B C = 0 . (F.9)
Die Rechts- und Linkseigenvektoren von L(kc) lassen sich dann wie folgt darstellen:
uc =
1
N1
(
B
−A
)
vc =
1
N2
(
C
−A
)
, (F.10)
mit den Normierungsfaktoren1
N1 =
√
A2 +B2 N2 =
√
A2 + C2 . (F.11)
Nach Just berechnen wir jetzt die Hilfsgro¨ßen
Γa = −L(0)−1
∑
αβ
(ikc)
α(−ikc)βC(αβ){uc,u∗c} (F.12a)
Γb = −L(2kc)−1
∑
αβ
(ikc)
α(ikc)
βC(αβ){uc,uc} (F.12b)
Γ = 2
∑
α
(ikc)
αC(α0){uc, 2Γa}+ 2
∑
αβ
(−ikc)α(2ikc)βC(αβ){u∗c ,Γb} (F.12c)
∆ = 3
∑
αβγ
(ikc)
α(ikc)
β(−ikc)γD(αβγ){uc,uc,u∗c} . (F.12d)
Natu¨rlich ergibt sich in unserem speziellen Fall eine betra¨chtliche Vereinfachung, da
nur die Beitra¨ge α, β, γ = 0 u¨brig bleiben und die Eigenvektoren reell sind (u∗c = uc).
Man erha¨lt:
N21 Γa = −
βB2
F
(
1
0
)
(F.13a)
N21 Γb = −
βB2
PS −QR
(
S
−R
)
(F.13b)
N31 Γ =
2 β2B3
F
· 2PS − 2QR + FS
PS −QR
(
1
0
)
(F.13c)
N31 ∆ = −3B3
(
1
0
)
. (F.13d)
1Die Normierung bewirkt, dass die Vektoren auch im Grenzfall kc → 0 endlich bleiben.
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Der kubische Koeffizient r der Ginzburg-Landau Gleichung (6.57) ist schließlich
durch
r =
(vc|Γ + ∆)
(vc|uc) (F.14)
gegeben, wobei (f |g) das Skalarprodukt zwischen den Vektoren f und g bezeichnet.
Wir schreiben das Ergebnis in der Form
r =
r1 + r2
N2 ρ
(F.15)
mit
r1 = −2 β
2B3C
F
· 2PS − 2QR + FS
PS −QR (F.16a)
r2 = 3B
3C (F.16b)
ρ = −(A2 +B C) (F.16c)
N2 = A2 +B2 . (F.16d)
Die Auswertung auf der Soft-Mode Linie liefert mit (3.16) und (F.8):
r1 =
2
9
b2β2k4c
(
1 + k2c
)2(
19 + 4 k2c
)
(F.17a)
r2 = −3 b3k8c (F.17b)
ρ =
b k4c(
1 + k2c
)2 (1 + 2 k2c + (1− b)k4c) (F.17c)
N2 =
b2k4c(
1 + k2c
)2 (1 + 2 k2c (1 + k2c )) . (F.17d)
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Anhang G
Lo¨sungen der kubischen Gleichung
knapp oberhalb der Schwelle
Durch die Transformation
γ¯ = 4 + 10
3
x (G.1)
verlegen wir die Koordinaten γ¯ = 2
3
(Symmetrielinie) und γ¯ = 4 (Punkt S ′) nach
x = −1 bzw. x = 0. Damit gilt fu¨r die Koeffizienten der kubischen Gleichung (7.9a):
P = −1− 2
3
x− 2
5
δ¯ Q = 1 + x . (G.2)
Auf der Soft-Mode Linie sm1 (mit δ¯ = 0) nehmen die Lo¨sungen Y1 und Y2 gema¨ß
(7.14) die Form
Y1 =
1
2
(√
9 + 8x− 1
)
Y2 = 1 (G.3)
an. Entwickelt man fu¨r 0 < δ¯  1 die kubische Gleichung um eine dieser beiden
Lo¨sungen, sprich Y = Yi + z (mit i = 1, 2), so folgt fu¨r die Abweichung z in quadra-
tischer Ordnung:
3Yi z
2 +
(
3Y 2i − 2x− 3
)
z − 6
5
δ¯ Yi = 0 . (G.4)
Im Fall i = 2 ergibt sich daraus sofort fu¨r alle x:
Y = 1 + z = 1 + 1
3
(
x±
√
x2 + 18
5
δ¯
)
. (G.5)
Fu¨r i = 1 kann man (G.4) wegen Y 21 + Y1 − 2(1 + x) = 0 auch in der Form
Y1 z
2 − (Y1 − 1− 43x)z − 25 δ¯ Y1 = 0 (G.6)
schreiben und erha¨lt somit (ebenfalls fu¨r alle x)
z =
1
2Y1
((
Y1 − 1− 43x
)±√(Y1 − 1− 43x)2 + 85 δ¯ Y 21
)
. (G.7)
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In der Na¨he von x = 0, genauer gesagt in einer
√
δ¯–Umgebung, folgen nun we-
gen Y1 = 1 +
2
3
x + . . . in U¨bereinstimmung mit (G.5) die beiden aufgespaltenen
Lo¨sungszweige
Y = Y1 + z = 1 +
1
3
(
x±
√
x2 + 18
5
δ¯
)
. (G.8)
Macht man die Verschiebung (G.1) ru¨ckga¨ngig, so ergibt sich der Verlauf aus Ab-
bildung 7.2. Betrachten wird noch kurz die Amplitude g = 2
3
βG der periodischen
Zusta¨nde, die durch (7.9b) festgelegt ist. Im Fall des negativen Vorzeichens in (G.5)
bzw. (G.8) ist G2 ∼
√
δ¯ im Bereich x ≈ 0. Fu¨r x
√
δ¯ hingegen wird G2 ∼ δ¯. Fu¨r
endliche negative x wird schließlich auch G2 ≈ 1 − Y 21 endlich. Der andere Zweig
(positives Vorzeichen) fu¨hrt immer auf G2 < 0 und scheidet daher aus.
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