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We investigate some geometrical aspects of the discriminant functions of the kind
fp(x)= pk=1 ck{(a$k x) for suitable constants ak , ck where { is a sigmoidal transfor-
mation. This function is realized by a multilayer perceptron with one hidden layer.
These results are applied in the analysis of the discriminating power of fp . In
particular, we prove that the class of finite populations 01 and 02 that can be
distinguished by fp is monotonically increasing in p and we give a minimal sufficient
p leading to a complete separation between 01 and 02 .  1999 Academic Press
AMS 1991 subject classifications: 62H30, 68T05, 92B20.
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1. INTRODUCTION
In this paper we approach the problem of the discrimination between
two m-dimensional finite populations 01 and 02 by means of discriminant
functions fp : Rm  R having the functional form
fp(x)= :
p
k=1
ck{(a$k x), (1)
where {( } ) is a sigmoidal function and a1 , a2 , ..., ap # Rm, c1 , ..., cp # R are
parameters called weights. The function (1) is realized by a one hidden
layer perceptron with m units in the input layer, p units in the hidden layer,
and one unit in the output layer; see, e.g., Cheng and Titterington (1994),
Ripley (1994), and Bishop (1995) for further references. More generally we
could consider the function x   pk=1 ck {(a$kx+bk)+c0 with b1 , ..., bp ,
c0 # R, but for the scope of this paper, without loss of generality, we can
set b1= } } } =bp=c0=0.
We point out that, in the context of discriminant analysis, the function
fp performs the following two transformations:
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1. a non-linear transformation from Rm to R p given by the sigmoidal
function {, that is x  {(a$1 x), ..., {(a$px);
2. a linear transformation from R p to R according to c1 , ..., cp .
In other words, the function fp operates a linear discrimination on a
suitable non linear transformation of the input data. In this context, the
size p of the hidden layer is a quantity of a certain interest: in some way,
in fact, p measures the ‘‘complexity’’ of the target discriminant function to
be estimated by fp (see, e.g., Barron (1993), Hornik (1991), Hornik (1993),
and Ingrassia (1998)).
In the following we analyze the role of the sigmoidal transformations in
separating two non-linearly separable populations. For finite populations
01 , 02 we investigate the discriminating power of fp as p increases and
prove that there exists a finite value of p leading to the separation between
01 and 02 by means of a function of kind (1). The results here proposed
generalize the ones given in Ingrassia (1997).
The paper is organized as follows. In the next section we give some
results concerning geometrical aspects of the sigmoidal functions and apply
them to the analysis of the discriminating power of the function fp ; in
Section 3 we show that the class of populations that can be distinguished
by fp is monotonically increasing in p and give a minimal sufficient p
leading to a complete separation between 01 and 02 .
2. GEOMETRICAL ASPECTS OF SIGMOIDAL
TRANSFORMATIONS
A sigmoidal function { is a bounded measurable function defined on R
with values on (0, 1) (or on (&1, 1)) such that {(x)  1 as x  + and
{(x)  0 (or &1) as x  &. A function f is called analytic if it is
represented by a power series
f (X )= :

n=0
an xn, (2)
on some interval (&r, r), where r may be +.
To begin with, we recall the following theorem concerning analytic func-
tions (see, e.g., Theorem 10.18 in Rudin (1966)) which is of fundamental
importance in the context of this section.
Theorem 1. Let f be analytic in the interval (&r, r) and suppose that f
is not identically zero. Then the set [x # (&r, r) : f (x)=0] is at most
countable.
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Our first result is a rather general theorem for analytic functions; its
application will then be discussed.
Theorem 2. Let :1 , ..., :m be distinct numbers with 0<|:i |<1 for
i=1, ..., m. Let f be analytic on the interval (&r, r) and assume that the
power series expansion (2) of f has at least m terms different from zero. Then
the functions
f (:1x), ..., f (:mx)
are linearly independent over the real numbers.
Proof. We shall prove the assertion by contradiction. Preliminarily, we
recall that m real valued functions f1(x), ..., fm(x) defined on a set BR
are called linearly dependent if there exist m real numbers c1 , ..., cm , not all
equal to 0, such that
c1 f1(x)+ } } } +cm fm(x)=0
for all values of x. If there does not exist such element, then we say that
the functions f1(x), ..., fm(x) are linearly independent. Now, let us assume
that f (:1 x), ..., f (:mx) are linearly dependent. Then there must exist m real
numbers c1 , ..., cm , not all equal to zero, such that
c1 f (:1x)+ } } } +cm f (:mx)=0 (3)
for all x # (&r, r). As 0<|:i |<1, then also f (:i x) is analytic in (&r, r), as
we assumed that the function f (x) is analytic in (&r, r). Hence there exists
a power series such that
f (:ix)= :

n=0
an(:i x)n. (4)
Moreover, we have assumed that (4) contains at least m termssay
aj1 , ..., ajmdifferent from zero. Then, if Eq. (3) holds, then from (4), the
relation
c1 :
m
h=1
ajh(:1x)
jh+ } } } +cm :
m
h=1
ajh(:m x)
jh
= :
m
h=1
ajh[c1(:1x)
jh+ } } } +cm(:mx) jh]=0.
must be satisfied for all x in (&r, r). This holds if and only if the
system
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c1(:1 x) j1+ } } } +cm(:m x) j1=0
c1(:1 x) j2+ } } } +cm(:m x) j2=0
(5)
} } } + } } } + } } } =0
c1(:1x) jm+ } } } +cm(:m x) jm=0
is non-trivial in c1 , ..., cm , that is, if and only if the rows of the matrix
\
(:1x) j1
(:1x) j2
b
(:1x) jm
(:2x) j1
(:2x) j2
b
(:2 x) jm
} } }
} } }
} } }
} } }
(:mx) j1
(:m x) j2
b
(:mx) jm+ (6)
are linearly dependent for all x # (&r, r). But this is impossible as we
assumed :1 , ..., :m to be distinct. Then the only solution of the system (5)
is c1= } } } =cm=0 and so the functions f (:1x), ..., f (:mx) are linearly
independent. This completes the proof. K
Note 3. Throughout this paper we shall assume that { is an analytic
sigmoidal function and its power series contains a sufficiently large number
of terms different from zero. The previous result applies in particular to the
analytic sigmoidal functions as the logistic function and the hyperbolic
tangent (see, e.g., Abramowitz and Stegun, 1970).
Let x1=(x11 , ..., x1m)$, ..., xm=(xm1 , ..., xmm)$ be m distinct points of Rm.
We denote by 0 the m_m matrix with rows x$1 , x$2 , ..., x$m , that is,
0=\
x11
x21
b
xm1
x12
x22
b
xm2
} } }
} } }
b
} } }
x1m
x2m
b
xmm+ . (7)
For ; # [&1, 1], for simplicity we shall denote by {(;x) the point having
coordinates ({(;x1), ..., {(;xm)), where x=(x1 , ..., xm), and by T={(;0)
the m_m matrix
T=\
{(;x11)
{(;x21)
b
{(;xm1)
{(;x12)
{(;x22)
b
{(;xm2)
} } }
} } }
b
} } }
{(;x1m)
{(;x2m)
b
{(;xmm)+ . (8)
Next Theorems 4 and 6 constitute the main results of this section.
Theorem 4. Let x1=(x11 , ..., x1m)$, ..., xm=(xm1 , ..., xmm)$ be m distinct
points of Rm, with xij # (&r, r) and xi {0, for i, j=1, ..., m. Then the points
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{(;x1), ..., {(;xm) are linearly independent points of Rm for almost all
; # [&1, 1].
Proof. Let T be the m_m matrix given in (8) and g(;) be the real
valued function defined on [&1, 1] by
g(;)=det(T)=:
_
(&1)s(_) {(;x_(1), 1) } } } {(;x_(m), m),
where the sum is over all permutations _=(_(1), ..., _(m)) of [1, ..., m] and
s(_) is the number of inversion in the permutation _. The function g(;) is
analytic in [&1, 1] as it is a sum of products of analytic functions. As
|xij |<r and |;|1, then we have |;x ij |=|;| |x ij |<r. Moreover, as the m
points x1 , ..., xm are distinct, then the Theorem 2 implies that the rows of
T are linearly independent and thus g(;) is not identically zero for
; # [&1, 1]. Then Theorem 1 implies that the set of the zeros of g(;) has
Lebesgue measure equal to zero in [&1, 1]. This completes the proof. K
Note 5. We remark that in Theorem 4 we have assumed only that the
points x1 , ..., xm are distinct; any assumption about the linear independence
of the points x1 , ..., xm was not made. This implies that det({(;0)){0 for
almost all ; # [&1, 1], even in the case in which det(0)=0. From a
geometrical point of view, Theorem 4 means that even if the given points
x1 , ..., xm belong to a hyperplane of R
m, for almost all ; # [&1, 1] a
hyperplane of Rm containing the points {(;x1), ..., {(;xm) does not exist.
Theorem 4 can be generalized as follows. Let x1=(x11 , ..., x1m)$, ..., xp=
(xp1 , ..., xpm)$ be p points of Rm, with p>m. Evidently these p points are
linearly dependent as p>m. Let A=(aij) be a p_m matrix with values on
the hypercube [&u, u]mp for some u>0 and let us consider the points
Ax1 , ..., Axp . They are linearly dependent because they are obtained by a
linear transformation acting on x1 , ..., xp . Let us consider the points
{(Ax1), ..., {(Axp), where
{(Axi)=\{ \ :
m
j=1
a1j xij+ , ..., { \ :
m
j=1
apjxij++$ i=1, ..., p.
In the next theorem we give conditions on the matrix A so that the p
points {(Ax1), ..., {(Axp) are linearly independent for almost all matrices
A # [&u, u]mp.
Theorem 6. Let x1 , ..., xp be p distinct points of (&r, r)m with xh {0,
h=1, ..., p, and A=(aij) # [&u, u]mp be a p_m matrix, with u=1m. Let {
be a sigmoidal analytic function on (&r, r), with r>0. Then the points
{(Ax1), ..., {(Axp) # R p are linearly independent for almost all matrix A=
(aij) # [&u, u]mp.
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Proof. We need only to prove that the points Ax1 , ..., Axp satisfy the
hypotheses of Theorem 4. To begin with, we have to prove that the func-
tions {(mj=1 akjxij) for i, k=1, ..., p are analytic on (&r, r) for all matrices
A # [&1m, 1m]mp; that is, we have to prove that |mj=1 akjx ij |<r. As a
matter of fact,
} :
m
j=1
akj xij } :
m
j=1
|akj | |xij |<r i, k=1, ..., p,
as |xij |<r and |aij |1m.
The proof is complete considering that, for any two distinct points xh
and xk , with h, k=1, ..., p, the set of matrices A # [&1m, 1m]mp such that
Axh and Axk are coincident, that is, such that A(xh&xk)=0 has Lebesgue
measure zero in [&1m, 1m]mp. This is obvious because the set of matrices
A satisfying the linear relation A(xh&xk)=0, where xh&xk {0 represents
a hyperplane of Rmp which has Lebesgue measure zero in Rmp. K
3. THE CRITICAL DISCRIMINATING DIMENSION
In this section we investigate the discriminating power of the function fp
given in (1) on the basis of the results of the previous section.
Let 01=[x1 , ..., xn1] and 02=[y1 , ..., yn2] be two finite populations of
Rm and assume that the n1+n2 points x1 , ..., xn1 , y1 , ..., yn2 are distinct. For
simplicity, we denote again by 01 the data matrix having rows x$1 , ..., x$n1 ,
by 02 the data matrix having rows y$1 , ..., y$n2 , and by 0 the matrix having
rows x$1 , ..., x$n1 , y$1 , ..., y$n2 :
x11 } } } x1m
01=\ } } } } } } } } } + ,xn11 } } } xn1m
y11 } } } y1m
02=\ } } } } } } } } } + ,yn21 } } } yn2m
0=\
x11 } } } x1m
+ .
} } } } } } } } }
xn11 } } } xn1m
y11 } } } y1m
} } } } } } } } }
yn21 } } } yn2m
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Let A be a p_m matrix with values on [&1m, 1m]mp and let
{(01A$), {(02 A$), and {(0A$) be the data matrices (populations) of the
points obtained, respectively, from 01 , 02 , and 0 according to the
transformation x  {(Ax).
Let Fp be the set of the real valued functions defined on R
m having the
form fp(x)= pk=1 ck{(a$x), where {( } ) is a sigmoidal analytic function,
A=(a$1 , ..., a$p) # [&1m, 1m]mp is a p_m matrix, and c1 , ..., cp are real
values.
Definition 7. Two finite populations 01 and 02 of Rm are said
separated by Fpor Fp -separableif there exists A # [&1m, 1m]mp such
that {(01A$) and {(02A$) are linearly separable.
Let us denote by (t (1)ij ) the data matrix {(01A$) and by (t
(2)
ij ) the data
matrix {(02A$). Then 01 and 02 are separated by Fp if and only if there
exists :=(:1 , ..., :p) # R p such that the system
:1 t (1)11 + } } } + :p t
(1)
1p =#1
} } } } } } } } } =#i
:1 t (1)n11+ } } } +:p t
(1)
n1p
=#n1 (9)
:1 t (2)11 + } } } + :p t
(2)
1p =#n1+1
} } } } } } } } } =#j
:1 t (2)n21+ } } } +:p t
(2)
n2p
=#n1+n2
has a solution for #1>0, ..., #n1>0 and #n1+1<0, ..., #n1+n2<0.
It is obvious that if 01 and 02 are Fp -separable, then they are also
Fp+1-separable; on the contrary if 01 and 02 are Fp+1-separable then they
are not necessarily Fp -separable, as a simple analysis of the system (9) in
the two cases p and p+1 shows. Thus the pairs of populations that can be
separated by Fp is a strict subset of populations that can be separated by
Fp+1 . The smallest value of p such that 01 and 02 are Fp -separable in
Azencott and Ingrassia (1997) has been called critical discriminating dimen-
sion and it is denoted by pc .
The next result gives an upper bound on the value of pc .
Theorem 8. Let 01=[x1 , ..., xn1] and 02=[y1 , ..., yn2] be two popula-
tions of (&r, r)m. Then {(01A$) and {(02A$) are linearly separable for
almost all p_m matrices A # [&1m, 1m]mp, when p=n1+n2 .
Proof. First we observe that the Theorem 6 implies that the points
{(Ax1), ..., {(Axn1), {(Ay1), ..., {(Ayn2) are linearly independent for almost all
matrices A # [&1m, 1m] for pn1+n2 , in particular when p=n1+n2
232 SALVATORE INGRASSIA
the points {(Ax1), ..., {(Axn1), {(Ay1), ..., {(Ayn2) generate R
p. In this last
case, the system (9) has a solution for #1>0, ..., #n1>0 and
#n1+1<0, ..., #n1+n2<0. This completes the proof. K
The upper bound on pc given in Theorem 8 looks too large but we
remark that it refers to the worst situation that we can take into account.
From a geometrical point of view, the linear separability between two finite
populations 01 and 02 can be given as follows, based on some concepts
given in Appendix 1 of Lang (1966). Let C(0i) denote the convex hull of
the set of points 0i , for i=1, 2, that is,
C(01)={x # Rm : x= :
n1
h=1
:h xh , :h0, h=1, ..., n1 , :
n1
h=1
:h=1=
C(02)={y # Rm : y= :
n2
h=1
:hyh , :h0, h=1, ..., n2 , :
n2
h=1
:h=1= .
Analogous concepts apply to C({(01A$)) and C({(02A$)). It can be shown
(see Lang (1966) for details) that 01 and 02 are linearly separable if and
only if their convex hull do not intersect.
In general, we point out that, in order to separate two populations, we
need only take into account their respective convex hull and in particular
their extreme points.
We recall that a point x is an extreme point of a convex set C if there
do not exist points x1 , x2 of C, with x1 {x2 , such that x can be written in
the form x=tx1+(1&t) x2 with 0<t<1. In other words, x cannot lie on
a line segment contained in C unless it is one of the end-points of C. The
KreinMilman theorem states that if C is a closed, bounded and convex
set, then it is the convex closure of its extreme points.
With this interpretation, pc is the smallest value of p such that the
convex hulls of the extreme points of {(01 A$) and {(02 A$) are linearly
separated.
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