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Povzetek
Naslov: Modeliranje sloga igre košarkarske ekipe iz prostorskih podatkov
Avtor: Sebastian Mežnar
V diplomskem delu se ukvarjamo z iskanjem sloga ekip v košarki s pomočjo
prostorskih podatkov. Pri tem se omejimo na klasifikacijo ter gručenje ekip
glede na premikanje žoge v njihovem napadu. Iz začetnih podatkov smo
sestavili vektorje in slike, ki smo jih uporabljali pri klasifikaciji ter za prede-
lovanje v bolǰse predstavitve. Za klasifikacijo smo uporabili naključni gozd
ter nevronske mreže, za iskanje latentnega prostora podatkov pa avtomat-
ske kodirnike. Z razvitimi metodami dosežemo napovedno točnost 7,8% ter
dobimo predstavitev ekip, s katero lahko opǐsemo slog. Taka predstavitev je
uporabna pri iskanju trenerjev in igralcev, ki bi koristili ekipi, uporabili pa
bi jo lahko tudi kot dodatni atribut pri napovedovanju zmagovalca.
Ključne besede: nevronska mreža, prostorski podatki, klasifikacija, košarka,
športna analitika.

Abstract
Title: Basketball style of play modelling using spatial data
Author: Sebastian Mežnar
In this thesis, we work on finding the style of play in basketball using spatial
data. We focus on the classification and grouping of teams based on the
movement of the ball in their attack. Original data is transformed into
vectors and images and used in the classification and for producing a better
representation of the attack. We used random forest and neural networks for
the classification and autoencoders for finding the latent data space. With
the developed methods, we achieve the classification accuracy of 7.8% and
get a representation with which we can describe the style of play. This
representation is useful in the search for coaches and players to improve the
team, and can also be used as an additional attribute for prediction of the
winner.
Keywords: neural network, spatial data, classification, basketball, sports
analytics.

Poglavje 1
Uvod
S športom se vsakodnevno ukvarja veliko ljudi. Ne glede na to ali se posame-
znik s športom ukvarja zato, da bi izbolǰsal svoje zdravje, telesno pripravlje-
nost ali z njim zaslužil, je njegov cilj ponavadi, da se v tem športu izbolǰsa.
To naredi s treningom ter pomočjo podatkov, ki so mu na voljo. Z zbiranjem,
analiziranjem in prikazovanjem teh podatkov se ukvarja športna analitika.
Športna analitika je veda, ki uporablja matematične ter statistične me-
tode za obdelavo športnih podatkov [25]. V podatkih odkriva vzorce, ki
pomagajo pri izbolǰsanju kakovosti posameznikov ter ekip, zmanǰsevanju ver-
jetnosti za poškodbe, sprejemanju finančnih odločitev itd. V zadnjem času
je vse več primerov, ko ekipe z dobro športno analitiko dosegajo bolǰse rezul-
tate. Eden znanih primerov je zgodba o uspehu v bejzbolu, po kateri je bila
napisana knjiga ter posnet film Moneyball [13]. Zgodba govori o ekipi, ki je
ob koncu sezone 2001 izgubila svoje najpomembneǰse igralce in je s pomočjo
športne analitike skušala sestaviti ekipo kljub nizkemu proračunu. Ekipe
niso sestavili glede na popularnost igralcev, temveč s pomočjo statistike ter
poglobljenih analiz. Ta pristop se jim je obrestoval, saj je ekipa v tem letu
podrla rekord največ zaporednih zmag ter dosegla finale prvenstva. S tem so
pokazali, da lahko ekipe s pomočjo analitike dosežejo veliko bolǰse rezultate
ter s tem za vedno spremenili področje športne analitike.
Strojno učenje je idealno za športno analitiko. S pomočjo strojnega učenja
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lahko najdemo vzorce v igri, ki jih človek zaradi velike količine podatkov,
subjektivnosti ter nenatančnosti spregleda. Ker postajajo računalniki vse
bolj zmogljivi, metode strojnega učenja pa vse bolǰse, lahko obdelamo vse
več podatkov ter iz njih dobimo rezultate, ki so se še pred desetletjem zdeli
nepredstavljivi.
Eden izmed športov, ki uporablja največ športne analitike je košarka,
predvsem v ligi NBA. V zadnjem desetletju so vse ekipe v tej ligi zapo-
slile športne analitike, ki so postali nepogrešljiv del tekmovalnega okolja [14].
Analitiki s pomočjo drugega osebja v klubu ocenjujejo pripravljenost ter spo-
sobnost igralcev za igranje tekem. Poleg tega nadzirajo igralčevo utrujenost
in vzorce v njegovem spanju ter glede na to prilagodijo trening, s tem pa
zmanǰsajo možnosti za poškodbe [15].
1.1 Motivacija
Slog igre je prvina, ki jo povprečen gledalec težko opazi. Nekatere ekipe
igrajo hitreje, druge si več podajajo, spet tretje veliko prodirajo. Slog je
težko oceniti, saj je sestavljen iz različnih malenkosti ter statistik, ki jih je
včasih težko pridobiti. Te se lahko skrivajo v načinu premikanja igralcev, po-
gostosti metov iz določene pozicije, postavitvi v napadalnih ter obrambnih
akcijah. V delu se bomo osredotočili na iskanje igralnega sloga ekipe glede na
premikanje žoge. Pri tem si bomo pomagali z nadzorovanimi ter nenadzoro-
vanimi pristopi strojnega učenja ter z njimi poizkušali napovedati slog ekipe
glede na premikanje žoge v končnici napadov. Ta problem je relevanten, saj
lahko osebje kluba ob poznavanju sloga ekipe poǐsče igralce in trenerje, ki
lahko ekipi zaradi svojih sposobnosti ter sloga igre bolj pripomorejo. Poleg
tega lahko podatki o slogu nasprotnika trenerju pomagajo pri pripravi na
njihov napad.
Cilj našega dela je iz premikanja žoge čim bolje napovedati katera ekipa
napada. Iz dobljenih rezultatov ter modelov želimo dobiti interpretacijo, ki
bi opisala slog ekip ter te ekipe gručiti v skupine s podobnim slogom igre. S
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pomočjo klasifikacije želimo pokazati, da se premikanje žoge glede na ekipo
razlikuje, oziroma da lahko s pomočjo algoritmov strojnega učenja v napadih
opazimo vzorce, ki pri določeni ekipi izstopajo. Napoved sloga ekipe glede
na premikanje žoge je težak problem, zato želimo doseči napovedno točnost,
ki bo opazno bolǰsa od naključnega izbiranja.
1.2 Struktura naloge
Naloga je sestavljena iz šestih poglavij. V 2. poglavju naredimo pregled del,
ki so podobna našemu. Predstavimo nekaj zanimivih sklepov drugih del,
ki pripomorejo k naši nalogi. V 3. poglavje opǐsemo uporabljene koncepte
strojnega učenja. V 4. predstavimo naš pristop ter razloge zanj. Opǐsemo
strukturo, čǐsčenje ter pretvorbo podatkov v strukturo primerno za uporabo.
Evalvacijo naših modelov predstavimo v 5. poglavju. Najprej predstavimo
evalvacijo modelov, ki kot vhodne podatke sprejmejo prej izdelane vektorje.
Predstavimo transformacijo vektorjev ter slik v latenten prostor s pomočjo
avtomatskega kodirnika in klasifikacijo z njimi. Opǐsemo gručenje doblje-
nih vektorjev ter rezultate in sklepe. V 6. poglavju povzamemo delo ter
predstavimo ideje za nadaljnje delo.
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Pregled področja
Delo s prostorskimi podatki je v športni analitiki precej novo, zato avtorji še
ǐsčejo metode za efektivno delo z njimi. Pogosto se osredotočijo na določen
aspekt igre in ga poskušajo opisati s statističnimi prijemi, pri tem pa si po-
magajo s prostorskimi podatki. Chang in sodelavci [5] ǐsčejo metriko, ki
ocenjuje verjetnost zadetega meta glede na sposobnost igralca ter kvaliteto
meta. Pri tem kvaliteto meta ocenijo s pomočjo faktorjev, kot so oddalje-
nost nasprotnika od igralca ali oddaljenost meta od koša, ki so pridobljeni s
pomočjo prostorskih podatkov. Natančnost takih metrik je pomembna, saj
lahko majhna razlika v napovedi spremeni razvrstitev ekip glede na njo.
Cervone in sodelavci [4] želijo napovedati pričakovan izkupiček napada.
To naredijo s pomočjo podatkov iz več virov, poleg statističnih podatkov
uporabijo še zaporedja dogodkov, kot so podaje, meti, skoki in kraja žoge ter
prostorske podatke, iz katerih naredijo diskretne zemljevide z verjetnostmi
ključnih dogodkov.
Mehrasa in sodelavci [12] se s pomočjo prostorskih podatkov učijo traj-
ektorije igralcev s pomočjo konvolucijskih nevronskih mrež. Glede na te
sestavijo modele, ki predstavljajo slog ekipe in si z njimi pomagajo pri napo-
vedovanju, kako pomemben je igralec za ekipo. To naredijo tako, da igralca
odstranijo iz ekipe in preverijo, kako se je ekipa odrezala z njim in kako brez
njega. Njihov koncept potrebuje način, kako razvrstiti igralce znotraj ekipe.
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To naredijo tako, da igralce razvrstijo glede na njihovo oddaljenost od žoge.
Tak način razvrščanja smo v delu uporabili tudi mi.
Poleg člankov, ki smo jih opisali, se s prostorskimi podatki v športni
analitiki ukvarjajo tudi članki [6, 8, 10, 11].
Poglavje 3
Uporabljene metode strojnega
učenja
Strojno učenje delimo na nadzorovano, nenadzorovano in delno nadzoro-
vano. V našem delu s pomočjo nadzorovanih metod treniramo modele, ki
nam pomagajo napovedovanju, s pomočjo nenadzorovanih pa modele, s ka-
terimi podatke gručimo in ǐsčemo latentni prostor v njih. Metode nadzoro-
vanega učenja, ki jih uporabimo, so nevronske mreže ter naključni gozdovi.
Pri nenadzorovanem učenju uporabimo avtomatske kodirnike ter hierarhično
razvrščanje.
3.1 Nevronska mreža
Nevronska mreža je računski model, ki se pogosto uporablja v strojnem
učenju, saj ob prisotnosti velike količine podatkov pogosto dosega visoko sto-
pnjo uspešnosti pri napovedovanju. Nevronske mreže se pogosto uporabljajo
pri delu s slikami, besedilom ter pri napovedovanju vrednosti in klasificiranju
v razrede [17].
Osnovna enota nevronske mreže je nevron. Ta na vhod prejme vrednosti
in njihovo uteženo vsoto prǐsteje začetni vrednosti. Seštevek transformira s
pomočjo aktivacijske funkcije in rezultat pošlje na izhod. Struktura nevrona
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je predstavljena na sliki 3.1. Na sliki xi predstavlja i-ti vhod v nevron, wi
i-to utež, b začetno vrednost, f pa aktivacijsko funkcijo.
Slika 3.1: Osnovna struktura nevrona. Vir: [22].
3.1.1 Aktivacijske funkcije
Aktivacijske funkcije so ena izmed najpomembneǰsih komponent nevronske
mreže, saj v njo vpeljejo nelinearnost in s tem izbolǰsajo napovedno točnost
[1]. Brez nelinearnosti bi nevronska mreža delovala kot linearna funkcija z
veliko parametri. Pogosto uporabljene aktivacijske funkcije so:
ReLU je najbolj uporabljana nelinearna funkcija v nevronskih mrežah, de-
finirana je z enačbo f(x) = max(0, x).
Sigmoid je poseben primer logistične funkcije definiran z enačbo f(x) =
1
1+e−x
.
Softmax je funkcija, ki je uporabna pri klasifikaciji v razrede. Definirana je
z enačbo f(xi) =
exi∑n
j=1 e
x
j
, kjer je xi i-ti izhod, n pa število izhodov iz
sloja. Prednost te aktivacijske funkcije je, da izhod funkcije predstavlja
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verjetnost, da se vhod kvalificira v nek razred. Vrednosti se seštejejo v
ena.
Linearna aktivacijska funkcija je oblike f(x) = cx, kjer je c neka konstanta.
Nevronska mreža je sestavljena iz več slojev (ang. layer), ki vsebujejo nevrone
ali neko drugo transformacijo vhoda. Če ima nevronska mreža več kot dva
skrita nivoja (poleg vhoda in izhoda) rečemo, da je nevronska mreža globoka.
Pogosti sloji so:
3.1.2 Polno povezan sloj
V polno povezanem sloju (ang. dense layer) je vsak nevron povezan z vsakim
nevronom iz preǰsnjega sloja. Prednost tega je, da prejme informacijo iz vsa-
kega nevrona preǰsnjega sloja in se odloči, koliko je ta zanj pomembna. Vho-
dne vrednosti se transformirajo v izhod, z dimenzionalnostjo enako številu
nevronov na tem sloju. To je uporabno pri nižanju dimenzije podatkov ter
pri odstranjevanju šuma.
3.1.3 Konvolucijski sloj
Pri delu z večdimenzionalnimi podatki (ponavadi slikami predstavljenimi z
matrikami oziroma tenzorji) je uporaben konvolucijski sloj (ang. convoluti-
onal layer). Ta je za slike bolj primeren kot polno povezan sloj, saj imajo
slike veliko točk in bi posledično morali uporabiti veliko uteži. Poleg tega
so točke med seboj lokalno odvisne, zato bi majhen premik objekta na sliki
lahko drastično spremenil klasifikacijo. Konvolucijski sloj se namesto uteži
za vsako posamezno točko uči filtre, s katerimi računa uteženo povprečje na
vseh pikslih slike in njihovi okolici. Ta postopek imenujemo konvolucija [7].
Izhod konvolucijskega sloja so matrike, ki jih je sloj pridobi s konvolu-
cijo različnih filtrov čez sliko. Nova vrednost točke s koordinatama x in y je
izračunana s formulo (3.1), kjer je F matrika, ki predstavlja filter, N matrika
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dobljena s konvolucijo filtra, I začetna slika ter k liha vrednost, ki predstavlja
velikost filtra. Prikaz računanja posameznega mesta v novi matriki je prika-
zan na sliki 3.2. Na njej filter velikosti 3× 3 izračuna novo vrednost iz piksla
z vrednostjo 99 in njegove okolice. S takim računanjem vrednosti bi se veli-
kost slike zmanǰsala, saj vrednosti ob robovih ne bi mogli izračunati. Da slika
ohrani velikost, jo moramo pred konvolucijo obdati z izbranimi vrednostmi.
To so lahko ničle ali vrednosti, ki se pojavijo na robu.
N(x, y) =
k−1
2∑
i=−−k+1
2
k−1
2∑
j=−k+1
2
F(i, j) ∗ I(x− i, y − j) (3.1)
Slika 3.2: Delovanje filtra na polju matrike. Vir: [20].
3.1.4 Sloji za spreminjanje dimenzije slik
Med konvolucijskimi sloji pogosto uporabljamo sloje za zmanǰsevanje ter
večanje dimenzije slik. Sloj, ki ga pogosto uporabljamo za zmanǰsevanje di-
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menzije slik, je sloj združevanja z maksimumom (ang. max pooling). Ta sloj
razdeli matriko na manǰse (vnaprej določene) dele ter sestavi novo matriko
iz maksimalnih vrednosti vsakega dela. Prednost tega združevanja je ohra-
njanje visokih vrednosti, ki vsebujejo veliko informacije in izgubo vrednosti,
kjer je informacije manj. Prikaz takega združevanja je na sliki 3.3, kjer je
nova matrika sestavljena iz maksimalnih vrednosti posameznega dela. Če bi
postopek ponovili na dobljeni matriki, bi kot rezultat dobili 8.
Slika 3.3: Prikaz združevanja z maksimalno vrednostjo. Vir: [21].
Za večanje dimenzije slik se uporablja sloj za razširjanje (ang. upsam-
pling layer). Piksle iz manǰse slike se lahko razširi na večjo brez interpolacije1
ali pa se vrednosti na večji sliki izračuna z interpolacijo. Pri širjenju z inter-
polacijo se nove vrednosti, ki jih vrinemo med piksle manǰse slike, izračunajo
s pomočjo sosednjih pikslov.
1Primer: iz števila x nastane 2× 2 matrika, ki ima v vseh poljih vrednost x.
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3.1.5 Avtomatski kodirnik
Avtomatski kodirnik (ang. autoencoder) je vrsta nenadzorovane nevronske
mreže, ki se uči funkcije za čim bolj efektivno kompresijo vhodnih podatkov.
Po učenju mrežo razdelimo na kodirnik in dekodirnik, kot je prikazano na
sliki 3.4. Kodirnik vhodne podatke zakodira v reprezentacijo manǰse dimen-
zije, cilj dekodirnika pa je iz stisnjene reprezentacije rekonstruirati vhodne
podatke. V splošnem pride do izgube pri rekonstrukciji informacije, saj je
stisnjena reprezentacija manǰse dimenzije kot vhodni podatek [3, 19].
Slika 3.4: Struktura avtomatskega kodirnika. Vir: [19].
Poleg kompresije se avtomatski kodirniki uporabljajo za odstranjevanje
šuma iz podatkov. To naredimo tako, da vhodne (šumne) podatke primer-
jamo s podatki brez šuma. Mreža se tako nauči reprezentacije brez šuma.
Vmesna reprezentacija ima ponavadi značilke, ki vsebujejo več informa-
cije kot značilke začetnih podatkov. To lahko uporabimo za napovedovanje,
saj se s tem izbolǰsa napovedna točnost, napovedni model pa zaradi manǰse
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dimenzije podatkov potrebuje manj časa za učenje.
3.2 Naključni gozd
Naključni gozd (ang. random forest) je metoda, ki se pogosto uporablja
pri strojnem učenju, zaradi uspešnosti pri napovedovanju ter zato, ker se ne
pretirano prilagodi učnim podatkom, kot nekatere druge metode [23]. Me-
toda pri napovedovanju uporablja množico odločitvenih dreves (ang. decision
tree), ki so sestavljena iz različnih učnih podmnožic. Te podmnožice dobimo
tako, da iz začetne množice naključno izbiramo učne primere z vračanjem.
Pri tem se lahko zgodi, da je določen primer izbran večkrat, drug pa nikoli.
Delež različnih primerov je okoli 63.2 % oziroma 1− 1
e
.
Posebnost pri gradnji odločitvenih dreves je, da metoda ob delitvah ne
uporablja vseh značilk temveč le njihovo podmnožico. Te podmnožice so
naključno izbrane ob vsaki delitvi, njihova moč pa je pogosto
√
n, kjer je
n število vseh značilk. Tak način delitve pomaga pri zmanǰsanju prileganja
učnim podatkom.
Naključni gozd lahko uporabimo za klasifikacijo ali regresijo. Pri regre-
siji vzamemo povprečje napovedi vsakega drevesa, pri klasifikaciji pa lahko
vrnemo razred, ki ga je napovedalo največ dreves ali pa povprečje verjetno-
sti, da napoved spada v nek razred. Povprečenje večih dreves pomaga pri
zmanǰsanju variance in posledično izbolǰsa napovedovanje.
3.3 Hierarhično razvrščanje
Hierarhično razvrščanje (ang. hierarchical clustering) je metoda, s katero
primere razvrstimo v hierarhično strukturo skupin. Najnižje v hierarhiji
predstavlja vsak primer svojo skupino, najvǐsje pa so vsi primeri združeni v
eno.
Skupine združujemo glede na razdaljo med njimi. Izbrati moramo mero
za razdaljo med primeri. Ponavadi izberemo evklidsko, manhattensko ali ko-
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sinusno razdaljo. Izberemo tudi mero za razdaljo med skupinami, saj ima
lahko vsaka skupina več primerov. Mere, s katerimi ponavadi računamo raz-
daljo med skupinami, so: pristop z minimalno razdaljo (ang. single linkage),
kjer je razdalja med dvema skupinama enaka najmanǰsi razdalji med pari
primerov iz obeh skupin, pristop s povprečno razdaljo (ang. average lin-
kage), kjer je razdalja med skupinama enaka razdalji med centroma skupin2
ter pristop z maksimalno razdaljo (ang. complete linkage), kjer je razdalja
enaka največji razdalji med paroma primerov iz obeh skupin.
Algoritem poǐsče najbližji skupini, ju združi ter stari skupini nadomesti
z novo. To ponavlja, dokler ne ostane ena sama skupina. Strukturo, ki
nastane, ponavadi ponazorimo z drevesnim izrisom oziroma dendrogramom.
Algoritem za hierarhično razvrščanje ima časovno zahtevnost O(n3), kjer
je n število primerov. To lahko s pomočjo vnaprej izračunane matrike razdalj
izbolǰsamo na O(n2 log n), a pri tem porabimo O(n2) dodatnega prostora.
2Za center skupine vzamemo povprečne vrednosti med primeri.
Poglavje 4
Modeliranje sloga igre
Pristop za modeliranje sloga igre vsebuje tri vrste modelov. V prvi skupini
so modeli, ki smo jih uporabili za klasifikacijo, v drugi modeli za iskanje
latentnega prostora podatkov, v tretji pa metode, ki smo jih uporabili za
gručenje podatkov.
4.1 Klasifikacijski modeli
Za klasifikacijo smo uporabili naključni gozd ter nevronske mreže. Najprej
smo vektorje, ki smo jih dobili iz napadov, klasificirali s pomočjo naključnega
gozda. S tem smo preverili smiselnost klasifikacije ekip na podlagi premikanja
žoge. Ta se je izkazala za smiselno, saj se je napovedna točnost v primer-
javi z naključnim izbiranjem izbolǰsala, zato smo klasifikacijo opravili z bolj
kompleksnimi modeli.
Prvi tak model je bil preprost model nevronske mreže. Nevronska mreža
za klasificiranje uporablja razdaljo med posameznimi značilkami, zato smo
morali podatke pred uporabo normalizirati. Vrednost vsakega atributa smo
spremenili po formuli (4.1), kjer je xnew nova vrednost, x stara vrednost,
xmin in xmax pa minimalna ter maksimalna vrednost atributa. Preprost mo-
del je vseboval vhodni, skriti ter izhodni sloj. Da smo iz podatkov odstranili
nekaj šuma, je imel skriti sloj manǰse število nevronov kot vhodni.
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xnew =
x− xmin
xmax − xmin
(4.1)
Za tem smo sestavili kompleksneǰsi model, ki smo ga dobili s pomočjo
poznavanja strukture vhodnih vektorjev, ki so sestavljeni iz delov, ki opisu-
jejo dogajanje v trenutku igre, torej iz premikanja žoge ter pozicije igralcev.
Mreža je sestavljena tako, da so značilke, ki opisujejo posamezen objekt1
združene v svoj nevron. Taki nevroni se nato povežejo v vozlǐsče, ki opisuje
posamezen trenutek v igri. Nevroni trenutkov se povezujejo v skritem sloju
mreže. Konkreten primer takega modela je opisan v razdelku 5.1.
Podatki, ki smo jih dobili s pomočjo kodirnika, naj ne bi vsebovali šuma,
zato smo pri klasifikaciji z njimi uporabili model nevronske mreže, ki je vse-
boval le vhodni ter izhodni sloj. Če je izguba pri kodiranju v latentni prostor
majhna, se napovedna točnost v večini primerov izbolǰsa. Prednost takega
modela je tudi, da lahko iz uteži razberemo slog ekipe. Iz njih lahko namreč
razberemo, kako posamezen atribut vpliva na klasifikacijo v to ekipo. Visoka
vrednost uteži nam pove, da je atribut za klasifikacijo v to ekipo pomemben
in je ta lastnost za ekipo značilna. Negativna vrednost uteži nam pove, da
je lastnost za ekipo neznačilna.
4.2 Avtomatski kodirniki
Podatki, ki jih uporabljamo za klasifikacijo, imajo veliko atributov, vsak iz-
med njih pa o napadu ne pove dosti. To klasifikacijo poslabša ter upočasni,
zato želimo podatke pretvoriti v predstavitev z manj bolj informativnimi
atributi. Linearna rešitev, ki nam zmanǰsa dimenzionalnost prostora je PCA,
lahko pa uporabimo avtomatske kodirnike, s katerimi lahko dobimo neline-
arne rešitve. Pristop z avtomatskim kodirnikom smo v delu uporabili na
vektorjih ter slikah.
Avtomatski kodirnik, ki smo ga uporabili za vektorje, je sestavljen iz
vhodnega, izhodnega ter več skritih slojev. Model je simetričen, zato bomo
1Igralca oziroma žogo.
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opisali le kodirni del, ki se od dekodirnega razlikuje le v smeri računanja.
Kodirnik je sestavljen iz več polno povezanih slojev, kjer je prvi sloj vhodni,
sledijo mu trije skriti sloji, izhod zadnjega pa predstavlja vektor zakodiran
v latentni prostor. Prvi sloj vsebuje največ nevronov, vsak naslednji pa
približno polovico manj. Pri treniranju mreže se naučimo predstavitve z
manj atributi, s katero najbolje rekonstruiramo začetni vektor, poleg tega pa
iz njega odstranimo šum.
Avtomatski kodirnik lahko uporabimo tudi na slikah. Pri njem name-
sto polno poveznih, uporabimo konvolucijske sloje ter sloje za spreminjanje
dimenzije. Primer takega avtomatskega kodirnika je prikazan na sliki 4.1.
V kodirniku dimenzijo slike manǰsamo z uporabo združevanja maksimumov,
v dekodirniku pa slike povečujemo z uporabo razširjanja brez interpolacije.
Vhod v kodirnik je slika, izhod pa tenzor, ki ga pretvorimo v vektor. Tenzor
je sestavljen iz večih matrik. Če posamezno matriko napolnimo z maksi-
malno vrednostjo, ki se v vektorjih pojavi, ostale pa z ničlami, vidimo, kako
ta vpliva na rekonstrukcijo slike.
Slika 4.1: Struktura avtomatskega kodirnika slik.
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4.3 Gručenje podatkov
Podatke lahko med sabo primerjamo in ugotovimo, kateri so si med seboj
podobni. To naredimo z gručenjem. V našem delu s pomočjo hierarhičnega
gručenja sestavljamo skupine napadov ter ekip, ki so si med seboj podobne.
Napade gručimo s pomočjo vektorjev, ki smo jih pridobili s kodirnikom slik.
S tem preverimo, če se napadi, ki so si vizualno podobni, združijo v isto
skupino.
Gručenje ekip smo opravili z vektorji uteži. Te smo pridobili tako, da
smo vrednosti uteži, ki gredo v nevron izhodne plasti združili v vektor. Z
gručenjem ekip ugotovimo, katere ekipe imajo podoben slog igre in ali ob-
stajajo naravne skupine ekip z določenim slogom.
4.4 Predpriprava podatkov
Med oktobrom 2015 in februarjem 2016 je NBA objavljala podatke o pre-
mikanju igralcev ter žoge na tekmah odigranih v tem obdobju [16]. V tem
podpoglavju je opisana struktura (4.4.1), čǐsčenje (4.4.2) ter spreminjanje teh
podatkov v vektor oziroma sliko (4.4.3 in 4.4.4) za nadaljnjo delo z njimi.
4.4.1 Struktura podatkov
Podatki so podani kot datoteke posameznih tekem v formatu JSON. Vsaka
datoteka vsebuje datum odigrane tekme, identifikacijsko številko ter zbirko
dogodkov. Primer podatkov, katerih struktura je opisana v nadaljevanju, je
prikazan na sliki 4.2.
Dogodek
Vsak dogodek vsebuje zaporedno številko dogodka, objekta s podatki o go-
stujoči in domači ekipi ter zbirko trenutkov. Vsak dogodek lahko vsebuje več
nepopolnih napadov.
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Slika 4.2: Kraǰsi primer začetnih podatkov.
Ekipa
Objekt s podatki o ekipi vsebuje ime ekipe, njeno okraǰsavo, identifikacijsko
številko ter podatke o igralcih. Ti vključujejo ime, priimek, identifikacijsko
številko igralca, številko na njegovem dresu ter pozicijo, na kateri igra.
Trenutek
Trenutek je skupek podatkov posamezne meritve. Ti podatki po vrsti pred-
stavljajo: igrano četrtino, časovni žig zavzetja v milisekundah, čas do konca
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četrtine v sekundah, čas do konca napada v sekundah ter seznam podatkov
o poziciji.
Pozicija
Vsak podatek o poziciji vsebuje pet števil. Ta so: identifikacijska številka
ekipe oziroma -1 za žogo, identifikacijska številka igralca oziroma -1 za žogo
in x,y,z koordinate pozicije. Podatek za vǐsino je smiseln le za žogo, zato
imajo igralci na tem mestu število nič.
4.4.2 Čǐsčenje podatkov
Čǐsčenje podatkov je pomembna komponenta priprave klasifikatorjev, saj
lahko nepopolni ali slabi podatki poslabšajo klasifikacijo. Dobljeni podatki
so imeli veliko napak, naprimer podvojeni napadi, razčlenjeni napadi2, manj-
kajoči podatki ali zmeda ob menjavi igrǐsč3. Odstraniti je bilo potrebno tudi
napade nasprotnikov ter napade, ki so prekratki, saj nam ti ne dajo veliko
informacije o tipičnem napadu oziroma slogu igre in na klasifikacijo delujejo
kot šum.
Najprej smo odstranili dogodke, ki niso vsebovali nobenega trenutka. Pre-
gledali smo dogodke ter njihove trenutke in sestavljali posamezne napade. To
smo naredili tako, da smo preverjali čas do konca tekme in dani trenutek iz-
brali le, če je bližje koncu od preǰsnjega. Izberemo začetni trenutek napada
ter mu dodajamo trenutke, dokler čas do izteka napada ni večji od preǰsnjega.
Tako dobimo seznam z napadi.
Nato smo pregledali vse napade ter jih zavrgli, če je čas med začetkom
ter koncem napada manǰsi od določene vrednosti. Ocenili smo, da je za to
najbolǰsa vrednost pet sekund, saj s tem ohranimo dovolj podatkov, odstra-
nimo pa napade, ki so prekratki, da bi odražali slog. Med preostalimi napadi
smo izbrali le tiste, ki jih je imela želena ekipa. To smo naredili tako, da smo
2Med trenutke napada so vrinjeni podatki, ki v ta napad ne spadajo.
3Ekipi vsako četrtino zamenjata stran, a v podatkih se stran ob vsaki četrtini zamenja
naključno.
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za vse trenutke v napadu izračunali razdaljo igralcev do žoge. Napad smo
pripisali ekipi, ki je imela večkrat igralca, ki je bil najbližji žogi.
Napadi niso le v eno smer, zato smo morali nekatere obrniti. To smo
naredili tako, da smo pogledali, na kateri polovici igrǐsča se zaključijo napadi
v posamezni četrtini. Če se večina konča na želeni strani z njimi ne nare-
dimo nič, v nasprotnem primeru pa koordinate prezrcalimo tako, da je napad
pravilno obrnjen4.
4.4.3 Predstavitev podatkov z vektorjem
Veliko klasifikatorjev uporablja vektorje vnaprej določene dolžine kot vhod za
učenje, zato je potrebno očǐsčene podatke spremeniti v njih. Preizkusili smo
več različnih predstavitev podatkov z vektorji. Te predstavitve so naslednje:
Osnovni vektor
Začetni vektor, ki je bil tudi osnova za ostale, je sestavljen iz vnaprej določenega
števila vektorjev premika žoge5 ter iz dodatnih polji, ki predstavljajo: čas na-
pada v sekundah, oddaljenost žoge od koša ob koncu napada, kolikokrat je
žoga spremenila smer, četrtino, v kateri se je napad izvajal, čas do konca
četrtine ob koncu napada ter ime ekipe, ki je napad izvajala.
Vektor premika žoge predstavljata začetni x in y koordinati žoge na igrǐsču
ter sprememba po x ter y koordinati. Napad smo razdelili na željeno število
delov ter te uporabili pri sestavi vektorjev. Za začetek vektorja smo izbrali x
in y žoge v začetnem trenutku izbranega dela ter za konec x in y v zadnjem
trenutku tega dela.
Število sprememb žoge v napadu je pridobljeno tako, da spremljamo kako
se kot poti spreminja med premikanjem žoge. Številu prǐstejemo ena vsakič,
ko se ta kot spremeni za več kot vnaprej določeno število stopinj. Pri nas
4 po enačbah
x = dolžina igrǐsča− x in y = širina igrǐsča− y (4.2)
.
5Pri nas smo z eksperimentiranjem ta parameter nastavili na deset.
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smo ta parameter nastavili na 30 stopinj, saj se nam je zdel pokazatelj ne-
naravnega človeškega premika.
Vektor z izbolǰsanimi koordinatami
Izbolǰsava začetnega vektorja je bil vektor z izbolǰsanimi koordinatami. Te
smo dobili tako, da smo iz napadov odstranili trenutke, kjer je bila pozicija
žoge preblizu poziciji v preǰsnjem izbranem trenutku. Te trenutke smo od-
stranili, ker se velikokrat zgodi, da se igralec ustavi ter žogo na mestu vodi
več sekund. S takimi trenutki ne pridobimo dodatne informacije o napadu.
Vektor z dodanimi pozicijami obrambnih igralcev
Za zadnjo izbolǰsavo vektorjev smo poleg vsakega vektorja premika žoge do-
dali še pozicije nasprotnikov ob končnem trenutku določenega dela napada.
Ker je vrstni red pozicij igralcev v vektorju pomemben, smo se odločili, da te
dodamo glede na oddaljenost igralca od žoge. Struktura končnega vektorja
je prikazana na sliki 4.3. Na sliki A, B, C in D predstavljajo vektor premika-
nja žoge, E in F pozicije obrambnih igralcev, G, H in I pa trajanje napada,
oddaljenost žoge od koša ob koncu napada ter število sprememb smeri žoge.
Atributi, ki opisujejo igrano četrtino, čas do konca četrtine ter ime ekipe smo
na sliki izpustili, saj so ti podatki pri učenju klasifikatorjev neuporabljeni ali
pa ločeni od drugih.
4.4.4 Predstavitev podatkov s sliko
Napade lahko predstavimo tudi s sliko. S to predstavitvijo ohranimo več
informacije o premiku, saj lahko pozicijo žoge na sliki predstavimo s pozicijo
na sliki. Poleg tega lahko časovno komponento predstavimo z različno barvo
točke.
Slike smo najprej naredili tako, da širina slike predstavlja širino igrǐsča,
vǐsina pa dolžino. Taka slika je velika 50 × 94 pikslov. Ti so predstavljeni
z enim barvnim kanalom, ki predstavlja odtenek sivine. Vsak piksel na sliki
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Slika 4.3: Struktura končnega vektorja.
tako predstavlja en čevelj6 v resničnem svetu. Na začetku so imele vse točke
na sliki vrednost nič, nato pa smo vrednosti točk spremenili tako, da smo
za vsak trenutek v napadu pikslu, ki je predstavljal pozicijo žoge zaokroženo
navzdol, dodali vrednost, ki je bila nižja ob začetku ter vǐsja ob koncu napada.
Primer take slike je prikazan na sliki 4.4. Zgornji rob predstavlja del igrǐsča,
kjer se je napad začel, spodnji pa del ob nasprotnikovem košu. Piksel bele
barve predstavlja vrednost 255 (maksimum), črne pa 0 (minimum).
Slike smo nato spremenili, saj se večina napada zgodi na nasprotnikovi
polovici. Tako je nova slika imela velikost 54× 54, gledali smo pa le naspro-
tnikovo polovico igrǐsča. Taka slika je za uporabo bolj primerna, saj 54 delita
le praštevili dva in tri in se zato vrednosti pri zmanǰsevanju slike bolje ohra-
nijo. Ker je imela originalna slika širino 50 smo morali na vsaki strani dodati
dva stolpca točk z vrednostjo 0. Vrh slike tako predstavlja del igrǐsča ob
sredinski črti, dno pa del ob košu. Ena izmed spremenjenih slik je prikazana
na sliki 4.5.
6Približno 0.3048 metra.
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Slika 4.4: Primer napada prikazanega s sliko.
Slika 4.5: Primer spremenjene slike napada.
Poglavje 5
Eksperimentalna evalvacija
V tem poglavju bomo opisali, kako smo sestavili modele za klasifikacijo ter
evalvirali njihovo točnost. To smo naredili s pomočjo programskega jezika
Python ter knjižnic Keras (ki uporablja Tensorflow) in Scikit-learn [9, 26, 24].
Knjižnico Keras smo uporabili za nevronske mreže, Scikit-learn pa za na-
ključne gozdove. V podpoglavju 5.4 predstavimo, kako smo podatke prido-
bljene v preǰsnjih podpoglavjih gručili s pomočjo hierarhičnega razvrščanja
ter jih prikazali s pomočjo dendrograma. Za to smo uporabili sistem Orange
[18]. Rezultate ter sklepne ugotovitve, ki jih iz rezultatov lahko dobimo,
predstavimo v podpoglavju 5.5.
V ligi NBA nastopa trideset ekip. V obdelanih podatkih so napadi vseh
ekip približno enako porazdeljeni, zato je osnova za našo točnost napovedi
ekip 1
30
≈ 0.033. Deleži podatkov ekip v učnih ter testnih množicah so
prikazan v tabeli 5.1. Pri določanju večih parametrov smo uporabili eksperi-
mentalno množico, ki je sestavljena iz podatkov ekip OKC, MEM in GSW.
Te smo določili z ekspertnim znanjem.
5.1 Klasificiranje vektorjev
Pred klasifikacijo smo vektorje, ki smo jih dobili s predpripravo podatkov
naključno premešali ter jih razdelili na učno in testno množico. Učna množica
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Ekipa Delež učnih
vektorjev
Delež testnih
vektorjev
Delež učnih
slik
Delež testnih
slik
DET 0.0334 0.0352 0.0341 0.0361
DAL 0.0355 0.0338 0.0349 0.0314
SAC 0.0325 0.0329 0.0312 0.0291
POR 0.0357 0.0389 0.0358 0.037
LAL 0.0364 0.037 0.0365 0.0364
ATL 0.0327 0.0289 0.0305 0.035
LAC 0.0304 0.0311 0.0302 0.03
TOR 0.0329 0.0334 0.0324 0.0389
BOS 0.0325 0.0329 0.0319 0.0294
MIN 0.0333 0.032 0.0321 0.035
ORL 0.0324 0.0325 0.0328 0.0356
HOU 0.0326 0.0339 0.0313 0.0353
SAS 0.0306 0.0308 0.0312 0.0311
MEM 0.0331 0.0324 0.034 0.0367
OKC 0.0362 0.0322 0.0345 0.0381
MIL 0.0333 0.0342 0.0338 0.0345
PHI 0.0323 0.033 0.0309 0.0311
PHX 0.0339 0.0335 0.0335 0.0317
UTA 0.0332 0.0329 0.035 0.0322
CHA 0.0345 0.0339 0.034 0.0342
BKN 0.0329 0.0335 0.0339 0.0353
MIA 0.033 0.032 0.033 0.0319
CLE 0.0281 0.0276 0.0296 0.0277
GSW 0.0351 0.0351 0.0361 0.0373
IND 0.0342 0.0346 0.0346 0.035
WAS 0.0325 0.0342 0.0344 0.0269
DEN 0.0351 0.0384 0.036 0.03
NYK 0.0356 0.033 0.0358 0.0375
CHI 0.0316 0.0331 0.0311 0.0336
NOP 0.0346 0.033 0.035 0.0261
Tabela 5.1: Prikaz deleža posamezne ekipe v uporabljenih učnih in testnih
množicah.
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je vsebovala 97,511 primerov, testna pa 10,835.
Klasifikacijo smo začeli z naključnim gozdom, ki smo ga sestavili iz 100
neporezanih dreves, ki jih delimo s pomočjo gini indeksa. Napovedno točnost
smo preverjali s pomočjo 50-kratnega prečnega preverjanja na naključno se-
stavljenih podmnožicah, kjer smo 90% podatkov uporabili za treniranje, 10%
pa za testiranje. Povprečje vrednosti, ki smo jih s tem dobili, je bilo 5,3%.
Za drugo klasifikacijo smo uporabili nevronsko mrežo. Najprej smo preiz-
kusili preprost model mreže, ki je vseboval tri sloje. Vhodni sloj je imel 143
nevronov, skriti nivo je bil polno povezan, z 72 nevroni ter aktivacijsko funk-
cijo ReLU, tretji (izhodni) nivo je imel 30 nevronov ter aktivacijsko funkcijo
softmax. Pri treniranju mreže smo uporabili optimizator Adam [2]. Adam
je razširitev stohastičnega gradientnega spusta, ki je pogosto uporabljena v
nevronskih mrežah, saj hitro doseže dobre rezultate pri učenju. Model smo
trenirali 200 dob, saj smo želeli, da se vsi modeli s podobnimi vhodnimi po-
datki trenirajo enako število dob, pri tem pa so bili modeli dovolj dobri ter so
porabili sprejemljivo dosti časa. Pomemben parameter je tudi velikost serije.
Tega smo s pomočjo eksperimentiranja na eksperimentalni množici posta-
vili na 60 primerov v seriji. Ta model ima 12,558 parametrov, napovedna
točnost, ki smo jo z njim dobili, je bila 5,4%.
Preizkusili smo tudi model, ki smo ga sestavili sami. Zgrajen je bil na
podlagi predznanja o strukturi vhodnih podatkov, njegova struktura pa je
vidna na sliki 5.1. Na sliki A, B, C in D predstavljajo vektor žoge, E in F
pa pozicijo obrambnega igralca. Trenutkov je v mreži 10, vsak pa vsebuje
vektor premikanja žoge ter 5 vektorjev obrambnih igralcev. Za slojem z
nevroni, ki predstavljajo trenutke, se nahaja skriti sloj s 30 vozlǐsči. V ta
sloj se povežejo tudi značilke, ki so na sliki 5.1 predstavljene s črkami G,
H in I. Vsi sloji uporabljajo aktivacijsko funkcijo ReLU razen zadnjega, ki
uporablja softmax. Tudi pri tem modelu smo uporabili optimizator Adam,
200 dob ter 60 primerov v vsaki seriji, saj smo želeli, da so parametri čim
bolj podobni parametrom drugega preprostega modela. Ta model ima 1,564
parametrov, njegova napovedna točnost pa je znašala 7%.
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Slika 5.1: Struktura naše nevronske mreže. Legenda se nahaja na sliki 4.3
5.2 Avtomatski kodirnik vektorjev
V vektorjih smo poizkušali najti latenten prostor s pomočjo avtomatskega
kodirnika. Njegova struktura je simetrična. Kodirnik je sestavljen iz polno
povezanih slojev, ki po vrsti vsebujejo 143, 80, 40, 20 in 10 nevronov, de-
kodirnik pa podobno, le v obratni smeri. Število nevronov smo določili z
eksperimentiranjem na eksperimentalni množici, pri tem pa smo gledali di-
menzijo stisnjenih podatkov ter uspešnost rekonstrukcije glede na povprečno
kvadratno napako. Zadnji sloj ima linearno aktivacijsko funkcijo, vsi ostali
pa funkcijo ReLU. Linearno aktivacijsko funkcijo smo izbrali zato, ker nam
je ta pri testiranju najbolje rekonstruirala podatke. Pri treniranju smo upo-
rabili optimizator Adam ter mrežo učili 100 dob. Ta parameter smo izbrali
zato, ker je napaka pri tej vrednosti začela zelo počasi padati, čas treniranja
pa je bil sprejemljiv. Eksperimentalno smo določili tudi število primerov v
seriji, najbolǰse rezultate smo dobili pri vrednosti 60. Po koncu treniranja je
povprečna kvadratna napaka na testni množici znašala 0.00786, povprečna
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absolutna napaka pa 0.06377.
Začetne vektorje smo nato s kodirnikom spremenili v vektor dolžine 10.
Te smo uporabili za klasificiranje s pomočjo modela nevronske mreže z dvema
slojema (vhodni in izhodni). Izhodni sloj je imel 30 nevronov (en za vsako
ekipo) ter aktivacijsko funkcijo softmax. Model smo trenirali 400 dob, saj
je napaka pri tej vrednosti začela konvergirati. Pri treniranju smo uporabili
optimizator Adam, za število primerov v seriji pa smo z eksperimentiranjem
na eksperimentalni množici določili, da najbolje ustreza vrednost 128. Ta
model se ni izkazal najbolje, saj je bila njegova napovedna točnost na testni
množici 4,2%, kar je najslabše med modeli, ki smo jih testirali.
5.3 Avtomatski kodirnik slik
Za izdelavo avtomatski kodirnika za slik smo slike najprej normalizirali ter
iz njih sestavili podatkovno zbirko primernih dimenzij, nato pa razdelili na
učno ter testno množico. Učna množica je vsebovala 16,062 slik, testna pa
1,785.
Strukturo avtomatskega kodirnika smo prikazali na sliki 4.1. Mreža na
vhod sprejme sliko velikosti 54× 54, ki predstavlja napad. Vhodnim nevro-
nom sledi konvolucijski sloj z 32 filtri velikosti 3×3 in aktivacijo ReLU. Temu
sledi sloj za združevanje z maksimumom, ki združi območja velikosti 3× 3 v
en sam piksel. Naslednji konvolucijski sloj vsebuje 16 filtrov velikosti 3 × 3
ter aktivacijsko funkcijo ReLU. Naslednji sloj kanale slik zmanǰsa iz 18× 18
na 6 × 6 z združevanjem maksimumov. Konvolucijski sloj, ki mu sledi, je
v osnovni verziji vseboval 8 filtrov, kasneje pa smo število filtrov spremenili
na 9 ter 12, saj nas je zanimalo, če bomo s tem dobili značilke, ki jih bomo
lahko bolje interpretirali. Velikost filtrov je tudi tukaj 3 × 3, poleg tega pa
smo v tem konvolucijskem sloju spremenili korak (ang. stride) iz 1 na 2. S
tem smo zmanǰsali dimenzijo slike na tenzor velikosti 3× 3× število filtrov.
Za število filtrov v posameznem sloju smo se odločili zato, ker smo želeli
imeti model, kjer bi se število filtrov med konvolucijskimi sloji razpolovilo,
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v osnovnem modelu pa je imel sredinski sloj 8 filtrov, saj se nam je to zdelo
primerno število, glede na pričakovano število ključnih pozicij (tri ob sredini,
saj mora napad potekati čeznjo, dodatnih pet pa za pozicije osnovnih pozicij
napadalnih igralcev). Majhno velikost filtrov smo izbrali zato, ker smo želeli,
da naša mreža zazna tudi kompleksne lastnosti na slikah. Struktura deko-
dirnika se od kodirnika razlikuje le v tem, da uporablja sloje za razširjanje
namesto slojev za združevanje. Modele smo trenirali 100 dob, saj nam je
to dalo zadovoljive rezultate in porabilo toliko časa, da je bilo za treniranje
sprejemljivo. Pri tem smo uporabili optimizator Adam ter 128 primerov v
seriji zato, da je imel ta avtomatski kodirnik enake parametre kot avtomatski
kodirnik vektorjev. Pri treniranju smo za ocenjevanje kvalitete mreže upo-
rabili povprečno kvadratno napako. Najbolje se je izkazal model, ki je imel
na sredini 12 filtrov. Ta je imel na testni množici napako 0.0104. Model z
devetimi filtri je imel napako 0.0106, model z osmimi pa 0.011.
Z uporabo kodirnika in dekodirnika lahko preverimo, kako model podatke
rekonstruira. Naključno izbrane napade in njihove rekonstrukcije z vsemi
tremi modeli smo prikazali na sliki 5.2. Vsi trije modeli napade dobro rekon-
struirajo, a pri podrobneǰsem ogledu opazimo majhne razlike med modeli.
Pri modelu, ki ima na sredi 8 filtrov, vidimo, da velikokrat del črte zamegli,
saj tega dela ne zna najbolje rekonstruirati. Modela, ki imata na sredi de-
vet ter dvanajst filtrov to naredita manjkrat, poleg tega pa barvo črte malo
bolǰse zadeneta. Ta dva modela se med seboj razlikujeta predvsem v tem,
koliko je zamegljen del širok.
S pomočjo dekodirnika smo preverili vpliv posameznih vrednosti na re-
konstrukcijo. Na sliki 5.3 so prikazane značilke, ki smo jih dobili pri modelu z
osmimi filtri na sredi. Na njej vidimo, da so značilke, ki smo jih dobili, precej
interpretabilne. Prve tri slike opisujejo začetek napada, druge tri potek na-
pada čez sredino oziroma krili, zadnji dve pa igro ob zadnji črti. Slika 5.4 nam
prikazuje značilke modela z devetimi filtri. Te so za interpretacijo najbolǰse,
saj za vsako točno vemo, kateri del igrǐsča prikazuje. Prve tri slike opisujejo
igro ob sredinski črti, druge tri igro na sredini nasprotnikove polovice (vrh
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Slika 5.2: Rekonstrukcija napadov s pomočjo avtomatskega kodirnika. Prva
vrsta vsebuje originalne slike, druga, tretja ter četrta pa rekonstruirane z
modelom s osmimi, devetimi ter dvanajstimi filtri.
trojke ter krili), zadnje tri pa igro ob koševi avt liniji. Značilke modela z
dvanajstimi filtri na sredi so prikazane na sliki 5.5. Te so za interpretacijo
najslabše in jih ne znamo dobro opisati.
Slika 5.3: Aktivacije filtrov pri modelu z osmimi filtri.
Slike smo zakodirali v vektorje. Pri tem smo izbrali model, ki je v sredini
vseboval 9 filtrov, saj smo tega najbolje interpretirali. Z dobljenimi vek-
torji smo poskusili napovedati, kateri ekipi napad pripada. Klasifikacijo smo
opravili z mrežo, ki je vsebovala dva sloja (vhodni in izhodni) ter softmax
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Slika 5.4: Aktivacije filtrov pri modelu z devetimi filtri.
aktivacijsko funkcijo. Za treniranje mreže smo uporabili optimizator Adam,
400 dob ter 128 primerov v vsaki seriji. Te parametre smo izbrali zato, da bi
bili čim bolj podobni parametrom, ki smo jih uporabili pri klasifikaciji vek-
torjev iz drugega avtomatskega kodirnika. Ta model ima 2460 parametrov,
njegova klasifikacijska točnost pa znaša 7,8%.
5.4 Gručenje podatkov
Vektorje napadov, ki smo jih pridobili s pomočjo avtomatskega kodirnika slik
smo gručili. Algoritem hierarhičnega razvrščanja porabi veliko prostora in
časa, zato smo gručili le del vektorjev. Teh smo iz množice 17,847 naključno
izbrali 535, kar je približno 3%. Med posameznimi primeri smo uporabili
evklidsko razdaljo, med skupinami pa smo razdaljo računali s pristopom ma-
ksimalne razdalje. Ti dve meri za razdaljo smo izbrali zato, da bi dobili
skupine, v katerih so si vsi primeri blizu. Dendrogram, ki prikazuje gručenje
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Slika 5.5: Aktivacije filtrov pri modelu z dvanajstimi filtri.
smo prikazali na sliki 5.6. Izbrali smo 9 skupin, a te niso bile izrazite.
Skupine nam same po sebi ne povedo dosti, zato smo osem izbranih na-
padov prikazali na sliki 5.7. Vidimo lahko, da sta napada s številko 502 in
506, ki se nahajata v isti skupini, zelo podobna in da se razlikujeta od dru-
gih. Ta napada imata obliko, ki je podobna hruški. Napada 40 in 493 sta si
podobna v tem, da imata ob sredini igrǐsča premikanje v obliki loka, nato pa
gre žoga proti košu. Tema napadoma sta podobna tudi napada 507 in 23, a
je pri teh začetek napada usmerjen proti košu, ob njem pa sledi premikanje
v obliki loka. Od drugih napadov se zelo razlikujeta napada 173 ter 125.
Njuna glavna značilnost je premikanje iz desnega zgornjega kota proti levem
spodnjem v obliki, ki je podobna loku.
S hierarhičnim razvrščanjem smo gručili še vektorje uteži. Teh je bilo
30, saj je vsak ponazarjal eno ekipo. Pri hierarhičnem razvrščanju smo med
primeri uporabili evklidsko razdaljo, med skupinami pa pristop maksimalne
razdalje. Rezultat smo prikazali na sliki 5.8. Na sliki opazimo, da je ekipa
OKC v gruči sama, po čemer lahko sklepamo, da se njen slog zelo razlikuje
od sloga drugih ekip. Poleg tega imamo še dve manǰsi ter tri večje skupine.
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Slika 5.6: Dendrogram z hierarhijo napadov.
S preprostim modelom nevronske mreže smo preizkusili klasifikacijo v te sku-
pine. Model je vseboval vhodni sloj z 81-imi nevroni ter izhodni sloj s 6-imi
nevroni, aktivacijska funkcija med njima je bila softmax. Model smo trenirali
400 dob in dosegli napovedno točnost 33%. Število primerov v vsaki skupini
se razlikuje, zato smo dobljeno natančnost primerjali z modelom z enakimi
parametri, a premešanimi značilkami z oznako razreda. Točnost tega modela
je bila 30,3%, kar pomeni, da se je naša napoved izbolǰsala za 2,7%.
Pozitivno nas je presenetilo, da so ekipe OKC, GSW ter MEM v različnih
skupinah, saj smo te s pomočjo ekspertnega znanja pred začetkom testiranja
določili za ekipe z najbolj različnim slogom in na njih pred začetkom dela
preizkušali smiselnost take klasifikacije ter jih kasneje uporabili za določanje
parametrov.
5.5 Sklepne ugotovitve in rezultati
Predstavimo rezultate iz podpoglavij in jih analizirajmo. Rezultati klasifika-
cije so predstavljeni v tabeli 5.2. Najslabše se je odrezal model, ki je za vhod
uporabil latenten prostor dobljen z avtomatskim kodirnikom vektorjev, to
najverjetneje zato, ker se je nekaj informacije pri kodiranju izgubilo, vektor
Diplomska naloga 35
Slika 5.7: Izbrani napadi iz hierarhije napadov. Številka nad napadov prika-
zuje napad, ki je na sliki 5.6 prikazan s to številko.
pa že sam po sebi ni vseboval celotne informacije o napadu. Model, ki je
vseboval eno skrito polno povezano plast, se je odrezal bolje. Ti podatki so
o napadu vsebovali več informacije, a niso imeli nobene strukture, ki bi jih
pomagala bolj efektivno prikazati. Taka struktura je dodana v modelu, ki je
dosegel napovedno točnost 7%. Najbolje se je izkazal model, ki je kot vhod
prejel vektor latentnega prostora, dobljenega z avtomatskim kodirnikom slik.
Ta je vseboval večino informacije o premikanju žoge v napadu, ne le v nekaj
trenutkih. Napovedno točnost smo izbolǰsali iz 3,3% pri naključnem izbira-
nju na 7,8% s pomočjo latentnega prostora dobljenega iz slike. To dokazuje,
da čeprav napadi ekipe izgledajo naključni, v njih obstajajo vzorci, ki se jih
lahko s pomočjo strojnega učenja naučimo.
V delu smo poleg napovedovanja generirali tudi vektorje latentnega pro-
stora napadov s pomočjo avtomatskega kodirnika. Te vektorje smo želeli
interpretirati, zato smo preverili, kako posamezen filter (ki predstavlja del
vektorja) vpliva na rekonstrukcijo napada. Naši filtri so bili velikosti 3 × 3,
zato je vsak filter predstavljen z devetimi polji v vektorju. Po interpreta-
ciji polj smo ugotovili, da vsak filter predstavlja polje v 3 × 3 mreži, kot je
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Slika 5.8: Dendrogram z hierarhijo ekip.
model\metrika Logaritmična
izguba
Brierjeva mera Napovedna
točnost
Preprost vektorski model 3.36985 0.96446 5,4%
Vektorski model po meri 3.32705 0.96396 7%
Avtomatski kodirnik z vek-
torji
3.39345 0.96614 4,2%
Avtomatski kodirnik s sli-
kami
3.31261 0.95971 7,8%
Tabela 5.2: Rezultati klasifikacijskih modelov.
prikazano na sliki 5.41. Na tej sliki vidimo, da je v filtrih, ki predstavljajo
aktivacije bližje sredine, več nedoločnosti, saj glavna območja aktivacije niso
tako izrazita kot tista pri filtrih z aktivacijo v bližini koša. Te aktivacije lahko
uporabimo za interpretacijo vektorjev uteži posameznih ekip.
Najbolj izrazit slog igre je imela ekipa OKC (Oklahoma City Thunder).
To lahko opazimo pri gručenju vektorjev uteži, ki je prikazano na sliki 5.9, saj
je ta ekipa sama v skupini, njen vektor pa se od drugih močno razlikuje. Pri
tej ekipi je imel filter, ki je na zgornji sredinski sliki, zelo močno aktivacijo,
1V nadaljevanju bomo za poimenovanje filtra uporabili njegovo pozicijo na tej sliki.
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filtri, ki se nahajajo zgoraj levo, zgoraj desno ter na sredi, pa šibko aktivacijo.
Iz tega sklepamo, da je za to ekipo značilno, da napad izvaja predvsem čez
sredino in prek krilnih igralcev. Zanimiva je tudi ekipa NYK (New York
Knicks), ki ima na slikah v zgornji vrsti šibko aktivacijo, aktivacijo na levi
ter desni sliki pa nekoliko močneǰso. To nakazuje, da ekipa hitro preide del
ob sredini igrǐsča, nato pa igro zaustavi pri krilnih igralcih. Iz slike 5.10,
ki prikazuje toplotni zemljevid uteži, lahko opazimo tudi, da so si uteži, ki
prikazujejo spodnjo vrsto filtrov (na sliki 5.9 in 5.10 števila od 53 naprej)
bolj podobne. Iz tega lahko sklepamo, da je slog ekipe manj opazen v delu
igrǐsča ob košu, ter posledično da je v igri ob košu bolj pomembna kreativnost
posameznika kot slog ekipe.
Slika 5.9: Gručenje vektorjev s pomočjo algoritma k-means, prikazano na
toplotnem zemljevidu.
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Slika 5.10: Toplotni zemljevid vektorjev uteži.
Poglavje 6
Zaključek
V delu se ukvarjamo z modeliranjem prostorskih podatkov, ki predstavljajo
premikanje žoge ter igralcev med košarkarsko tekmo. V nalogi podatke o na-
padih najprej prečistimo, nato pa jih pretvorimo v predstavitev z vektorjem
ter s sliko. Vektorje uporabimo za napovedovanje ekipe, ki napada, z uporabo
naključnih gozdov ter preprostih nevronskih mrež. Ker ta pristop ni prine-
sel želenih rezultatov, se poizkušamo naučiti bolǰse predstavitve podatkov
s pomočjo avtomatskih kodirnikov. Ta se na vektorjih ne izkaže najbolje,
s slikami pa rezultat izbolǰsamo. Poleg izbolǰsanja rezultatov dobimo pri
avtomatskem kodirniku slik še latentni prostor, ki predstavlja dele napada,
ki so za klasifikacijo pomembni. Te dele s pomočjo dekodirnika prikažemo,
s pomočjo uteži pa prikažemo tudi, kateri deli so za posamezno ekipo po-
membni oziroma značilni. Nazadnje prikažemo, kako lahko ekipe s pomočjo
teh uteži ter hierarhičnega razvrščanja gručimo v skupine ter prikažemo, kako
se slog ekip interpretira.
Omejitev našega pristopa je, da uporabljamo le podatke o premikanju
žoge. Poleg tega so naši vektorji sestavljeni iz 10 trenutkov, kar je premalo
za opis celotnega napada. Boǰsi pristop bi verjetno bila uporaba rekurenčne
nevronske mreže ter celotnih podatkov o napadu, saj bi s tem prikazali velik
del dogajanja.
Poleg pristopov, ki smo jih uporabili v diplomski nalogi, predlagamo še
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nekaj sorodnih pristopov ter potencialnih izbolǰsav, ki bi iz prostorskih po-
datkov lahko izluščile še več informacij.
Pri obdelavi podatkov smo sestavili slike, ki so predstavljale premikanje
žoge. Tem slikam bi lahko dodali kanale, ki bi predstavljali premikanje napa-
dalnih oziroma obrambnih igralcev. Taka slika (tenzor) bi bolje prikaza potek
ter strukturo napada, saj premikanje igralcev vpliva na odločanje igralca z
žogo. Z uporabo podobnih pristopov kot v tem delu, bi lahko dodatno iz-
bolǰsali napovedno točnost ter našli značilke, ki so za določeno igralno pozicijo
(vlogo) pomembne. S pomočjo takih slik bi lahko modelirali veliko različnih
stvari, ki so zanimive za učenje taktike. Nekaj primerov je premikanje žoge
glede na pozicijo igralcev, premikanje obrambnih igralcev glede na pozicijo
napadalcev in obratno ali odločanje igralca z žogo glede na postavitev drugih
igralcev.
Dodatna prednost uporabljenega pristopa je, da ne uporablja košarkarskega
predznanja za učenje. Pristop se zato lahko uporabi za katerikoli šport ozi-
roma ligo, ki ima podobno pripravljene podatke. Tako bi lahko naredili
primerjavo več lig ter ugotovili ali se slog med ligami razlikuje.
Zanimivi so tudi vektorji, ki predstavljajo, kako latenten prostor vpliva na
napoved ekipe1. Iz teh lahko ocenimo značilnosti ekipe ter vidimo podobnosti
in razlike v slogu igre večih ekip. Z uporabo različnih statističnih metod bi
tako lahko izluščili značilnosti, ki so razvite pri najbolǰsih ekipah. Znano je,
da imajo nekatere ekipe težave z ekipami, ki igrajo z določenim slogom2. S
pomočjo teh vektorjev bi tak slog lahko opisali in ga uporabili za pomoč pri
napovedovanju izida tekme.
1Dobljen iz uteži preprostega modela.
2Primer iz nogometa: Barcelona ima velikokrat težave proti ekipam, ki igrajo zelo
zaprto (”bunker”).
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