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Abstract
In this paper, we have established a general framework of multistage hypothesis tests which
applies to arbitrarily many mutually exclusive and exhaustive composite hypotheses. Within
the new framework, we have constructed specific multistage tests which rigorously control
the risk of committing decision errors and are more efficient than previous tests in terms of
average sample number and the number of sampling operations. Without truncation, the
sample numbers of our testing plans are absolutely bounded.
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1 Introduction
Statistical inference based on samples drawn from populations can be viewed as a rationale ap-
proach of making decisions based on observations of stochastic processes. Consider κ continuous-
time stochastic processes (Xνt )t∈R, ν = 1, · · · , κ defined in a probability space (Ω,F ,Pr). Suppose
that the probability measure Pr is determined by q parameters ϑ1, · · · , ϑq in the sense that for
any t ∈ R, the joint distribution of Xνt , ν = 1, · · · , κ is parameterized by ϑ1, · · · , ϑq. Let θ be a
function of ϑ1, · · · , ϑq. Let the set of all values of θ be denoted by Θ. In many areas of engineering
and sciences, it is desirable to infer the true value of θ based on the observation of such stochastic
processes. This topic can be formulated as a general problem of testing m mutually exclusive and
exhaustive composite hypotheses:
H0 : θ ∈ Θ0, H1 : θ ∈ Θ1, . . . , Hm−1 : θ ∈ Θm−1, (1)
where Θi = {θ ∈ Θ : θi < θ ≤ θi+1}, i = 0, 1, · · · ,m − 1 with −∞ = θ0 < θ1 < · · · < θm−1 <
θm = ∞. To control the probabilities of making wrong decisions, for pre-specified numbers
δi ∈ (0, 1), i = 0, 1, · · · ,m− 1, it is typically required that
Pr{Reject Hi | θ} ≤ δi, ∀θ ∈ Θi, i = 0, 1, · · · ,m− 1 (2)
where Θi = {θ ∈ Θi : θ′′i ≤ θ ≤ θ′i+1}, i = 0, 1, · · · ,m − 1 with θ′i, θ′′i ∈ Θ, i = 1, · · · ,m − 1
satisfying −∞ = θ′′0 < θ′i < θi < θ′′i ≤ θ′i+1 < θi+1 < θ′′i+1 < θ′m = ∞ for i = 1, · · · ,m − 2. Here
we consider continuous-time processes for the sake of generality, since discrete-time stochastic
processes can be treated as right-continuous processes in continuous time. For i = 0, 1, · · · ,m−1,
Pr{Accept Hi | θ} is referred to as an Operating Characteristic (OC) function. Since there is no
requirement imposed for controlling the risk of making wrong decisions for θ in Θ \ ∪m−1j=0 Θj =
∪m−1i=1 (θ′i, θ′′i ), such a remainder set, ∪m−1i=1 (θ′i, θ′′i ), is referred to as an indifference zone. The
concept of indifference zone was introduced by Wald [15] for two main reasons. First, when the
parameter θ is close to θi, the margin between adjacent parameter subsets Θi−1 and Θi, it is
immaterial to decide whether Hi−1 or Hi should be accepted. Second, the sample size required
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to make a reliable decision between consecutive hypotheses Hi−1 and Hi becomes increasingly
intolerable as θ tends to θi. Undoubtedly, the indifference zone should be sufficiently “narrow” so
that the consequence of making erroneous decision is practically unimportant when θ lies in it.
The general problem of hypothesis testing described above has been a fundamental issue of
research for many decades. The well-known sequential probability ratio test (SPRT) has been
developed by Wald [15] to address such testing problem in the special case of two hypotheses.
In addition to the limitation associated with the number of hypotheses, the SPRT suffers from
other drawbacks. First, the sample number of SPRT is a random number which is not bounded.
However, to be useful, the sample number of any testing plan should be bounded by a deterministic
number. Although this can be fixed by forced termination (see, e.g., [13] and the references
therein), the prescribed level of power may not be ensured as a result of truncation. Second,
the number of sampling operations of SPRT is as large as the number of samples. In practice,
it is usually much more economical to take a batch of samples at a time instead of one by one.
Third, the efficiency of SPRT is optimal only for the endpoints of the indifference zone. For other
parametric values, the SPRT can be extremely inefficient. Needless to say, a truncated version of
SPRT may suffer from the same problem due to the partial use of the boundary of SPRT.
In this paper, to overcome the limitations of SPRT and its variations, we have established a
new framework of hypothesis testing which applies to arbitrary number of composite hypotheses.
Our testing plans have the following features: i) The testing process has a finite number of
stages and thus the cost of sampling operations is reduced as compared to SPRT; ii) The sample
number is absolutely bounded without truncation; iii) The prescribed level of power is rigorously
guaranteed; iv) The testing is not only efficient for the endpoints of indifference zone, but also
efficient for other parametric values. The remainder of the paper is organized as follows. In
Section 2, we present a unified approach for multi-valued decision in the general framework of
constructing sequential random intervals with pre-specified coverage probabilities. In Section
3, we present our general theory and computational mechanisms for the design and analysis
of multistage testing plans. In Section 4, we first present more specific construction of testing
procedures and then apply the general method to common important problems. Specially, we
demonstrate that the principle can be used for testing a binomial proportion, the proportion of a
finite population, a Poisson parameter, the mean of a normal distribution with known variance,
the variance of a normal distribution, the parameter of an exponential distribution, the scale
parameter of a Gamma distribution and life testing. Section 5 is dedicated to tests of the mean of
a normal distribution with unknown variance. Section 6 addressed the problem of testing multiple
hypotheses regarding the ratio of variances of two normal distributions. In Section 7, we have
established an exact computational method of the OC function and average sample number of the
SPRT. Such computational method can be used to compare the performance of SPRTs with our
tests. In Section 8, we propose an exact and efficient recursive method for computing boundary
crossing probabilities, which can be applied to evaluate the risks of making incorrect decisions in
multistage hypothesis testing. Section 9 is the conclusion. All proofs of theorems are given in
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Appendices.
Throughout this paper, we shall use the following notations. The notation ∅ denotes an empty
set. The set of real numbers is denoted by R. The set of integers is denoted by Z. The set of
positive integers is denoted by N. The ceiling function and floor function are denoted respectively
by ⌈.⌉ and ⌊.⌋ (i.e., ⌈x⌉ represents the smallest integer no less than x; ⌊x⌋ represents the largest
integer no greater than x). The gamma function is denoted by Γ(.). For any integer i, the
combinatoric function
(i
j
)
with respect to integer j takes value Γ(i+1)Γ(j+1)Γ(i−j+1) for j ≤ i and value
0 otherwise. The expectation of a random variable is denoted by E[.]. We use the notation
Pr{. | θ} to denote the probability of an event which is defined in terms of random variables
parameterized by θ. The parameter θ in Pr{. | θ} may be dropped whenever this can be done
without introducing confusion. If Z is parameterized by θ, we denote Pr{Z ≤ z | θ} by FZ(z, θ)
and Pr{Z ≥ z | θ} by GZ(z, θ) respectively. The cumulative distribution function of a Gaussian
random variable is denoted by Φ(.). For α ∈ (0, 1), Zα denotes the critical value satisfying
Φ(Zα) = 1− α. For α ∈ (0, 1), let χ2n,α denote the 100α% percentile of a chi-square distribution
of n degrees of freedom. For α ∈ (0, 1), let tn,α denote the 100(1 − α)% percentile of a Student
t-distribution of n degrees of freedom. The support of a random variable Z is denoted by IZ ,
i.e., IZ = {Z(ω) : ω ∈ Ω}. We write δ = O(ζ) if δ is a function of ζ > 0 such that there exist
constants A and B such that A < δζ < B provided that ζ > 0 is sufficiently small. The other
notations will be made clear as we proceed.
2 Sequential Random Intervals and Multi-hypotheses Testing
As demonstrated in [1], the general hypothesis testing problem defined by (1) and (2) can be
cast into the framework of constructing a sequential random interval with pre-specified coverage
probabilities. The methodology of [1] is represented in the sequel.
To reach a fast decision, it is desirable to solve the above problem by a multistage approach
such that the sampling procedure is divided into s stages with observational times tν,ℓ, ν =
1, · · · , κ; ℓ = 1, · · · , s, where tν,ℓ is the observational time for the i-th process at the ℓ-th stage.
Starting from ℓ = 1, at the ℓ-th stage, based on the observation of (Xνt )0≤t≤tν,ℓ , ν = 1, · · · , κ,
pre-determined stopping and decision rules are applied to check whether the accumulated obser-
vational data is sufficient to accept a hypothesis and terminate the sampling procedure. If the
observational data is considered to be insufficient for making a decision, then proceed to the next
stage of observation. The observation is continued stage by stage until a hypothesis is accepted
at some stage. Although the number of stages s may be infinity, for practical considerations,
the stopping and decision rules are required to guarantee that the sampling procedure is surely
terminated with a finite number of stages. Central to a multistage procedure are the stopping
and decision rules, which can be related to a sequential random interval described as follows. Let
θ′0 = −∞ and θ′′m = ∞. For i = 0, 1, · · · ,m − 1, let Ii denote the open interval (θ′i, θ′′i+1). Let
l be the index of stage at the termination of the sampling procedure. Let L and U be random
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variables defined in terms of samples of the κ stochastic processes up to the l-th stage such that
the sequential random interval (L,U) has m possible outcomes Ii, i = 0, 1, · · · ,m − 1 and that
Pr{L < θ < U | θ} > 1 − δi for any θ ∈ Θi and i = 0, 1, · · · ,m − 1. Given that the sequential
random interval (L,U) satisfying such requirements is constructed, the risk requirement (2) can
be satisfied by using (L,U) to define a decision rule such that, for i = 0, 1, · · · ,m− 1, hypothesis
Hi is accepted when the sequential random interval (L,U) takes Ii as its outcome at the termi-
nation of the sampling process. It follows that {Accept Hi} = {L < θ < U} for any θ ∈ Θi and
i = 0, 1, · · · ,m− 1. Therefore, to solve the multi-valued decision problem defined by (1) and (2),
the objective is to ensure that θ is included in the sequential random interval with pre-specified
probabilities. In the sequel, we shall propose a general approach for defining stopping and decision
rules for the construction of such sequential random interval.
2.1 General Structure of Stopping and Decision Rules
We shall first consider the structure of stopping and decision rules under the assumption that
the number of stages, s, and the observational times, tν,ℓ, ν = 1, · · · , κ; ℓ = 1, · · · , s, are given.
The determination of stage number, observational times and the issue of finite stopping will be
addressed later in the parametrization of the stopping and decision rules. We propose to use one-
sided confidence sequences to control the coverage probability of the sequential random interval.
Assume that for ℓ = 1, · · · , s and i = 1, · · · ,m− 1, random variables Lℓ,i and Uℓ,i can be defined
in terms of positive numbers ζ, ai, bi and the set of random variables (X
ν
t )0≤t≤tν,ℓ , ν = 1, · · · , κ
such that Pr{Lℓ,i ≥ θ | θ} and Pr{Uℓ,i ≤ θ | θ} can be made arbitrarily small by decreasing ζai
and ζbi respectively. Due to such assumption, we call (−∞, Lℓ,i] and [Uℓ,i,∞) one-sided confidence
intervals for θ. Accordingly, (−∞, Lℓ,i], ℓ = 1, · · · , s and [Uℓ,i,∞), ℓ = 1, · · · , s are said to be
one-sided confidence sequences for θ. In view of the controllability of the coverage probabilities of
the one-sided confidence intervals, the number ζ is referred to as the coverage tuning parameter,
and ai, bi, i = 1, · · · ,m − 1 are called weighting coefficients. Given that ζ is sufficiently small,
θ > θ′i will be credible if Lℓ,i > θ
′
i is observed. Similarly, θ < θ
′′
i will be credible if Uℓ,i < θ
′′
i is
observed. To figure out the general structure of stopping and decision rules, imagine that the
sampling procedure is stopped at the ℓ-th stage and Ii is to be designated as the outcome of the
sequential random interval. Since Ii contains [θ
′′
i , θ
′
i+1], it follows that for θ ∈ [θ′′i , θ′i+1], it is true
that θ < θ′′i+1 and θ > θ
′
i. This implies that, if the coverage tuning parameter ζ is sufficiently
small, then it is very likely to observe that Uℓ,i+1 < θ
′′
i+1 and Lℓ,i > θ
′
i. Therefore, turning this
thinking around leads to the following stopping and decision rules:
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Continue observing the stochastic processes until for some i ∈ {0, 1, · · · ,m− 1},
the event {Uℓ,i+1 < θ′′i+1 and Lℓ,i > θ′i} occurs at some stage with index ℓ ∈ {1, · · · , s}.
At the termination of the sampling process, make the following decision: If such index
i is unique, then designate Ii as the outcome of the sequential random interval. If there
are multiple indexes satisfying the condition, then pick one of them and assign the
corresponding interval Ii as the outcome of the sequential random interval based on
a predetermined policy.
The idea in the derivation of the above stopping and decision rules is to infer the location of θ
relative to the sequential random interval by comparing the confidence limits with the endpoints of
the sequential random interval. Due to the probabilistic nature of the comparison, such method of
constructing stopping and decision rules is referred to as the Principle of Probabilistic Comparison.
It should be noted that similar principles have been proposed in [2] for multistage estimation
of parameters. Now consider the simplification of the above stopping and decision rules. For
ℓ = 1, · · · , s, let Lℓ,0 = −∞ and Uℓ,m =∞. For i = 0, 1, · · · ,m− 1, let (Lℓ,i, Uℓ,i+1), ℓ = 1, · · · , s
be referred to as the i-th controlling confidence sequence, where the word “controlling” is used to
indicate that the confidence sequences are used to control the coverage probability of the desired
sequential random interval. Assume that for ℓ = 1, · · · , s, there exists a statistic θ̂ℓ dependent on
random variables (Xνt )0≤t≤tν,ℓ , ν = 1, · · · , κ such that Lℓ,i ≤ θ̂ℓ ≤ Uℓ,i for i = 1, · · · ,m − 1. In
this setting, we propose the following stopping and decision rules:
Continue the sampling process if there exists no index i ∈ {0, 1, · · · ,m− 1} such that
the i-th controlling confidence sequence is included by interval Ii. At the termination
of the sampling process, make the following decision:
(a): If there exists a unique index i ∈ {0, 1, · · · ,m− 1} such that the i-th controlling
confidence sequence is included by interval Ii, then designate Ii as the outcome
of the sequential random interval.
(b): If there exist two consecutive indexes i− 1 and i in {1, · · · ,m− 1} such that the
(i− 1)-th and i-th controlling confidence sequences are included, respectively, by
intervals Ii−1 and Ii, then designate either Ii−1 or Ii as the outcome of the
sequential random interval based on a pre-specified policy.
In view of the inclusion relationship implemented in the termination conditions, this simplified
method of constructing stopping and decision rules is referred to as the Inclusion Principle. The
properties of the above two types of stopping and decision rules are indicated by the following
probabilistic results.
Theorem 1 Let A0 = B0 = −∞, Am = Bm = ∞ and Ai < Bi ≤ Ai+1 < Bi+1 for i =
1, · · · ,m− 2. Let Θ0 = (−∞, A1], Θm−1 = [Bm−1,∞) and Θi = [Bi, Ai+1] for i = 1, · · · ,m− 2.
Let (Ω,F , {Fℓ},Pr) be a filtered space. Let l be a proper stopping time with support Il. For ℓ ∈ Il,
let Lℓ,m = −∞, Uℓ,0 = ∞ and let Lℓ,i, Uℓ,i, i = 1, · · · ,m − 1 be random variables measurable
in Fℓ. Let L and U be random variables such that ∪m−1i=0 {L = Ai, U = Bi+1} = Ω and that
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{l = ℓ, L = Aj , U = Bj+1} ⊆ {Lℓ,j ≥ Aj and Uℓ,j+1 ≤ Bj+1} for ℓ ∈ Il and j = 0, 1, · · · ,m − 1.
Then, Pr{L ≥ θ} = Pr{L ≥ Ai+1} ≤
∑
j>iPr{Lℓ,j ≥ Aj for some ℓ ∈ Il} and Pr{U ≤ θ} =
Pr{U ≤ Bi} ≤
∑
j≤i Pr{Uℓ,j ≤ Bj for some ℓ ∈ Il} for i = 0, 1, · · · ,m− 1 and θ ∈ Θi.
2.2 Parametrization of Stopping and Decision Rules
In this section, we shall develop a general approach for parameterizing multistage testing plans by
virtue of the inclusion principle proposed in the preceding section. The objective is to express the
testing plans in terms of the coverage tuning parameter ζ > 0 and positive weighting coefficients
ai, bi, i = 1, · · · ,m − 1. For eliminating unnecessary waste of sampling and operational effort,
we shall emphasis the principle that a multistage test should stop at or before the last stage with
probability 1 and the test should have a positive probability to stop at the first stage. To deal with
the differences of the rates of taking samples from the stochastic processes, we introduce functions
Tν(τ), ν = 1, · · · , κ which are increasing with respect to τ > 0 and tend to ∞ as τ → ∞. Such
functions are referred to as time transformation functions. Let αi = ζai ∈ (0, 1) and βi = ζbi ∈
(0, 1) for i = 1, · · · ,m−1. To ensure that the sampling process associated with the desired testing
plan will eventually terminate with probability 1, we seek methods to construct random variables
L (τ, αi), U (τ, βi), i = 1, · · · ,m−1 from random variables (Xνt )0≤t≤Tν (τ), ν = 1, · · · , κ such that
∩m−1i=1 {θ′i < L (τ, αi), U (τ, βi) < θ′′i } 6= ∅ if τ is sufficiently large. Once this can be accomplished,
we define τ∗ as the minimum number τ > 0 such that ∩m−1i=1 {θ′i < L (τ, αi), U (τ, βi) < θ′′i } 6= ∅
and τ⋆ as the minimum number τ > 0 such that ∪m−1i=0 {θ′i < L (τ, αi), U (τ, βi+1) < θ′′i+1} 6= ∅,
where we assume that {θ′0 < L (τ, α0)} and {U (τ, βm) < θ′′m} are sure events. It follows that
we can define the number of stages as some number s and choose the observational times as
tν,ℓ = Tν(τℓ), ℓ = 1, · · · , s with τ1 < τ2 < · · · < τs such that τ⋆ ≤ τ1 < τ∗ ≤ τs. Accordingly,
the confidence limits can be parameterized as Lℓ,i = L (τℓ, αi), Uℓ,i = U (τℓ, βi) for ℓ = 1, · · · , s
and i = 1, · · · ,m − 1. In many situations, it is possible that for ℓ = 1, · · · , s, there exists a
statistic θ̂ℓ dependent on random variables (X
ν
t )0≤t≤tν,ℓ , ν = 1, · · · , κ such that Lℓ,i ≤ θ̂ℓ ≤ Uℓ,i
for ℓ = 1, · · · , s and i = 1, · · · ,m− 1.
2.3 Coverage Tuning
Given that multistage tests can be parameterized as in the preceding section, we need to determine
appropriate values for the coverage tuning parameter ζ and weighting coefficients ai, bi, i =
1, · · · ,m−1 so that the sampling cost is as low as possible, while guaranteeing that the sequential
random interval (L,U) satisfying the coverage specification: Pr{L < θ < U | θ} ≥ 1 − δi for
any θ ∈ Θi and i = 0, 1, · · · ,m − 1. The computational process for accomplishing this task is
called coverage tuning. As a consequence of the connection between sequential random intervals
and hypothesis testing we previously established, the specification for the coverage probability
of (L,U) is equivalent to the risk requirement (2). Clearly, if the weighting coefficients are
given, one can determine the coverage tuning parameter ζ to meet the risk requirement by the
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following two steps: First, find the maximum number, ζ, in the set {10 × 2−i : i ∈ N} such
that the risk requirement is satisfied when the coverage tuning parameter ζ assumes value ζ.
Second, apply a bisection search method to obtain a number ζ⋆ as large as possible from interval
[ζ, 2ζ) such that the risk requirement is satisfied when the coverage tuning parameter ζ assumes
value ζ⋆. However, these two steps are not sufficient to produce testing plans of satisfactory
efficiency if the weighting coefficients are not properly chosen. To overcome this limitation, we
observe that to make a testing plan efficient, it is an effective approach to make the testing plan
efficient for parametric values corresponding to the endpoints of the indifference zone. Hence,
for determining the appropriate values of the weighting coefficients, we formulate a minimax
optimization problem as follows. For the family of testing plans parameterized by ai, bi, i =
1, · · · ,m − 1 and ζ, define Q = maxi∈{1,··· ,m−1}max {Ai, Bi} and R = mini∈{1,··· ,m−1}min {Ai, Bi},
where Ai =
δi−1
Pr{Reject Hi−1|θ′i} and Bi =
δi
Pr{Reject Hi|θ′′i } for i = 1, · · · ,m − 1. It can be seen that
if R ≥ 1, then the risk requirement is satisfied for parametric values at the endpoints of the
indifference zone. Moreover, under the restriction that R ≥ 1, if Q is smaller, then the associated
testing plan is more efficient for parametric values at the endpoints of the indifference zone.
Therefore, we propose the following minimization problem: Determine coverage tuning parameter
ζ and weighting coefficients ai, bi, i = 1, · · · ,m−1 such that Q is minimized under the constraint
that R is no less than 1. To accomplish such a task of minimax optimization, we propose the
following iterative algorithm.
∇ Set maximum number of iterations as kmax. Choose initial values of weighting
coefficients as ai = δi−1, bi = δi for i = 1, · · · ,m− 1. Let Q̂←∞ and k ← 0.
∇While k ≤ kmax, do the following:
⋄ Use a bisection search method to determine a number ζ∗ > 0 as large as possible
for ζ such that the value of R associated with ζ∗ and ai, bi, i = 1, · · · ,m− 1
is no less than 1. Let Q∗ and A∗i , B
∗
i , i = 1, · · · ,m− 1 respectively denote the
corresponding values of Q and Ai, Bi, i = 1, · · · ,m− 1, which are associated
with ζ∗ and ai, bi, i = 1, · · · ,m− 1.
⋄ If Q∗ < Q̂, then let Q̂← Q∗ and âi ← ζ∗ai, b̂i ← ζ∗bi for i = 1, · · · ,m− 1.
If there exists an index j ∈ {1, · · · ,m− 1} such that A∗j = Q∗, then let
aj ← ζ∗aj(1 + Q
∗−1
5 ). If there exists an index j ∈ {1, · · · ,m− 1} such that
B∗j = Q
∗, then let bj ← ζ∗bj(1 + Q
∗−1
5 ). Let k ← k + 1.
∇ Return âi, b̂i, i = 1, · · · ,m− 1 as the desired weighting coefficients.
Clearly, the above algorithm returns weighting coefficients such that Q is approximately min-
imized with ζ = 1 and ai = âi, bi = b̂i, i = 1, · · · ,m − 1 subject to the constraint that R ≥ 1.
With weighting coefficients obtained from the above minimax optimization procedure, we can use
the two steps mentioned at the beginning of this section to obtain ζ as large as possible such that
the risk requirement (2) is guaranteed. Our computational experiences indicate that in many
situations, the resultant value of ζ is equal or very close to 1. The intuition behind the above
algorithm is that for fixed ζ and i = 1, · · · ,m − 1, Pr{Reject Hi−1 | θ′i} and Pr{Reject Hi | θ′′i }
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are “roughly” increasing with respect to ai and bi, respectively, which can be explained by the
following heuristic arguments.
From the parametrization of the stopping and decision rules and their connection with the
multi-hypothesis problem defined by (1) and (2), it can be seen that Pr{Reject Hi−1 | θ′i} =
Pr{θ′i /∈ (L,U) | θ′i} = Pr{L ≥ θ′i | θ′i} + Pr{U ≤ θ′i | θ′i}. It follows from statement (II) of
Theorem 1 that Pr{U ≤ θ′i | θ′i} = Pr{U ≤ θ′′i−1 | θ′i} ≤
∑
j<i Pr{Uℓ,j ≤ θ′′j for some ℓ | θ′i} ≈
Pr{Uℓ,i−1 ≤ θ′′i−1 for some ℓ | θ′i} and that Pr{L ≥ θ′i | θ′i} ≤
∑
j≥iPr{Lℓ,j ≥ θ′j for some ℓ |
θ′i} ≈ Pr{Lℓ,i ≥ θ′i for some ℓ | θ′i}. If the gap between θ′i and θ′′i−1 is sufficiently large, then
Pr{Uℓ,i−1 ≤ θ′′i−1 for some ℓ | θ′i} will be much smaller than Pr{Uℓ,i−1 ≤ θ′′i−1 for some ℓ | θ′′i−1}
and consequently, it is reasonable to believe that Pr{Lℓ,i ≥ θ′i for some ℓ | θ′i} is much greater
than Pr{Uℓ,i−1 ≤ θ′′i−1 for some ℓ | θ′i}. This implies that Pr{Reject Hi−1 | θ′i} is “dominated” by
Pr{Lℓ,i ≥ θ′i for some ℓ | θ′i}, which can be increased by increasing ai. By a similar argument, it
can be seen that Pr{Reject Hi | θ′′i } is “dominated” by Pr{Uℓ,i ≤ θ′′i for some ℓ | θ′′i }, which can
be increased by increasing bi.
3 Stopping and Decision Rules in Terms of Point Estimators
In this section, we shall apply the general approach presented in Section 2 to the special case of
a single discrete-time stochastic process (Xn)n∈N such that X1,X2, · · · are identical samples of
X which is parameterized by θ ∈ Θ. Our objective is to design multistage procedures for the
multi-hypotheses testing problem defined by (1) and (2). We shall apply the inclusion principle
to construct stopping and decision rules which can be expressed in terms of point estimators.
In general, a testing plan in our proposed framework consists of s stages. For ℓ = 1, · · · , s,
the number of available samples (i.e., sample size) of the ℓ-th stage is denoted by nℓ. For the ℓ-th
stage, a decision variable Dℓ = Dℓ(X1, · · · ,Xnℓ) is defined in terms of samples X1, · · · ,Xnℓ such
that Dℓ assumes m+ 1 possible values 0, 1, · · · ,m with the following notion:
(i) Sampling is continued until Dℓ 6= 0 for some ℓ ∈ {1, · · · , s}.
(ii) The hypothesis Hj is accepted at the ℓ-th stage if Dℓ = j + 1 and Di = 0 for 1 ≤ i < ℓ.
For practical considerations, we shall only focus on sampling schemes which are closed in the
sense that Pr{Ds = 0} = 0. For efficiency, a sampling scheme should satisfy the condition that
both Pr{D1 6= 0} and Pr{Ds−1 = 0} are greater than zero.
Let l denote the index of stage when the sampling is terminated. Then, the sample number
when the sampling is terminated, denoted by n, is equal to nl. For the ℓ-th stage, an estimator
θ̂ℓ for θ can be defined based on samples X1, · · · ,Xnℓ . Consequently, the overall estimator for
θ, denoted by θ̂, is equal to θ̂l. In many cases, decision variables Dℓ can be defined in terms of
θ̂ℓ. Specially, if θ̂ℓ is a Unimodal-Likelihood Estimator (ULE) of θ for ℓ = 1, · · · , s, the design
and analysis of multistage sampling schemes can be significantly simplified. For a random tuple
X1, · · · ,Xr (of deterministic or random length r) parameterized by θ, we say that the estima-
tor ϕ(X1, · · · ,Xr) is a ULE of θ if ϕ is a multivariate function such that, for any observation
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(x1, · · · , xr) of (X1, · · · ,Xr), the likelihood function is non-decreasing with respect to θ no greater
than ϕ(x1, · · · , xr) and is non-increasing with respect to θ no less than ϕ(x1, · · · , xr). For dis-
crete random variables X1, · · · ,Xr, the associated likelihood function is the joint probability mass
function Pr{Xi = xi, i = 1, · · · , r | θ}. For continuous random variables X1, · · · ,Xr, the corre-
sponding likelihood function is, fX1,··· ,Xr(x1, · · · , xr, θ), the joint probability density function of
random variable X1, · · · ,Xr. It should be noted that a ULE may not be a maximum-likelihood
estimator (MLE). On the other side, a MLE may not be a ULE.
In the sequel, we shall focus on multistage sampling schemes which can be defined in terms
of estimator ϕn = ϕ(X1, · · · ,Xn) such that ϕn is a ULE of θ for every n and that ϕn converges
in probability to θ in the sense that, for any ε > 0 and δ ∈ (0, 1), Pr{|ϕn − θ| ≥ ε} < δ provided
that n is sufficiently large. Such estimator ϕn is referred to as a Unimodal-likelihood Consistent
Estimator (ULCE) of θ. For the ℓ-th stage, the estimator θ̂ℓ is defined as ϕnℓ = ϕ(X1, · · · ,Xnℓ).
Accordingly, the decision variables Dℓ can be defined in terms of estimator θ̂ℓ = ϕnℓ .
3.1 Stopping and Decision Rules from Inclusion Principle
In this section, we shall propose our general stopping and decision rules derived from the inclusion
principle proposed in [1] and represented in Section 2 of this paper.
To avoid prohibitive burden of computational complexity in the design process, our global
strategy is to construct multistage sampling schemes of certain structure such that the risks of
erroneously accepting or rejecting a hypothesis can be adjusted by some parameter ζ > 0. Such
a parameter ζ is referred to as a risk tuning parameter in this paper to convey the idea that ζ
is used to “tune” the risk of making a wrong decision to be acceptable. As will be seen in the
sequel, by virtue of the concept of ULE, we are able to construct a class of multistage testing
plans such that the risks can be “tuned” to be no greater than prescribed levels by making the
risk tuning parameter ζ sufficiently small. Moreover, the risk tuning can be accomplished by a
bisection search method. Furthermore, the OC functions of these multistage testing plans possess
some monotonicity which makes it possible to control the probabilities of committing decision
errors by checking the endpoints of indifference zone.
For the ease of presentation of our sampling schemes, we need to introduce some multivariate
functions regarding estimator ϕn = ϕ(X1, · · · ,Xn) of θ. For n ∈ N, θ ∈ Θ, δ ∈ (0, 1), define
f(n, θ, δ) =
max{z ∈ Iϕn : Fϕn(z, θ) ≤ δ, z ≤ θ} if {Fϕn(ϕn, θ) ≤ δ, ϕn ≤ θ} 6= ∅,−∞ otherwise
g(n, θ, δ) =
min{z ∈ Iϕn : Gϕn(z, θ) ≤ δ, z ≥ θ} if {Gϕn(ϕn, θ) ≤ δ, ϕn ≥ θ} 6= ∅,∞ otherwise
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For θ′ < θ′′ contained in Θ and δ′, δ′′ ∈ (0, 1), define
f(n, θ′, θ′′, δ′, δ′′) = min
{
f(n, θ′′, δ′′),
1
2
[f(n, θ′′, δ′′) + g(n, θ′, δ′)]
}
,
g(n, θ′, θ′′, δ′, δ′′) = max
{
g(n, θ′, δ′),
1
2
[f(n, θ′′, δ′′) + g(n, θ′, δ′)]
}
.
By virtue of the inclusion principle, we have derived a general method for constructing multistage
test plans in terms point estimators and their properties described by Theorem 2 as follows.
Theorem 2 Let αi = O(ζ) ∈ (0, 1), βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m − 1 and αm = β0 = 0.
Define αi = max{αj : i < j ≤ m} and βi = max{βj : 0 ≤ j ≤ i} for i = 0, 1, · · · ,m− 1. Suppose
that ϕn is a ULCE of θ. Suppose that the maximum sample size ns is no less than the minimum
integer n such that f(n, θ′′i , βi) ≥ g(n, θ′i, αi) for i = 1, · · · ,m− 1. Define fℓ,i = f(nℓ, θ′i, θ′′i , αi, βi)
and gℓ,i = g(nℓ, θ
′
i, θ
′′
i , αi, βi) for i = 1, · · · ,m− 1. Define
Dℓ =

1 if θ̂ℓ ≤ fℓ,1,
i if gℓ,i−1 < θ̂ℓ ≤ fℓ,i where 2 ≤ i ≤ m− 1,
m if θ̂ℓ > gℓ,m−1,
0 else
(3)
for ℓ = 1, · · · , s. The following statements (I)-(VI) hold true for m ≥ 2.
(I) Pr{Reject H0 | θ} is non-decreasing with respect to θ ∈ Θ0.
(II) Pr{Reject Hm−1 | θ} is non-increasing with respect to θ ∈ Θm−1.
(III) Pr{Reject Hi | θ} ≤ s(αi + βi) for any θ ∈ Θi and i = 0, 1, · · · ,m− 1.
(IV) For 0 < i ≤ m− 1, Pr{Accept Hi | θ} is no greater than sαi and is non-decreasing with
respect to θ ∈ Θ no greater than θ′i.
(V) For 0 ≤ i ≤ m− 2, Pr{Accept Hi | θ} is no greater than sβi+1 and is non-increasing with
respect to θ ∈ Θ no less than θ′′i+1.
(VI) Assume that E[eρX ] exists for any ρ ∈ R and that ϕn =
∑n
i=1 Xi
n
is an unbiased and
unimodal-likelihood estimator of θ, where X1,X2, · · · are i.i.d. samples of X. Then, for i =
0, 1, · · · ,m− 1, limζ→0Pr{Reject Hi | θ} = 0 for any θ ∈ Θi.
Moreover, the following statements (VII), (VIII) and (IX) hold true for m ≥ 3.
(VII)
Pr{Reject Hi | θ} ≤ Pr{Reject Hi, θ̂ ≤ a | a}+ Pr{Reject Hi, θ̂ ≥ b | b},
Pr{Reject Hi | θ} ≥ Pr{Reject Hi, θ̂ ≤ a | b}+ Pr{Reject Hi, θ̂ ≥ b | a}
for any θ ∈ [a, b] ⊆ Θi and 1 ≤ i ≤ m− 2.
(VIII) Pr{Reject H0 and Hm−1 | θ} is non-decreasing with respect to θ ∈ Θ0 and is non-
increasing with respect to θ ∈ Θm−1.
(IX) Pr{Reject H0 and Hm−1 | θ} is no greater than s×max{αi : 1 ≤ i ≤ m− 2} for θ ∈ Θ0
and is no greater than s×max{βi : 2 ≤ i ≤ m− 1} for θ ∈ Θm−1.
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See Appendix B for a proof.
In situations that the parameter θ to be tested is the expectation of X, we can apply normal
approximation to simplify the stopping and decision rules. Assume that X1,X2, · · · are identical
samples of X and that the variance of ϕn =
∑n
i=1 Xi
n is a bivariate function, denoted by V (θ, n),
of θ and n. If all sample sizes are large, then the central limit theorem may be applied to establish
the normal approximation
Fϕn (z, θ)
def
= Pr{ϕn ≤ z | θ} ≈ Φ
(
z − θ√
V (θ, n)
)
,
Gϕn (z, θ)
def
= Pr{ϕn ≥ z | θ} ≈ Φ
(
θ − z√
V (θ, n)
)
and consequently, the stopping and decision rule described by Theorem 2 can be simplified by
applying the approximation to redefine f(n, θ, δ) and g(n, θ, δ) as follows:
f(n, θ, δ) =
max
{
z ∈ Iϕn : Φ
(
z−θ√
V (θ, n)
)
≤ δ, z ≤ θ
}
if
{
Φ
(
ϕn−θ√
V (θ, n)
)
≤ δ, ϕn ≤ θ
}
6= ∅,
−∞ otherwise
g(n, θ, δ) =
min
{
z ∈ Iϕn : Φ
(
θ−z√
V (θ, n)
)
≤ δ, z ≥ θ
}
if
{
Φ
(
θ−ϕn√
V (θ, n)
)
≤ δ, ϕn ≥ θ
}
6= ∅,
∞ otherwise
for n ∈ N, θ ∈ Θ, δ ∈ (0, 1). Except this modification, the definition of the stopping and decision
rules remain unchanged. It should be noted that this is not the best approximation method for
simplifying the stopping and decision rules. Our computational experiences indicate that the
accuracy of normal approximation can be improved by replacing θ in V (θ, n) as z + w(θ − z),
where w ∈ [0, 1]. In other words, we propose a new normal approximation as follows:
Fϕn (z, θ) ≈ Φ
(
z − θ√
V (z +w(θ − z), n)
)
,
Gϕn (z, θ) ≈ Φ
(
θ − z√
V (z +w(θ − z), n)
)
.
Accordingly, the stopping and decision rule described by Theorem 2 can be simplified by redefining
f(n, θ, δ) and g(n, θ, δ) as follows:
f(n, θ, δ) =
max
{
z ∈ Iϕn : Φ
(
z−θ√
V (z+w(θ−z), n)
)
≤ δ, z ≤ θ
}
if A 6= ∅,
−∞ otherwise
g(n, θ, δ) =
min
{
z ∈ Iϕn : Φ
(
θ−z√
V (z+w(θ−z), n)
)
≤ δ, z ≥ θ
}
if B 6= ∅,
∞ otherwise
for n ∈ N, θ ∈ Θ, δ ∈ (0, 1), where A def=
{
Φ
(
ϕn−θ√
V (ϕn+w(θ−ϕn), n)
)
≤ δ, ϕn ≤ θ
}
and B
def
=
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{
Φ
(
θ−ϕn√
V (ϕn+w(θ−ϕn), n)
)
≤ δ, ϕn ≥ θ
}
. As before, except this modification, the definition of
the stopping and decision rules remain unchanged.
Although approximation methods are used, for many problems, the risk requirements can be
guaranteed by choosing ζ to be a sufficiently small number. Moreover, the performance of the
testing plans can be optimized with respect to w ∈ [0, 1]. Clearly, this approach of constructing
simple stopping and decision rules applies to the problems of testing binomial proportion, Poisson
parameter, and finite population proportion.
In addition to the normal approximation, bounds of tail probabilities of ϕn =
∑n
i=1Xi
n , where
X1,X2, · · · are identical samples of X as before, can be used to simplify stopping and decision
rules. To proceed in this direction, define multivariate functions
fc(n, θ, δ) =
max{z ∈ Iϕn : [C (z, θ)]n ≤ δ, z ≤ θ} if {[C (ϕn, θ)]n ≤ δ, ϕn ≤ θ} 6= ∅,−∞ otherwise
gc(n, θ, δ) =
min{z ∈ Iϕn : [C (z, θ)]n ≤ δ, z ≥ θ} if {[C (ϕn, θ)]n ≤ δ, ϕn ≥ θ} 6= ∅,∞ otherwise
for n ∈ N, θ ∈ Θ, δ ∈ (0, 1), where C (z, θ) = infρ∈R E[eρ(X−z)]. Moreover, define
f
c
(n, θ′, θ′′, δ′, δ′′) = min
{
fc(n, θ
′′, δ′′),
1
2
[fc(n, θ
′′, δ′′) + gc(n, θ′, δ′)]
}
,
gc(n, θ
′, θ′′, δ′, δ′′) = max
{
gc(n, θ
′, δ′),
1
2
[fc(n, θ
′′, δ′′) + gc(n, θ′, δ′)]
}
for θ′ < θ′′ in Θ, δ′, δ′′ ∈ (0, 1) and n ∈ N.
Our sampling schemes and their properties can be described by Theorem 3 as follows.
Theorem 3 Let αi = O(ζ) ∈ (0, 1), βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m − 1 and αm = β0 = 0.
Define αi = max{αj : i < j ≤ m} and βi = max{βj : 0 ≤ j ≤ i} for i = 0, 1, · · · ,m − 1.
Suppose that E[eρX ] exists for any ρ ∈ R and ϕn =
∑n
i=1 Xi
n
is an unbiased and unimodal-likelihood
estimator of θ. Suppose that the maximum sample size ns is no less than the minimum integer n
such that fc(n, θ
′′
i , βi) ≥ gc(n, θ′i, αi) for i = 1, · · · ,m − 1 . Define decision variable Dℓ by (41)
for ℓ = 1, · · · , s with fℓ,i = f c(nℓ, θ′i, θ′′i , αi, βi) and gℓ,i = gc(nℓ, θ′i, θ′′i , αi, βi) for i = 1, · · · ,m− 1.
Then, the same conclusion as described by statements (I)–(IX) of Theorem 2 holds true.
Theorem 3 can be established by making use of Lemmas 1, 2, and 3 and an argument similar
to the proof of Theorem 2.
In the preceding discussion, Chernoff bounds and normal approximations are used to simpli-
fying stopping and decision rules. In addition to these techniques, we can also use the bounds on
the distribution of the likelihood ratios to construct simple stopping and decision rules. For this
purpose, we have derived the following results.
Theorem 4 Let α be a positive number and n be a positive integer. Let fn(x1, · · · , xn; θ) denote
the joint probability density (or mass) function of random variables X1, · · · ,Xn parameterized by
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θ ∈ Θ. Assume that fn(X1,··· ,Xn;θ1)fn(X1,··· ,Xn;θ0) can be expressed as a function, Λ(ϕn, θ0, θ1), of θ0, θ1 and
ϕn = ϕ(X1, · · · ,Xn) such that Λ(ϕn, θ0, θ1) is increasing with respect to ϕn. Let θ̂n be a function
of ϕn such that θ̂n takes values in Θ. Then,
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≤ θ | θ
}
≤ α
2
, (4)
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≥ θ | θ
}
≤ α
2
, (5)
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
| θ
}
≤ α (6)
for θ ∈ Θ. Moreover, under additional assumption that θ̂n is a ULE for θ, the following inequalities
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≤ inf S | θ
}
≤ α
2
, (7)
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≥ supS | θ
}
≤ α
2
, (8)
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
| θ
}
≤ α (9)
hold true for arbitrary nonempty subset S of Θ and all θ ∈ S .
See Appendix C for a proof. By virtue of Theorem 4, we can construct confidence intervals
for θ, which can be used to construct stopping and decision rules based on the inclusion principle.
3.2 Bisection Risk Tuning
In this section, we shall propose bisection risk tuning method based on the groundwork established
in Theorems 2 and 3. In applications, the number of stages s and the sample sizes n1, · · · , ns can
be defined as certain functions of ζ and αi, βi, i = 1, · · · ,m − 1. It can be seen from Theorems
2 and 3 that if αi, βi, i = 1, · · · ,m − 1 are given functions of the risk tuning parameter ζ, then
the corresponding stopping and decision rules are actually parameterized by the risking tuning
parameter ζ. Assuming that αi, βi, i = 1, · · · ,m − 1 are given functions of the risk tuning
parameter ζ, the objective of bisection risk tuning is to determine ζ as large as possible such
that the risk requirement (2) is satisfied. The procedure of bisection risk tuning is illustrated as
follows.
According to statement (VI) of Theorem 2, Pr{Reject Hi | θ} tends to 0 as ζ tends to 0.
This implies that we can ensure (2) by choosing a sufficiently small risk tuning parameter ζ.
Clearly, every value of ζ determines a test plan and consequently its performance specifications
such as average sample number (ASN) and risks of making wrong decisions. Intuitively, under the
constraint of risk requirements, the risk tuning parameter ζ should be chosen as large as possible
in order to reduce the sample number. To achieve such an objective, it is a critical subroutine
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to determine whether a given ζ is sufficient to ensure the risk requirement (2). Since there may
be an extremely large number or infinite parametric values in ∪m−1i=0 Θi, it is essential to develop
an efficient method to check the risk requirement (2) without exhaustive computation. For this
purpose, statements (I), (II) and (VI) of Theorem 2 can be very useful. As a consequence of
statement (I), to check if Pr{Reject H0 | θ} ≤ δ0 for any θ ∈ Θ0, it suffices to check whether
Pr{Reject H0 | θ′1} ≤ δ0 is true. By virtue of statement (II), for purpose of determining whether
Pr{Reject Hm−1 | θ} ≤ δm−1 for any θ ∈ Θm−1, it is sufficient to check if Pr{Reject Hm−1 |
θ′′m−1} ≤ δm−1 is true. For i ∈ {1, · · · ,m − 2}, to determine whether Pr{Reject Hi | θ} ≤ δi for
any θ ∈ Θi, we can apply the bounding results in statement (VI) of Theorem 2 and the Adaptive
Maximum Checking Algorithm (AMCA) established in [2]. Therefore, it is clear that we can
develop an efficient subroutine to determine whether a given ζ guarantees the risk requirement
(2). Now, let ζ be the maximum number in the set {10 × 2−i : i ∈ N} such that the risk
requirement (2) is satisfied when the risk tuning parameter ζ assumes value ζ. Such number ζ
can be obtained by using the subroutine to check the risk requirement (2). Once ζ is found, we
can apply a bisection search to obtain a number ζ⋆ as large as possible from interval [ζ, 2ζ) such
that the risk requirement (2) is satisfied when the risk tuning parameter ζ assumes value ζ⋆.
The above bisection risk tuning technique can be straightforwardly extended to control the
following error probabilities:
Pr{Accept Hi | θ ∈ Θj}, 0 ≤ i < j ≤ m− 1
Pr{Accept Hi | θ ∈ Θj}, 0 ≤ j < i ≤ m− 1
Pr{Accept Hi | θ ∈ Θj}, 0 ≤ i ≤ j − 2 < j ≤ m− 1
Pr{Accept Hi | θ ∈ Θj}, 0 ≤ j ≤ i− 2 < i ≤ m− 1
For this purpose, statements (IV) and (V) of Theorem 2 can be used to develop efficient method of
checking the above risk requirements. In a similar spirit, by virtue of statements (VII) and (VIII)
of Theorem 2, the control of Pr{Reject H0 and Hm−1 | θ ∈ Θ0 ∪ Θm−1} can be incorporated
in the bisection risk tuning technique. As can be seen from above discussion, a critical idea in
the tuning technique is to avoid exhaustive computation by making use of monotonicity of error
probabilities with respect to θ.
3.3 Minimax Optimization for Determining Weighting Coefficients
As can be seen from Section 3.2, to construct testing plans based on the bisection risk tuning
technique, it is necessary to choose appropriate forms for αi, βi, i = 1, · · · ,m − 1 as functions
of ζ. It is indicated in Theorems 2 and 3 that these functions should be taken within the class
O(ζ). Specifically, in order to apply the bisection risk tuning technique, we propose to choose
αi, βi, i = 1, · · · ,m− 1 as
αi = ζai, βi = ζbi, i = 1, · · · ,m− 1, (10)
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where the constants ai, bi, i = 1, · · · ,m− 1 are referred to as weighting coefficients in this paper.
The notion of this terminology is derived from the following intuition:
(i) For i = 1, · · · ,m− 1, Pr{Reject Hi−1 | θ′i} is “roughly” increasing with respect to ai;
(ii) For i = 1, · · · ,m− 1, Pr{Reject Hi | θ′′i } is “roughly” increasing with respect to bi.
The probabilities of making wrong decisions are affected by the functions αi, βi, i = 1, · · · ,m−
1 through the risk tuning parameter ζ and the weighting coefficients.
Using αi, βi defined by (10), we can apply Theorems 2 and 3 to define testing plans. Clearly,
the weighting coefficients significantly impact the efficiency of the resultant testing plans. We
observe that to make a testing plan efficient, it is an effective approach to make the testing plan
efficient for parametric values corresponding to the endpoints of the indifference zones. Hence,
for determining the appropriate values of the weighting coefficients, we formulate a minimax
optimization problem as follows.
Consider a family of testing plans associated with αi, βi defined by (10). Define
Ai =
δi−1
Pr{Reject Hi−1 | θ′i}
, Bi =
δi
Pr{Reject Hi | θ′′i }
for i = 1, · · · ,m− 1
and
Q = max
i∈{1,··· ,m−1}
max {Ai, Bi} , R = min
i∈{1,··· ,m−1}
min {Ai, Bi} .
Clearly, Q, R and Ai, Bi, i = 1, · · · ,m− 1 are functions of ζ and ai, bi, i = 1, · · · ,m− 1. It can
be seen that if R ≥ 1, then the risk requirement is satisfied for parametric values at the endpoints
of the indifference zones. Moreover, under the restriction that R ≥ 1, if Q is smaller, then the
associated testing plan is more efficient for parametric values at the endpoints of the indifference
zones. Therefore, we propose the following minimization problem:
Determine risk tuning parameter ζ and weighting coefficients ai, bi, i = 1, · · · ,m − 1 such
that Q is minimized under the constraint that R is no less than 1.
Actually, this is a minimax optimization problem, since the quantity to be minimized is also
a maximum over a discrete set. To accomplish such a task of minimax optimization, we propose
the following iterative algorithm based on the intuition as stated in the above statements (i) and
(ii).
Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as ai = δi−1, bi = δi for i = 1, · · · ,m− 1. Let Q̂←∞ and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on αi = ζai, βi = ζbi for i = 1, · · · ,m−1, use a bisection search method
to determine ζ > 0 as large as possible such that the value of R associated with ζ and
ai, bi, i = 1, · · · ,m − 1 is no less than 1. Let the value of ζ obtained at this step
be denoted by ζ∗. Let Q∗, R∗ and A∗i , B
∗
i , i = 1, · · · ,m − 1 respectively denote the
corresponding values of Q, R and Ai, Bi, i = 1, · · · ,m− 1, which are associated with
ζ∗ and ai, bi, i = 1, · · · ,m− 1.
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Step 2-2 : If Q∗ < Q̂, then let Q̂← Q∗ and âi ← ζ∗ai, b̂i ← ζ∗bi for i = 1, · · · ,m− 1.
Step 2-3 : If there exists an index j ∈ {1, · · · ,m − 1} such that A∗j = Q∗, then let
aj ← ζ∗aj
(
1 + Q
∗−1
5
)
.
Step 2-4 : If there exists an index j ∈ {1, · · · ,m − 1} such that B∗j = Q∗, then let
bj ← ζ∗bj
(
1 + Q
∗−1
5
)
.
Step 2-5 : Let k ← k + 1.
Step 3 : Return âi, b̂i, i = 1, · · · ,m− 1 as the desired weighting coefficients.
We would like to point out that the number “5” in the denominator of Q
∗−1
5 appeared in Steps
2-3 and 2-4 may not be the optimal value for the efficiency of minimization. Our computational
experiences indicate that the numbers chosen from interval [4, 8] work reasonably well.
Clearly, the above algorithm returns weighting coefficients such that Q is approximately min-
imized with ζ = 1 and ai = âi, bi = b̂i, i = 1, · · · ,m − 1 subject to the constraint that R ≥ 1.
With weighting coefficients obtained from the above minimax optimization procedure, we can
use the bisection risk tuning technique proposed in Section 3.2 to obtain ζ as large as possible
such that the risk requirement (2) is guaranteed. Our computational experiences indicate that in
many situations, the resultant value of ζ is equal or very close to 1. This is consistent with our
observation that for many problem cases, the maximum of probabilities of incorrectly rejecting
hypotheses is attained at some endpoint of the indifference zones.
3.4 Recursive Computation
As will be seen in the sequel, for most multistage sampling schemes for testing parameters of
discrete variables, the computation of the OC functions involve probabilistic terms like Pr{Ki ∈
Ki, i = 1, · · · , ℓ}, ℓ = 1, 2, · · · , where Kℓ =
∑nℓ
i=1Xi and Ki is a subset of integers. The
calculation of such terms can be performed by virtue of the following recursive relationship:
Pr{Kℓ+1 = kℓ+1; Ki ∈ Ki, i = 1, · · · , ℓ}
=
∑
kℓ∈Kℓ
[Pr{Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1} (11)
×Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1}] , (12)
where the computation of the conditional probability Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈
Ki, i = 1, · · · , ℓ−1} depends on specific problems. In the context of testing a binomial parameter
p, we have
Pr{Kℓ+1−Kℓ = kℓ+1−kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ−1} =
(
nℓ+1 − nℓ
kℓ+1 − kℓ
)
pkℓ+1−kℓ(1−p)nℓ+1−nℓ−kℓ+1+kℓ .
In the context of testing a Poisson parameter λ, we have
Pr{Kℓ+1−Kℓ = kℓ+1−kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ−1} = [(nℓ+1 − nℓ)λ]
kℓ+1−kℓ exp(−(nℓ+1 − nℓ)λ)
(kℓ+1 − kℓ)! .
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In the context of testing the proportion, p, of a finite population of size N using multistage
sampling schemes to be described in Section 4.6.2, we have
Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1} =
(
pN−kℓ
kℓ+1−kℓ
)(
N−nℓ−pN+kℓ
nℓ+1−nℓ−kℓ+1+kℓ
)(
N−nℓ
nℓ+1−nℓ
) . (13)
The conditional probability in (13) can be viewed as the probability of seeing kℓ+1 − kℓ units
having a certain attribute in the course of drawing nℓ+1 − nℓ units, based on a simple sampling
without replacement, from a population of N − nℓ units, among which pN − kℓ units having the
attribute. Actually, as can be seen from Appendix D, the recursive formulae (12) and (13) for
multistage sampling without replacement can be proved by virtue of the notion of probability
space.
It should be noted that the domain truncation technique to be described in subsection 3.5 can
be used to significantly reduce computation.
3.5 Domain Truncation
In the design and analysis of multistage sampling schemes, a frequent problem is to compute
probabilistic terms like Pr{W (θ̂,n) ∈ R}, where W is a bivariate function and R is a subset of
real numbers. The computational complexity associated with this type of problems can be high
because the domain of summation or integration is large. The truncation techniques recently
established in [9] have the power to considerably simplify the computation by reducing the domain
of summation or integration to a much smaller set. The following result derived from a similar
method as that of [9], shows that the truncation can be done with controllable error.
Theorem 5 Let η ∈ (0, 1). Let θℓ, θℓ, ℓ = 1, · · · , s be real numbers such that Pr{θℓ ≤ θ̂ℓ ≤
θℓ for ℓ = 1, · · · , s} ≥ 1 − η. Assume that there exist subsets of real numbers Aℓ, ℓ = 1, · · · , s
such that {l = ℓ} = {θ̂i ∈ Ai for 1 ≤ i ≤ ℓ} for ℓ = 1, · · · , s. Then,
Pr{W (θ̂,n) ∈ R} − η ≤
s∑
ℓ=1
Pr{W (θ̂ℓ,nℓ) ∈ R and θ̂i ∈ Bi for 1 ≤ i ≤ ℓ} ≤ Pr{W (θ̂,n) ∈ R}, (14)
where Bℓ = {ϑ ∈ Aℓ : θℓ ≤ ϑ ≤ θℓ} for ℓ = 1, · · · , s.
To determine numbers θℓ, θℓ, ℓ = 1, · · · , s such that Pr{θℓ ≤ θ̂ℓ ≤ θℓ for ℓ = 1, · · · , s} ≥ 1−η,
we can follow a similar method as that of [9].
4 Construction of Sampling Schemes
In this section, we shall discuss the applications of the fundamental principle described in the
previous section to the design and analysis of multistage testing plans.
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4.1 Tests of Simple Hypotheses
In some situations, it may be interesting to test multiple simple hypotheses Hi : θ = θi for
i = 0, 1, · · · ,m− 1. For risk control purpose, it is typically required that, for prescribed numbers
δi ∈ (0, 1),
Pr {Accept Hi | θi} ≥ 1− δi, i = 0, 1, · · · ,m− 1. (15)
Applying Theorem 2 to the following hypotheses
H0 : θ ≤ ϑ1, H1 : ϑ1 < θ ≤ ϑ2, . . . , Hm−2 : ϑm−2 < θ ≤ ϑm−1, Hm−1 : θ > ϑm−1
with ϑi =
θi−1+θi
2 , i = 1, · · · ,m − 1 and indifference zone ∪m−1i=1 (θi−1, θi), we have the following
results.
Corollary 1 Let αi, βi ∈ (0, 1) for i = 1, · · · ,m − 1 and αm = β0 = 0. Define αi = max{αj :
i < j ≤ m} and βi = max{βj : 0 ≤ j ≤ i} for i = 0, 1, · · · ,m − 1. Suppose that ϕn is
a ULCE of θ and that the maximum sample size ns is no less than the minimum integer n
such that f(n, θi, βi) ≥ g(n, θi−1, αi) for i = 1, · · · ,m − 1. Define fℓ,i = f(nℓ, θi−1, θi, αi, βi)
and gℓ,i = g(nℓ, θi−1, θi, αi, βi) for i = 1, · · · ,m − 1. Define decision variable Dℓ by (41) for
ℓ = 1, · · · , s. Then, Pr{Reject Hi | θi} ≤ s(αi + βi) for i = 0, 1, · · · ,m− 1.
Applying Theorem 3 to hypothesesHi, i = 0, 1, · · · ,m−1 with indifference zone ∪m−1i=1 (θi−1, θi),
we have the following results.
Corollary 2 Let αi, βi ∈ (0, 1) for i = 1, · · · ,m− 1 and αm = β0 = 0. Define αi = max{αj : i <
j ≤ m} and βi = max{βj : 0 ≤ j ≤ i} for i = 0, 1, · · · ,m− 1. Suppose that
fc(n, θi, βi) ≥ gc(n, θi−1, αi), i = 1, · · · ,m− 1 (16)
if n is sufficiently large. Suppose that the maximum sample size ns is no less than the minimum in-
teger n such that (16) is satisfied. Define fℓ,i = f c(nℓ, θi−1, θi, αi, βi) and gℓ,i = gc(nℓ, θi−1, θi, αi, βi)
for i = 1, · · · ,m − 1. Define decision variable Dℓ by (41) for ℓ = 1, · · · , s. Suppose that θ̂ℓ is
an unbiased and unimodal-likelihood estimator of θ for ℓ = 1, · · · , s. Then, Pr{Reject Hi | θi} ≤
s(αi + βi) for i = 0, 1, · · · ,m− 1.
Corollaries 1 and 2 provide methods to define testing plans and reveal that the risk requirement
15 can be satisfied by choosing sufficiently small αi, βi for i = 1, · · · ,m − 1. The concrete
determination of such parameters is addressed in the sequel.
4.1.1 Risk Tuning and Minimax Optimization
As can be seen from Corollaries 1 and 2, to construct efficient testing plans satisfying the risk
requirement, it is necessary to choose appropriate forms for αi, βi, i = 1, · · · ,m− 1 as functions
of ζ. Specifically, we propose to choose
αi = ζai, βi = ζbi for i = 1, · · · ,m− 1, (17)
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where the constants ai, bi, i = 1, · · · ,m − 1 are referred to as the weighting coefficients. Using
αi, βi defined by (17), we can apply Corollaries 1 and 2 to define testing plans. For purpose
of efficiency, it is crucial to determine appropriate values for the risk tuning parameter ζ and
the weighting coefficients ai, bi, i = 1, · · · ,m − 1. This task can be formulated as a minimax
optimization problem as follows.
Consider a family of testing plans associated with αi, βi defined by (17). Define
Ai =
δi
Pr{Reject Hi | θi} for i = 0, 1, · · · ,m− 1
and
Q = max
i∈{0,1,··· ,m−1}
Ai, R = min
i∈{0,1,··· ,m−1}
Ai.
Clearly, Ai, i = 0, 1, · · · ,m−1 are functions of ζ and ai, bi, i = 1, · · · ,m−1. It can be seen that
if R ≥ 1, then the risk requirement (15) is satisfied. Moreover, under the restriction that R ≥ 1,
if Q is smaller, then the associated testing plan is more efficient. Hence, we propose the following
minimization problem:
Determine risk tuning parameter ζ and weighting coefficients ai, bi, i = 1, · · · ,m − 1 such
that Q is minimized under the constraint that R is no less than 1.
Clearly, this is a minimax optimization problem, since the quantity to be minimized is also
a maximum over a discrete set. For notational convenience, we define am = b0 = 0 and use it
for describing our algorithm throughout the remainder of this section. To resolve the minimax
optimization problem, we propose the following iterative algorithm, which is motivated by the
intuition that for i = 0, 1, · · · ,m − 1, Pr{Reject Hi | θi} is “roughly” increasing with respect to
ai+1 + bi.
Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as a1 = δ0, bm−1 = δm−1 and ai+1 = bi = δi2 for i = 1, · · · ,m − 2. Let Q̂ ← ∞
and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on αi = ζai, βi = ζbi for i = 1, · · · ,m−1, use a bisection search method
to determine ζ > 0 as large as possible such that the value of R associated with ζ and
ai, bi, i = 1, · · · ,m − 1 is no less than 1. Let the value of ζ obtained at this step
be denoted by ζ∗. Let Q∗, R∗ and A∗i , i = 0, 1, · · · ,m − 1 respectively denote the
corresponding values of Q, R and Ai, i = 0, 1, · · · ,m− 1, which are determined by ζ∗
and ai, bi, i = 0, 1, · · · ,m− 1.
Step 2-2 : If Q∗ < Q̂, then let Q̂← Q∗ and âi ← ζ∗ai, b̂i ← ζ∗bi for i = 1, · · · ,m− 1.
Step 2-3 : For index j ∈ {0, 1, · · · ,m−1} such that A∗j = Q∗, let aj+1 ← ζ∗aj+1
(
1 + Q
∗−1
5
)
and bj ← ζ∗bj
(
1 + Q
∗−1
5
)
.
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Step 2-4 : Let k ← k + 1.
Step 3 : Return ζ = 1 as the desired value of risk tuning parameter and âi, b̂i, i = 1, · · · ,m− 1
as the desired weighting coefficients.
Clearly, the above iterative algorithm returns weighting coefficients such that Q is approxi-
mately minimized with ζ = 1 and ai = âi, bi = b̂i, i = 1, · · · ,m−1 subject to the constraint that
R ≥ 1. Hence, the iterative algorithm accomplishes the task of coverage tuning.
4.2 One-sided Tests
In order to infer from random samples X1,X2, · · · of X whether the true value of θ is greater or
less than a certain number ϑ ∈ Θ, a classical problem is to test one-sided hypothesis H0 : θ ≤ ϑ
versus H1 : θ > ϑ. This problem can be cast in the general formulation (1) with m = 2, Θ0 =
{θ ∈ Θ : θ ≤ ϑ} and Θ1 = {θ ∈ Θ : θ > ϑ}. To control the probabilities of making wrong
decisions, it is typically required that, for a priori numbers α, β ∈ (0, 1),
Pr {Reject H0 | θ} ≤ α for any θ ∈ Θ0, (18)
Pr {Accept H0 | θ} ≤ β for any θ ∈ Θ1 (19)
with Θ0 = {θ ∈ Θ0 : θ ≤ θ0} and Θ1 = {θ ∈ Θ1 : θ ≥ θ1}, where θ0 and θ1 are numbers in Θ such
that θ0 < ϑ < θ1. The inequalities in (18) and (19) specify, respectively, the upper bounds for the
probabilities of committing a Type I error and a Type II error. Clearly, the interval (θ0, θ1) is an
indifference zone, since there is no requirement imposed on probabilities of committing decision
errors for θ ∈ (θ0, θ1).
Applying Theorem 2 to the special case of m = 2, we have the following results.
Corollary 3 Let α0, β1 ∈ (0, 1). Suppose that ϕn is a ULCE of θ and that the maximum sample
size ns is no less than the minimum integer n such that f(n, θ1, β1) ≥ g(n, θ0, α0). Define
Dℓ =

1 if θ̂ℓ ≤ f(nℓ, θ0, θ1, α0, β1),
2 if θ̂ℓ > g(nℓ, θ0, θ1, α0, β1),
0 else
for ℓ = 1, · · · , s. Then, Pr{Accept H0 | θ} ≤ sβ1 for θ ∈ Θ no less than θ1, and Pr{Reject H0 |
θ} ≤ sα0 for θ ∈ Θ no greater than θ0. Moreover, Pr{Accept H0 | θ} is non-increasing with
respect to θ ∈ Θ such that θ /∈ (θ0, θ1).
Applying Theorem 3 to the special case of m = 2, we have the following results.
Corollary 4 Let α0, β1 ∈ (0, 1). Suppose that fc(n, θ1, β1) ≥ gc(n, θ0, α0) if n is sufficiently
large. Suppose that the maximum sample size ns is no less than the minimum integer n such that
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fc(n, θ1, β1) ≥ gc(n, θ0, α0). Suppose that θ̂ℓ is an unbiased and unimodal-likelihood estimator of
θ for ℓ = 1, · · · , s. Define
Dℓ =

1 if θ̂ℓ ≤ f c(nℓ, θ0, θ1, α0, β1),
2 if θ̂ℓ > gc(nℓ, θ0, θ1, α0, β1),
0 else
for ℓ = 1, · · · , s. Then, the same conclusion as that of Corollary 3 holds true.
In order to develop a class of test plans with OC functions being monotone in the overall
parameter space Θ, we shall introduce multivariate functions
F̂ (n, θ, δ) =
max{z ∈ Iϕn : Fϕn(z, θ) ≤ δ} if {Fϕn(ϕn, θ) ≤ δ} 6= ∅,−∞ otherwise
Ĝ(n, θ, δ) =
min{z ∈ Iϕn : Gϕn(z, θ) ≤ δ} if {Gϕn(ϕn, θ) ≤ δ} 6= ∅,∞ otherwise
for n ∈ N, θ ∈ Θ, δ ∈ (0, 1) and
F (n, θ′, θ′′, δ′, δ′′) = min
{
F̂ (n, θ′′, δ′′),
1
2
[F̂ (n, θ′′, δ′′) + Ĝ(n, θ′, δ′)]
}
,
G(n, θ′, θ′′, δ′, δ′′) = max
{
Ĝ(n, θ′, δ′),
1
2
[F̂ (n, θ′′, δ′′) + Ĝ(n, θ′, δ′)]
}
for θ′ < θ′′ in Θ and δ′, δ′′ ∈ (0, 1). Moreover, we need to make use of the concept of monotone
likelihood ratio. The likelihood ratio is said to be monotonically increasing with respect to ϕn if,
for arbitrary θ′ < θ′′ in Θ, the likelihood ratio Pr{Xi=xi, i=1,··· ,n|θ
′′}
Pr{Xi=xi, i=1,··· ,n|θ′} (or
fX1,··· ,Xn (x1,··· ,xn|θ′′)
fX1,··· ,Xn (x1,··· ,xn|θ′)
for the
continuous case) is monotonically increasing with respect to ϕn.
Now we are ready to describe a new class of test plans by Theorem 6 as follows.
Theorem 6 Let α0, β1 ∈ (0, 1). Suppose that ϕn is a ULCE of θ and that the likelihood ratio is
monotonically increasing with respect to ϕn. Suppose that the maximum sample size ns is no less
than the minimum integer n such that F̂ (n, θ1, β1) ≥ Ĝ(n, θ0, α0). Define
Dℓ =

1 if θ̂ℓ ≤ F (nℓ, θ0, θ1, α0, β1),
2 if θ̂ℓ > G(nℓ, θ0, θ1, α0, β1),
0 else
for ℓ = 1, · · · , s. Then, Pr{Accept H0 | θ} ≤ sβ1 for θ ∈ Θ no less than θ1, and Pr{Reject H0 |
θ} ≤ sα0 for θ ∈ Θ no greater than θ0. Moreover, Pr{Accept H0 | θ} is non-increasing with
respect to θ ∈ Θ.
See Appendix E for a proof.
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In Theorem 6, Corollaries 3 and 4, we have proposed different testing plans for testing the one-
sided hypotheses. To satisfy the risk requirements (18) and (19), we need to perform risk tuning
procedure. Specifically, we propose to choose α0 = ζa0, β1 = ζb1, where ζ is the risk tuning
parameter and a0, b1 are weighting coefficients. Due to the monotonicity of the OC function, it
suffices to ensure the risk requirements (18) and (19) for parametric values θ0 and θ1. Consider
the family of testing plans associated with α0 = ζa0 and β1 = ζb1. Define
A =
α
Pr{Reject H0 | θ0} , B =
β
Pr{Reject H1 | θ1} , Q = max {A, B} , R = min {A, B}
as functions of a0, b1 and ζ. For purpose of developing an efficient testing plan satisfying the
risk requirement, we propose to determine risk tuning parameter ζ and weighting coefficients
a0, b1 such that Q is minimized under the constraint that R is no less than 1. This task can be
accomplished by applying the iterative minimax optimization algorithm developed in Section 3.3
to the present special problem. The adapted algorithm is as follows.
Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as a0 = α and b1 = β. Let Q̂←∞ and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on α0 = ζa0 and β1 = ζb1, use a bisection search method to determine
ζ > 0 as large as possible such that the value of R associated with a0, b1 and ζ is no
less than 1. Let the value of ζ obtained at this step be denoted by ζ∗. Let Q∗, R∗ and
A∗, B∗ respectively denote the corresponding values of Q, R and A, B.
Step 2-2 : If Q∗ < Q̂, then let â0 ← ζ∗a0, b̂1 ← ζ∗b1 and Q̂← Q∗.
Step 2-3 : IfA∗ = Q∗, then let a0 ← ζ∗a0
(
1 + Q
∗−1
5
)
. Otherwise, let b1 ← ζ∗b1
(
1 + Q
∗−1
5
)
.
Step 2-4 : Let k ← k + 1.
Step 3 : Return ζ = 1 as the desired risk tuning parameter and â0, b̂1 as the desired weighting
coefficients.
4.3 Two-sided Tests
In order to infer from random samples X1,X2, · · · of X whether the true value of θ is equal to a
certain number θ1 ∈ Θ, it is a frequent problem to test two-sided hypothesis H0 : θ = θ1 versus
H1 : θ 6= θ1. To control the probabilities of making wrong decisions, it is typically required that,
for a priori numbers α, β ∈ (0, 1),
Pr {Reject H0 | θ1} ≤ α, (20)
Pr {Accept H0 | θ} ≤ β for θ ∈ Θ such that θ /∈ (θ0, θ2) , (21)
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where θ0 and θ2 are two numbers in Θ such that θ0 < θ1 < θ2. The inequalities in (20) and (21)
specify, respectively, the upper bounds for the probabilities of committing a Type I error and a
Type II error. Since there is no requirement imposed on probabilities of committing errors for
θ ∈ (θ0, θ1)∪ (θ1, θ2), the union of intervals (θ0, θ1)∪ (θ1, θ2) is referred to as an indifference zone.
Applying Theorem 2 to test hypotheses
H0 : θ ≤ θ0 + θ1
2
, H1 : θ0 + θ1
2
< θ ≤ θ1 + θ2
2
, H2 : θ > θ1 + θ2
2
with indifference zone (θ0, θ1) ∪ (θ1, θ2), we have Pr{Reject H0 and H2 | θ} = Pr{Accept H0 | θ}
and the following results follow immediately.
Corollary 5 Let α0, α1, β1, β2 ∈ (0, 1). Suppose that ϕn is a ULCE of θ and that the maximum
sample size ns is no less than the minimum integer n such that f(n, θ1, β1) ≥ g(n, θ0, α0) and
f(n, θ2, β2) ≥ g(n, θ1, α1). Define
Dℓ =

1 if g(nℓ, θ0, θ1, α0, β1) < θ̂ℓ ≤ f(nℓ, θ1, θ2, α1, β2),
2 if θ̂ℓ ≤ f(nℓ, θ0, θ1, α0, β1) or θ̂ℓ > g(nℓ, θ1, θ2, α1, β2),
0 else
for ℓ = 1, · · · , s. Then, Pr{Accept H0 | θ} ≤ s ×max{α0, β2} for θ ∈ Θ such that θ /∈ (θ0, θ2),
and Pr{Reject H0 | θ1} ≤ s(α1+β1). Moreover, Pr{Accept H0 | θ} is non-decreasing with respect
to θ ∈ Θ no greater than θ0 and is non-increasing with respect to θ ∈ Θ no less than θ2.
Applying Theorem 3 to test hypothesesH0, H1 andH2 with indifference zone (θ0, θ1)∪(θ1, θ2),
we have the following results.
Corollary 6 Let α0, α1, β1, β2 ∈ (0, 1). Suppose that
fc(n, θ1, β1) ≥ gc(n, θ0, α0), fc(n, θ2, β2) ≥ gc(n, θ1, α1) (22)
if n is sufficiently large. Suppose that the maximum sample size ns is no less than the minimum
integer n such that (22) is satisfied. Suppose that θ̂ℓ is an unbiased and unimodal-likelihood
estimator of θ for ℓ = 1, · · · , s. Define
Dℓ =

1 if gc(nℓ, θ0, θ1, α0, β1) < θ̂ℓ ≤ f c(nℓ, θ1, θ2, α1, β2),
2 if θ̂ℓ ≤ f c(nℓ, θ0, θ1, α0, β1) or θ̂ℓ > gc(nℓ, θ1, θ2, α1, β2),
0 else
for ℓ = 1, · · · , s. Then, the same conclusion as that of Corollary 5 holds true.
In Corollaries 5 and 6, we have proposed different testing plans for testing the two-sided
hypotheses. To satisfy the risk requirements (20) and (21), we need to develop a concrete risk
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tuning procedure. Specifically, we propose to choose α0 = ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2,
where ζ is the risk tuning parameter and a0, a1, b1, b2 are weighting coefficients. Due to the
monotonicity of the OC function, it suffices to ensure the risk requirements (20) and (21) for
parametric values θ0, θ1 and θ2. Consider the family of testing plans associated with α0 =
ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2. Define
Q0 =
β
Pr{Reject H1 | θ0} , Q1 =
α
Pr{Reject H0 | θ1} , Q2 =
β
Pr{Reject H1 | θ2}
Q = max {Q0, Q1, Q2} , R = min {Q0, Q1, Q2}
as functions of a0, a1, b1, b2 and ζ. In order to develop an efficient testing plan satisfying the
risk requirements, we propose to determine risk tuning parameter ζ and weighting coefficients
a0, a1, b1, b2 such that Q is minimized under the constraint that R is no less than 1. Our compu-
tational experiences indicate the truth of the following intuition:
(i) Pr{Reject H1 | θ0} is “roughly” increasing with respect to a0.
(ii) Pr{Reject H0 | θ1} is “roughly” increasing with respect to a1 + b1.
(iii) Pr{Reject H1 | θ2} is “roughly” increasing with respect to b2.
Making use of the above intuition, we can adapt the iterative minimax optimization algorithm
developed in Section 3.3 to solve our present special problem. The adapted algorithm is as follows.
Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as a0 = b2 = β and a1 = b1 =
α
2 . Let Q̂←∞ and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on α0 = ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2, use a bisection search
method to determine ζ > 0 as large as possible such that the value of R associated
with a0, a1, b1, b2 and ζ is no less than 1. Let the value of ζ obtained at this step
be denoted by ζ∗. Let Q∗, R∗ and Q∗0, Q
∗
1, Q
∗
2 respectively denote the corresponding
values of Q, R and Q0, Q1, Q2.
Step 2-2 : If Q∗ < Q̂, then let â0 ← ζ∗a0, â1 ← ζ∗a1, b̂1 ← ζ∗b1, b̂2 ← ζ∗b2 and Q̂← Q∗.
Step 2-3 : If Q∗0 = Q
∗, then let a0 ← ζ∗a0
(
1 + Q
∗−1
5
)
.
Step 2-4 : If Q∗1 = Q
∗, then let a1 ← ζ∗a1
(
1 + Q
∗−1
5
)
and b1 ← ζ∗b1
(
1 + Q
∗−1
5
)
.
Step 2-5 : If Q∗2 = Q
∗, then let b2 ← ζ∗b2
(
1 + Q
∗−1
5
)
.
Step 2-6 : Let k ← k + 1.
Step 3 : Return ζ = 1 as the desired risk tuning parameter and â0, â1, b̂1, b̂2 as the desired
weighting coefficients.
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4.4 Tests of Triple Hypotheses
As compared to two-sided tests, a more realistic formulation is to test three hypotheses H0 : θ <
θ1, H1 : θ = θ1 and H2 : θ > θ1, where θ1 ∈ Θ. To control the risks of committing decision
errors, it is typically required that, for prescribed numbers δ0, δ1, δ2 ∈ (0, 1),
Pr {Accept H0 | θ} ≥ 1− δ0 for θ ∈ Θ such that θ ≤ θ0, (23)
Pr {Accept H1 | θ1} ≥ 1− δ1, (24)
Pr {Accept H2 | θ} ≥ 1− δ2 for θ ∈ Θ such that θ ≥ θ2, (25)
where θ0 and θ2 are numbers in Θ such that θ0 < θ1 < θ2. Clearly, (θ0, θ1) ∪ (θ1, θ2) is an
indifference zone. Applying Theorem 2 to test hypotheses H0 : θ ≤ θ0+θ12 , H1 : θ0+θ12 < θ ≤ θ1+θ22
and H2 : θ > θ1+θ22 with indifference zone (θ0, θ1) ∪ (θ1, θ2), we have the following results.
Corollary 7 Let α0, α1, β1, β2 ∈ (0, 1). Suppose that ϕn is a ULCE of θ. Suppose that the
maximum sample size ns is no less than the minimum integer n such that f(n, θ1, β1) ≥ g(n, θ0, α0)
and f(n, θ2, β2) ≥ g(n, θ1, α1). Define
Dℓ =

1 if θ̂ℓ ≤ f(nℓ, θ0, θ1, α0, β1),
2 if g(nℓ, θ0, θ1, α0, β1) < θ̂ℓ ≤ f(nℓ, θ1, θ2, α1, β2),
3 if θ̂ℓ > g(nℓ, θ1, θ2, α1, β2),
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr{Reject H0 | θ} ≤ s×max{α0, α1} for θ ∈ Θ no greater than θ0. Moreover, Pr{Reject H0 |
θ} is non-decreasing with respect to θ ∈ Θ no greater than θ0.
(ii) Pr{Reject H2 | θ} ≤ s×max{β1, β2} for θ ∈ Θ no less than θ2. Moreover, Pr{Reject H2 |
θ} is non-increasing with respect to θ ∈ Θ no less than θ2.
(iii) Pr{Reject H1 | θ1} ≤ s(α1 + β1).
Applying Theorem 3 to test hypotheses H0 : θ ≤ θ0+θ12 , H1 : θ0+θ12 < θ ≤ θ1+θ22 and H2 : θ > θ1+θ22
with indifference zone (θ0, θ1) ∪ (θ1, θ2), we have the following results.
Corollary 8 Let α0, α1, β1, β2 ∈ (0, 1). Suppose that
fc(n, θ1, β1) ≥ gc(n, θ0, α0), fc(n, θ2, β2) ≥ gc(n, θ1, α1) (26)
if n is sufficiently large. Suppose that the maximum sample size ns is no less than the minimum
integer n such that (26) is satisfied. Suppose that θ̂ℓ is an unbiased and unimodal-likelihood
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estimator of θ for ℓ = 1, · · · , s. Define
Dℓ =

1 if θ̂ℓ ≤ f c(nℓ, θ0, θ1, α0, β1),
2 if gc(nℓ, θ0, θ1, α0, β1) < θ̂ℓ ≤ f c(nℓ, θ1, θ2, α1, β2),
3 if θ̂ℓ > gc(nℓ, θ1, θ2, α1, β2),
0 else
for ℓ = 1, · · · , s. Then, the same conclusion as that of Corollary 7 holds true.
In Corollaries 7 and 8, we have proposed different testing plans for testing the triple hypotheses.
To satisfy the risk requirements (23), (24) and (25), we need to perform risk tuning procedure.
Specifically, we propose to choose α0 = ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2, where ζ is the risk
tuning parameter and a0, a1, b1, b2 are weighting coefficients. Due to the monotonicity of the OC
function, it suffices to ensure the risk requirements for parametric values θ0, θ1 and θ2. Consider
the family of testing plans associated with α0 = ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2. Define
Q0 =
δ0
Pr{Reject H0 | θ0} , Q1 =
δ1
Pr{Reject H1 | θ1} , Q2 =
δ2
Pr{Reject H2 | θ2}
Q = max {Q0, Q1, Q2} , R = min {Q0, Q1, Q2}
as functions of a0, a1, b1, b2 and ζ. To obtain an efficient testing plan satisfying the risk require-
ments, we propose to determine risk tuning parameter ζ and weighting coefficients a0, a1, b1, b2
such that Q is minimized under the constraint that R is no less than 1. Our computational
experiences indicate the truth of the following intuition:
(i) Pr{Reject H0 | θ0} is “roughly” increasing with respect to a0.
(ii) Pr{Reject H1 | θ1} is “roughly” increasing with respect to a1 + b1.
(iii) Pr{Reject H2 | θ2} is “roughly” increasing with respect to b2.
By virtue of the above intuition, we can adapt the iterative minimax optimization algorithm
developed in Section 3.3 to solve our present special problem. The adapted algorithm is as follows.
Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as a0 = δ0, b2 = δ2 and a1 = b1 =
δ1
2 . Let Q̂←∞ and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on α0 = ζa0, α1 = ζa1, β1 = ζb1, β2 = ζb2, use a bisection search
method to determine ζ > 0 as large as possible such that the value of R associated
with a0, a1, b1, b2 and ζ is no less than 1. Let the value of ζ obtained at this step
be denoted by ζ∗. Let Q∗, R∗ and Q∗0, Q
∗
1, Q
∗
2 respectively denote the corresponding
values of Q, R and Q0, Q1, Q2.
Step 2-2 : If Q∗ < Q̂, then let â0 ← ζ∗a0, â1 ← ζ∗a1, b̂1 ← ζ∗b1, b̂2 ← ζ∗b2 and Q̂← Q∗.
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Step 2-3 : If Q∗0 = Q
∗, then let a0 ← ζ∗a0
(
1 + Q
∗−1
5
)
.
Step 2-4 : If Q∗1 = Q
∗, then let a1 ← ζ∗a1
(
1 + Q
∗−1
5
)
and b1 ← ζ∗b1
(
1 + Q
∗−1
5
)
.
Step 2-5 : If Q∗2 = Q
∗, then let b2 ← ζ∗b2
(
1 + Q
∗−1
5
)
.
Step 2-6 : Let k ← k + 1.
Step 3 : Return ζ = 1 as the desired risk tuning parameter and â0, â1, b̂1, b̂2 as the desired
weighting coefficients.
4.5 Interval Tests
It is a frequent problem is to test hypothesis H0 : θ ∈ [θ1, θ2] versus H1 : θ /∈ [θ1, θ2]. For risk
control purpose, it is typically required that, for two prescribed numbers α, β ∈ (0, 1),
Pr {Reject H0 | θ} ≤ α for θ ∈ Θ such that θ ∈ [θ′′1 , θ′2], (27)
Pr {Accept H0 | θ} ≤ β for θ ∈ Θ such that θ /∈ (θ′1, θ′′2) , (28)
where θ′i, θ
′′
i are parametric values in Θ such that θ
′
1 < θ1 < θ
′′
1 < θ
′
2 < θ2 < θ
′′
2 . Since there is no
requirement imposed on probabilities of committing decision errors for θ ∈ (θ′1, θ′′1) ∪ (θ′2, θ′′2), the
union of intervals, (θ′1, θ
′′
1) ∪ (θ′2, θ′′2), is referred to as an indifference zone.
In view of the fact that the objective of the test is to decide whether the parameter θ falls
into a specified interval, such a test is called an “interval test”.
Applying Theorem 2 to test hypotheses H0 : θ ≤ θ1, H1 : θ1 < θ ≤ θ2 and H2 : θ > θ2 with
indifference zone (θ′1, θ
′′
1) ∪ (θ′2, θ′′2), we have Pr{Reject H0 and H2 | θ} = Pr{Accept H0} and the
following result follows immediately.
Corollary 9 Let α1, α2, β1, β2 ∈ (0, 1). Suppose that ϕn is a ULCE of θ and that the maximum
sample size ns is no less than the minimum integer n such that f(n, θ
′′
1 , β1) ≥ g(n, θ′1, α1) and
f(n, θ′′2 , β2) ≥ g(n, θ′2, α2). Define
Dℓ =

1 if g(nℓ, θ
′
1, θ
′′
1 , α1, β1) < θ̂ℓ ≤ f(nℓ, θ′2, θ′′2 , α2, β2),
2 if θ̂ℓ ≤ f(nℓ, θ′1, θ′′1 , α1, β1) or θ̂ℓ > g(nℓ, θ′2, θ′′2 , α2, β2),
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr{Accept H0 | θ} ≤ s×max{α1, β2} for θ ∈ Θ such that θ /∈ (θ′1, θ′′2).
(ii) Pr{Reject H0 | θ} ≤ s(α2 + β1) for θ ∈ Θ such that θ ∈ [θ′′1 , θ′2].
(iii) Pr{Accept H0 | θ} is non-decreasing with respect to θ ∈ Θ no greater than θ′1 and is
non-increasing with respect to θ ∈ Θ no less than θ′′2 . Moreover,
Pr{Reject H0 | θ} ≤ Pr{Reject H0, θ̂ ≤ a | a}+ Pr{Reject H0, θ̂ ≥ b | b},
Pr{Reject H0 | θ} ≥ Pr{Reject H0, θ̂ ≤ a | b}+ Pr{Reject H0, θ̂ ≥ b | a}
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for any θ ∈ [a, b] ⊆ [θ′′1 , θ′2] ∩Θ.
Applying Theorem 3 to test hypotheses H0 : θ ≤ θ1, H1 : θ1 < θ ≤ θ2 and H2 : θ > θ2 with
indifference zone (θ′1, θ
′′
1) ∪ (θ′2, θ′′2), we have the following results.
Corollary 10 Let α1, α2, β1, β2 ∈ (0, 1). Suppose that
fc(n, θ
′′
1 , β1) ≥ gc(n, θ′1, α1), fc(n, θ′′2 , β2) ≥ gc(n, θ′2, α2) (29)
if n is sufficiently large. Suppose that the maximum sample size ns is no less than the minimum
integer n such that (29) is satisfied. Suppose that θ̂ℓ is an unbiased and unimodal-likelihood
estimator of θ for ℓ = 1, · · · , s. Define
Dℓ =

1 if gc(nℓ, θ
′
1, θ
′′
1 , α1, β1) < θ̂ℓ ≤ f c(nℓ, θ′2, θ′′2 , α2, β2),
2 if θ̂ℓ ≤ f c(nℓ, θ′1, θ′′1 , α1, β1) or θ̂ℓ > gc(nℓ, θ′2, θ′′2 , α2, β2),
0 else
for ℓ = 1, · · · , s. Then, the same conclusion as that of Corollary 9 holds true.
In Corollaries 9 and 10, we have proposed different testing plans for testing the hypotheses.
To satisfy the risk requirements (27) and (28), we propose to choose α1 = ζa1, α2 = ζa2, β1 =
ζb1, β2 = ζb2, where ζ is the risk tuning parameter and a1, a2, b1, b2 are weighting coefficients.
If appropriate values for weighting coefficients are available, then we can apply the bisection risk
tuning procedure described in Section 3.2 to determine ζ > 0 as large as possible such that the
risk requirements (27) and (28) are satisfied.
To determine appropriate values for the weighting coefficients, consider the family of testing
plans associated with α1 = ζa1, α2 = ζa2, β1 = ζb1, β2 = ζb2. Define
A1 =
α
Pr{Reject H0 | θ′′1}
, A2 =
α
Pr{Reject H0 | θ′2}
,
B1 =
β
Pr{Reject H1 | θ′1}
, B2 =
β
Pr{Reject H1 | θ′′2}
and
Q = max {A1, A2, B1, B2} , R = min {A1, A2, B1, B2}
as functions of a1, a2, b1, b2 and ζ. For purpose of efficiency, we propose to determine risk tuning
parameter ζ and weighting coefficients a1, a2, b1, b2 such that Q is minimized under the constraint
that R is no less than 1. Our computational experiences indicate the truth of the following
intuition:
(i) Pr{Reject H0 | θ′′1} is “roughly” increasing with respect to b1.
(ii) Pr{Reject H0 | θ′2} is “roughly” increasing with respect to a2.
(iii) Pr{Reject H1 | θ′1} is “roughly” increasing with respect to a1.
(iv) Pr{Reject H1 | θ′′2} is “roughly” increasing with respect to b2.
Making use of the above intuition, we can adapt the iterative minimax optimization algorithm
developed in Section 3.3 to solve our present special problem. The adapted algorithm is as follows.
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Step 1 : Set the maximum number of iterations as kmax. Choose the initial values of weighting
coefficients as a1 = b2 = β and a2 = b1 = α. Let Q̂←∞ and k ← 0.
Step 2 : While k ≤ kmax, do the following:
Step 2-1 : Based on α1 = ζa1, α2 = ζa2, β1 = ζb1, β2 = ζb2, use a bisection search
method to determine ζ > 0 as large as possible such that the value of R associated
with a1, a2, b1, b2 and ζ is no less than 1. Let the value of ζ obtained at this step be
denoted by ζ∗. Let Q∗, R∗ and A∗1, A
∗
2, B
∗
1 , B
∗
2 respectively denote the corresponding
values of Q, R and A1, A2, B1, B2.
Step 2-2 : If Q∗ < Q̂, then let â1 ← ζ∗a1, â2 ← ζ∗a2, b̂1 ← ζ∗b1, b̂2 ← ζ∗b2 and Q̂← Q∗.
Step 2-3 : If A∗1 = Q
∗, then let b1 ← ζ∗b1
(
1 + Q
∗−1
5
)
.
Step 2-4 : If A∗2 = Q
∗, then let a2 ← ζ∗a2
(
1 + Q
∗−1
5
)
.
Step 2-5 : If B∗1 = Q
∗, then let a1 ← ζ∗a1
(
1 + Q
∗−1
5
)
.
Step 2-6 : If B∗2 = Q
∗, then let b2 ← ζ∗b2
(
1 + Q
∗−1
5
)
.
Step 2-7 : Let k ← k + 1.
Step 3 : Return â1, â2, b̂1, b̂2 as the desired weighting coefficients.
Using the output of the above algorithm â1, â2, b̂1, b̂2 as the weighting coefficients to define
α1 = ζâ1, α2 = ζâ2, β1 = ζb̂1, β2 = ζb̂2, we can apply the bisection risk tuning technique
described in Section 3.3 to determine ζ > 0 as large as possible such that the risk requirements
(27) and (28) are satisfied. Our computational experiments show that in many situations, the
resultant ζ is equal or very close to 1.
4.6 Applications
In this section, we shall demonstrate that the general principle proposed above can be applied to
develop specific test plans for common important distributions. To apply our general method, we
need to choose appropriate estimator ϕn = ϕ(X1, · · · ,Xn) for θ and investigate whether ϕn has
the following properties:
(i) ϕn is a ULE of θ;
(ii) ϕn converges in probability to θ;
(iii) ϕn is an unbiased estimator of θ;
(iv) The likelihood ratio is monotonically increasing with respect to ϕn;
(v) For θ′ < θ′′ in Θ and δ′, δ′′ ∈ (0, 1), fc(n, θ′′, δ′′) is no less than gc(n, θ′, δ′) if n is sufficiently
large.
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4.6.1 Testing a Binomial Proportion
Let X be a Bernoulli random variable with distribution Pr{X = 1} = 1 − Pr{X = 0} = p ∈
(0, 1). To test hypotheses regarding p based on i.i.d. samples X1,X2, · · · of X, we shall take
ϕn = ϕ(X1, · · · ,Xn) =
∑n
i=1Xi
n as an estimator of p. With such a choice of estimator, it can be
shown that, for n ∈ N, p ∈ (0, 1), δ ∈ (0, 1),
F̂ (n, p, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (ni)pi(1− p)n−i ≤ δ, 0 ≤ k ≤ n} for n ≥ ln(δ)ln(1−p) ,
−∞ for n < ln(δ)ln(1−p)
Ĝ(n, p, δ) =
 1n ×min
{
k ∈ Z :∑ni=k (ni)pi(1− p)n−i ≤ δ, 0 ≤ k ≤ n} for n ≥ ln(δ)ln(p) ,
∞ for n < ln(δ)ln(p)
f(n, p, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (ni)pi(1 − p)n−i ≤ δ, 0 ≤ k ≤ np} for n ≥ ln(δ)ln(1−p) ,
−∞ for n < ln(δ)ln(1−p)
g(n, p, δ) =
 1n ×min
{
k ∈ Z :∑ni=k (ni)pi(1− p)n−i ≤ δ, np ≤ k ≤ n} for n ≥ ln(δ)ln(p) ,
∞ for n < ln(δ)ln(p)
and
fc(n, p, δ) =
max{z ∈ [0, p] : MB(z, p) ≤
ln(δ)
n
} for n ≥ ln(δ)ln(1−p) ,
−∞ for n < ln(δ)ln(1−p)
gc(n, p, δ) =
min{z ∈ [p, 1] : MB(z, p) ≤
ln(δ)
n
} for n ≥ ln(δ)ln(p) ,
∞ for n < ln(δ)ln(p)
where
MB(z, p) =

z ln p
z
+ (1− z) ln 1−p1−z for z ∈ (0, 1),
ln(1− p) for z = 0,
ln p for z = 1.
Moreover, it can be verified that the estimator ϕn possesses all properties described at the
beginning of Section 4.6. This implies that all testing methods proposed in previous sections are
applicable.
4.6.2 Testing the Proportion of a Finite Population
It is a frequent problem to test the proportion of a finite population. Consider a population of
N units, among which there are Np units having a certain attribute, where p ∈ Θ = { iN : i =
0, 1, · · · , N}. The procedure of sampling without replacement can be described as follows:
Each time a single unit is drawn without replacement from the remaining population so that
every unit of the remaining population has equal chance of being selected.
Such a sampling process can be exactly characterized by random variables X1, · · · ,XN defined
in a probability space (Ω,F ,Pr) such that Xi denotes the characteristics of the i-th sample in
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the sense that Xi = 1 if the i-th sample has the attribute and Xi = 0 otherwise. By the nature
of the sampling procedure, it can be shown that
Pr{Xi = xi, i = 1, · · · , n | p} =
(
Np∑n
i=1 xi
)(
N −Np
n−∑ni=1 xi
)/[(
n∑n
i=1 xi
)(
N
n
)]
(30)
for any n ∈ {1, · · · , N} and any xi ∈ {0, 1}, i = 1, · · · , n. By virtue of (30), it can be shown that
Pr{Xi = 1} = 1−Pr{Xi = 0} = p ∈ Θ, which implies that X1, · · · ,XN can be treated as identical
but dependent samples of a Bernoulli random variable X such that Pr{X = 1} = 1 − Pr{X =
0} = p ∈ Θ. Recently, we have shown in [2] that, for any n ∈ {1, · · · , N}, the sample mean
ϕn =
∑n
i=1 Xi
n
is a ULE for p ∈ Θ. Clearly, ϕn is not a MLE for p ∈ Θ. Hence, we can develop
multistage testing plans in the framework outlined in Section 2. With the choice of ϕn =
∑n
i=1 Xi
n
as the estimator of p, it can be shown that
F̂ (n, p, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (pNi )(N−pNn−i )/(Nn) ≤ δ, 0 ≤ k < n} for (N−pNn ) ≤ δ(Nn),
−∞ for (N−pN
n
)
> δ
(
N
n
)
Ĝ(n, p, δ) =

1
n
×min
{
k ∈ Z :∑ni=k (pNi )(N−pNn−i )/(Nn) ≤ δ, 0 < k ≤ n} for (pNn ) ≤ δ(Nn),
∞ for (pN
n
)
> δ
(
N
n
)
f(n, p, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (pNi )(N−pNn−i )/(Nn) ≤ δ, 0 ≤ k ≤ np} for (N−pNn ) ≤ δ(Nn),
−∞ for (N−pN
n
)
> δ
(
N
n
)
g(n, p, δ) =

1
n
×min
{
k ∈ Z :∑ni=k (pNi )(N−pNn−i )/(Nn) ≤ δ, np ≤ k ≤ n} for (pNn ) ≤ δ(Nn),
∞ for (pN
n
)
> δ
(
N
n
)
for n ∈ {1, · · · , N}, p ∈ Θ and δ ∈ (0, 1). Clearly, ϕn converges in probability to p and thus is
a ULCE of p. Moreover, it can be verified that the likelihood ratio is monotonically increasing
with respect to ϕn. This implies that the general results described in the previous sections can
be useful.
In order to develop test plans with simple stopping boundary, we define multivariate functions
fc(n, p, δ) =
max{z ∈ Iϕn : C(n, z, p) ≤ δ, z ≤ p} if {C(n,ϕn, p) ≤ δ, ϕn ≤ p} 6= ∅,−∞ otherwise
gc(n, p, δ) =
min{z ∈ Iϕn : C(n, z, p) ≤ δ, z ≥ p} if {C(n,ϕn, p) ≤ δ, ϕn ≥ p} 6= ∅,∞ otherwise
for n ∈ N, p ∈ Θ, δ ∈ (0, 1), where
C(n, z, p) =

(Npn )
(Nn)
for z = 1,
(Npnz)(
N−Np
n−nz )
(⌊(N+1)z⌋nz )(
N−⌊(N+1)z⌋
n−nz )
for z ∈ { kn : k ∈ Z, 0 ≤ k < n}.
(31)
Moreover, define
f
c
(n, p′, p′′, δ′, δ′′) = min
{
fc(n, p
′′, δ′′),
1
2
[fc(n, p
′′, δ′′) + gc(n, p′, δ′)]
}
,
gc(n, p
′, p′′, δ′, δ′′) = max
{
gc(n, p
′, δ′),
1
2
[fc(n, p
′′, δ′′) + gc(n, p′, δ′)]
}
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for p′ < p′′ in Θ, δ′, δ′′ ∈ (0, 1) and n ∈ N.
For the multi-hypothesis testing problem stated in the introduction with θ replaced by p, we
have the following results.
Theorem 7 Let αi, βi ∈ (0, 1) for i = 1, · · · ,m− 1 and αm = β0 = 0. Define αi = max{αj : i <
j ≤ m} and βi = max{βj : 0 ≤ j ≤ i} for i = 0, 1, · · · ,m− 1. Suppose that the maximum sample
size ns is no less the minimum integer n such that fc(n, p
′′
i , βi) ≥ gc(n, p′i, αi) for i = 1, · · · ,m−1.
Define fℓ,i = f c(nℓ, p
′
i, p
′′
i , αi, βi) and gℓ,i = gc(nℓ, p
′
i, p
′′
i , αi, βi) for i = 1, · · · ,m − 1. Define
p̂ℓ = ϕnℓ =
∑nℓ
i=1 Xi
n
and
Dℓ =

1 if p̂ℓ ≤ fℓ,1,
i if gℓ,i−1 < p̂ℓ ≤ fℓ,i where 2 ≤ i ≤ m− 1,
m if p̂ℓ > gℓ,m−1,
0 else
(32)
for ℓ = 1, · · · , s. The following statements (I)-(V) hold true for m ≥ 2.
(I) Pr{Reject H0 | p} is non-decreasing with respect to p ∈ Θ0.
(II) Pr{Reject Hm−1 | p} is non-increasing with respect to p ∈ Θm−1.
(III) Pr{Reject Hi | p} ≤ s(αi + βi) for any p ∈ Θi and i = 0, 1, · · · ,m− 1.
(IV) For 0 < i ≤ m− 1, Pr{Accept Hi | p} is no greater than sαi and is non-decreasing with
respect to p ∈ Θ no greater than p′i.
(V) For 0 ≤ i ≤ m− 2, Pr{Accept Hi | p} is no greater than sβi+1 and is non-increasing with
respect to p ∈ Θ no less than p′′i+1.
Moreover, the following statements (VI), (VII) and (VIII) hold true for m ≥ 3.
(VI)
Pr{Reject Hi | p} ≤ Pr{Reject Hi, p̂ ≤ a | a}+ Pr{Reject Hi, p̂ ≥ b | b},
Pr{Reject Hi | p} ≥ Pr{Reject Hi, p̂ ≤ a | b}+ Pr{Reject Hi, p̂ ≥ b | a}
for any p ∈ [a, b] ⊆ Θi and 1 ≤ i ≤ m− 2.
(VII) Pr{Reject H0 and Hm−1 | p} is non-decreasing with respect to p ∈ Θ0 and is non-
increasing with respect to p ∈ Θm−1.
(VIII) Pr{Reject H0 and Hm−1 | p} is no greater than s×max{αi : 1 ≤ i ≤ m−2} for p ∈ Θ0
and is no greater than s×max{βi : 2 ≤ i ≤ m− 1} for p ∈ Θm−1.
It should be noted that p′i, p
′′
i in Theorem 7 play similar roles as θ
′
i, θ
′′
i in the introduction in
defining the requirement of risk control. Accordingly, Θi in Theorem 7 has the same notion as Θi
in introduction with parameter θ identified as p.
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Theorem 7 can be shown by using a similar argument as that for Theorem 2 and the following
results obtained by Chen [10],
Pr
{∑n
i=1Xi
n
≥ z | p
}
≤ C(n, z, p) for z ∈
{
k
n
: k ∈ Z, np ≤ k ≤ n
}
, (33)
Pr
{∑n
i=1Xi
n
≤ z | p
}
≤ C(n, z, p) for z ∈
{
k
n
: k ∈ Z, 0 ≤ k ≤ np
}
(34)
where p ∈ Θ and C(n, z, p) is defined by (31). Since∑ni=1Xi has a hypergeometric distribution, the
above inequalities (33) and (34) provide simple bounds for the tail probabilities of hypergeometric
distribution, which are substaintially less conservative than Hoeffding’s inequalities [14].
4.6.3 Testing the Parameter of a Poisson Distribution
Let X be a Poisson variable of mean λ > 0. We shall consider the test of hypotheses regarding λ
based on i.i.d. random samples X1,X2, · · · of X. Choosing ϕn =
∑n
i=1 Xi
n
as an estimator for λ,
we can show that, for n ∈ N, λ ∈ (0,∞), δ ∈ (0, 1),
F̂ (n, λ, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (nλ)ie−nλi! ≤ δ, k ≥ 0} for n ≥ ln(δ)−λ ,
−∞ for n < ln(δ)−λ
Ĝ(n, λ, δ) =
1
n
×min
{
k ∈ Z :
k−1∑
i=0
(nλ)ie−nλ
i!
≥ 1− δ, k ≥ 1
}
f(n, λ, δ) =

1
n
×max
{
k ∈ Z :∑ki=0 (nλ)ie−nλi! ≤ δ, 0 ≤ k ≤ nλ} for n ≥ ln(δ)−λ ,
−∞ for n < ln(δ)−λ
g(n, λ, δ) =
1
n
×min
{
k ∈ Z :
k−1∑
i=0
(nλ)ie−nλ
i!
≥ 1− δ, k ≥ nλ
}
and
fc(n, λ, δ) =
max{z ∈ [0, λ] : MP(z, λ) ≤
ln(δ)
n
} for n ≥ ln(δ)−λ ,
−∞ for n < ln(δ)−λ
gc(n, λ, δ) = min
{
z ∈ [λ,∞) : MP(z, λ) ≤ ln(δ)
n
}
where
MP(z, λ) =
z − λ+ z ln
(
λ
z
)
for z > 0,
−λ for z = 0.
Moreover, it can be verified that the estimator ϕn possesses all properties described at the be-
ginning of Section 4.6. This implies that all testing methods proposed in previous sections are
applicable.
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4.6.4 Testing the Mean of a Normal Distribution with Known Variance
It is an important problem to test the mean, µ, of a Gaussian random variable X with known
variance σ2 based on i.i.d. random samples X1,X2, · · · of X. Choosing ϕn =
∑n
i=1 Xi
n
as an
estimator of µ, we have
F̂ (n, µ, δ) = f(n, µ, δ) = µ− σ Zδ√
n
, Ĝ(n, µ, δ) = g(n, µ, δ) = µ+ σ
Zδ√
n
for n ∈ N, µ ∈ (−∞,∞), δ ∈ (0, 12 ). It can be shown that the estimator ϕn possesses all
properties described at the beginning of Section 4.6 and consequently, all testing methods proposed
in previous sections can be used.
4.6.5 Testing the Variance of a Normal Distribution
Let X be a Gaussian random variable with mean µ and variance σ2. In many applications, it is
important to test the variance based on i.i.d. random samples X1,X2, · · · of X.
In situations that the mean µ of the Gaussian variable X is known, we shall use ϕn =√
1
n
∑n
i=1(Xi − µ)2 as an estimator of σ. It can be verified that
F̂ (n, σ, δ) = σ
√
χ2n,δ
n
, Ĝ(n, σ, δ) = σ
√
χ2n,1−δ
n
,
f(n, σ, δ) = σ min
1,
√
χ2n,δ
n
 , g(n, σ, δ) = σ max
1,
√
χ2n,1−δ
n

for n ∈ N, σ ∈ (0,∞), δ ∈ (0, 1). Moreover, it can be verified that the estimator ϕn possesses
all properties described at the beginning of Section 4.6. This implies that all testing methods
proposed in previous sections are applicable.
In situations that the mean µ of the Gaussian variable X is unknown, we shall use ϕn =√
1
n
∑n
i=1(Xi −Xn)2, where Xn =
∑n
i=1 Xi
n
, as an estimator of σ. To design multistage sampling
schemes for testing σ, we shall make use of the observation that ϕn is a ULCE of σ and relevant
results described in previous sections. By the definition of ϕn, it can be readily shown that
f(n, σ, δ) = σ min
1,
√
χ2n−1,δ
n
 , g(n, σ, δ) = σ max
1,
√
χ2n−1,1−δ
n

for n ∈ N, σ ∈ (0,∞), δ ∈ (0, 1). Let α = O(ζ) ∈ (0, 1), β = O(ζ) ∈ (0, 1) and 0 < σ′ < σ′′. Let
n(ζ) be the minimum integer n such that f(n, σ′′,β) ≥ g(n, σ′,α). We can show that
n(ζ) ≤ max
{
2 lnα
1− σ′′σ′ + ln σ
′′
σ′
+ 1,
2 lnβ
1− σ′σ′′ + ln σ
′
σ′′
+ 1,
1
1− σ′σ′′
}
= O
(
ln
1
ζ
)
. (35)
To show (35), note that f(n, σ′′,β) ≥ g(n, σ′,α) is equivalent to
max{n, χ2n−1,1−α} ≤
(
σ′′
σ′
)2
min{n, χ2n−1,β}. (36)
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Let Z be a chi-square variable of n − 1 degrees of freedom. Then, Pr{Z ≥ χ2n−1,1−α} = α and
Pr{Z ≤ χ2n−1,β} = β. By Lemma 6 in Appendix F, we have
Pr
{
Z ≥ (n− 1)
(
σ′′
σ′
)}
≤
[(
σ′′
σ′
)
exp
(
1− σ
′′
σ′
)](n−1)/2
≤ α
and thus χ2n−1,1−α ≤ (n − 1)
(
σ′′
σ′
)
< n
(
σ′′
σ′
)2
provided that n−12 ≥ lnα1− σ′′
σ′ +ln
σ′′
σ′
. Similarly, by
Lemma 6 in Appendix F, we have
Pr
{
Z ≤ (n− 1)
(
σ′
σ′′
)}
≤
[(
σ′
σ′′
)
exp
(
1− σ
′
σ′′
)](n−1)/2
≤ β
and thus χ2n−1,β ≥ (n− 1)
(
σ′
σ′′
)
> n
(
σ′
σ′′
)2
provided that
n− 1
2
≥ lnβ
1− σ′σ′′ + ln σ
′
σ′′
, n >
1
1− σ′σ′′
.
It can be seen that a sufficient condition for (36) is
n ≥ max
{
2 lnα
1− σ′′σ′ + ln σ
′′
σ′
+ 1,
2 lnβ
1− σ′σ′′ + ln σ
′
σ′′
+ 1,
1
1− σ′σ′′
}
.
It follows immediately that (35) is true. Making use of (35), we can show that, in the context
of testing multiple hypotheses regarding σ with our proposed multistage testing plan, the risk
of making wrong decisions can be made arbitrarily small by choosing a sufficiently small ζ >
0. Specifically, if we identify parameter θ in Theorem 2 as σ, using (35), we can show that
limζ→0 Pr{Reject Hi | θ} = 0 for any θ ∈ Θi and i = 0, 1, · · · ,m− 1.
Our method for the exact computation of the OC function Pr{Accept H0 | σ} is described as
follows. Since Pr{Accept H0 | σ} = 1−Pr{Reject H0 | σ}, it suffices to compute Pr{Reject H0 |
σ}. By the definition of the testing plan, we have
Pr {Reject H0 | σ} =
s∑
ℓ=1
Pr
{
ϕnℓ > bℓ, aj ≤ ϕnj ≤ bj, 1 ≤ j < ℓ | σ
}
. (37)
If we choose the sample sizes to be even numbers nℓ = 2kℓ, ℓ = 1, · · · , s for the case of known
variance and odd numbers nℓ = 2kℓ + 1, ℓ = 1, · · · , s for the case of unknown variance, we can
rewrite (37) as
Pr {Reject H0 | σ} =
s∑
ℓ=1
Pr

kℓ∑
q=1
Zq ≥ nℓ
2
(
bℓ
σ
)2
,
nj
2
(aj
σ
)2
≤
kj∑
q=1
Zq ≤ nj
2
(
bj
σ
)2
for 1 ≤ j < ℓ | σ
 ,
(38)
where Z1, Z2, · · · are i.i.d. exponential random variables with common mean unity. To compute
the probabilities in the right-hand side of (38), we can make use of the following results established
by Chen [2].
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Theorem 8 Let 1 = k0 < k1 < k2 < · · · be a sequence of positive integers. Let 0 = z0 < z1 <
z2 < · · · be a sequence of positive numbers. Define w(0, 1) = 1 and
w(ℓ, 1) = 1, w(ℓ, q) =
kr∑
i=1
w(r, i) (zℓ − zr)q−i
(q − i)! , kr < q ≤ kr+1, r = 0, 1, · · · , ℓ− 1
for ℓ = 1, 2, · · · . Let Z1, Z2, · · · be i.i.d. exponential random variables with common mean unity.
Then,
Pr

kj∑
q=1
Zq > zj for j = 1, · · · , ℓ
 = e−zℓ
kℓ∑
q=1
w(ℓ, q)
for ℓ = 1, 2, · · · . Moreover, the following statements hold true.
(I)
Pr
aj <
kj∑
q=1
Zq < bj for j = 1, · · · , ℓ

=
2ℓ−1∑
i=1
Pr

kj∑
q=1
Zq > [Aℓ]i,j for j = 1, · · · , ℓ

−
2ℓ−1∑
i=1
Pr

kj∑
q=1
Zq > [Bℓ]i,j for j = 1, · · · , ℓ

 ,
where A1 = [a1], B1 = [b1] and
Ar+1 =
[
Ar ar+1I2r−1×1
Br br+1I2r−1×1
]
, Br+1 =
[
Br ar+1I2r−1×1
Ar br+1I2r−1×1
]
, r = 1, 2, · · · ,
where I2r−1×1 represents a column matrix with all 2r−1 elements assuming value 1.
(II)
Pr
aj <
kj∑
q=1
Zq < bj for j = 1, · · · , ℓ,
kℓ+1∑
q=1
Zq > bℓ+1

=
2ℓ−1∑
i=1
Pr

kj∑
q=1
Zq > [E]i,j for j = 1, · · · , ℓ+ 1

−
2ℓ−1∑
i=1
Pr

kj∑
q=1
Zq > [F ]i,j for j = 1, · · · , ℓ+ 1

 ,
where E =
[
Aℓ bℓ+1I2ℓ−1×1
]
and F =
[
Bℓ bℓ+1I2ℓ−1×1
]
.
(III)
Pr
aj <
kj∑
q=1
Zq < bj for j = 1, · · · , ℓ,
kℓ+1∑
q=1
Zq < bℓ+1

= Pr
aj <
kj∑
q=1
Zq < bj for j = 1, · · · , ℓ
− Pr
aj <
kj∑
q=1
Zq < bj for j = 1, · · · , ℓ,
kℓ+1∑
q=1
Zq > bℓ+1
 .
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4.6.6 Testing the Parameter of an Exponential Distribution
Let X be a random variable with density function f(x) = 1θe
−x
θ for 0 < x < ∞, where θ is a
parameter. In many applications, it is important to test the parameter θ based on i.i.d. random
samples X1,X2, · · · of X. We shall use ϕn =
∑n
i=1 Xi
n
as an estimator for θ. Accordingly, for
ℓ = 1, · · · , s, the estimator of θ at the ℓ-th stage is θ̂ℓ = ϕnℓ =
∑nℓ
i=1 Xi
nℓ
. It can be shown that
F̂ (n, θ, δ) =
θχ22n,δ
2n
, Ĝ(n, θ, δ) =
θχ22n,1−δ
2n
,
f(n, θ, δ) = θ min
{
1,
χ22n,δ
2n
}
, g(n, θ, δ) = θ max
{
1,
χ22n,1−δ
2n
}
for n ∈ N, θ ∈ (0,∞), δ ∈ (0, 1). Since the estimator ϕn possesses all properties described
at the beginning of Section 4.6, all testing methods proposed in previous sections are applica-
ble. Moreover, it is possible to exactly compute the OC function Pr{Accept H0 | θ}. Since
Pr{Accept H0 | θ} = 1 − Pr{Reject H0 | θ}, it suffices to compute Pr {Reject H0 | θ}. By the
definition of the stopping rule, we have
Pr {Reject H0 | θ} =
s∑
ℓ=1
Pr
{
θ̂ℓ > bℓ, aj ≤ θ̂ℓ ≤ bj , 1 ≤ j < ℓ | θ
}
. (39)
Let Z1, Z2, · · · be i.i.d. exponential random variables with common mean unity. Then, we can
rewrite (39) as
Pr {Reject H0 | θ} =
s∑
ℓ=1
Pr
{
nℓ∑
q=1
Zq ≥ nℓ
(
bℓ
θ
)
, nj
(aj
θ
)
≤
nj∑
q=1
Zq ≤ nj
(
bj
θ
)
for 1 ≤ j < ℓ | θ
}
. (40)
To evaluate the probabilities in the right-hand side of (40), we can make use of the results in
Theorem 8.
4.6.7 Testing the Scale Parameter of a Gamma Distribution
In probability theory and statistics, a random variable Y is said to have a gamma distribution if
its density function is of the form
f(y) =
yk−1
Γ(k)θk
exp
(
−y
θ
)
for 0 < y <∞
where θ > 0, k > 0 are referred to as the scale parameter and shape parameter respectively.
To test the scale parameter, θ, of a Gamma distribution, consider random variable X = Yk . Let
Y1, Y2, · · · be i.i.d. samples of Y and Xi = Yik for i = 1, 2, · · · . Define ϕn =
∑n
i=1Xi
n . Then, ϕn is
an unbiased and unimodal likelihood estimator of θ for all positive integer n. It follows that we
can apply the theory and techniques in Section 2 to test the multiple hypotheses like (1).
4.6.8 Life Testing
In this section, we shall consider the problem of life testing using the classical exponential model
[12]. Suppose the lengths of life of all components to be tested can be modeled as i.i.d. random
variables with common probability density function fT (t) = λ exp (−λt), where the parameter
λ > 0 is referred to as the failure rate and its reciprocal is referred to as the mean time between
failures. In reliability engineering, it is a central issue to test the failure rate λ based on i.i.d.
random samples X1,X2, · · · of X.
In practice, for purpose of efficiency, multiple components are initially placed on test. The test
can be done with or without replacement whenever a component fails. The decision of rejecting,
or accepting hypotheses or continuing test is based on the number of failures and the accumulated
test time. Here it should be emphasized that the accumulated test time is referred to as the total
running time of all components placed on test instead of the real time.
The main idea of existing life-testing plans is to check how much test time has been accu-
mulated whenever a failure occurs. The test plans are designed by truncating the sequential
probability ratio tests (SPRT). There are several drawbacks with existing test plans. First, the
existing test plans are limited by the number of hypotheses. Currently, there is no highly effect
methods for testing more than two hypotheses. Second, when the indifference zone is narrow, the
required accumulated test time may be very long. Third, the specified level of power may not be
satisfied due to the truncation of SPRT. Four, the administrative cost may be very high in the
situations of high failure rate, since it requires to check the status of test whenever a component
fails. To overcome such drawbacks, we tackle the life testing problem in the general framework of
testing m mutually exclusive and exhaustive composite hypotheses:
H0 : 0 < λ ≤ λ1; Hi : λi < λ ≤ λi+1, i = 1, · · · ,m− 2; Hm−1 : λ > λm−1,
where λ1 < λ2 < · · · < λm−1. To control the probabilities of making wrong decisions, it is
typically required that, for pre-specified numbers δi ∈ (0, 1), i = 0, 1, · · · ,m− 1,
Pr{Accept H0 | λ} ≥ 1− δ0 for 0 < λ ≤ λ′1,
Pr{Accept Hi | λ} ≥ 1− δi for λ′′i ≤ λ ≤ λ′i+1 and i = 1, · · · ,m− 2,
Pr{Accept Hm−1 | λ} ≥ 1− δm−1 for λ ≥ λ′′m−1
where λ′i, λ
′′
i are parametric values such that 0 < λ
′
1 < λ1, λ
′′
m−1 > λm−1 and λi−1 < λ
′′
i−1 ≤
λ′i < λi < λ
′′
i ≤ λ′i+1 < λi+1 for i = 2, · · · ,m − 2. This problem can be addressed by the general
principle described in previous sections. Specifically, we proceed as follows.
Let ∆ be a positive number. Let Z be the number of attempted connections in a time interval
of length ∆. Then, Z is a Poisson variable of mean value λ∆. Define X = Z∆ . The distribution
of X is determined as
Pr
{
X =
k
∆
}
=
(λ∆)ke−λ∆
k!
, k = 0, 1, 2, · · · .
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Let Xi =
Zi
∆ , where Zi is the number of attempts in time interval [(i− 1)∆, i∆) for i = 1, 2, · · · .
It follows that X1,X2, · · · are i.i.d. samples of X. Therefore, the life testing problem can be cast
in our general framework of multistage hypothesis tests with sample sizes n1 < n2 < · · · < ns.
Accordingly, the testing time is tℓ = nℓ∆, ℓ = 1, · · · , s. For ℓ = 1, · · · , s, we propose to define the
estimator for λ at the ℓ-th stage as
λ̂ℓ = ϕ(X1, · · · ,Xnℓ) =
∑nℓ
i=1Xi
nℓ
=
∑nℓ
i=1 Zi
nℓ∆
=
Number of arrivals in [0, tℓ)
tℓ
.
Clearly, ϕn is a ULCE of λ; ϕn is an unbiased estimator of λ; the likelihood ratio is monotonically
increasing with respect to ϕn. Hence, the estimator ϕn possesses all the properties described at
the beginning of Section 4.6. This implies that all testing methods proposed in previous sections
are applicable.
It can be seen that all tests described above depend on, ∆, the unit of time used to convert
the continuous time process to a discrete time process. In applications, it may be preferred
to use the test derived by letting ∆ → 0. In this direction, we have established such limiting
procedure as follows. The testing process is divided into s stages with testing time t1 < t2 <
· · · < ts. For ℓ = 1, · · · , s, at the ℓ-th stage, a decision variable Dℓ is defined based on estimator
λ̂ℓ =
Number of arrivals in [0,tℓ)
tℓ
for λ such that the sampling process is continued if Dℓ = 0 and that
hypothesis Hi is accepted ifDℓ = i+1, where i ∈ {0, 1, · · · ,m−1}. Define multivariate functions
f(t, λ, δ) =

1
t
×max
{
k ∈ Z :∑ki=0 (tλ)ie−tλi! ≤ δ, 0 ≤ k ≤ tλ} for t ≥ ln(δ)−λ ,
−∞ for t < ln(δ)−λ
g(t, λ, δ) =
1
t
×min
{
k ∈ Z :
k−1∑
i=0
(tλ)ie−tλ
i!
≥ 1− δ, k ≥ tλ
}
for t > 0, λ > 0, δ ∈ (0, 1) and multivariate functions
f(t, λ′, λ′′, δ′, δ′′) = min
{
f(t, λ′′, δ′′),
1
2
[f(t, λ′′, δ′′) + g(t, λ′, δ′)]
}
,
g(t, λ′, λ′′, δ′, δ′′) = max
{
g(t, λ′, δ′),
1
2
[f(t, λ′′, δ′′) + g(t, λ′, δ′)]
}
for 0 < λ′ < λ′′ and δ′, δ′′ ∈ (0, 1). Let αi = O(ζ) ∈ (0, 1), βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m− 1
and αm = β0 = 0. Under the assumptions that the maximum testing time ts is no less than the
minimum positive number t such that f(t, λ′′i , βi) ≥ g(t, λ′i, αi) for i = 1, · · · ,m − 1, We propose
to define the decision variables as
Dℓ =

1 if λ̂ℓ ≤ fℓ,1,
i if gℓ,i−1 < λ̂ℓ ≤ fℓ,i where 2 ≤ i ≤ m− 1,
m if λ̂ℓ > gℓ,m−1,
0 else
(41)
for ℓ = 1, · · · , s, where fℓ,i = f(tℓ, λ′i, λ′′i , αi, βi) and gℓ,i = g(tℓ, λ′i, λ′′i , αi, βi) for i = 1, · · · ,m− 1.
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In order to simply the stopping boundary of the testing plans, define multivariate functions
fc(t, λ, δ) =
max{z ∈ (0, λ] : z − λ+ z ln λz ≤
ln(δ)
t
} for t ≥ ln(δ)−λ ,
−∞ for t < ln(δ)−λ
gc(t, λ, δ) = min
{
z ∈ [λ,∞) : z − λ+ z ln λ
z
≤ ln(δ)
t
}
for t > 0, λ > 0, δ ∈ (0, 1). Moreover, define
f
c
(t, λ′, λ′′, δ′, δ′′) = min
{
fc(t, λ
′′, δ′′),
1
2
[fc(t, λ
′′, δ′′) + gc(t, λ′, δ′)]
}
,
gc(t, λ
′, λ′′, δ′, δ′′) = max
{
gc(t, λ
′, δ′),
1
2
[fc(t, λ
′′, δ′′) + gc(t, λ′, δ′)]
}
for 0 < λ′ < λ′′; δ′, δ′′ ∈ (0, 1) and t > 0. Under the assumption that the maximum testing
time ts is no less than the minimum positive number t such that fc(t, λ
′′
i , βi) ≥ gc(t, λ′i, αi) for
i = 1, · · · ,m − 1, we propose to define decision variable Dℓ by (41) for ℓ = 1, · · · , s with fℓ,i =
f
c
(tℓ, λ
′
i, λ
′′
i , αi, βi) and gℓ,i = gc(tℓ, λ
′
i, λ
′′
i , αi, βi) for i = 1, · · · ,m − 1. We have established that
the same conclusion as described by statements (I)–(IX) of Theorem 1 holds true.
Clearly, once the limits of testing time are determined, we have a multistage test plan which
depends on the risk tuning parameter ζ. We can evaluate the risk of such a limiting test plan.
If the risk requirement is not satisfied, then we can change ζ and find the corresponding limiting
test plan. This process can be repeated until a satisfactory test plan is found.
In this section, we only consider the general problem of testing multiple hypotheses. The
approach can be readily adapted to special problems such as testing one-sided hypotheses, two-
sided hypotheses, triple hypotheses, and interval test, etc. Specific procedures can be developed
by mimicking the techniques presented in Sections 3.
5 Tests for the Mean of a Normal Distribution with Unknown
Variance
In this section, we shall focus on tests for the mean, µ, of a Gaussian variable X with unknown
variance σ2 based on i.i.d. samples X1,X2, · · · of X. Our objective is to develop multistage
sampling schemes for testing hypotheses regarding θ = µσ , which is the ratio of the mean to the
standard deviation.
5.1 General Principle
A general problem regarding θ = µσ is to test m mutually exclusive and exhaustive composite
hypotheses:
H0 : θ ∈ Θ0, H1 : θ ∈ Θ1, . . . , Hm−1 : θ ∈ Θm−1,
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where Θ0 = (−∞, θ1], Θm−1 = (θm−1,∞) and Θi = (θi, θi+1], i = 1, · · · ,m − 2 with θ1 < θ2 <
· · · < θm−1. To control the probabilities of making wrong decisions, it is typically required that,
for pre-specified numbers δi ∈ (0, 1),
Pr {Accept Hi | θ} ≥ 1− δi ∀θ ∈ Θi, i = 0, 1, · · · ,m− 1
with Θ0 = (−∞, θ′1], Θm−1 = [θ′′m−1,∞) and Θi = [θ′′i , θ′i+1] for i = 1, · · · ,m − 2, where θ′i, θ′′i
satisfy θ′1 < θ1, θ
′′
m−1 > θm−1 and θi−1 < θ
′′
i−1 ≤ θ′i < θi < θ′′i ≤ θ′i+1 < θi+1 for i = 2, · · · ,m− 2.
Theorem 9 Suppose that αi = O(ζ) ∈ (0, 1) and βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m − 1. Let
2 ≤ n1 < n2 < · · · < ns be the sample sizes such that the largest sample size ns is no less than the
minimum integer n guaranteeing (θ′′i − θ′i)
√
n− 1 ≥ tn−1,αi + tn−1,βi for i = 1, · · · ,m− 1. Define
fℓ,i = min
{
θ′′i −
tnℓ−1,βi√
nℓ − 1
,
θ′i + θ
′′
i
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
,
gℓ,i = max
{
θ′i +
tnℓ−1,αi√
nℓ − 1
,
θ′i + θ
′′
i
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
for i = 1, · · · ,m− 1. Define
Xnℓ =
∑nℓ
i=1Xi
nℓ
, σ˜nℓ =
√∑nℓ
i=1(Xi −Xnℓ)2
nℓ
, θ̂ℓ =
Xnℓ
σ˜nℓ
,
Dℓ =

1 for θ̂ℓ ≤ fℓ,1,
i for gℓ,i−1 < θ̂ℓ ≤ fℓ,i where 2 ≤ i ≤ m− 1,
m for θ̂ℓ > gℓ,m−1,
0 else
(42)
for ℓ = 1, · · · , s. Then, Pr{Reject Hi | θ} is no greater than δi for any θ ∈ Θi and i =
0, 1, · · · ,m− 1 provided that ζ is sufficiently small.
See Appendix F for a proof. It should be noted that the probabilities like Pr{Reject Hi |
θ} can be evaluated by a Monte Carlo method. Making use of the Monte Carlo method for
estimating risks, the idea of bisection risk tuning described in Section 3.2 and the iterative minimax
optimization algorithm proposed in Section 3.3, we can develop efficient testing plans satisfying the
risk requirement by determining appropriate risk tuning parameter ζ and weighting coefficients.
5.2 Applications
In this section, we shall study the applications of Theorem 9 to specific testing problems. Specially,
the following Sections 5.2.1, 5.2.2 and 5.2.3 are devoted to the discussion of hypotheses concerned
with the comparison of the mean µ of Gaussian variable X with a pre-specified number γ. Such
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issues can be formulated as problems of testing hypotheses regarding ϑ = µ−γσ . To develop
concrete testing plans, we make use of the following statistics
Xnℓ =
∑nℓ
i=1Xi
nℓ
, σ̂nℓ =
√∑nℓ
i=1(Xi −Xnℓ)2
nℓ − 1 , T̂ℓ =
√
nℓ(Xnℓ − γ)
σ̂nℓ
for ℓ = 1, · · · , s.
5.2.1 One-sided Tests
In many situations, it is an important problem to test hypotheses H0 : ϑ < 0 versus H1 : ϑ > 0.
To control the risks of committing decision errors, it is typically required that, for prescribed
numbers α, β ∈ (0, 1),
Pr {Accept H0 | ϑ} > 1− α for ϑ ≤ −ε,
Pr {Accept H1 | ϑ} > 1− β for ϑ ≥ ε,
where the indifference zone is (−ε, ε). Applying Theorem 9 to the special case of m = 2, we have
the following results.
Corollary 11 Let α = O(ζ) ∈ (0, 1) and β = O(ζ) ∈ (0, 1). Let 2 ≤ n1 < n2 < · · · < ns
be the sample sizes such that the largest sample size ns is no less than the minimum integer n
guaranteeing tn−1,α + tn−1,β ≤ 2ε
√
n− 1. Define aℓ = ε
√
nℓ − 1− tnℓ−1,β, bℓ = tnℓ−1,α − ε
√
nℓ − 1
for ℓ = 1, · · · , s− 1, and as = bs = tns−1,α−tns−1,β2 . Define
Dℓ =

1 for T̂ℓ ≤ aℓ,
2 for T̂ℓ > bℓ,
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr {Accept H0 | ϑ} is less than β for ϑ no less than ε if ζ > 0 is sufficiently small.
(ii) Pr {Reject H0 | ϑ} is less than α for ϑ no greater than −ε if ζ > 0 is sufficiently small.
To develop an efficient testing plan satisfying the risk requirement, we need to determine
appropriate risk tuning parameter ζ and weighting coefficients. This can be accomplished by
making use of the Monte Carlo method for estimating risks, the idea of bisection risk tuning
described in Section 3.2 and the iterative minimax optimization algorithm proposed in Section
4.2.
5.2.2 Two-sided Tests
It is a frequent problem to test hypotheses H0 : ϑ = 0 versus H1 : ϑ 6= 0. To control the risks of
committing decision errors, it is typically required that, for prescribed numbers α, β ∈ (0, 1),
Pr {Accept H0 | ϑ} > 1− α for ϑ = 0,
Pr {Accept H1 | ϑ} > 1− β for |ϑ| ≥ ε,
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where the indifference zone is (−ε, 0) ∪ (0, ε). Applying Theorem 9 to test hypotheses H0 :
ϑ ≤ − ε2 , H1 : − ε2 < ϑ ≤ ε2 and H2 : ϑ > ε2 with indifference zone (−ε, 0) ∪ (0, ε), we have
Pr{Reject H0 and H2 | ϑ} = Pr{Accept H0 | ϑ} and the following results follow immediately.
Corollary 12 Let α = O(ζ) ∈ (0, 1) and β = O(ζ) ∈ (0, 1). Let 2 ≤ n1 < n2 < · · · < ns
be the sample sizes such that the largest sample size ns is no less than the minimum integer
n guaranteeing tn−1,α + tn−1,β ≤ ε
√
n− 1. Define aℓ = ε
√
nℓ − 1 − tnℓ−1,β, bℓ = tnℓ−1,α for
ℓ = 1, · · · , s − 1, and as = bs = tns−1,α−tns−1,β2 + ε2
√
ns − 1. Define
Dℓ =

1 for |T̂ℓ| ≤ aℓ,
2 for |T̂ℓ| > bℓ,
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr {Accept H0 | ϑ} is less than β for any ϑ ∈ (−∞,−ε] ∪ [ε,∞) if ζ > 0 is sufficiently
small.
(ii) Pr {Reject H0 | ϑ} is less than α for ϑ = 0 if ζ > 0 is sufficiently small.
By virtue of the Monte Carlo method for estimating risks, the idea of bisection risk tuning
described in Section 3.2 and the iterative minimax optimization algorithm proposed in Section
4.3, we can determine appropriate risk tuning parameter ζ and weighting coefficients such that
the risk requirement is satisfied.
5.2.3 Tests of Triple Hypotheses
In many applications, it is desirable to test three hypotheses H0 : ϑ < 0, H1 : ϑ = 0, H2 : ϑ > 0.
To control the risks of committing decision errors, it is typically required that, for prescribed
numbers α, β ∈ (0, 1),
Pr {Accept H0 | ϑ} > 1− β for ϑ ≤ −ε,
Pr {Accept H1 | ϑ} > 1− α for ϑ = 0,
Pr {Accept H2 | ϑ} > 1− β for ϑ ≥ ε,
where the indifference zone is (−ε, 0) ∪ (0, ε). Applying Theorem 9 to test hypotheses H0 : ϑ ≤
− ε2 , H1 : − ε2 < ϑ ≤ ε2 and H2 : ϑ > ε2 with indifference zone (−ε, 0)∪ (0, ε), we have the following
results.
Corollary 13 Let α = O(ζ) ∈ (0, 1) and β = O(ζ) ∈ (0, 1). Let 2 ≤ n1 < n2 < · · · < ns
be the sample sizes such that the largest sample size ns is no less than the minimum integer
n guaranteeing tn−1,α + tn−1,β ≤ ε
√
n− 1. Define aℓ = ε
√
nℓ − 1 − tnℓ−1,β, bℓ = tnℓ−1,α for
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ℓ = 1, · · · , s − 1, and as = bs = tns−1,α−tns−1,β2 + ε2
√
ns − 1. Define
Dℓ =

1 for T̂ℓ < −bℓ,
2 for |T̂ℓ| ≤ aℓ,
3 for T̂ℓ > bℓ,
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr {Accept H0 | ϑ} is greater than 1−β for any ϑ ∈ (−∞,−ε] if ζ > 0 is sufficiently small.
(ii) Pr {Accept H2 | ϑ} is greater than 1− β for any ϑ ∈ [ε,∞) if ζ > 0 is sufficiently small.
(iii) Pr {Accept H1 | ϑ} for ϑ = 0 is greater than 1− α if ζ > 0 is sufficiently small.
Applying the Monte Carlo method for estimating risks, the idea of bisection risk tuning de-
scribed in Section 3.2 and the iterative minimax optimization algorithm proposed in Section 4.4,
we can determine appropriate risk tuning parameter ζ and weighting coefficients such that the
risk requirement is satisfied.
5.2.4 Interval Tests
In some situations, it is desirable to test hypothesis H0 : θ ∈ [θ1, θ2] versus H1 : θ /∈ [θ1, θ2]. For
risk control purpose, it is typically required that, for two prescribed numbers α, β ∈ (0, 1),
Pr {Reject H0 | θ} ≤ α for θ ∈ Θ such that θ ∈ [θ′′1 , θ′2],
Pr {Accept H0 | θ} ≤ β for θ ∈ Θ such that θ /∈ (θ′1, θ′′2) ,
where θ′1 < θ1 < θ
′′
1 < θ
′
2 < θ2 < θ
′′
2 . Since there is no requirement imposed on probabilities of
committing decision errors for θ ∈ (θ′1, θ′′1 ) ∪ (θ′2, θ′′2), the union of intervals, (θ′1, θ′′1) ∪ (θ′2, θ′′2), is
referred to as an indifference zone.
Applying Theorem 9 to test hypotheses H0 : θ ≤ θ1, H1 : θ1 < θ ≤ θ2 and H2 : θ > θ2 with
indifference zone (θ′1, θ
′′
1) ∪ (θ′2, θ′′2), we have Pr{Reject H0 and H2 | θ} = Pr{Accept H0 | θ} and
the following results.
Corollary 14 Let αi = O(ζ) ∈ (0, 1) and βi = O(ζ) ∈ (0, 1) for i = 1, 2. Let 2 ≤ n1 < n2 <
· · · < ns be the sample sizes such that the largest sample size ns is no less than the minimum
integer n guaranteeing (θ′′i − θ′i)
√
n− 1 ≥ tn−1,αi + tn−1,βi for i = 1, 2. Define
fℓ,i = min
{
θ′′i −
tnℓ−1,βi√
nℓ − 1
,
θ′′i + θ
′
i
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
,
gℓ,i = max
{
θ′i +
tnℓ−1,αi√
nℓ − 1
,
θ′′i + θ
′
i
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
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for i = 1, 2. Define
Dℓ =

1 if gℓ,1 < θ̂ℓ ≤ fℓ,2,
2 if θ̂ℓ ≤ fℓ,1 or θ̂ℓ > gℓ,2,
0 else
for ℓ = 1, · · · , s. Then, the following statements hold true.
(i) Pr{Accept H0 | θ} ≤ β for θ /∈ (θ′1, θ′′2) if ζ is sufficiently small.
(ii) Pr{Reject H0 | θ} ≤ α for θ ∈ [θ′′1 , θ′2] if ζ is sufficiently small.
Making use of the Monte Carlo method for estimating risks, the idea of bisection risk tuning
described in Section 3.2 and the iterative minimax optimization algorithm proposed in Section
4.5, we can determine appropriate risk tuning parameter ζ and weighting coefficients such that
the risk requirement is satisfied.
5.2.5 Tests of “Simple” Hypotheses
In some situations, it may be interesting to test multiple simple hypotheses Hi : θ = θi for
i = 0, 1, · · · ,m− 1. For risk control purpose, it is typically required that, for prescribed numbers
δi ∈ (0, 1),
Pr {Accept Hi | θi} ≥ 1− δi, i = 0, 1, · · · ,m− 1.
Applying Theorem 9 to test the following hypotheses
H0 : θ ≤ ϑ1, H1 : ϑ1 < θ ≤ ϑ2, . . . , Hm−2 : ϑm−2 < θ ≤ ϑm−1, Hm−1 : θ > ϑm−1
with ϑi =
θi−1+θi
2 , i = 1, · · · ,m − 1 and indifference zone ∪m−1i=1 (θi−1, θi), we have the following
results.
Corollary 15 Let αi = O(ζ) ∈ (0, 1) and βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m− 1. Let 2 ≤ n1 <
n2 < · · · < ns be the sample sizes such that the largest sample size ns is no less than the minimum
integer n guaranteeing (θi − θi−1)
√
n− 1 ≥ tn−1,αi + tn−1,βi for i = 1, · · · ,m− 1. Define
fℓ,i = min
{
θi − tnℓ−1,βi√
nℓ − 1
,
θi + θi−1
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
,
gℓ,i = max
{
θi−1 +
tnℓ−1,αi√
nℓ − 1
,
θi + θi−1
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
}
for i = 1, · · · ,m − 1. Define fℓ,i = f(nℓ, θi−1, θi, αi, βi) and gℓ,i = g(nℓ, θi−1, θi, αi, βi) for i =
1, · · · ,m− 1. Define decision variable Dℓ by (43) for ℓ = 1, · · · , s. Then, Pr{Reject Hi | θi} ≤ δi
for i = 0, 1, · · · ,m− 1 if ζ is sufficiently small.
Making use of the Monte Carlo method for estimating risks, the idea of bisection risk tuning
described in Section 3.2 and the iterative minimax optimization algorithm proposed in Section
4.1.1, we can determine appropriate risk tuning parameter ζ and weighting coefficients such that
the risk requirement is satisfied.
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6 Tests for the Ratio of Variances of Two Normal Distributions
Let X be a random variable possessing a normal distribution with mean µX and variance σ
2
X . Let
Y be a random variable possessing a normal distribution with mean µY and variance σ
2
Y . Define
θ =
σ2
X
σ2
Y
. A general problem regarding θ is to test m mutually exclusive and exhaustive composite
hypotheses: H0 : θ ∈ Θ0, H1 : θ ∈ Θ1, . . . , Hm−1 : θ ∈ Θm−1, where Θ0 = (0, θ1], Θm−1 =
(θm−1,∞) and Θi = (θi, θi+1], i = 1, · · · ,m − 2 with θ1 < θ2 < · · · < θm−1. To control the
probabilities of making wrong decisions, it is typically required that, for pre-specified numbers
δi ∈ (0, 1),
Pr {Accept Hi | θ} ≥ 1− δi ∀θ ∈ Θi, i = 0, 1, · · · ,m− 1
with Θ0 = (0, θ
′
1], Θm−1 = [θ
′′
m−1,∞) and Θi = [θ′′i , θ′i+1] for i = 1, · · · ,m−2, where θ′i, θ′′i satisfy
θ′1 < θ1, θ
′′
m−1 > θm−1 and θi−1 < θ
′′
i−1 ≤ θ′i < θi < θ′′i ≤ θ′i+1 < θi+1 for i = 2, · · · ,m − 2. We
shall address this problem for the case that the mean values are known and the case that the mean
values are unknown. The tests will be defined based on i.i.d. samples X1,X2, · · · of X and i.i.d
samples Y1, Y2, · · · of Y . It is assumed that X,Y and their samples are mutually independent.
6.1 Tests with Known Means
Let Υ(d1, d2, α) denote the 100α% quantile of an F -distribution of d1 and d2 degrees of freedom.
That is, for a chi-square variable, U , of d1 degrees of freedom and a chi-square variable, V , of d2
degrees of freedom, Pr
{
Ud2
V d1
≤ Υ(d1, d2, α)
}
= α, where α ∈ (0, 1). In the case that the mean
values µX and µY are known, we propose to design multistage plans as follows.
Theorem 10 Suppose that αi = O(ζ) ∈ (0, 1) and βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m − 1. Let
2 ≤ nX1 < nX2 < · · · < nXs and 2 ≤ nY1 < nY2 < · · · < nYs be the sample sizes for variable X and Y
respectively. For ℓ = 1, · · · , s, define
uℓ,i = max{1,Υ(nXℓ , nYℓ , 1− αi)}, vℓ,i = min{1,Υ(nXℓ , nYℓ , βi)}, θ̂ℓ =
nYℓ
∑nX
ℓ
i=1(Xi − µX)2
nXℓ
∑nY
ℓ
i=1(Yi − µY )2
.
Suppose that the maximum sample sizes nXs and n
Y
s satisfy θ
′′
i vs,i ≥ θ′ius,i for i = 1, · · · ,m − 1.
Define
fℓ,i = min
{
θ′′i vℓ,i,
1
2
(θ′iuℓ,i + θ
′′
i vℓ,i)
}
, gℓ,i = max
{
θ′iuℓ,i,
1
2
(θ′iuℓ,i + θ
′′
i vℓ,i)
}
for i = 1, · · · ,m− 1 and ℓ = 1, · · · , s. Define
Dℓ =

1 for θ̂ℓ ≤ fℓ,1,
i for gℓ,i−1 < θ̂ℓ ≤ fℓ,i where 2 ≤ i ≤ m− 1,
m for θ̂ℓ > gℓ,m−1,
0 else
(43)
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for ℓ = 1, · · · , s. Then, Pr{Reject Hi | θ} is no greater than δi for any θ ∈ Θi and i =
0, 1, · · · ,m− 1 provided that ζ is sufficiently small.
See Appendix G for a proof.
6.2 Tests with Unknown Means
In the case that the mean values µX and µY are unknown, we propose to design multistage plans
as follows.
Theorem 11 Suppose that αi = O(ζ) ∈ (0, 1) and βi = O(ζ) ∈ (0, 1) for i = 1, · · · ,m − 1. Let
2 ≤ nX1 < nX2 < · · · < nXs and 2 ≤ nY1 < nY2 < · · · < nYs be the sample sizes for variable X and Y
respectively. For ℓ = 1, · · · , s, define
uℓ,i = max{1,Υ(nXℓ − 1, nYℓ − 1, 1 − αi)}, vℓ,i = min{1,Υ(nXℓ − 1, nYℓ − 1, βi)}
and θ̂ℓ =
(nY
ℓ
−1)∑n
X
ℓ
i=1(Xi−XnX
ℓ
)2
(nX
ℓ
−1)∑n
Y
ℓ
i=1(Yi−Y nY
ℓ
)2
, where XnX
ℓ
=
∑nX
ℓ
i=1Xi
nX
ℓ
and Y nY
ℓ
=
∑nY
ℓ
i=1 Yi
nY
ℓ
. Suppose that the
maximum sample sizes nXs and n
Y
s satisfy θ
′′
i vs,i ≥ θ′ius,i for i = 1, · · · ,m− 1. Define
fℓ,i = min
{
θ′′i vℓ,i,
1
2
(θ′iuℓ,i + θ
′′
i vℓ,i)
}
, gℓ,i = max
{
θ′iuℓ,i,
1
2
(θ′iuℓ,i + θ
′′
i vℓ,i)
}
for i = 1, · · · ,m − 1 and ℓ = 1, · · · , s. Define decision variables Dℓ by (43) for ℓ = 1, · · · , s.
Then, Pr{Reject Hi | θ} is no greater than δi for any θ ∈ Θi and i = 0, 1, · · · ,m− 1 provided that
ζ is sufficiently small.
See Appendix G for a proof. To determine appropriate risk tuning parameter ζ and weighting
coefficients such that the risk requirements are satisfied for the testing plans proposed in Theorems
10 and 11, we can make use of the Monte Carlo method for estimating risks, the idea of bisection
risk tuning described in Section 3.2 and the iterative minimax optimization algorithm proposed in
Section 3.3. In this section, we only consider the general problem of testing multiple hypotheses.
The general method presented here can be easily adapted to special problems such as testing
one-sided hypotheses, two-sided hypotheses, triple hypotheses, and interval test, etc. Concrete
procedures can be worked out by mimicking the techniques presented in Sections 3 and 4.
7 Exact Performance Evaluation of SPRT
To demonstrate the advantages of the present methods upon existing methods, we shall compare
them with the sequential probability ratio test (SPRT) developed by Wald [15].
Consider an exponential family which consists of density functions of the form fX(x, θ) =
h(x) exp(η(θ)x − ψ(θ)), where η′(θ) > 0 and ψ′(θ)η′(θ) = θ. Let X1,X2, · · · be i.i.d. samples of X
with a density function fX(x, θ) in the exponential family. Let k0 ∈ (0, 1) and k1 ∈ (1,∞) be
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two numbers used to define the stopping rule of SPRT. The SPRT for testing H0 : θ ≤ θ0 versus
H1 : θ ≥ θ1, where θ0 < θ1 are parametric values, can be described as follows:
(i) Reject H0 if
∏n
i=1 fX(Xi,θ0)∏n
i=1 fX(Xi,θ1)
≤ k0;
(ii) Accept H0 if
∏n
i=1 fX(Xi,θ0)∏n
i=1 fX(Xi,θ1)
≥ k1;
(iii) Continue sampling if k0 <
∏n
i=1 fX(Xi,θ0)∏n
i=1 fX(Xi,θ1)
< k1.
By virtue of the expression of the density function of the exponential family, the SPRT can
be simplified as follows:
(a) Reject H0 if [η(θ0)− η(θ1)](
∑n
i=1Xi)− n[ψ(θ0)− ψ(θ1)] ≤ ln k0;
(b) Accept H0 if [η(θ0)− η(θ1)](
∑n
i=1Xi)− n[ψ(θ0)− ψ(θ1)] ≥ ln k1;
(c) Continue sampling if ln k0 < [η(θ0)− η(θ1)](
∑n
i=1Xi)− n[ψ(θ0)− ψ(θ1)] < ln k1.
For exact computation of the OC function and average sample number of the SPRT, we have
established the following results.
Theorem 12 Define u(n) =
ψ(θ1)−ψ(θ0)− 1n ln k1
η(θ1)−η(θ0) and v(n) =
ψ(θ1)−ψ(θ0)− 1n lnk0
η(θ1)−η(θ0) for n = 1, 2, · · · . Let
n denote the number of samples at the termination of the sampling process of SPRT. For ǫ > 0,
the following statements (i) and (ii) hold true:
(i)
Pr{Accept H0, n ≤ m | θ} ≤ Pr{Accept H0 | θ} ≤ Pr{Accept H0, n ≤ m | θ}+ ǫ,
Pr{Accept H1, n ≤ m | θ} ≤ Pr{Accept H1 | θ} ≤ Pr{Accept H1, n ≤ m | θ}+ ǫ
provided that θ < u,
[
exp(η(θ)u−ψ(θ))
exp(η(u)u−ψ(u))
]m
< ǫ or θ > v,
[
exp(η(θ)v−ψ(θ))
exp(η(v)v−ψ(v))
]m
< ǫ.
(ii)
∑m−1
n=1 Pr{n > n} ≤ E[n] ≤
∑m−1
n=1 Pr{n > n}+ ǫ provided that
θ < u,
[
exp(η(θ)u− ψ(θ))
exp(η(u)u − ψ(u))
]m
< ǫ
[
1− exp(η(θ)u− ψ(θ))
exp(η(u)u − ψ(u))
]
or
θ > v,
[
exp(η(θ)v − ψ(θ))
exp(η(v)v − ψ(v))
]m
< ǫ
[
1− exp(η(θ)v − ψ(θ))
exp(η(v)v − ψ(v))
]
.
See Appendix H for a proof.
For simplicity of notations, in the above statements (i) and (ii), the abbreviations u and v have
been used for u(m) and v(m) respectively. Based on the above bounds, we can apply recursive
algorithms to compute the risks and average sample number of SPRT and compare them with
the adaptive methods presented in preceding sections.
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8 Exact Computation of Boundary Crossing Probabilities
The problem of evaluating the risk of making incorrect decisions in multistage hypothesis test-
ing can be addressed in the following general framework of computing the boundary crossing
probabilities.
Let Y1, Y2, · · · , Ys be random variables such that the increments between consecutive random
variables are mutually independent. Namely, if we define Zℓ = Yℓ+1 − Yℓ, ℓ = 1, · · · , s − 1, then
Z1, Z2, · · · , Zs−1 are mutually independent random variables. It is a frequent problem to compute
the boundary crossing probability Pr {Yℓ ∈ Yℓ, ℓ = 1, · · · , s}, where Yℓ is a subset of the support
of Yℓ. For this purpose, it suffices to consider Gℓ(y)
def
= Pr {Yℓ < y; Yi ∈ Yi, i = 1, · · · , ℓ− 1} and
gℓ(y)
def
= ddyGℓ(y) for ℓ = 1, · · · , s. Clearly, g1(y) is equal to the probability density function of Y1.
Hence, the main problem is to recursively compute
gℓ+1(y) =
d
dy
Pr {Yℓ+1 < y; Yi ∈ Yi, i = 1, · · · , ℓ}
for ℓ = 1, · · · , s− 1. Let fZℓ(z) denote the probability density function of Zℓ for ℓ = 1, · · · , s− 1.
By the independence of Yℓ and Zℓ, it can be readily shown that
Pr {Yℓ+1 < y; Yi ∈ Yi, i = 1, · · · , ℓ} =
∫
u∈Yℓ
Pr {Zℓ < y − u} gℓ(u)du, ∀y ∈ Yℓ+1
or equivalently,
gℓ+1(y) =
∫
u∈Yℓ
fZℓ(y − u)gℓ(u)du, ∀y ∈ Yℓ+1 (44)
for ℓ = 1, · · · , s − 1. Based on formula (44), recursive methods have been developed in the
literature for computing the boundary crossing probability. However, existing methods fail to
rigorously control the approximation error, which is mainly due to the finite partition of the
integration domains. To overcome the limitation of existing methods, we have established a new
recursive method in the sequel.
Assume that fZℓ(z) is differentiable for for ℓ = 1, · · · , s − 1. Let 0 < ε1 < ε2 < · · · < εs < 1.
For ℓ = 1, · · · , s, we propose to determine mℓ intervals [Aℓ,i, Bℓ,i], i = 1, 2, · · · ,mℓ to cover Yℓ
such that
∪mℓi=1 [Aℓ,i, Bℓ,i] = Yℓ, Bℓ,i ≤ Aℓ,i+1, i = 1, · · · ,mℓ − 1 (45)
and that
(1− εℓ)hℓ,i < gℓ(y) ≤ (1 + εℓ)hℓ,i, ∀y ∈ [Aℓ,i, Bℓ,i], i = 1, · · · ,mℓ. (46)
Once this can be accomplished, we have
(1− εs)
ms∑
i=1
(Bs,i −As,i)hs,i < Pr {Yℓ ∈ Yℓ, ℓ = 1, · · · , s} < (1 + εs)
ms∑
i=1
(Bs,i −As,i)hs,i.
So,
∑ms
i=1(Bs,i − As,i)hs,i is an estimate of Pr {Yℓ ∈ Yℓ, ℓ = 1, · · · , s}. The relative precision of
such an estimate can be controlled by εs.
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The desired intervals for covering Yℓ, ℓ = 1, · · · , s can be constructed recursively. First, it is
not difficult to determine m1 intervals [A1,i, B1,i], i = 1, 2, · · · ,m1 to cover Y1, since g1(y) is equal
to the probability density function of Y1. Given that mℓ intervals [Aℓ,i, Bℓ,i], i = 1, 2, · · · ,mℓ have
been determined to cover Yℓ, we can determine [Aℓ+1,i, Bℓ+1,i], i = 1, 2, · · · ,mℓ+1 to cover Yℓ+1
by virtue of the following result.
Theorem 13 Suppose that Yℓ is covered by mℓ intervals [Aℓ,i, Bℓ,i], i = 1, 2, · · · ,mℓ such that
(45) and (46) are satisfied. Let I(a, b, c, d) and I(a, b, c, d) be multivariate functions such that
I(a, b, c, d) ≤ ∫ ba fZℓ(y−u)du ≤ I(a, b, c, d) for any y ∈ [c, d] and that I(a, b, c, d)− I(a, b, c, d) → 0
as d− c→ 0. Let ηℓ and γℓ be positive numbers such that (1 + γℓ)(1− ηℓ) > 1 + ηℓ and
εℓ ≤ 2
1 +
1−εℓ+1
1+εℓ+1
(1+ηℓ)(1+γℓ)
1−ηℓ
− 1. (47)
Let Lℓ, U ℓ, Lℓ and U ℓ be positive real numbers such that
Lℓ <
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D) < U ℓ <
1 + ηℓ
1− ηℓLℓ, (48)
U ℓ >
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D) > Lℓ >
1− ηℓ
1 + ηℓ
U ℓ. (49)
Define
hℓ+1 =
1
4
[
(1 + εℓ)(1 + ηℓ)
(
Lℓ + U ℓ
)
+ (1− εℓ)(1− ηℓ) (Lℓ + U ℓ)
]
. (50)
Then, (1− εℓ+1)hℓ+1 < gℓ+1(y) < (1 + εℓ+1)hℓ+1 for any y ∈ [C, D] ⊆ Yℓ+1 provided that
(1 + γℓ)(Lℓ + U ℓ) > Lℓ + U ℓ, (51)
which can be satisfied if D − C is sufficiently small.
See Appendix I for a proof. In Theorem 13, for simplicity, one can take γℓ = γ < 1, ηℓ =
γ
3 , ℓ = 1, · · · , s− 1 and determine 0 < ε1 < ε2 < · · · < εs < 1 such that
εℓ =
2
1 +
1−εℓ+1
1+εℓ+1
(1+ηℓ)(1+γℓ)
1−ηℓ
− 1, ℓ = 1, · · · , s− 1.
Let a < b and c < d. The multivariate functions I(a, b, c, d) and I(a, b, c, d) in Theorem 13 can be
readily constructed in many situations. Under the assumption that f(u) is non-decreasing with
respect to u ≤ q and non-increasing with respect to u ≥ q, we have established that I(a, b, c, d) <∫ b
a f(x− u)du < I(a, b, c, d) for any x ∈ [c, d], where
I(a, b, c, d) =

∫ d−a
d−b f(u)du for c− q < d− q < a < b,
(d− q − a)f(q) + ∫ q
d−b f(u)du for c− q < a ≤ d− q ≤ b,
(b− a)f(q) for c− q < a < b < d− q,
(d− c)f(q) + ∫ c−a
q
f(u)du+
∫ q
d−b f(u)du for a ≤ c− q < d− q ≤ b,
(b− c+ q)f(q) + ∫ c−a
q
f(u)du for a ≤ c− q ≤ b < d− q,∫ c−a
c−b f(u)du for a < b < c− q < d− q
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and
I(a, b, c, d) =

∫ c−a
c−b f(u)du for c− q < d− q < a < b,
(d− q − a)×min {f(d− a), f(c− d+ q)} for c− q < a ≤ d− q ≤ b,
+
∫ c−d+q
c−b f(u)du
(b− a)×min {f(d− a), f(c− b)} for c− q < a < b < d− q,
(d− c)×min {f(d− c+ q), f(c− d+ q)} for a ≤ c− q < d− q ≤ b,
+
∫ d−a
d−c+q f(u)du+
∫ c−d+q
c−b f(u)du
(b− c+ q)×min {f(d− c+ q), f(c− b)} for a ≤ c− q ≤ b < d− q,
+
∫ d−a
d−c+q f(u)du∫ d−a
d−b f(u)du for a < b < c− q < d− q
Moreover, I(a, b, c, d) − I(a, b, c, d) → 0 for any x ∈ [c, d] as d− c→ 0.
Recall that, given that Yℓ is covered by mℓ intervals [Aℓ,i, Bℓ,i], i = 1, 2, · · · ,mℓ such that (45)
and (46) are satisfied, our objective is to construct intervals [Aℓ+1,i, Bℓ+1,i], i = 1, 2, · · · ,mℓ+1 to
cover Yℓ+1 such that ∪mℓ+1i=1 [Aℓ+1,i, Bℓ+1,i] = Yℓ+1, Bℓ+1,i ≤ Aℓ+1,i+1, i = 1, · · · ,mℓ+1 − 1 and
that (1− εℓ+1)hℓ+1,i < gℓ+1(y) ≤ (1+ εℓ+1)hℓ+1,i, ∀y ∈ [Aℓ+1,i, Bℓ+1,i], i = 1, · · · ,mℓ+1. This can
be accomplished by virtue of Theorem 13 as follows.
For simplicity of illustration, we focus on the special case that Yℓ+1 = [y, y]. The general case
that Yℓ+1 consists of multiple subintervals like [y, y] can be addressed by repeatedly applying the
method described in the sequel to each subinterval.
Clearly, for each subinterval [Aℓ+1,i, Bℓ+1,i], there exist a lower bound Lℓ,i and an upper bound
U ℓ,i of
∑mℓ
j=1 hℓ,j I(Aℓ,j, Bℓ,j , Aℓ+1,i, Bℓ+1,i) such that
Lℓ,i <
mℓ∑
j=1
hℓ,j I(Aℓ,j , Bℓ,j, Aℓ+1,i, Bℓ+1,i) < U ℓ,i <
1 + ηℓ
1− ηℓLℓ,i.
Similarly, there exist a lower bound Lℓ,i and an upper boundU ℓ,i of
∑mℓ
j=1 hℓ,j I(Aℓ,j , Bℓ,j , Aℓ+1,i, Bℓ+1,i)
such that
U ℓ,i >
mℓ∑
j=1
hℓ,j I(Aℓ,j , Bℓ,j, Aℓ+1,i, Bℓ+1,i) > Lℓ,i >
1− ηℓ
1 + ηℓ
U ℓ,i.
Actually, the bounds Lℓ,i, U ℓ,i, Lℓ,i, U ℓ,i are multivariate functions of Aℓ+1,i, Bℓ+1,i and ηℓ, γℓ.
Such bounds can be calculated by a computer program. Starting from the left endpoint of interval
[y, y], we determine an initial [Aℓ+1,1, Bℓ+1,1] with Aℓ+1,1 = y such that (1 + γℓ)(Lℓ,1 + U ℓ,1) >
Lℓ,1 + U ℓ,1. Then, we determine next subinterval [Aℓ+1,2, Bℓ+1,2] as the form
Aℓ+1,2 = Aℓ+1,1, Bℓ+1,2 = min{y,Bℓ+1,1 + (Bℓ+1,1 −Aℓ+1,1)2j},
with j taken as the largest integer no greater than 1 to ensure (1 + γℓ)(Lℓ,2 +U ℓ,2) > Lℓ,2 +U ℓ,2.
For i > 1, given interval [Aℓ+1,i, Bℓ+1,i], we determine next subinterval [Aℓ+1,i+1, Bℓ+1,i+1] as the
form
Aℓ+1,i+1 = Bℓ+1,i, Bℓ+1,i+1 = min{y,Bℓ+1,i + (Bℓ+1,i −Aℓ+1,i)2j},
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with j taken as the largest integer no greater than 1 to ensure that (1 + γℓ)(Lℓ,i+1 + U ℓ,i+1) >
Lℓ,i+1 + U ℓ,i+1. We repeat this process until Bℓ+1,i = y for some i, which is taken as the number
of intervals mℓ+1.
In the above procedure of constructing intervals to cover Yℓ, ℓ = 1, · · · , s, a critical step
is to determine lower and upper bounds for quantities
∑mℓ
j=1 hℓ,j I(Aℓ,j , Bℓ,j , Aℓ+1,i, Bℓ+1,i) and∑mℓ
j=1 hℓ,j I(Aℓ,j , Bℓ,j , Aℓ+1,i, Bℓ+1,i) to ensure certain relative precision requirements. Such quanti-
ties can be expressed as the following general form
Q = w0 +
m∑
i=1
wi
∫ bi
ai
f(x)dx,
where w0, w1, · · · , wm are constants. In the context of coverage construction for Yℓ, ℓ = 1, · · · , s,
the number m is very large and the width of each interval [ai, bi] is very small. Hence, there is no
need to partition each interval [ai, bi] as many subintervals for purpose of evaluating
∫ bi
ai
f(x)dx.
Under the assumption that f(x) is either convex or concave in each [ai, bi] (i.e. f
′′(x) has the
same sign in [ai, bi]), we propose a Globally Adaptive Splitting method for fast computing Q as
follows.
As a consequence of the assumption of convexity on f(x), we have
1
2
[f(a) + f(b)](b− a) + min{0, ∆} ≤
∫ b
a
f(x)dx ≤ 1
2
[f(a) + f(b)](b − a) + max{0, ∆}, (52)
where ∆ = 18 [f
′(a)−f ′(b)](b−a)2. Applying (52), we have w0+
∑m
i=1 wiqi < Q < w0+
∑m
i=1wiqi,
where
q
i
= Ji +min{0,∆i}, qi = Ji +max{0,∆i}
with
Ji =
1
2
[f(ai) + f(bi)](bi − ai), ∆i = 1
8
[f ′(ai)− f ′(bi)](bi − ai)2.
Now we find the index j ∈ {1, · · · ,m} such that wjqj − wjqj = min{wiqi − wiqi : i = 1, · · · ,m}.
Then, we split the interval associated with index j as two subintervals [aj ,
aj+bj
2 ] and [
aj+bj
2 , bj ]
and bound the integrals
∫ (aj+bj)/2
aj
f(x)dx and
∫ bj
(aj+bj)/2
f(x)dx by (52). Namely, apply (52) to
determine bounds q
j,1
, qj,1 and qj,2, qj,2 such that
q
j,1
<
∫ (aj+bj)/2
aj
f(x)dx < qj,1, qj,2 <
∫ bj
(aj+bj)/2
f(x)dx < qj,2.
Once theses bounds are computed, we replace the term wjqj in w0 +
∑m
i=1wiqi by two terms
wjqj,1 and wjqj,2. Similarly, we replace the term wjqj in w0+
∑m
i=1wiqi by two terms wjqj,1 and
wjqj,2. Therefore, we have new lower and upper bounds for Q, which can still be expressed in
the form w0 +
∑m
i=1wiqi < Q < w0 +
∑m
i=1 wiqi, where the number m, the terms for summation,
and the associated intervals have been updated. Repeatedly apply the above splitting technique
to the lower and upper bounds of Q. As the splitting process goes on, the gap between the
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lower and upper bounds of Q decreases and eventually we obtain a lower bound L in the form
w0 +
∑m
i=1wiqi, and an upper bound U in the form w0 +
∑m
i=1 wiqi such that
L < Q < U,
U
1 + η
<
L
1− η
for some pre-specified η ∈ (0, 1).
As can be seen from the above description, the computational complexity of our recursive
method for computing the boundary crossing probability Pr {Yℓ ∈ Yℓ, ℓ = 1, · · · , s} depends on
the partition of the sets Yℓ, ℓ = 1, · · · , s. For purpose of reducing the computational complexity,
we can apply the truncation technique to reduce the domain of integration. To illustrate, consider
a typical problem of computing Pr{Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ} and Pr{Yℓ+1 >
bℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}, which is frequently encountered in the context of multistage
hypothesis testing.
Let ǫ ∈ (0, 1). Let zℓ be a number such that Pr{Yℓ+1 − Yℓ > zℓ} > 1− ǫ. We can show that
Pr {Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}
< Pr {zℓ + aℓ < Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}+ ǫ
and
Pr {Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}
> Pr {zℓ + aℓ < Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ} − ǫ.
On the other hand, letting zℓ be a number such that Pr{Yℓ+1−Yℓ < zℓ} > 1− ǫ, we can establish
that
Pr {Yℓ+1 > bℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}
< Pr {bℓ+1 < Yℓ+1 < zℓ + bℓ; ai < Yi < bi, i = 1, · · · , ℓ}+ ǫ
and
Pr {Yℓ+1 > bℓ+1; ai < Yi < bi, i = 1, · · · , ℓ}
> Pr {bℓ+1 < Yℓ+1 < zℓ + bℓ; ai < Yi < bi, i = 1, · · · , ℓ} − ǫ.
Applying Theorem 5 and the truncation method described in Section 3.5, we can further reduce
the complexity for computing Pr{zℓ + aℓ < Yℓ+1 < aℓ+1; ai < Yi < bi, i = 1, · · · , ℓ} and
Pr{bℓ+1 < Yℓ+1 < zℓ + bℓ; ai < Yi < bi, i = 1, · · · , ℓ}.
After employing the truncation technique to reduce the domain of integration, one can use
our recursive method to compute the relevant boundary crossing probabilities.
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9 Conclusion
In this paper, we have established a new framework of multistage hypothesis tests which applies
to arbitrary number of mutually exclusive and exhaustive composite hypotheses. Specific testing
plans for common problems have also been developed. Our test plans have several important
advantages upon existing tests. First, our tests are more efficient. Second, our tests always
guarantee prescribed requirement of power. Third, the sample number or test time of our tests
are absolutely bounded. Such advantages have been achieved by means of new structure of testing
plans and powerful computational machinery.
A Preliminary Results
We need some preliminary results. The following Lemmas 1 and 2 have been established in [2].
Lemma 1 Pr{FZ(Z) ≤ α} ≤ α and Pr{GZ(Z) ≤ α} ≤ α for any random variable Z and positive
number α.
Lemma 2 Let E be an event dependent only on random tuple (X1, · · · ,Xr). Let ϕ(X1, · · · ,Xr)
be a ULE of θ. Then,
(i) Pr{E | θ} is non-increasing with respect to θ ∈ Θ no less than z provided that E ⊆
{ϕ(X1, · · · ,Xr) ≤ z}.
(ii) Pr{E | θ} is non-decreasing with respect to θ ∈ Θ no greater than z provided that E ⊆
{ϕ(X1, · · · ,Xr) ≥ z}.
Lemma 3 Let X be a random variable parameterized by its mean E[X] = θ ∈ Θ. Suppose that
X is a ULE of θ. Let Xn =
∑n
i=1Xi
n , where X1, · · · ,Xn are i.i.d. samples of random variable X.
Then,
Pr{Xn ≤ z} ≤ [C (z, θ)]n, ∀z ≤ θ
Pr{Xn ≥ z} ≤ [C (z, θ)]n, ∀z ≥ θ.
Moreover, C (z, θ) is non-decreasing with respect to θ no greater than z and is non-increasing with
respect to θ no less than z. Similarly, C (z, θ) is non-decreasing with respect to z no greater than
θ and is non-increasing with respect to z no less than θ.
Proof. By the convexity of function ex and Jensen’s inequality, we have infρ>0 E[e
ρ(X−z)] ≥
infρ>0 e
ρE[X−z] ≥ 1 for θ ≥ z. In view of infρ≤0 E[eρ(X−z)] ≤ 1, we have C (z, θ) = infρ≤0 E[eρ(X−z)]
for θ ≥ z. Clearly, C (z, θ) = infρ≤0 e−ρzE[eρX ] is non-decreasing with respect to z less than θ.
Since X is a ULE of θ, we have that E[eρ(X−z)] = e−ρzE[eρX ] = e−ρz
∫∞
u=0 Pr{eρX > u}du is
non-increasing with respect to θ ≥ z for ρ ≤ 0 and thus C (z, θ) is non-increasing with respect to
θ greater than z.
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Observing that infρ≥0 E[eρ(X−z)] ≤ 1 and that infρ<0 E[eρ(X−z)] ≥ infρ<0 eρE[X−z] ≥ 1 for
θ < z, we have C (z, θ) = infρ≥0 E[eρ(X−z)] for θ < z. Clearly, C (z, θ) = infρ≥0 e−ρzE[eρX ] is
non-increasing with respect to z greater than θ. Since X is a ULE of θ, we have that E[eρ(X−z)] =
e−ρz
∫∞
u=0 Pr{eρX > u}du is non-decreasing with respect to θ for ρ > 0 and consequently, C (z, θ)
is non-decreasing with respect to θ smaller than z.
Making use of the established fact infρ≤0 E[eρ(X−z)] = C (z, θ) and the Chernoff bound Pr{Xn ≤
z} ≤ [infρ≤0 E[eρ(X−z)]]n (see, [11]), we have Pr{Xn ≤ z} ≤ [C (z, θ)]n for z ≤ θ. Making
use of the established fact infρ≥0 E[eρ(X−z)] = C (z, θ) and the Chernoff bound Pr{Xn ≥ z} ≤[
infρ≥0 E[eρ(X−z)]
]n
, we have Pr{Xn ≥ z} ≤ [C (z, θ)]n for z ≥ θ. This concludes the proof of
Lemma 3. ✷
B Proof of Theorem 2
For arbitrary parametric values θ0 < θ1 in Θ, by the assumption that ϕn converges in probability
to θ, we have that Pr{ϕn ≥ θ0+θ12 | θ0} ≤ Pr{|ϕn − θ0| ≥ θ1−θ02 | θ0} → 0 and Pr{ϕn ≤ θ0+θ12 |
θ1} ≤ Pr{|ϕn − θ1| ≥ θ1−θ02 | θ1} → 0 as n→∞. This shows that n exists and is finite.
Since F
θ̂ℓ
(z, θ) = Pr{θ̂ℓ ≤ z | θ} = 1 − Pr{θ̂ℓ > z | θ}, making use of Lemma 2 and the
assumption that θ̂ℓ is a ULE of θ, we have that Fθ̂ℓ
(z, θ) is non-increasing with respect to θ ∈ Θ.
Similarly, since G
θ̂ℓ
(z, θ) = Pr{θ̂ℓ ≥ z | θ} = 1− Pr{θ̂ℓ < z | θ}, making use of Lemma 2 and the
assumption that θ̂ℓ is a ULE of θ, we have that Gθ̂ℓ
(z, θ) is non-decreasing with respect to θ ∈ Θ.
To show statement (I), notice that {Reject H0} ⊆ {θ̂ ≥ θ′1} as a consequence of the definition
of the test plan. Hence, statement (I) is proved by virtue of Lemma 2.
To show statement (II), notice that {Reject Hm−1} ⊆ {θ̂ ≤ θ′′m−1} as a consequence of the
definition of the test plan. Hence, statement (II) is proved by virtue of Lemma 2.
To show statement (III), we first claim that Pr{1 ≤ Dℓ ≤ i | θ} ≤ βi for 0 ≤ i ≤ m − 1
and θ ∈ Θi. Clearly, {θ̂ℓ ≤ fℓ,j} = {θ̂ℓ ≤ f(nℓ, θ′j , θ′′j , αj , βj)} ⊆ {θ̂ℓ ≤ f(nℓ, θ′′j , βj)} for 1 ≤
j ≤ i. Since F
θ̂ℓ
(z, θ) is non-decreasing with respect to z, we have {θ̂ℓ ≤ f(nℓ, θ′′j , βj)} ⊆ {θ̂ℓ ≤
θ′′j , Fθ̂ℓ(θ̂ℓ, θ
′′
j ) ≤ βj} ⊆ {Fθ̂ℓ(θ̂ℓ, θ
′′
j ) ≤ βj} for 1 ≤ j ≤ i. Recalling that Fθ̂ℓ(z, θ) is non-increasing
with respect to θ ∈ Θ and invoking Lemma 1, we have
Pr{θ̂ℓ ≤ fℓ,j | θ} ≤ Pr{Fθ̂ℓ(θ̂ℓ, θ
′′
j ) ≤ βj | θ} ≤ Pr{Fθ̂ℓ(θ̂ℓ, θ) ≤ βj | θ} ≤ βj ≤ βi (53)
for 1 ≤ j ≤ i and θ ∈ Θi. For i = 0, it is clear that Pr{1 ≤ Dℓ ≤ i | θ} = 0 ≤ β0 for θ ∈ Θ0.
For i = 1, by virtue of (53), we have Pr{1 ≤ Dℓ ≤ i | θ} = Pr{θ̂ℓ ≤ fℓ,1 | θ} ≤ β1 for θ ∈ Θ1.
For 2 ≤ i ≤ m − 1, define S = {j : gℓ,j−1 < fℓ,j, 2 ≤ j ≤ i} and let r be an integer such that
r assumes value 1 if S is empty and that r ∈ S, fℓ,r = max{fℓ,j : j ∈ S} if S is not empty.
It follows from (53) that Pr{1 ≤ Dℓ ≤ i | θ} ≤ Pr{θ̂ℓ ≤ fℓ,r | θ} ≤ βi for 2 ≤ i ≤ m − 1
and θ ∈ Θi. This proves our first claim. Next, we claim that Pr{i + 2 ≤ Dℓ ≤ m | θ} ≤ αi
for 0 ≤ i ≤ m − 1 and θ ∈ Θi. Clearly, {θ̂ℓ > gℓ,j} = {θ̂ℓ > g(nℓ, θ′j , θ′′j , αj , βj)} ⊆ {θ̂ℓ ≥
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g(nℓ, θ
′
j, αj)} for i < j ≤ m − 1. Since Gθ̂ℓ(z, θ) is non-increasing with respect to z, we have
{θ̂ℓ ≥ g(nℓ, θ′j, αj)} ⊆ {θ̂ℓ ≥ θ′j, Gθ̂ℓ(θ̂ℓ, θ
′
j) ≤ αj} ⊆ {Gθ̂ℓ(θ̂ℓ, θ
′
j) ≤ αj} for i < j ≤ m − 1.
Recalling that G
θ̂ℓ
(z, θ) is non-decreasing with respect to θ ∈ Θ and invoking Lemma 1, we have
Pr{θ̂ℓ > gℓ,j | θ} ≤ Pr{Gθ̂ℓ(θ̂ℓ, θ
′
j) ≤ αj | θ} ≤ Pr{Gθ̂ℓ(θ̂ℓ, θ) ≤ αj | θ} ≤ αj ≤ αi (54)
for i < j ≤ m − 1 and θ ∈ Θi. For i = m − 1, it is evident that Pr{i + 2 ≤ Dℓ ≤ m |
θ} = 0 ≤ αm−1 for θ ∈ Θm−1. For i = m − 2, making use of (54), we have Pr{i + 2 ≤
Dℓ ≤ m | θ} = Pr{θ̂ℓ > gℓ,m−1 | θ} ≤ αm−2 for θ ∈ Θm−2. For 0 ≤ i ≤ m − 3, define
S = {j : gℓ,j−1 < fℓ,j, i+2 ≤ j ≤ m−1}, and let r be an integer such that r assumes value m−1
if S is empty and that r ∈ S, gℓ,r−1 = min{gℓ,j−1 : j ∈ S} if S is not empty. It follows from (54)
that Pr{i + 2 ≤ Dℓ ≤ m | θ} ≤ Pr{θ̂ℓ > gℓ,r−1 | θ} ≤ αi for 0 ≤ i ≤ m − 3 and θ ∈ Θi. This
proves our second claim. Making use of these two established claims, we have
Pr{Reject Hi, l = ℓ | θ} ≤ Pr{1 ≤Dℓ ≤ i | θ}+Pr{i+ 2 ≤Dℓ ≤ m | θ} ≤ αi + βi (55)
for i = 0, 1, · · · ,m−1, θ ∈ Θi and ℓ = 1, · · · , s. It follows that Pr{Reject Hi | θ} ≤
∑s
ℓ=1[Pr{1 ≤
Dℓ ≤ i | θ}+ Pr{i+ 2 ≤Dℓ ≤ m | θ}] ≤
∑s
ℓ=1(αi + βi) for i = 0, 1, · · · ,m− 1 and θ ∈ Θi. This
establishes statement (III).
Statements (IV) and (V) can be shown by virtue of Lemma 2 and the observation that
{Accept Hi} ⊆ {θ′i ≤ θ̂ ≤ θ′′i+1} and that {Accept Hi} is determined by the random tuple
(X1, · · · ,Xn) as a consequence of the definition of the testing plan.
We now want to show statement (VI). Observing that Gϕn(z, θ) is non-increasing with respect
to z, we have that g(n, θ′i, αi) ≤ θ
′
i+θ
′′
i
2 if Gϕn(
θ′i+θ
′′
i
2 , θ
′
i) ≤ αi. Since ϕn =
∑n
i=1Xi
n is an unbiased
ULE for θ, it follows from Lemma 3 that
Gϕn
(
θ′i + θ
′′
i
2
, θ′i
)
= Pr
{
ϕn ≥ θ
′′
i + θ
′
i
2
| θ′i
}
≤
[
C
(
θ′i + θ
′′
i
2
, θ′i
)]n
≤ αi
if n ≥ ln(αi)
ln C( θ
′
i
+θ′′
i
2
,θ′i)
. On the other hand, observing that Fϕn(z, θ) is non-decreasing with respect to
z, we have that f(n, θ′′i , βi) ≥ θ
′
i+θ
′′
i
2 if Fϕn(
θ′i+θ
′′
i
2 , θ
′′
i ) ≤ βi. Since ϕn is an unbiased ULE for θ, it
follows from Lemma 3 that
Fϕn
(
θ′i + θ
′′
i
2
, θ′′i
)
= Pr
{
ϕn ≤ θ
′′
i + θ
′
i
2
| θ′′i
}
≤
[
C
(
θ′i + θ
′′
i
2
, θ′′i
)]n
≤ βi
if n ≥ ln(βi)
ln C( θ
′
i
+θ′′
i
2
,θ′′i )
. Therefore, f(n, θ′′i , βi) ≥ g(n, θ′i, αi) if
n ≥ max
{
ln(αi)
ln C(θ′i+θ′′i2 , θ′i)
,
ln(βi)
ln C(θ′i+θ′′i2 , θ′′i )
}
.
Let n be the minimum integer n such that f(n, θ′′i , βi) ≥ g(n, θ′i, αi) for i = 1, · · · ,m − 1. Then,
{l ≤ n} is a sure event and
n ≤ max
i∈{1,··· ,m−1}
max
{
ln(αi)
ln C(θ′i+θ′′i2 , θ′i)
,
ln(βi)
ln C(θ′i+θ′′i2 , θ′′i )
}
= O
(
ln
1
ζ
)
.
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Noting that
Pr{Reject Hi | θ} =
min{s,n}∑
ℓ=1
Pr{Reject Hi, l = ℓ | θ}
and making use of (55), we have that, as ζ → 0,
Pr{Reject Hi | θ} ≤ n (αi + βi) = O
(
ln
1
ζ
)
O(ζ)→ 0
for any θ ∈ Θi and i = 0, 1, · · · ,m− 1. This proves statement (VI).
To show statement (VII), by the definition of the test plan, we have that {Reject Hi} is
determined by the random tuple (X1, · · · ,Xn). Moreover, for any numbers a and b such that
θ′′i ≤ a < b ≤ θ′i+1, we have that {Reject Hi} = {Reject Hi, θ̂ ≤ a} ∪ {Reject Hi, θ̂ ≥
b} and {Reject Hi, θ̂ ≤ a} ∩ {Reject Hi, θ̂ ≥ b} = ∅, which imply that Pr{Reject Hi |
θ} = Pr{Reject Hi, θ̂ ≤ a | θ} + Pr{Reject Hi, θ̂ ≥ b | θ}. By Lemma 2, we have that
Pr{Reject Hi, θ̂ ≤ a | θ} is non-increasing with respect to θ ∈ Θ no less than a and that
Pr{Reject Hi, θ̂ ≥ b | θ} is non-decreasing with respect to θ ∈ Θ no greater than b. This leads
to the upper and lower bounds of Pr{Reject Hi | θ} in statement (VII).
Statement (VIII) can be shown by virtue of Lemma 2 based on the observation that
{Reject H0 and Hm−1} ⊆ {θ′1 ≤ θ̂ ≤ θ′′m−1} and that {Reject H0 and Hm−1} is determined
by the random tuple (X1, · · · ,Xn) as a consequence of the definition of the test plan.
Finally, we shall show statement (IX). Note that Pr{Reject H0 and Hm−1 | θ} ≤
∑s
ℓ=1 Pr{2 ≤
Dℓ ≤ m − 1 | θ}. Define S = {j : gℓ,j−1 < fℓ,j, 2 ≤ j ≤ m − 1}. In the case that S is empty,
Pr{2 ≤Dℓ ≤ m− 1 | θ} = 0. In the case that S is not empty, let r ∈ S be an integer such fℓ,r =
max{fℓ,j : j ∈ S}. Then, Pr{2 ≤Dℓ ≤ m− 1 | θ} ≤ Pr{θ̂ℓ ≤ fℓ,r | θ} ≤ max{βj : 2 ≤ j ≤ m− 1}
for θ ∈ Θm−1. On the other hand, if we let r ∈ S be an integer such that gℓ,r−1 = min{gℓ,j−1 : j ∈
S}, then Pr{2 ≤ Dℓ ≤ m− 1 | θ} ≤ Pr{θ̂ℓ ≥ gℓ,r−1 | θ} ≤ max{αj : 1 ≤ j ≤ m − 2} for θ ∈ Θ0.
This proves statement (IX) and concludes the proof of the theorem.
C Proof of Theorem 4
For simplicity of notations, define F (z, θ) = Pr{ϕn ≤ z | θ} and G(z, θ) = Pr{ϕn ≥ z | θ}. By
the assumption of the theorem, fn(X1,··· ,Xn;θ)
fn(X1,··· ,Xn;θ̂n) = Λ(ϕn, θ̂n, θ). By virtue of Theorem 1 in page 3 of
the 4-th version of our paper [10] published in arXiv, we have
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≤ θ, | θ
}
= Pr
{
Λ(ϕn, θ̂n, θ) ≤ α
2
, θ̂n ≤ θ | θ
}
= Pr
{
Λ(ϕn, θ̂n, θ) ≤ α
2
, θ̂n ≤ θ | θ
}
≤ Pr
{
F (ϕn, θ) ≤ α
2
, θ̂n ≤ θ | θ
}
≤ Pr
{
F (ϕn, θ) ≤ α
2
| θ
}
≤ α
2
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for any θ ∈ Θ. This proves (4). Similarly, for any θ ∈ Θ,
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≥ θ | θ
}
= Pr
{
Λ(ϕn, θ̂n, θ) ≤ α
2
, θ̂n ≥ θ | θ
}
= Pr
{
Λ(ϕn, θ̂n, θ) ≤ α
2
, θ̂n ≥ θ | θ
}
≤ Pr
{
G(ϕn, θ) ≤ α
2
, θ̂n ≥ θ | θ
}
≤ Pr
{
G(ϕn, θ) ≤ α
2
| θ
}
≤ α
2
,
which establishes (5). To show (6), making use of (4) and (5), we have
Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
| θ
}
= Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≤ θ | θ
}
+ Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≥ θ | θ
}
≤ α
2
+
α
2
= α
for any θ ∈ Θ. To show (7), making use of (4), we have that
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≤ inf S | θ
}
≤ Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≤ θ | θ
}
≤ Pr
{
fn(X1, · · · ,Xn; θ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≤ θ | θ
}
= Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≤ θ | θ
}
≤ α
2
for any θ ∈ S . To show (8), making use of (5), we have that
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≥ supS | θ
}
≤ Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≥ θ | θ
}
≤ Pr
{
fn(X1, · · · ,Xn; θ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
, θ̂n ≥ θ | θ
}
= Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
, θ̂n ≥ θ | θ
}
≤ α
2
for any θ ∈ S . To show (9), we use (6) to conclude that
Pr
{
supϑ∈S fn(X1, · · · ,Xn;ϑ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
| θ
}
≤ Pr
{
fn(X1, · · · ,Xn; θ)
supϑ∈Θ fn(X1, · · · ,Xn;ϑ)
≤ α
2
| θ
}
= Pr
{
fn(X1, · · · ,Xn; θ)
fn(X1, · · · ,Xn; θ̂n)
≤ α
2
| θ
}
≤ α
for any θ ∈ S . This completes the proof of the theorem.
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D Proof of Recursive Formula for Multistage Sampling Without
Replacement
Consider a multistage sampling scheme of s stages, based on sampling without replacement, from
a population of N units, among which there are pN units having a certain attribute, where
p ∈ { iN : i = 1, · · · , N}. Let the sample sizes be deterministic numbers n1 < n2 < · · · < ns. For
ℓ = 1, · · · , s, let Kℓ be the number of units having the attribute accumulated up to the ℓ-th stage.
For ℓ = 1, · · · , s, let Kℓ be a subset of the support of Kℓ. In many applications, it is crucial to
compute probabilities like Pr{Ki ∈ Ki, i = 1, · · · , ℓ}, ℓ = 1, · · · , s. For this purpose, we need to
establish the following recursive formula:
Pr{Ki ∈ Ki, i = 1, · · · , ℓ; Kℓ+1 = kℓ+1}
=
∑
kℓ∈Kℓ
Pr{Ki ∈ Ki, i = 1, · · · , ℓ− 1; Kℓ = kℓ} ×
( pN−kℓ
kℓ+1−kℓ
)( N−pN−nℓ+kℓ
nℓ+1−nℓ−kℓ+1+kℓ
)( N−nℓ
nℓ+1−nℓ
) (56)
for kℓ+1 ∈ Kℓ+1 and ℓ = 1, · · · , s − 1. In the sequel, we shall provide a rigorous justification for
(56) based on the notion of probability space.
Note that
Pr{Ki ∈ Ki, i = 1, · · · , ℓ; Kℓ+1 = kℓ+1} =
∑
kℓ∈Kℓ
Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ, Kℓ+1 = kℓ+1},
Pr{Ki ∈ Ki, i = 1, · · · , ℓ− 1; Kℓ = kℓ} = Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ},
where D = {(k1, · · · , kℓ−1) : ki ∈ Ki, i = 1, · · · , ℓ− 1}. Hence, to show (56), it suffices to show
Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ, Kℓ+1 = kℓ+1}
= Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ} ×
( pN−kℓ
kℓ+1−kℓ
)( N−nℓ−pN+kℓ
nℓ+1−nℓ−kℓ+1+kℓ
)(
N−nℓ
nℓ+1−nℓ
) . (57)
We enumerate all units of the population as U1, U2, · · · , UN . Accordingly, {U1, U2, · · · , UN}
can be partitioned as two exclusive subsets A and B such that A consists of pN units having the
attribute and that B consists of N − pN units without the attribute. Let U denote the set of all
permutations of U1, U2, · · · , UN . Define
Vℓ
def
=
e1 e2 · · · eN ∈ U :
ni∑
j=1
I(ej) = ki, i = 1, · · · , ℓ
 ,
where the character string e1 e2 · · · eN is a permutation of U1, U2, · · · , UN , and I(.) denote the
indicator function such that for Z ∈ {U1, U2, · · · , UN}, I(Z) = 1 if Z has the attribute and
I(Z) = 0 otherwise. We need to figure out the number of permutations in Vℓ. Note that a
permutation in Vℓ can be constructed by the following procedure.
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The first step is to choose k1 units from A and n1 − k1 units from B. Since A has pN units
and B has N − pN units, there are (pNk1 )(N−pNn1−k1) possible choices, among which each choice
allows for n1! permutations. Hence, there are n1!
(pN
k1
)(N−pN
n1−k1
)
ways to obtain a character
string of length n1.
For i = 2, · · · , ℓ, the i-th step is to choose ki − ki−1 units from the remainder of A and ni −
ni−1− (ki− ki−1) units from the remainder of B. Since there are pN − ki−1 units remaining
in A and N − ni−1 − pN + ki−1 units remaining in B after the (i − 1)-th step, there are(pN−ki−1
ki−ki−1
)(N−ni−1−pN+ki−1
ni−ni−1−ki+ki−1
)
possible choices, among which each choice allows for (ni−ni−1)!
permutations. Hence, there are (ni − ni−1)!
(pN−ki−1
ki−ki−1
)(N−ni−1−pN+ki−1
ni−ni−1−ki+ki−1
)
ways to obtain a
character string of length ni − ni−1.
After the ℓ-th step, the total number of units remaining in A and B is N − nℓ. These N − nℓ
units allows for (N − nℓ)! permutations, which correspond to (N − nℓ)! ways of obtaining a
character string of length N − nℓ.
Connect all partial character strings obtained at all steps to make a complete character string
like e1 e2 · · · eN .
From the above procedure, it can be seen that there are (N −nℓ)! Cℓ(k1, · · · , kℓ−1, kℓ) permu-
tations in Vℓ, where
Cℓ(k1, · · · , kℓ−1, kℓ) def=
ℓ∏
i=1
(ni − ni−1)!
(
pN − ki−1
ki − ki−1
)(
N − ni−1 − pN + ki−1
ni − ni−1 − ki + ki−1
)
.
Notice that we have used n0 = k0 = 0 for purpose of simplifying notations. Based on the above
analysis, we have that there are (N − nℓ+1)! Cℓ+1(k1, · · · , kℓ, kℓ+1) permutations in Vℓ+1, where
Cℓ+1(k1, · · · , kℓ, kℓ+1) = (nℓ+1 − nℓ)!
(
pN − kℓ
kℓ+1 − kℓ
)(
N − nℓ − pN + kℓ
nℓ+1 − nℓ − kℓ+1 + kℓ
)
× C(k1, · · · , kℓ−1, kℓ)
and
Vℓ+1 =
e1 e2 · · · eN ∈ U :
ni∑
j=1
I(ej) = ki, i = 1, · · · , ℓ+ 1
 .
Note that each permutation of U1, U2, · · · , UN corresponds to a sample point in the sample space.
Invoking the established fact there are (N − nℓ)! Cℓ(k1, · · · , kℓ−1, kℓ) permutations in Vℓ, we
have that the number of sample points in event {(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ} is equal to
(N −nℓ)!
∑
(k1,··· ,kℓ−1)∈D Cℓ(k1, · · · , kℓ−1, kℓ). Since each sample point of the sample space has the
same probability 1N ! , we have
Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ} = (N − nℓ)!
N !
×
∑
(k1,··· ,kℓ−1)∈D
Cℓ(k1, · · · , kℓ−1, kℓ). (58)
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Recalling that the number of permutations in Vℓ+1 is equal to (N −nℓ+1)! Cℓ+1(k1, · · · , kℓ, kℓ+1),
we have
Pr{(K1, · · · ,Kℓ−1) ∈ D, Kℓ = kℓ, Kℓ+1 = kℓ+1}
=
1
N !
× (N − nℓ+1)!×
∑
(k1,··· ,kℓ−1)∈D
Cℓ+1(k1, · · · , kℓ, kℓ+1)
=
1
N !
× (N − nℓ+1)!×
∑
(k1,··· ,kℓ−1)∈D
Cℓ(k1, · · · , kℓ−1, kℓ)
×
(
pN − kℓ
kℓ+1 − kℓ
)
×
(
N − nℓ − pN + kℓ
nℓ+1 − nℓ − kℓ+1 + kℓ
)
(nℓ+1 − nℓ)!
=
1
N !
× (N − nℓ)!×
∑
(k1,··· ,kℓ−1)∈D
Cℓ(k1, · · · , kℓ−1, kℓ)
×
(
pN − kℓ
kℓ+1 − kℓ
)
×
(
N − nℓ − pN + kℓ
nℓ+1 − nℓ − kℓ+1 + kℓ
)
(nℓ+1 − nℓ)!× (N − nℓ+1)!
(N − nℓ)! . (59)
Combining ( 58 ) and ( 59 ) leads to (57) and consequently proves the recursive relationship (56).
E Proof of Theorem 6
For arbitrary parametric values θ0 < θ1 in Θ, by the assumption that ϕn converges in probability
to θ, we have that Pr{ϕn ≥ θ0+θ12 | θ0} ≤ Pr{|ϕn − θ0| ≥ θ1−θ02 | θ0} → 0 and Pr{ϕn ≤ θ0+θ12 |
θ1} ≤ Pr{|ϕn − θ1| ≥ θ1−θ02 | θ1} → 0 as n → ∞. This shows that n exists and is finite. By the
definition of the testing plan, we have
Pr{Accept H0 | θ} =
s∑
ℓ=1
Pr{Accept H0, l = ℓ | θ} ≤
s∑
ℓ=1
Pr{Dℓ = 1 | θ}
=
s∑
ℓ=1
Pr
{
θ̂ℓ ≤ F (nℓ, θ0, θ1, α0, β1) | θ
}
≤
s∑
ℓ=1
Pr
{
θ̂ℓ ≤ F̂ (nℓ, θ1, β1) | θ
}
.
Since F
θ̂ℓ
(z, θ) is non-decreasing with respect to z ∈ I
θ̂ℓ
for any given θ ∈ Θ, we have Pr{θ̂ℓ ≤
F̂ (nℓ, θ1, β1) | θ} ≤ Pr{Fθ̂ℓ(θ̂ℓ, θ1) ≤ β1 | θ} for ℓ = 1, · · · , s. Since θ̂ℓ is a ULE of θ, by Lemma 2,
we have that F
θ̂ℓ
(z, θ) = Pr{θ̂ℓ ≤ z | θ} is non-increasing with respect to θ no less than z. This
implies that Pr{F
θ̂ℓ
(θ̂ℓ, θ1) ≤ β1 | θ} ≤ Pr{Fθ̂ℓ(θ̂ℓ, θ) ≤ β1 | θ}, ℓ = 1, · · · , s for θ ∈ Θ no less than
θ1. Therefore, Pr{Accept H0 | θ} ≤
∑s
ℓ=1 Pr{Dℓ = 1 | θ} ≤
∑s
ℓ=1 Pr{Fθ̂ℓ(θ̂ℓ, θ) ≤ β1 | θ} ≤ sβ1
for θ ∈ Θ no less than θ1, where the last inequality follows from Lemma 1. By a similar method,
we can show that Pr{Reject H0 | θ} ≤
∑s
ℓ=1 Pr{Dℓ = 2 | θ} ≤ sα0 for θ ∈ Θ no greater than θ0.
By the definition of the testing plan and the assumption that the likelihood ratio is monotonically
increasing with respect to θ̂ℓ, we have that the test procedure is a generalized SPRT. Hence, the
monotonicity of Pr{Accept H0 | θ} with respect to θ is established. This concludes the proof of
the theorem.
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F Proof of Theorem 9
We need some preliminary results.
Lemma 4 For any δ ∈ (0, 1), tn,δ√
n
is monotonically decreasing to 0 as n increases from 2 to ∞.
Proof. For simplicity of notations, let ψ(n) =
tn,δ√
n
. Then, δ = Pr{ |U |√
Z/n
> tn,δ} = Pr{ |U |√Z >
ψ(n)}, where U and Z are independent random variables such that U is a Gaussian variable
with zero mean and unit variance and that Z is a chi-squared variable of n degrees of freedom.
Since U√
Z/n
possesses a Student’s t-distribution of n degrees of freedom, its mean and variance
are, respectively, 0 and nn−2 . Accordingly, the mean and variance of
U√
Z
are, respectively, 0
and 1n−2 . By Chebyshev’s inequality, Pr{
|U|√
Z
> ψ} ≤ 1(n−2)[ψ(n)]2 , leading to δ < 1(n−2)[ψ(n)]2 , i.e.,
ψ(n) < 1√
(n−2)δ → 0 as n→∞. This proves limn→∞
tn,δ√
n
= 0.
To show the monotonicity, it suffices to show that, for any fixed t > 0, Pr{|U |/√Z > t}
decreases monotonically with respect to n. Let V1, · · · , Vn, Vn+1 be i.i.d. Gaussian random
variables which have zero mean, unity variance and are independent with U . Then, Pr{|U |/√
Z > t} = Pr{|U |/
√∑n
i=1 V
2
i > t}. In view of Pr{|U |/
√∑n
i=1 V
2
i > t} > Pr{|U |/
√∑n+1
i=1 V
2
i > t}
and Pr{|U |/
√∑n
i=1 V
2
i > ψ(n)} = Pr{|U |/
√∑n+1
i=1 V
2
i > ψ(n + 1)} = δ, we have Pr{|U |/
√∑n+1
i=1 V
2
i >
ψ(n+ 1)} > Pr{|U |/
√∑n+1
i=1 V
2
i > ψ(n)}, which implies ψ(n + 1) < ψ(n). This completes the proof
of the lemma.
✷
Lemma 5 limδ→0 Zδ√
2 ln 1
δ
= 1.
Proof. For simplicity of notations, we abbreviate Zδ as z when this can be done without intro-
ducing confusion. By virtue of the well-known inequality 1 − Φ(z) < 1√
2π
exp
(
− z22
) (
1
z
)
, we have
δ < 1√
2π
exp
(
− z22
) (
1
z
)
, or equivalently, 2 ln
1
δ
z2
> 2 ln(
√
2πz)
z2
+ 1, which implies lim infz→∞
2 ln 1
δ
z2
≥ 1
and, consequently, lim supδ→0
Zδ√
2 ln 1
δ
≤ 1. On the other hand, making use of the well-known in-
equality 1√
2π
exp
(
− z22
) (
1
z
− 1
z3
)
< 1 − Φ(z), we have δ > 1√
2π
exp
(
− z22
) (
1
z
) (
1− 1
z2
)
, which implies
2 ln 1
δ
z2
< 2
z2
ln
(√
2πz3
z2−1
)
+ 1 and thus lim infδ→0 Zδ√
2 ln 1
δ
≥ 1. This establishes limδ→0 Zδ√
2 ln 1
δ
= 1.
✷
Lemma 6 Let X be a chi-squared random variable with n degrees of freedom. Then, Pr{X ≥
n(1 + κ)} ≤ [(1 + κ)e−κ]n2 for any κ > 0 and Pr{X ≤ n(1− κ)} ≤ [(1− κ)eκ]n2 for 0 < κ < 1.
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Proof. For simplicity of notations, let c = n(1 + κ). Then,
Pr {X ≥ c} ≤ inf
ρ>0
E
[
eρ(X−c)
]
= inf
ρ>0
∫ ∞
0
1
2
n
2 Γ
(
n
2
)xn2−1e−x2 eρ(x−c)dx
= inf
ρ>0
e−ρc(1− 2ρ)−n2
∫ ∞
0
1
2nΓ
(
n
2
)y n2−1e− y2 dy = inf
ρ>0
e−ρc(1− 2ρ)−n2 ,
where we have introduced a change of variable
(
1
2 − ρ
)
x = y2 in the integration. Note that
d
dρ
[e−ρc(1− 2ρ)−n2 ] = ( n1−2ρ − c)e−ρc(1 − 2ρ)−
n
2 , which equals 0 for ρ = c−n2c > 0. Therefore,
Pr {X ≥ n(1 + κ)} ≤ exp
(
−c− n
2c
c
)(
1
1− 2 c−n2c
)n
2
=
(
1 + κ
eκ
)n
2
for any κ > 0. Similarly, Pr {X ≤ n(1− κ)} ≤ (1−κ
e−κ
)n
2 for 0 < κ < 1. This completes the proof
of the lemma. ✷
The following result is due to Wallace [16].
Lemma 7 Let F (t) be Student’s t-distribution of n degrees of freedom. Let x(t) be the root of
equation Φ(x) = F (t) with respect to x. Then,
√(
n− 12
)
ln
(
1 + t
2
n
) ≤ x(t) ≤√n ln (1 + t2
n
)
for any
t > 0.
Lemma 8 For any ǫ > 0, there exists a number ζ∗ > 0 such that
∣∣∣ tn,α−tn,β√
n
∣∣∣ < ǫ for any ζ ∈ (0, ζ∗)
and all n ≥ κ(ζ, ̺) = min
{⌊
̺ Z2√
α
⌋
,
⌊
̺ Z2√
β
⌋}
> 1, where ζ∗ is independent of n and ̺ > 0.
Proof. Define
h(ζ, n) =
[
ln
(
1 +
t2n,α
n
)][
ln
(
1 +
t2n,β
n
)]−1
for n ≥ κ(ζ, ̺). We shall first show that h(ζ, n) tends to 1 uniformly for n ≥ κ(ζ, ̺) as ζ → 0.
Applying Lemma 7, we have
Z2α
n
≤ ln
(
1 +
t2n,α
n
)
≤ Z
2
α
n− 12
,
Z2β
n
≤ ln
(
1 +
t2n,β
n
)
≤ Z
2
β
n− 12
(60)
and thus(
1− 1
2κ(ζ, ̺)
)(Zα
Zβ
)2
<
n− 12
n
(Zα
Zβ
)2
≤ h(ζ, n) ≤ n
n− 12
(Zα
Zβ
)2
<
(
1 +
1
2κ(ζ, ̺)− 1
)(Zα
Zβ
)2
for n ≥ κ(ζ, ̺). By Lemma 5, we have
lim
ζ→0
Zα
Zβ = limζ→0
 Zα√
2 ln 1
α
×
√
2 ln 1
α√
2 ln 1
β
/
Zβ√
2 ln 1
β
 = 1.
It follows that h(ζ, n) tends to 1 uniformly for n ≥ κ(ζ, ̺) as ζ → 0. By virtue of (60), we have
ln
(
1 +
t2n,α
n
)
≤ Z
2
α
n− 12
≤ Z
2
α
κ(ζ, ̺)− 12
→ 2
̺
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and
ln
(
1 +
t2n,β
n
)
≤ Z
2
β
n− 12
≤ Z
2
β
κ(ζ, ̺) − 12
→ 2
̺
uniformly for n ≥ κ(ζ, ̺) as ζ → 0. Therefore, both t2n,α
n
and
t2n,β
n
are bounded uniformly for
all n ≥ κ(ζ, ̺) and any ζ ∈ (0, 1). By virtue of this result and recalling that h(ζ, n) tends to 1
uniformly for n ≥ κ(ζ, ̺) as ζ → 0, we have that ln(1 + t2n,α
n
) − ln(1 + t
2
n,β
n
) tends to 0 and thus
tn,α−tn,β√
n
tends to 0 uniformly for n ≥ κ(ζ, ̺) as ζ → 0. This completes the proof of the lemma.
✷
Lemma 9 For any ∆ > 0,
∑∞
n=κ(ζ,̺)+1 Pr{|Xnσ˜n − θ| ≥ ∆ | θ} → 0 as ζ → 0, where κ(ζ, ̺) =
min
{⌊
̺ Z2√
α
⌋
,
⌊
̺ Z2√
β
⌋}
.
Proof. We shall first show that
∑∞
n=κ(ζ,̺)+1 Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
→ 0 as ζ → 0 by considering
two cases: (i) θ ≥ ∆; (ii) θ < ∆.
In the case of θ ≥ ∆, let η be a positive number such that (1 + η)(θ −∆) < θ. Then,
Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
≤ Pr
{
Xn
σ˜n
≤ θ −∆, σ˜n ≤ (1 + η)σ | θ
}
+ Pr{σ˜n > (1 + η)σ | θ}
≤ Pr{Xn ≤ (1 + η)σ(θ −∆) | θ}+ Pr{σ˜n > (1 + η)σ | θ}
= Pr{U ≥ √n[(1 + η)∆− ηθ]}+ Pr{χ2n−1 > n(1 + η)2}
< Pr{U ≥ √n[(1 + η)∆− ηθ]}+ Pr{χ2n−1 > (n− 1)(1 + η)}, (61)
where U is a Gaussian random variable with zero mean and unit variance and χ2n−1 is a chi-square
variable of n−1 degrees of freedom. By the choice of η, we have (1+η)∆−ηθ > 0 as a consequence
of (1 + η)(θ −∆) < θ. Hence,
Pr
{
U ≥ √n[(1 + η)∆− ηθ]} < exp(−n
2
[(1 + η)∆ − ηθ]2
)
. (62)
On the other hand, by Lemma 6, we have
Pr{χ2n−1 > (n− 1)(1 + η)} ≤ [(1 + η)e−η ](n−1)/2. (63)
Combining (61), (62) and (63) yields
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
<
∞∑
n=κ(ζ,̺)+1
[
exp
(
−n
2
[(1 + η)∆ − ηθ]2
)
+ [(1 + η)e−η ](n−1)/2
]
,
where the right side tends to 0 as ζ → 0 because κ(ζ, ̺)→∞ as ζ → 0.
In the case of θ < ∆, let η ∈ (0, 1) be a number such that (1− η)(θ −∆) < θ. Then,
Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
≤ Pr
{
Xn
σ˜n
≤ θ −∆, σ˜n ≥ (1− η)σ | θ
}
+ Pr{σ˜n < (1− η)σ | θ}
≤ Pr{Xn ≤ (1− η)σ(θ −∆) | θ}+ Pr{σ˜n < (1− η)σ | θ}
= Pr{U ≥ √n[ηθ + (1− η)∆]} + Pr{χ2n−1 < n(1− η)2}. (64)
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By the choice of η, we have ηθ + (1− η)∆ > 0 as a consequence of (1− η)(θ −∆) < θ. Hence,
Pr{U ≥ √n[ηθ + (1− η)∆]} < exp
(
−n
2
[ηθ + (1− η)∆]2
)
. (65)
For small enough ζ > 0, we have n > κ(ζ, ̺) > 1η and thus
Pr{χ2n−1 < n(1− η)2} < Pr{χ2n−1 < (n− 1)(1 − η)} ≤ [(1− η)eη ](n−1)/2, (66)
where the last inequality follows from Lemma 6. Combining (64), (65) and (66) yields
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
<
∞∑
n=κ(ζ,̺)+1
[
exp
(
−n
2
[ηθ + (1− η)∆]2
)
+ [(1− η)eη ](n−1)/2
]
,
where the right side tends to 0 as ζ → 0 because κ(ζ, ̺) → ∞ as ζ → 0. This proves that∑∞
n=κ(ζ,̺)+1 Pr{Xnσ˜n ≤ θ − ∆ | θ} → 0 as ζ → 0. In a similar manner, we can show that∑∞
n=κ(ζ,̺)+1 Pr{Xnσ˜n ≥ θ +∆ | θ} → 0 as ζ → 0. This concludes the proof of the lemma. ✷
Lemma 10 Let δ = O(ζ) ∈ (0, 1). If ζ > 0 is sufficiently small, then
1
|θ|
(
tn,δ√
n
−
tn,
√
δ√
n
)
> exp
(
ln 1
δ
4n
)
> 1
for 2 ≤ n <
⌊
Z2√
δ
⌋
, where 0 < ̺ < 1
4(1+|θ|)2 .
Proof. From Wallace’s inequality restated in Lemma 7, we have√
exp
(Z2δ
n
)
− 1 ≤ tn,δ√
n
≤
√√√√exp( Z2δ
n− 12
)
− 1, ∀δ ∈ (0, 1)
and thus
1
|θ|
(
tn,δ√
n
−
tn,
√
δ√
n
)
>
1
|θ|
√exp(Z2δ
n
)
− 1−
√√√√exp( Z2√δ
n− 12
)
− 1
 .
Therefore, to show the lemma, it suffices to show that
1
|θ|
√exp(Z2δ
n
)
− 1−
√√√√exp( Z2√δ
n− 12
)
− 1
 > exp( ln 1δ
4n
)
> 1 (67)
for 2 ≤ n <
⌊
Z2√
δ
⌋
if ζ > 0 is small enough. By Lemma 5, for small enough ζ > 0, we have
ln 1√
δ
< 23Z2√δ and thus
exp
(
Z2√
δ
n
)
exp
(
ln 1√
δ
n
) − 1
exp
(
ln 1√
δ
n
) > exp(Z2√δ
3n
)
− 1 > exp
( Z2√
δ
3(n+ 1)
)
− 1
≥ exp
(
1
3̺
)
− 1 > 1
3̺
>
4(1 + |θ|)2
3
> 1
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for 2 ≤ n <
⌊
Z2√
δ
⌋
. Hence,√√√√exp( Z2√δ
n− 12
)
− 1 >
√√√√exp(Z2√δ
n
)
− 1 > exp
(
ln 1δ
4n
)
> 1
for 2 ≤ n <
⌊
Z2√
δ
⌋
if ζ is small enough. Therefore, to guarantee (67), it suffices to make ζ small
enough and ensure that√
exp
(Z2δ
n
)
− 1 > (1 + |θ|)
√√√√exp( Z2√δ
n− 12
)
− 1.
By Lemma 5, we have limζ→0
Z2
δ
Z2√
δ
= 2. This implies that, if ζ > 0 is sufficiently small, then
Z2
δ
Z2√
δ
> 53 , and consequently,
Z2δ
n
−
Z2√
δ
n− 12
=
Z2√
δ
n− 12
(
n− 12
n
Z2δ
Z2√
δ
− 1
)
>
1
̺
(
2− 12
2
× 5
3
− 1
)
=
1
4̺
for 2 ≤ n <
⌊
Z2√
δ
⌋
. Hence,
exp
(Z2
δ
n
)
− 1
exp
(
Z2√
δ
n− 1
2
)
− 1
>
exp
(Z2
δ
n
)
− 1
exp
(
Z2√
δ
n− 1
2
) > exp
(Z2
δ
n
)
exp
(
Z2√
δ
n− 1
2
) − 1 > exp( 1
4̺
)
− 1 > 1
4̺
> (1 + |θ|)2
for 2 ≤ n <
⌊
Z2√
δ
⌋
, and consequently (67) is ensured if ζ > 0 is small enough. This completes
the proof of the lemma.
✷
Lemma 11 Let θ′ < θ′′ and κ(ζ, ̺) = min
{⌊
̺ Z2√
α
⌋
,
⌊
̺ Z2√
β
⌋}
. Then,
lim
ζ→0
κ(ζ,̺)∑
n=2
Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n− 1 | θ
}
+
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ
′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 | θ
} = 0
(68)
for θ ≥ θ′′ provided that 0 < ̺ < 16(1+|θ|)2 . Similarly,
lim
ζ→0
κ(ζ,̺)∑
n=2
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n− 1 | θ
}
+
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≥ θ
′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 | θ
} = 0
(69)
for θ ≤ θ′ provided that 0 < ̺ < 1
6(1+|θ|)2 .
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Proof. Without loss of generality, assume that ζ is sufficiently small so that κ(ζ, ̺) is greater
than 2. We shall first show that
lim
ζ→0
κ(ζ,̺)∑
n=2
Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n− 1 | θ
}
= 0 (70)
for θ ≥ θ′′. Obviously, limζ→0 Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n−1 | θ
}
= 0 for n = 2 and θ ≥ θ′′. Hence, to
show (70), it remains to show
lim
ζ→0
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n− 1 | θ
}
= 0 (71)
for θ ≥ θ′′. We shall show (71) by considering three cases: (i) θ = 0; (ii) θ < 0; (iii) θ > 0.
In the case of θ = 0 ≥ θ′′, we have
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n− 1 | θ
}
≤
κ(ζ,̺)∑
n=3
Pr
{√
n Xn
σ̂n
≤ −tn−1,β | θ
}
< κ(ζ, ̺) β.
Noting that
κ(ζ, ̺) β ≤ ̺ Z2√
β
× β = ̺×
Z2√
β
2 ln 1√
β
× β × 2 ln 1√
β
→ 0
as ζ → 0, we have that (71) is true for the case of θ = 0 ≥ θ′′. Hence, it remains to show that
(71) is true for the cases of θ < 0 and θ > 0. Let
∆n = θ
√
n− 1
(
1− σ
σ˜n
)
+ tn−1,√β − tn−1,β, n = 3, 4, · · · .
Note that
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≤ θ′′ − tn−1,β√
n− 1 | θ
}
=
κ(ζ,̺)∑
n=3
Pr
{√
n Xn
σ̂n
≤ −tn−1,β + θ′′
√
n− 1 | θ
}
≤
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≤ −tn−1,β −
√
n− 1σθ
σ˜n
+ θ
√
n− 1 | θ
}
=
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≤ −tn−1,√β +∆n | θ
}
≤
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≤ −tn−1,√β | θ
}
+
κ(ζ,̺)∑
n=3
Pr{∆n ≥ 0 | θ}
≤ κ(ζ, ̺)
√
β +
κ(ζ,̺)∑
n=3
Pr{∆n ≥ 0 | θ}.
Clearly,
κ(ζ, ̺)
√
β ≤ ̺ Z2√
β
×
√
β = ̺×
Z2√
β
2 ln 1√
β
×
√
β × 2 ln 1√
β
→ 0
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as ζ → 0. Hence, to show (71), it suffices to show limζ→0
∑κ(ζ,̺)
n=3 Pr{∆n ≥ 0 | θ} = 0 for θ < 0
and θ > 0.
In the case of θ < 0, we have
Pr{∆n ≥ 0 | θ} = Pr
{
σ
σ˜n
− 1 ≥ 1|θ|
(
tn−1,β√
n− 1 −
tn−1,√β√
n− 1
)}
≤ Pr
{
σ
σ˜n
≥ 1|θ|
(
tn−1,β√
n− 1 −
tn−1,√β√
n− 1
)}
.
By Lemma 10, for small enough ζ > 0, we have
Pr{∆n ≥ 0 | θ} ≤ Pr
{
σ
σ˜n
> exp
(
ln 1
β
4(n − 1)
)}
= Pr
{
σ
σ̂n
>
√
n− 1
n
exp
(
ln 1
β
4(n − 1)
)}
for 3 ≤ n ≤ κ(ζ, ̺). By Lemma 5, we have that ln 1√
β
> 13Z2√β if ζ is small enough. This implies
that
exp
(
ln 1√
β
6(n− 1)
)
> exp
( Z2√
β
18(n − 1)
)
> exp
(Z2√
β
18n
)
≥ exp
(
1
18̺
)
and thus√
n− 1
n
exp
(
ln 1
β
4(n− 1)
)
>
√
2
3
exp
(
ln 1
β
4(n − 1)
)
=
√
2
3
exp
(
ln 1√
β
6(n− 1)
)
exp
(
ln 1
β
6(n − 1)
)
>
√
2
3
exp
(
1
18̺
)
exp
(
ln 1β
6(n− 1)
)
>
√
2
3
exp
(
1
18× 16
)
exp
(
ln 1β
6(n − 1)
)
> exp
(
ln 1β
6(n− 1)
)
for 3 ≤ n ≤ κ(ζ, ̺) if ζ is small enough, where we have used the assumption that ̺ < 1
6(1+|θ|)2 <
1
6 .
Therefore, for small enough ζ > 0, we have
Pr{∆n ≥ 0 | θ} < Pr
{
σ
σ̂n
> exp
(
ln 1β
6(n− 1)
)}
for 3 ≤ n ≤ κ(ζ, ̺) and it follows that
Pr{∆n ≥ 0 | θ} < Pr
{
σ̂n < σβ
1
6(n−1) | θ
}
= Pr
{
χ2n−1 < (n− 1) β
1
3(n−1)
}
≤
[
β
1
3(n−1) exp
(
1− β 13(n−1)
)](n−1)/2
< β
1
6 e(n−1)/2 (72)
for 3 ≤ n ≤ κ(ζ, ̺). Noting that 12κ(ζ, ̺) < 2̺ ln 1√β for small enough ζ and invoking the
assumption that 0 < ̺ < 1
6(1+|θ|)2 <
1
6 , we have
β
1
6 exp
(
κ(ζ, ̺)
2
)
< β
1
6 exp
(
2̺ ln
1√
β
)
= β
1
6
−̺ → 0 (73)
as ζ → 0. It follows from (72) and (73) that, in the case of θ < 0,
κ(ζ,̺)∑
n=3
Pr{∆n ≥ 0 | θ} < β
1
6
κ(ζ,̺)∑
n=3
e(n−1)/2 = β
1
6 ×
exp
(
κ(ζ,̺)
2
)
− e
√
e− 1 < 2 β
1
6 exp
(
κ(ζ, ̺)
2
)
→ 0
(74)
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as ζ → 0.
In the case of θ > 0, by virtue of Lemma 10, we have
Pr{∆n ≥ 0 | θ} = Pr
{
1− σ
σ˜n
≥ 1
θ
(
tn−1,β√
n− 1 −
tn−1,√β√
n− 1
)
| θ
}
≤ Pr
{
1− σ
σ˜n
> 1
}
= Pr{σ˜n < 0} = 0
for 3 ≤ n ≤ κ(ζ, ̺) provided that ζ is small enough. It follows that ∑κ(ζ,̺)n=3 Pr{∆n ≥ 0 | θ} = 0
for θ > 0 if ζ > 0 is sufficiently small. Therefore, we have shown that (70) holds for θ ≥ θ′′.
Next, we shall show that
lim
ζ→0
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ
′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 | θ
}
= 0
for θ ≥ θ′′. By Lemma 8, there exist a number ∆ > 0 and ζ∗ ∈ (0, 1) such that
θ′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 < θ −∆, ∀θ ≥ θ
′′
for any ζ ∈ (0, ζ∗). It follows from Lemma 9 that
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ
′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 | θ
}
≤
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≤ θ −∆ | θ
}
<
∞∑
n=κ(ζ,̺)+1
Pr
{∣∣∣∣Xnσ˜n − θ
∣∣∣∣ ≥ ∆ | θ}→ 0 (75)
as ζ → 0. Combining (70) and (75) leads to (68).
Now we want to show that (69) is true. It suffices to show that
lim
ζ→0
κ(ζ,̺)∑
n=2
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n− 1 | θ
}
= 0 (76)
and
lim
ζ→0
∞∑
n=κ(ζ,̺)+1
Pr
{
Xn
σ˜n
≥ θ
′ + θ′′
2
+
tn−1,α − tn−1,β
2
√
n− 1 | θ
}
= 0 (77)
for θ ≤ θ′′ under the assumption that 0 < ̺ < 1
6(1+|θ|)2 . Clearly, for n = 2 and θ ≤ θ′′,
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n−1 | θ
}
→ 0 as ζ → 0. Hence, to show (76), it suffices to show that
lim
ζ→0
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n− 1 | θ
}
= 0 (78)
for θ ≤ θ′. We can show (78) by considering three cases: (i) θ < 0; (ii) θ > 0; (iii) θ = 0.
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Note that, for θ ≤ θ′,
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n− 1 | θ
}
=
κ(ζ,̺)∑
n=3
Pr
{√
n Xn
σ̂n
≥ tn−1,α + θ′
√
n− 1 | θ
}
≤
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≥ tn−1,α −
√
n− 1σθ
σ˜n
+ θ
√
n− 1 | θ
}
=
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≥ tn−1,√α +∆n | θ
}
≤
κ(ζ,̺)∑
n=3
Pr
{√
n(Xn − σθ)
σ̂n
≥ tn−1,√α | θ
}
+
κ(ζ,̺)∑
n=3
Pr{∆n ≤ 0 | θ}
< κ(ζ, ̺)
√
α+
κ(ζ,̺)∑
n=3
Pr{∆n ≤ 0 | θ},
where
∆n = θ
√
n− 1
(
1− σ
σ˜n
)
− tn−1,√α + tn−1,α, n = 3, 4, · · ·
and
κ(ζ, ̺)
√
α ≤ ̺ Z2√
α
×√α = ̺×
Z2√
α
2 ln 1√
α
×√α× 2 ln 1√
α
→ 0
as ζ → 0.
In the case of θ > 0, by Lemma 10, we have
Pr{∆n ≤ 0 | θ} = Pr
{
1− σ
σ˜n
≤ −1
θ
(
tn−1,α√
n− 1 −
tn−1,√α√
n− 1
)}
≤ Pr
{
σ
σ˜n
≥ 1
θ
(
tn−1,α√
n− 1 −
tn−1,√α√
n− 1
)}
≤ Pr
{
σ
σ˜n
> exp
(
ln 1α
4(n− 1)
)}
for 3 ≤ n ≤ κ(ζ, ̺) if ζ is small enough. Hence, by a similar method as that for proving (74), we
have limζ→0
∑κ(ζ,̺)
n=3 Pr{∆n ≤ 0 | θ} → 0 as ζ → 0.
In the case of θ < 0, by Lemma 10, we have
Pr{∆n ≤ 0 | θ} = Pr
{
1− σ
σ˜n
≥ 1|θ|
(
tn−1,α√
n− 1 −
tn−1,√α√
n− 1
)}
≤ Pr
{
1− σ
σ˜n
> 1
}
= 0
for 3 ≤ n ≤ κ(ζ, ̺) if ζ is small enough. Hence, limζ→0
∑κ(ζ,̺)
n=3 Pr{∆n ≤ 0 | θ} = 0 for θ < 0 if
ζ > 0 is small enough.
In the case of θ = 0 ≤ θ′, we have
κ(ζ,̺)∑
n=3
Pr
{
Xn
σ˜n
≥ θ′ + tn−1,α√
n− 1 | θ
}
≤ κ(ζ, ̺)α→ 0
as ζ → 0. Therefore, (78) is true for all three cases. As a result, (76) is true for θ ≤ θ′.
By a similar method as that for (75), we can show that (77) is true. Finally, combining (76)
and (77) leads to (69). This completes the proof of the lemma.
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✷Now we are in a position to prove the theorem. Note that
Pr{Reject Hj | θ} ≤
j∑
i=1
Pr{Accept Hi−1 | θ}+
m−1∑
i=j+1
Pr{Accept Hi | θ}. (79)
By Lemma 4, we have
fℓ,i ≤ θ′′i , gℓ,i ≥ θ′i, fℓ,i ≤
θ′i + θ
′′
i
2
+
tnℓ−1,αi − tnℓ−1,βi
2
√
nℓ − 1
≤ gℓ,i
for i = 1, · · · ,m− 1 and ℓ = 1, · · · , s. Hence, by the definition of the testing plan, we have
Pr{Accept Hi−1 | θ} <
κ∑
n=2
Pr
{
Xn
σ˜n
≤ θ′′i −
tn−1,βi√
n− 1 | θ
}
+
∞∑
n=κ+1
Pr
{
Xn
σ˜n
≤ θ
′
i + θ
′′
i
2
+
tn−1,αi − tn−1,βi
2
√
n− 1 | θ
}
(80)
for i = 1, · · · ,m, where κ can be any integer greater than 2. Making use of (80) and applying
Lemma 11 with κ = κ(ζ, ̺), we have that
lim
ζ→0
Pr{Accept Hi−1 | θ} = 0, ∀θ ≥ θ′′i , i = 1, · · · ,m. (81)
Similarly, by the definition of the testing plan, we have
Pr{Accept Hi | θ} <
κ∑
n=2
Pr
{
Xn
σ˜n
≥ θ′i +
tn−1,αi√
n− 1 | θ
}
+
∞∑
n=κ+1
Pr
{
Xn
σ˜n
≥ θ
′
i + θ
′′
i
2
+
tn−1,αi − tn−1,βi
2
√
n− 1 | θ
}
(82)
for i = 1, · · · ,m− 1, where κ can be any integer greater than 2. Making use of (82) and applying
Lemma 11 with κ = κ(ζ, ̺), we have that
lim
ζ→0
Pr{Accept Hi | θ} = 0, ∀θ ≤ θ′i, i = 1, · · · ,m− 1. (83)
Therefore, Theorem 9 follows from (79), (81) and (83).
G Proofs of Theorems 10 and 11
As a consequence of the definitions of the sampling schemes, Theorems 10 and 11 can be proved
by the same argument, which relies on a preliminary result as stated by the following lemma.
Lemma 12 Let Z be a random variable possessing an F -distribution of m and n degrees of
freedom. Then, for r greater than 1, both Pr {Z > r} and Pr{Z < 1r} are less than 2[g(r)]d,
where d = min(m,n)/2 and g(x) = 1√
x
exp(1− 1√
x
).
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Proof. Clearly, Z can be expressed as UV , where U and V are independent random variables
possessing χ2-distributions of m and n degrees of freedom respectively. Note that Pr {Z > r} =
Pr
{
U
V > r
} ≤ Pr{U > √r} + Pr{V < 1√
r
} < [g( 1√
r
)]m/2 + [g(r)]n/2, where the last inequality
follows from Chernoff bound. Observing that g( 1√
r
) = g(r) = 1 for r = 1 and that the derivative of
g( 1√
r
)
g(r) with respective to r is negative for r greater than 1, we have g(
1√
r
) < g(r) for r > 1. It follows
that Pr {Z > r} < 2[g(r)]d for r > 1. Since 1Z is a random variable possessing an F -distribution
of n and m degrees of freedom, it follows from the established result that Pr{ 1Z > r} < 2[g(r)]d
for r > 1. This completes the proof of the lemma.
✷
We are now in a position to prove the theorems. Let
l∗ = 1 + 2 max
i∈{1,··· ,m−1}
max
{
ln αi2
ln g(ki)
,
ln βi2
ln g(ki)
}
= O
(
ln
1
ζ
)
,
where ki =
√
θ′′i
θ′i
for i = 1, · · · ,m− 1. Then,
1
2
[
min{nXℓ , nYℓ } − 1
] ≥ ℓ− 1
2
≥ max
i∈{1,··· ,m−1}
max
{
ln αi2
ln g(ki)
,
ln βi2
ln g(ki)
}
(84)
for ℓ ≥ l∗. Making use of (84) and Lemma 12, we have Pr{θ̂ℓ > kiθ} < αi, Pr{θ̂ℓ < θki } < βi and
consequently Υ(nXℓ − 1, nYℓ − 1, 1 − αi) < ki, Υ(nXℓ − 1, nYℓ − 1, βi) > 1ki for i = 1, · · · ,m − 1.
This implies that 1ki < vℓ,i ≤ uℓ,i < ki and thus θ′′i vℓ,i ≥ θ′iuℓ,i for i = 1, · · · ,m− 1. It follows that
{l ≤ l∗} is a sure event and consequently, for any θ ∈ Θi and i = 0, 1, · · · ,m− 1,
Pr{Reject Hi | θ} ≤
l∗∑
ℓ=1
m−1∑
j=1
(αj + βj) = O
(
ln
1
ζ
)
O(ζ)→ 0
as ζ → 0. This completes the proof of the theorems.
H Proof of Theorem 12
Under the assumption that u(m) > θ and
[
exp(η(θ)u−ψ(θ))
exp(η(u)u−ψ(u))
]m
< ǫ, making use of the definition of
the stopping rule of SPRT and the likelihood ratio bound established in [10], we have
Pr{n > m | θ} ≤ Pr
{∑m
i=1Xi
m
> u(m) | θ
}
≤
[
exp(η(θ)u− ψ(θ))
exp(η(u)u − ψ(u))
]m
< ǫ.
It follows that
Pr{Accept H0, n ≤ m | θ} ≤ Pr{Accept H0 | θ} ≤ Pr{Accept H0, n ≤ m | θ}+ ǫ,
Pr{Accept H1, n ≤ m | θ} ≤ Pr{Accept H1 | θ} ≤ Pr{Accept H1, n ≤ m | θ}+ ǫ.
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Similarly, under the assumption that v(m) < θ and
[
exp(η(θ)v−ψ(θ))
exp(η(v)v−ψ(v))
]m
< ǫ, we have
Pr{n > m} ≤ Pr
{∑m
i=1Xi
m
< v(m)
}
≤
[
exp(η(θ)v − ψ(θ))
exp(η(v)v − ψ(v))
]m
< ǫ
and thus
Pr{Accept H0, n ≤ m | θ} ≤ Pr{Accept H0 | θ} ≤ Pr{Accept H0, n ≤ m | θ}+ ǫ,
Pr{Accept H1, n ≤ m | θ} ≤ Pr{Accept H1 | θ} ≤ Pr{Accept H1, n ≤ m | θ}+ ǫ.
Now we consider the computation of E[n]. Note that E[n] =
∑∞
n=1 Pr{n > n}. It suffices to
bound
∑∞
n=m Pr{n > n}. By the assumption that u(m) > θ, we have u(n) > θ for all n ≥ m,
since u(n) is increasing with respect to n. It follows that
Pr{n > n} ≤ Pr
{∑n
i=1Xi
n
> u(n) | θ
}
≤
[
exp(η(θ)u(n)− ψ(θ))
exp(η(u(n))u(n) − ψ(u(n)))
]n
≤
[
exp(η(θ)u(m)− ψ(θ))
exp(η(u(m))u(m) − ψ(u(m)))
]n
for n ≥ m and consequently,
∞∑
n=m
Pr{n > n} ≤
∞∑
n=m
[
exp(η(θ)u− ψ(θ))
exp(η(u)u − ψ(u))
]n
=
[
exp(η(θ)u−ψ(θ))
exp(η(u)u−ψ(u))
]m
1− exp(η(θ)u−ψ(θ))exp(η(u)u−ψ(u))
< ǫ
where u = u(m), provided that u(m) > θ and
[
exp(η(θ)u−ψ(θ))
exp(η(u)u−ψ(u))
]m
< ǫ
[
1− exp(η(θ)u−ψ(θ))exp(η(u)u−ψ(u))
]
.
Similarly, by the assumption that v(m) < θ, we have v(n) < θ for all n ≥ m, since v(n) is
decreasing with respect to n. It follows that
Pr{n > n} ≤ Pr
{∑n
i=1Xi
n
< v(n) | θ
}
≤
[
exp(η(θ)v(n)− ψ(θ))
exp(η(v(n))v(n) − ψ(v(n)))
]n
≤
[
exp(η(θ)v(m) − ψ(θ))
exp(η(v(m))v(m) − ψ(v(m)))
]n
for n ≥ m and consequently,
∞∑
n=m
Pr{n > n} ≤
∞∑
n=m
[
exp(η(θ)v − ψ(θ))
exp(η(v)v − ψ(v))
]n
=
[
exp(η(θ)v−ψ(θ))
exp(η(v)v−ψ(v))
]m
1− exp(η(θ)v−ψ(θ))exp(η(v)v−ψ(v))
< ǫ
where v = v(m), provided that v(m) < θ and
[
exp(η(θ)v−ψ(θ))
exp(η(v)v−ψ(v))
]m
< ǫ
[
1− exp(η(θ)v−ψ(θ))exp(η(v)v−ψ(v))
]
. This
completes the proof of the theorem.
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I Proof of Theorem 13
Note that inequality (47) can be written as
1 + εℓ
1 + εℓ+1
(1 + ηℓ)(1 + γℓ) ≤ 1− εℓ
1− εℓ+1 (1− ηℓ). (85)
By virtue of (51) and (85), we have
1
2
1 + εℓ
1 + εℓ+1
(1 + ηℓ)
(
Lℓ + U ℓ
)
<
1
2
1 + εℓ
1 + εℓ+1
(1 + ηℓ)(1 + γℓ) (Lℓ + U ℓ)
≤ 1
2
1− εℓ
1− εℓ+1 (1− ηℓ) (Lℓ + U ℓ) . (86)
Making use of (48) and the assumption (46), we have
gℓ+1(y) ≤ (1 + εℓ)
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D) <
1
2
(1 + εℓ)(1 + ηℓ)
(
Lℓ + U ℓ
)
. (87)
Similarly, making use of (49) and the assumption (46), we have
gℓ+1(y) ≥ (1− εℓ)
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D) >
1
2
(1− εℓ)(1 − ηℓ) (Lℓ + U ℓ) . (88)
Combining (86), (87) and (88) leads to (1 − εℓ+1)hℓ+1 < gℓ+1(y) < (1 + εℓ+1)hℓ+1 for any y ∈
[C, D].
From (48) and (49), we have
(1 + γℓ)(Lℓ + U ℓ) >
2(1 + γℓ)
1 + ηℓ
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D),
Lℓ + U ℓ <
2
1− ηℓ
mℓ∑
i=1
hℓ,i I(Aℓ,i, Bℓ,i, C,D).
By the assumptions on I and I, we have that
|∑mℓi=1 hℓ,i I(Aℓ,i, Bℓ,i, C,D)−∑mℓi=1 hℓ,i I(Aℓ,i, Bℓ,i, C,D)| → 0 as D−C → 0. It follows that (51)
is satisfied if (1 + γℓ)(1 − ηℓ) > 1 + ηℓ and D − C is sufficiently small. This completes the proof
of the theorem.
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