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OPERATOR-VALUED DISTRIBUTIONS.
I. CHARACTERIZATIONS OF FREENESS
ALEXANDRU NICA*, DIMITRI SHLYAKHTENKO†, AND ROLAND SPEICHER*
Abstract. Let M be a B-probability space. Assume that B itself is a D-
probability space; then M can be viewed as D-probability space as well. Let
X ∈ M . We look at the question of relating the properties of X as B-valued
random variable to its properties as D-valued random variable. We characterize
freeness of X from B with amalgamation over D: (a) in terms of a certain fac-
torization condition linking the B-valued and D-valued cumulants of X , and (b)
for D finite-dimensional, in terms of linking the B-valued and the D-valued Fisher
information of X . We give an application to random matrices. For the second char-
acterization we derive a new operator-valued description of the conjugate variable
and introduce an operator-valued version of the liberation gradient.
1. Introduction
Free probability theory is a non-commutative probability theory where the classical
concept of independence is replaced by the notion of ”freeness”. This theory, due to
Voiculescu, was introduced as a tool for investigating the structure of von Neumann
algebras arising from free product constructions. This programme has been very
succesful and has yielded a wealth of new and unexpected results about this class of
von Neumann algebras.
From the very beginning, Voiculescu introduced also an operator-valued version
of freeness – where the role of the ”constants” C is taken over by an arbitrary fixed
algebra B and where the states are replaced by conditional expectations onto B. This
more general frame enlarges the domain of applicability of free probability techniques
in a tremendous way. Of course, this wider domain of applicability is compensated
by the fact that it is harder to obtain results in the operator-valued case. However,
quite astonishingly, a lot of the scalar-valued theory, in particular its combinatorial
description resting on the notion of cumulants, can be transfered to the operator-
valued context.
A systematic exploration about how much of the scalar-valued results can be gen-
eralized to the operator-valued setting is still lacking. However, instead of pursuing
such a generalization for its own sake, we will develop here those aspects of such a
programme which are related to one of the most exciting possibilities available in the
operator-valued framework: the possibility of switching between two different alge-
bras of ”scalars”. Namely if the algebra A is simultaneously a B-probability space
and a D-probability space for some subalgebras D and B of A, then an element X
* Research supported by a grant of NSERC, Canada.
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in A is at the same time a B- and a D-valued random variable, and one can ask how
these different points of view towards X are related. Let us assume that D ⊂ B.
Then, in principle, the B-valued distribution of X determines also the D-valued dis-
tribution of X . However, this connection is similar in complexity to saying that the
entries of a matrix determine its eigenvalues. What we are looking for are treatable
and interesting special cases where something more explicit can be said.
Note that such questions are also of practical relevance, since in concrete cases one
might be interested in the D-valued distribution of X , however, direct arguments
only give information about its B-valued distribution. Then it is of great importance
to have general theorems about closing the gap between B and D.
In this article we will consider the most fundamental special case, namely when X
is free from B over D. We will show that this freeness condition can equivalently be
characterized in terms of cumulants and in terms of free Fisher information.
In Section 2, we will recall some preliminaries about operator-valued free probabil-
ity theory, in particular the concepts of cumulants and canonical random variables.
Section 3 deals with our first main result: freeness from a subalgebra B can be
characterized by a factorization property of the B-valued cumulants. We also give
an interesting application of this circle of ideas to Gaussian random band matrices.
The rest of the paper deals with our second characterization of freeness from B
over D, in the case of finite-dimensional D. The question which we address is whether
equality of the free Fisher information with respect to D and the free Fisher infor-
mation with respect to B implies freeness from B over D. A more suggestive form
of this question might be the following version: If we know that the free entropy of
a random variable X conditioned on random variables Y and Z is the same as the
free entropy of X conditioned on Z, does this imply that X and Y are conditionally
free over Z? (This is related to the previous questions by setting B = W ∗(Y, Z) and
D =W ∗(Z).)
For the case D = C the above question was solved in the affirmative by Voiculescu
[11], but the general case remained open. We are able to extend the affirmative
solution of Voiculescu to the case where D is finite-dimensional.
In Section 4, we recall the concepts of relative Fisher information and conjugate
variables. Our main result in this section is a reformulation of the characterizing
equations for conjugate variables in terms of operator-valued cumulants.
Our main tool for addressing the above mentioned problem on Fisher informations
is an operator-valued generalization of the liberation gradient, which we will define
in Section 5. Again, we give an interesting reformulation of it in terms of cumulants
and, for the case of finite-dimensional D, we prove a relation between the liberation
gradient and corresponding conjugate variables.
These results are used in Section 6 for proving, in the case of finite-dimensional
D, our second main characterization for freeness from a subalgebra. We will also
reformulate this result as a minimization result for free Fisher information or a max-
imization result for free entropy. Finally, we treat as a concrete example of such a
maximization result the case of R-cyclic elements.
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A preliminary version of sections 2 and 3 of this paper has appeared as MSRI-
preprint 2001-001. The authors gratefully acknowledge the hospitality of MSRI dur-
ing its 2000-2001 program in operator algebras.
2. Preliminaries
2.1. B-probability space. Let B be a unital algebra. Recall that a B-probability
space (M, E : M → B) (see e.g. [12], [8]) is a pair consisting of an algebra M
containing B as a unital subalgebra, and a conditional expectation E : M → B. In
other words, E :M → B is unital and B-bilinear:
E(1) = 1, E(bmb′) = bE(m)b′, ∀b, b′ ∈ B, ∀m ∈M.
Elements of M are called B-valued random variables.
2.2. Multiplicative functions. Recall that a B-balanced map 〈· · · 〉 : ⋃Mn → B is
a C-multilinear map, (i.e., a sequence of maps Mn ∋ m1, . . . , mn 7→ 〈m1, . . . , mn〉 ∈
B) satisfying the B-linearity conditions
〈bm1, . . . , mn〉 = b〈m1, . . . , mn〉
〈m1, . . . , mnb〉 = 〈m1, . . . , mn〉b
〈m1, . . . , mkb,mk+1, . . . , mn〉 = 〈m1, . . . , mk, bmk+1, . . . , mn〉.
(Here mi ∈M , b ∈ B).
Given a non-crossing partition pi ∈ NC(n) and an arbitrary B-balanced map 〈· · · 〉,
we can construct a corresponding multiplicative map or bracketing, denoted by 〈· · · 〉pi,
which is a map Mn → B and is defined recursively by
〈m1, . . . , mk〉1k = 〈m1, . . . , mk〉
〈m1, . . . , mk〉pi⊔ρ = 〈m1, . . . , mp〉pi · 〈mp+1, . . . , mk〉ρ
〈m1, . . . , mk〉ins(p,ρ→pi) = 〈m1, . . . , mp〈mp+1, . . . , mp+q〉ρ, mp+q+1, . . . , mk〉pi.
Here 1k denotes the partition with the sole class {1, . . . , k}, pi ⊔ ρ denotes disjoint
union (with the equivalence classes of ρ placed after those of pi), and ins(p, ρ → pi)
denotes the partition obtained from pi by inserting the partition ρ after the p-th
element of the set on which pi determines a partition.
In other words, each partition pi is interpreted as a recipe for placing brackets 〈· · · 〉,
and 〈· · · 〉pi is the value of the resulting expression.
2.3. Moments and R-transform. The B-probability space structure of the algebra
M gives rise to one example of such a multiplicative map, namely, the moments map
µB :
⋃
Mn → B,
given by
µB(m1, . . . , mn) = E(m1 · · ·mn).(2.1)
The reason for the name is that, having fixed B-random variables X1, . . . , Xp ∈ M ,
the following values of µB,
µB(b0Xi1b1, . . . , Xin−1bn−1, Xinbn) = E(b0Xi1b1 · · ·Xin−1bn−1Xinbn)
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are called B-valued moments of the family X1, . . . , Xn.
In [8] and [9] the notion of B-valued R-transform was introduced (we follow the
combinatorial approach of [8], see also [7]). Like the map µB, the R-transform map
is a multiplicative map
κB :
⋃
Mn → B.
The following combinatorial formula (”moment-cumulant formula”) actually deter-
mines κB uniquely:
µB(m1, . . . , mn) = E(m1 · · ·mn)
=
∑
all possible bracketings involving κB(· · · )(2.2)
=
∑
pi∈NC(n)
κBpi (m1, . . . , mn).
The uniqueness of the definition can be easily seen by observing that the right-hand
side of the equation above involves κB(m1, . . . , mn) and that the rest of the terms
are products of factors of smaller order (i.e., restrictions of κB to Mk, k < n).
It is important to note that µB determines κB and vice-versa. Moreover, the value
of µB|Mn depends only on κB|M∪···∪Mn , and vice-versa.
2.4. Moment and cumulant series. Suppose that we are given a B-balanced func-
tion 〈· · · 〉 : ⋃Mk → B, and that on the other hand we only want to focus our
attention to a given family X1, . . . , Xn ∈ M of elements of M . Then what we have
to look at is the family of multilinear maps
M
〈··· 〉
i1,...,ik
: Bk−1 → B, i1, . . . , ik ∈ {1, . . . , n}
defined by
M
〈··· 〉
i1,...,ik
(b1, . . . , bk−1) = 〈Xi1b1, · · · , bk−1Xik〉.
In the particular examples above, we get the moment series of X1, . . . , Xn,
µX1,...,Xni1,...,ik :=M
µ
i1,...,ik
(2.3)
and the cumulant series,
kX1,...,Xni1,...,ik :=M
κ
i1,...,ik
.(2.4)
We will sometimes write
kX1,...,XnB;i1,...,ik
to emphasize that the series is valued in B.
2.5. Freeness with amalgamation. Let M1,M2 ⊂ M be two subalgebras, each
containing B. Freeness of M1,M2 with amalgamation over B is defined in the same
way as the usual (scalar-valued) freeness, one just has to replace the state τ by the
conditional expectation E : M → B. We refer to [12] for details. The importance
of the B-valued R-transform in the context of freeness with amalgamation over B is
apparent from the following theorem ([8], see also [1]):
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Theorem. Let S1, S2 be two subsets of M . Let Mi be the algebra generated by Si
and B, i = 1, 2. Then M1 and M2 are free with amalgamation over B iff whenever
X1, . . . , Xn ∈ S1 ∪ S2,
κB(X1, . . . , Xn) = 0
unless either all X1, . . . , Xn ∈ S1, or all X1, . . . , Xn ∈ S2.
Note that the above theorem makes a statement only if n ≥ 2.
2.6. Canonical random variables. Let X1, . . . , Xn ∈ M be fixed.
Then by [9] there exists a B-probability space (F , EB : F → B), elements
λ∗1, . . . , λ
∗
n ∈ F , and elements λkp (1 ≤ p ≤ n, k ≥ 0) satisfying the following proper-
ties:
(i) λ∗j1b1λ
∗
j2b2 . . . λ
∗
jk
bkλ
k
j = k
X1,...,Xn
j1,...,jk,j
(b1, . . . , bk), b1, . . . , bk ∈ B;
(ii) Let w = b0a1b1a2b2 . . . anbn, where bi ∈ B, ai = λkp or ai = λ∗p. Then EB(w) = 0
unless w can be reduced to an element of B using relation 2.6(i).
The construction of the elements λkp puts in particular λ
0
p = EB(Xp) ∈ B. We should
clarify that for each k, λkp is just a formal variable, and we do not assume any relations
between {λpk}k,p; for example, λkp is not the k-th power of λ1p.
It is not hard to show that the properties listed above determine the restriction of
EB to the algebra generated by {λ∗p}p and {λkp}p,k, and B.
Let
Yj = λ
∗
j +
∑
k≥0
λkj .
(This series is formal; however, Y1, . . . , Yn have moments, since each such moment
involves only a finite number of terms from the series defining Yj).
The point of this construction is that we have:
kX1,...,Xni1,...,ik = k
Y1,...,Yn
i1,...,ik
and µX1,...,Xni1,...,ik = µ
Y1,...,Yn
i1,...,ik
.
In other words, given a cumulant series, Y1, . . . , Yn is an explicit family of B-valued
random variables, whose cumulant series is equal to the one given.
3. Freeness from a subalgebra and factorization of cumulants.
3.1. D-cumulants vs. B-cumulants. Let now D ⊂ B be a unital subalgebra, and
let F : B → D be a conditional expectation. If (M,E : M → B) is a B-probability
space, then (M,F ◦ E : M → D) is a D-probability space.
Theorem 3.1. Let X1, . . . , Xn ∈ M . Assume that the B-valued cumulants of
X1, . . . , Xn satisfy
kX1,...,XnB;i1,...,ik(d1, . . . , dk−1) ∈ D, ∀k ≥ 1, ∀d1, . . . , dk−1 ∈ D.(3.1)
Then the D-valued cumulants of X1, . . . , Xn are given by the restrictions of the B-
valued cumulants:
kX1,...,XnD;i1,...,ik(d1, . . . , dk−1) = k
X1,...,Xn
B;i1,...,ik
(d1, . . . , dk−1), ∀k ≥ 1, ∀d1, . . . , dk−1 ∈ D.(3.2)
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Proof. Let N be the algebra generated by D and X1, . . . , Xn. The condition on
cumulants implies that
κB|⋃Np
is valued in D. It follows from the moment-cumulant formula (2.2) that µB|Np is
valued in D, and hence (by the simple observation that in general µD = F (µB)) that
µD|Np = µB|Np =
∑
pi∈NC(p)
κBpi |⋃Np.
Since the moment-cumulant formula determines κD|⋃Np, it follows that
κD|⋃Np = κB|⋃Np.
We record an equivalent formulation of the theorem above (which was implicit in the
proof):
Theorem 3.2. Let N ⊂ M be a subalgebra, containing D. Assume that κB|⋃Np is
valued in D. Then
κD|⋃Np = κB|⋃Np.(3.3)
In general, in the absence of the condition that kX1,...,XnB restricted to ∪Dp is valued
in D, the expression of D-valued cumulants of X1, . . . , Xn in terms of the B-valued
cumulants is quite complicated. Note, for example, that if X is a B-valued random
variable, and b ∈ B, then the B-valued cumulant series of bX are very easy to
describe. On the other hand, the D-valued cumulant series of bX can have a very
complicated expression in terms of the D-valued cumulant series of X and b.
In spite of its apparent simplicity, Theorem 3.1 has non-trivial applications. One
kind of application appears, e.g., in the following type of situation: We are interested
in the D-valued cumulants for a certain D, but there is no nice general formula for
calculating D-valued cumulants. However, we can find a larger algebra B, containing
D, where there is a nice formula for B-valued cumulants. Then Theorem 3.1 serves
us with special situations when the desired D-valued cumulants can nevertheless be
computed. Situations like this occur, for example, in the context of R-cyclic elements,
as considered in [3].
The sufficient condition in the theorem above is actually quite close to being nec-
essary in the case that the conditional expectations are positive maps of ∗-algebras.
As an illustration, consider the case that D ⊂ B consists of scalar multiples of 1, and
F : B → D is such that τ = F ◦ E is a trace on M , satisfying τ(xy) = τ(yx) for all
x, y ∈M .
Recall that X is called a B-semicircular variable if its cumulant series is given by
kX
B;1, . . . , 1︸ ︷︷ ︸
p
(b1, . . . , bp−1) = κ
B(X, b1X, . . . , bp−1X) = δp,2η(b1)(3.4)
for some map η : B → B. It is easily seen that if X is B-semicircular, then η(b) =
E(XbX).
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Theorem 3.3. Let (M,E : M → B) be a B-probability space, such that M and
B are C∗-algebras. Let F : B → C = D ⊂ B be a faithful state. Assume that
τ = F ◦E is a faithful trace on M . Let X be a B-semicircular variable in M . Then
the distribution of X with respect to τ is the semicircle law iff E(X2) ∈ C.
Proof. If E(X2) = kXB;11(1) ∈ C, it follows that the B-valued cumulants of X , re-
stricted to D = C are valued in D. Hence by Theorem 3.2, the D-valued cumulant
series of X are the same as the restriction of the B-valued cumulant series; hence
the only scalar-valued cumulant of X which is nonzero is the second cumulant kX11,
so that the distribution of X is the semicircle law.
Conversely, assume that the distribution of X is the semicircle law. Let η(b) =
κB(X, bX) = E(XbX), b ∈ B. Then we have
2τ(η(1))2 = 2τ(X2)2
= τ(X4)
= F ◦ E(X4)
Using the B-valued moment-cumulant formula for X , we get that
E(X4) = µB(X,X,X,X)
= κB(XκB(X,X), X) + κB(X,X)κB(X,X)
= η(η(1)) + η(1)η(1),
and we can continue the above calculation as follows:
2τ(η(1))2 = F (η(η(1))) + F (η(1)η(1))
= τ(Xη(1)X) + τ(η(1)2)
= τ(η(1)XX) + τ(η(1)2)
= 2τ(η(1)2),
so that
τ(η(1)) = τ(η(1)2)1/2.
By the Cauchy-Schwartz inequality, we have that if η(1) /∈ C,
τ(η(1)) = 〈η(1), 1〉 < ‖η(1)‖2 · ‖1‖2 = τ(η(1)2)1/2,
which is a contradiction. Hence η(1) ∈ C.
We mention a corollary, which is of interest to random matrix theory. Let σ(x, y) =
σ(y, x) be a non-negative function on [0, 1]2, having at most a finite number of discon-
tinuities in each vertical line. Let G(n) be an n× n random matrix with entries gij,
so that {gij : i ≤ j} are independent complex Gaussian random variables, gij = gji,
the expectation E(gij) = 0 and the variance E(|gij|2) = 1nσ( in , jn). The matrices
G(n) are called Gaussian Random Band Matrices. Let µn be the expected eigenvalue
distribution of G(n), i.e.,
µn([a, b]) =
1
n
× expected number of eigenvalues of G(n) in [a, b].
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Corollary 3.4. The eigenvalue distribution measures µn of the Gaussian Random
Band Matrices G(n) converge weakly to the semicircle law iff
∫ 1
0
σ(x, y)dy is a.e. a
constant, independent of x.
The proof of this relies on a result from [4], showing that G(n) has limit eigen-
value distribution µ, given as follows. Let X be the L∞[0, 1]-semicircular variable
in an L∞[0, 1]-probability space (M,E : M → L∞[0, 1]), so that E(XfX)(x) =∫ 1
0
f(y)σ(x, y)dy. Let F : L∞[0, 1] → C denote the linear functional F (f) =∫ 1
0
f(x)dx, and denote by τ the trace F ◦ E on W ∗(X,L∞[0, 1]). Then µ is the
scalar-valued distribution of X with respect to τ , i.e.,∫
tkdµ(t) = τ(Xk).
It remains to apply Theorem 3.3, to conclude that µ is a semicircle law iff E(X2) ∈ C,
i.e.,
∫ 1
0
σ(x, y)dy is a constant function of x.
3.2. A characterization of freeness. We are now ready to state the first main
result of this note. The following theorem was earlier proved forB-valued semicircular
variables in [5], and found many uses in operator algebra theory.
Theorem 3.5. Let X1, . . . , Xn ∈ M . Assume that F : B → D satisfies the faithful-
ness condition that if b1 ∈ B and if F (b1b2) = 0 for all b2 ∈ B, then b1 = 0. Then
X1, . . . , Xn are free from B with amalgamation over D iff their B-valued cumulant
series satisfies
kX1,...,XnB;i1,...,ik(b1, . . . , bk−1) = F
(
kX1,...,XnB;i1,...,ik(F (b1), . . . , F (bk−1))
)
.(3.5)
for all b1, . . . , bk−1 ∈ B. In short, k = F ◦ k ◦ F . (Here the cumulant series are
computed in the B-probability space (M,E :M → B)). Equivalently,
kX1,...,XnB;i1,...,ik(b1, . . . , bk−1) = k
X1,...,Xn
D;i1,...,ik
(F (b1), . . . , F (bk−1)).(3.6)
We note that in the case thatM is a C∗-probability space, the faithfulness assump-
tion above is exactly the condition that the GNS representation of B with respect to
the conditional expectation F is faithful.
Note also that the two characterizations in terms of cumulants appearing in the
above theorem are of a different nature: Eq. (3.5) is a condition (”factorization”) on
the B-valued cumulants, whereas Eq. (3.6) is a statement about the relation between
B-valued andD-valued cumulants. The equivalence of these two formulations is easily
seen with the help of Theorem 3.1.
Since X1, . . . , Xn are free from B with amalgamation over D iff the algebra N
generated by X1, . . . , Xn and D is free from B over D, the theorem above can be
equivalently stated as
Theorem 3.6. Let N ⊂ M be a subalgebra of M , containing D. Assume that F :
B → D satisfies the faithfulness condition that if b1 ∈ B and if F (b1b2) = 0 for all
b2 ∈ B, then b1 = 0. Then N is free from B over D iff
κB(n1b1, n2b2, . . . , nk) = F
(
κB(n1F (b1), n2F (b2), . . . , nk)
)
(3.7)
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for all k and all n1, . . . , nk ∈ N , b1, . . . , bk−1 ∈ B. Equivalently,
κB(n1b1, n2b2, . . . , nk) = κ
D(n1F (b1), n2F (b2), . . . , nk).(3.8)
Proof. We prove the theorem in the first formulation.
Assume that the condition (3.5) is satisfied by the cumulant series of X1, . . . , Xn.
Let Y1, . . . , Yn be as in Section 2.6. Since the freeness of X1, . . . , Xn from B with
amalgamation over D is a condition on the B-moment series of X1, . . . , Xn, and
Y1, . . . , Yn have the same B-moment series as X1, . . . , Xn, it is sufficient to prove that
Y1, . . . , Yn ∈ F are free with amalgamation over D from B.
Since (3.5) is satisfied, λ0j = EB(Yj) ∈ D and hence Y1, . . . , Yn belong to the algebra
L generated in F by λ∗j and λqp, 1 ≤ j, p ≤ n, q ≥ 1 and D. Therefore, it is sufficient
to prove that L is free from B with amalgamation over D.
Let w1, . . . , ws ∈ L, so that F ◦ EB(wj) = 0, and let b0, . . . , bs ∈ B, so that
F (bj) = 0 (allowing also b0 and/or bs to be equal to 1). We must prove that
F ◦ EB(b0w1b1 · · ·wsbs) = 0.
Note that the factorization condition (3.5) as well as the definition of the generators
of L (see 2.6(i) and 2.6(ii)) imply that EB|L has values in D. It follows that we may
assume that EB(wj) = 0 (since F ◦ EB(wj) = EB(wj) ∈ D). By the definition of
EB, its kernel is spanned by irreducible non-trivial words in the generators λ
∗
j and
λqp. Then
W = b0w1 · · ·wsbs
is again a linear combination of words in the generators λ∗j and λ
q
p. By linearity,
we may reduce to the case that W is a single word. If W is irreducible, it must be
non-trivial (since each wi is non-trivial), hence EB(W ) = 0, so that F ◦EB(W ) = 0.
So assume that W is not irreducible. Since each wi is irreducible, this means that W
contains a sub-word of the form
W = W1 · d0λ∗i1d1λ∗i2d2 · · ·
dsb1ds+1λ
∗
is+2 · · · bj · · ·λ∗ikdkbrdk+1λ∗ik+1
· · · dpλ∗ipdp+1λpj ·W2.
Using the relation (2.6(i)) and the factorization condition (3.5), we get that
W = W1d0ki1,...,ip,j(d1, . . . , F (dkbrdk+1), . . . , dp+1)W2 = 0,
since F (dkbrdk+1) = dkF (br)dk+1 = 0. Thus in any case, F ◦ EB(W ) = 0.
We have therefore seen that the factorization condition implies freeness with amal-
gamation.
To prove the other implication, assume thatX1, . . . , Xn are free with amalgamation
over D from B. Let Z1, . . . , Zn be B-valued random variables, so that
kZ1,...,ZnB;i1,...,ik(b1, . . . , bk−1) = F
(
kX1,...,XnD,i1,...,ik(F (b1), . . . , F (bk−1))
)
.
where kD denote D-valued cumulants. (Note that the first occurrence of F is actually
redundant, as kX1,...,XnD,i1,...,ik(F (b1), . . . , F (bk−1)) ∈ D). Then by the first part of the proof,
Z1, . . . , Zn are free from B with amalgamation overD. Moreover, by Theorem 3.2, the
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D-valued distributions of Z1, . . . , Zn and X1, . . . , Xn are the same. By assumption,
X1, . . . , Xn are free with amalgamation over D from B. This freeness, together
with the D-valued distribution ofX1, . . . , Xn, determines their B-valued distribution.
Indeed, the freeness assumptions determine
F ◦ E(b′b0Xi1b1Xi2 · · · bn−1Xinbn), b′, bi ∈ B
which in view of the assumptions on F determines
E(b0Xi1b1Xi2 · · · bn−1Xinbn), bi ∈ B.
It follows that the B-valued distributions of X1, . . . , Xn and Z1, . . . , Zn coincide.
Hence the B-valued cumulants of X1, . . . , Xn satisfy (3.5).
As an application, we have the following proposition.
Proposition 3.7. Let N ⊂M be a subalgebra. Let D ⊂ C ⊂ B ⊂M be subalgebras,
and EC : M → C, EB : M → B, ED : M → D be conditional expectations, so that
ED = ED ◦ EC, EC = EC ◦ EB. Assume that EC |B : B → C, ED|C : C → D and
ED|B : B → D satisfy the faithfulness assumptions of Theorem 3.5. Assume that N
is free from C with amalgamation over D, and also free from B with amalgamation
over C. Then N is free from B with amalgamation over D.
Proof. Since N is free from B with amalgamation over C, we have that for all nj ∈ N
and bj ∈ B,
κB(n1b1, n2b2, . . . , nk) = κ
C(n1EC(b1), . . . , nk).
Since N is free from C with amalgamation over D, we get similarly that for all cj ∈ C,
κC(n1c1, n2c2, . . . , nk) = κ
D(n1ED(c1), . . . , nk).
Applying this with cj = EC(bj) and combining with the previous equation gives
κB(n1b1, n2b2, . . . , nk) = κ
D(n1ED(b1), . . . , nk),
since ED = ED ◦ EC . Hence N is free from B with amalgamation over D.
In general, for operator-valued random variables X and Y , freeness over B and
freeness over D are not implying each other in a straightforward manner. What can
be said in general is that freeness of B〈X〉 from Y over D implies freeness of X from
Y over B (compare [6, Lemma 2.6]). It is therefore interesting to note that the above
proposition provides us with a situation where we also get the reverse implication.
Corollary 3.8. Let (M, τ) be a tracial W ∗-probability space (i.e., M is a von Neu-
mann algebra and τ : M → C a faithful and normal trace). Let D ⊂ B ⊂ M be two
von Neumann subalgebras and consider two selfadjoint random variables X, Y ∈ M .
Assume that Y is free from B over D. Then the following two statements are equiv-
alent:
(i) X and Y are free with amalgamation over B.
(ii) B〈X〉 and Y are free with amalgamation over D.
Of course, all freeness statements above are with respect to the unique trace-
preserving conditional expectations.
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Proof. That freeness over D implies freeness over B is the statement of Lemma 2.6
of [6]. The reverse implication is a direct application of our Prop. 3.7. One should
note that the faithfulness assumptions are automatically fulfilled in our frame, where
all conditional expectations are compatible with the faithful state τ .
Let us also mention the following corollary of Prop. 3.7.
Corollary 3.9. Let D ⊂ C ⊂ B be C∗-algebras, END : N → D, ECD : C → D
and EBC : B → C be conditional expectations, having faithful GNS representations.
Consider the reduced free product
(((N,END ) ∗D (C,ECD)), END ∗ id) ∗C (B,EBC ),
where END ∗ id denotes the canonical conditional expectation from the free product
(N,END ) ∗D (C,ECD) onto C. Then
(((N,END ) ∗D (C,ECD)), END ∗ id) ∗C (B,EBC ) ∼= (N,END ) ∗D (B,ECD ◦ EBC ).(3.9)
Proof. To see this, it is sufficient to prove that N ⊂ (((N,END ) ∗D (C,ECD)), END ∗
id) ∗C (B,EBC ) is free from B with amalgamation over D, since both (((N,END ) ∗D
(C,ECD)), E
N
D ∗ id) ∗C (B,EBC ) and (N,END ) ∗D (B,ECD ◦EBC ) are generated by N and
B as C∗-algebras. But N is free from B over C, and from C over B, by construction.
Hence by the proposition above, N is free from B over D.
4. Relative Fisher information and conjugate variables with respect
to a subalgebra
4.1. Basic definitions. From now on we will work in a tracial W ∗-probability space
(M, τ), i.e. M is a von Neumann algebra and τ : M → C a faithful and normal trace.
For given subsets S1, . . . , Sp ⊂M , we will denote by L2(S1, . . . , Sp) the closure of the
von Neumann subalgebra generated by all Si (i = 1, . . . , p) in the L
2-norm of τ , i.e.
‖a‖2L2 = τ(aa∗). (Usually, the sets Si will be either subalgebras or consist of given
random variables.)
Let B ⊂ M be a unital ∗-subalgebra and consider selfadjoint random variables
X1, . . . , Xn ∈ M . Recall [10] that the conjugate variables of X1, . . . , Xn with respect
to B, J1 = J1(X1, . . . , Xn : B), . . . , Jn = Jn(X1, . . . , Xn : B), are determined by the
requirements that they belong to L2(X1, . . . , Xn, B) and that they fulfill the following
system of equations:
(4.1) τ(Jib1Xi1b2Xi2b3 · · · bmXimbm+1) =
m∑
r=1
δiir · τ
(
b1Xi1b2 · · · br−1Xir−1br
) · τ(br+1Xir+1br+2 · · · bmXimbm+1)
for all m ≥ 0, all b1, . . . , bm+1 ∈ B, and all 1 ≤ i1, . . . , im ≤ n. The equations for
m = 0 are to be understood as
τ(Jib) = 0(4.2)
for i = 1, . . . , n and all b ∈ B.
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Furthermore, if a system of conjugate variables J1, . . . , Jn for X1, . . . , Xn with
respect to B exists (in which case it is unique and satisfies Ji = J
∗
i for all i = 1, . . . , n),
then Voiculescu defined
Φ∗(X1, . . . , Xn : B) :=
n∑
i=1
‖Ji‖2L2(ϕ) =
n∑
i=1
ϕ(J2i )(4.3)
and called it the relative free information with respect to B. If no system of conjugate
variables exist, then he put Φ∗(X1, . . . , Xn : B) :=∞.
4.2. Reformulation in terms of cumulants. It is quite easy to check that the
above equations can also be rewritten in terms of scalar-valued cumulants κ = κC in
the equivalent form:
κ(Ji) = 0(4.4)
κ(Ji, a) = δa,Xi(4.5)
κ(Ji, a1, . . . , am) = 0(4.6)
for all m ≥ 2, all i = 1, . . . , n and all a, a1, . . . , am ∈ {X1, . . . , Xn} ∪B.
If we are in the context of a B-valued probability space (M,E : M → B) which
is compatible with the scalar-valued probability structure, i.e. τ ◦ E = τ , then
the definition of the conjugate variables Ji(X1, . . . , Xn : B) has an operator-valued
flavour and it seems conceivable that there should also exist a nice description of
the determining equations in terms of B-valued cumulants. This is indeed the case,
namely, as we will see below, we have:
κB(Ji) = 0(4.7)
κB(Ji, bXj) = δijτ(b)(4.8)
κB(Ji, b1Xi1 , b2Xi2, . . . , bmXim) = 0(4.9)
for all m ≥ 2, all i = 1, . . . , n, all b, b1, . . . , bm ∈ B, and all 1 ≤ j, i1, . . . , im ≤ n. Note
the change of the role of the elements from B: from arguments in the scalar-valued
cumulants to (non-commuting) constants in the B-valued cumulants.
These descriptions of the conjugate variables with respect to B in terms of the C-
valued and in terms of the B-valued distribution are the extreme cases of the following
more general description in terms of the D-valued distribution for any intermediate
subalgebra C ⊂ D ⊂ B.
Theorem 4.1. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a unital
∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M and their con-
jugate variables Ji := Ji(X1, . . . , Xn : B) with respect to B. Let D ⊂ B be a unital
subalgebra of B with conditional expectation E : M → D such that τ ◦ E = τ .
Then the defining equations (4.1) for the Ji are equivalent to the following system of
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equations in terms of D-valued cumulants:
κD(Ji) = 0(4.10)
κD(Ji, da) = δaXiτ(d)(4.11)
κD(Ji, d1a1, . . . , dmam) = 0(4.12)
for all m ≥ 2, all i = 1, . . . , n, all d, d1, . . . , dm ∈ D, and all a, a1, . . . , am ∈
{X1, . . . , Xn} ∪ B.
Note that the traciality of τ implies that we have for all r ≥ 2 and all m1, . . . , mr ∈
M
τ
(
κD(m1, . . . , mr)
)
= τ
(
κD(m2, . . . , mr, m1)
)
.(4.13)
Together with the faithfulness of τ this yields that we have the same kind of formulas
as in Theorem 4.1 also in the cases where Ji is not the first argument of a cumulant
κD, but appears at an arbitrary position.
Proof. It is easy to see that, by the moment-cumulant formula (2.2), the Equations
(4.10) - (4.12) are equivalent to
E(Jid1a1 · · · dmam) =
m∑
r=1
δarXi · τ(d1a1 · · ·dr) · E(dr+1ar+1 · · · dmam)
for all m ≥ 0, all d1, . . . , dm ∈ D and all a1, . . . , am ∈ {X1, . . . , Xn} ∪ B. Since τ is
faithful and τ ◦ E = τ , this is equivalent to
τ(Jid1a1 · · · dmamdm+1) =
m∑
r=1
δarXi · τ(d1a1 · · ·dr) · τ(dr+1ar+1 · · · dmamdm+1)
for all m ≥ 0, all d1, . . . , dm, dm+1 ∈ D and all a1, . . . , am ∈ {X1, . . . , Xn} ∪ B. But
this is clearly the same as (4.1).
4.3. Relation between Φ∗(X : D) and Φ∗(X : B). Our aim will be to investigate,
for given random variables X1, . . . , Xn ∈M , the relation between their Fisher infor-
mations with respect to two different subalgebras. If we have D ⊂ B ⊂M , then the
following facts are known from [10, 11, 6]:
(i) We always have: Φ∗(X1, . . . , Xn : D) ≤ Φ∗(X1, . . . , Xn : B).
(ii) If {X1, . . . , Xn} is free from B with amalgamation overD, then we have equality:
Φ∗(X1, . . . , Xn : D) = Φ
∗(X1, . . . , Xn : B).
(iii) If D = C, then the reverse implication of (ii) holds: If Φ∗(X1, . . . , Xn : B) =
Φ∗(X1, . . . , Xn) < ∞, then we have that {X1, . . . , Xn} is free from B (i.e. free
from B with amalgamation over C).
The question which we want to address is whether the statement (iii) also holds for
more general D, i.e. is it true that Φ∗(X1, . . . , Xn : B) = Φ
∗(X1, . . . , Xn : D) implies
that {X1, . . . , Xn} is free from B with amalgamation over D. We will be able to show
that this is true for finite-dimensional D.
The techniques for proving this are operator-valued generalizations of Voiculescu’s
ideas [11] for dealing with the special case D = C. The main conceptual ingredient
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will be an operator-valued version of the liberation gradient, which we present in the
next section.
5. Operator-valued liberation gradient
5.1. Definition and basic properties. In [11], Voiculescu introduced the notion
ϕ∗(A1, A2) of liberation Fisher information, which is a measure for how far two ∗-
subalgebras A1 and A2 in a tracialW
∗-probability space are away from being free. As
in the case of the free Fisher information this liberation Fisher information is given
by the square of the L2-norm of a special vector in L2(A1, A2), namely of the so-called
liberation gradient j(A1 : A2). The defining property for this liberation gradient j is
in terms of a canonical derivation δ. The definition of Voiculescu is recovered as the
case B = C and E = τ of our following operator-valued generalizations.
Definition 5.1. Let (M, τ) be a tracial W ∗-probability space, and let E : M → B
be a conditional expectation with τ ◦E = τ . Consider two subalgebras A1, A2, both
of them containing B as a subalgebra, B ⊂ A1, A2 ⊂M , which are algebraically free
modulo B (i.e., the canonical homomorphism A1 ∗BA2 → A1∨A2 has trivial kernel).
1) Denote by A = A1 ∨A2 the algebra generated by A1 and A2. We define
δA1:A2 : A→ A⊗B A(5.1)
to be the derivation into the A-bimodule A⊗B A which is determined by
δA1:A2(a) =
{
a⊗ 1− 1⊗ a, if a ∈ A1
0, if a ∈ A2
(5.2)
2) We define the B-valued liberation gradient j := jB(A1 : A2) by the requirements
that it is a vector in L2(A1, A2) and that we have for all a ∈ A1 ∨ A2
E(ja) = E ⊗ E(δA1:A2(a)).(5.3)
3) We define the B-valued liberation Fisher information by
ϕ∗B(A1 : A2) :=
{
‖jB(A1 : A2)‖2L2(τ), if jB(A1 : A2) exists
∞, otherwise(5.4)
Remarks 5.2. 1) It is easy to see that the relations E(ja) = E ⊗ E(δB(a)) have the
following explicit form:
(5.5) E(jc1c˜1c2c˜2 . . . cmc˜m) =
m∑
r=1
(
E(c1c˜1 . . . c˜r−1cr)E(c˜rcr+1c˜r+1 · · · cmc˜m)
−E(c1c˜1 . . . cr−1c˜r−1)E(crc˜r · · · cmc˜m)
)
for all m ≥ 0 and all c1, . . . , cm ∈ A1, c˜1, . . . , c˜m ∈ A2. (The case m = 0 has then to
be interpreted as E(j) = 0.)
2) Note that if a liberation gradient exists, then it is uniquely determined by the
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above requirements.
3) Since, for b ∈ B = A1 ∩A2, we have
0 = δA1:A2(b) = b⊗ 1− 1⊗ b,
it is clear that δA1:A2 has to take values in A⊗B A, and not just in A⊗ A.
It will be quite instructive to characterize the liberation gradient in terms of B-
valued cumulants.
Theorem 5.3. The equations (5.3) in the definition of the operator-valued liberation
gradient are equivalent to the following system of equations in terms of B-valued
cumulants:
κB(j) = 0(5.6)
and, for all m ≥ 1 and all a1, . . . , am ∈ A1 ∪A2,
κB(j, a1, . . . , am) =


0, if a1, am ∈ A1 or if a1, am ∈ A2
−κB(a1, . . . , am), if a1 ∈ A1 and am ∈ A2
+κB(a1, . . . , am), if a1 ∈ A2 and am ∈ A1
(5.7)
Proof. Let us denote in the following by κB⊗κB the family of multi-linear mappings
with one argument fromA⊗BA and all other arguments fromA, which are determined
as follows:
(5.8) κB ⊗ κB(a1, . . . , ai−1, a⊗ aˆ, ai+1, . . . , am) :=
κB(a1, . . . , ai−1, a) · κB(aˆ, ai+1, . . . , am).
for all m ≥ 1, 1 ≤ i ≤ m, a1, . . . , a, aˆ, . . . , am ∈ A. Then, by using the moment-
cumulant formula (2.2), one can check that the system of equations E(ja) = E ⊗
E(δ(a)) is equivalent to the system of equations
κB(j, a1, . . . , am) =
m∑
i=1
κB ⊗ κB(a1, . . . , ai−1, δai, ai+1, . . . , am)(5.9)
for all m ≥ 0 and all a1, . . . , am ∈ A1 ∨ A2.
If the ai appearing in Eq. (5.9) are from A1 ∪ A2, then this equation reduces
drastically due to the following observations: If i 6= 1 and i 6= m, then we have for
ai ∈ A1
κB(. . . , δai, . . . ) = κ
B(. . . , ai ⊗ 1− 1⊗ ai, . . . )
= κB(. . . , ai) · κB(1, . . . )− κB(. . . , 1) · κB(ai, . . . ),
which is equal to zero, because cumulants of length greater than 1 where one entry
is equal to 1 must vanish. Since for ai ∈ A2 the term δai vanishes always, we have
in any case that the terms with 1 < i < m vanish. On the other hand, if m > 1, we
have for the two remaining terms
κB(δa1, a2, . . . , am) =
{
−κB(a1, a2, . . . , am), if a1 ∈ A1
0, if a1 ∈ A2
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and
κB(a1, a2, . . . , δam) =
{
κB(a1, a2, . . . , am), if am ∈ A1
0, if am ∈ A2
.
If m = 1, then we have κB(δa) = 0 for all a ∈ A1 ∪ A2.
Putting all these observations together gives the assertion.
This theorem yields directly, by the fact that freeness is equivalent to the vanishing
of mixed cumulants (see Theorem 2.5), the following fundamental characterization of
freeness with amalgamation in terms of the operator-valued liberation gradient.
Corollary 5.4. Let (M, τ) be a tracial W ∗-probability space, and let E : M → B be
a conditional expectation with τ ◦ E = τ . Consider two subalgebras A1, A2, both of
them containing B as a subalgebra, B ⊂ A1, A2 ⊂ M , which are algebraically free
modulo B. Then the following two statements are equivalent:
(i) A1 and A2 are free with amalgamation over B.
(ii) jB(A1 : A2) = 0
Remarks 5.5. 1) The characterization of j in terms of cumulants shows quite clearly
that j contains the information about the mutual position of A1 and A2, but that it
ignores the information about the internal structure of A1 and of A2.
2) If jB(A1 : A2) exists, then so does jB(A2 : A1), and we have the equality
jB(A1 : A2) = −jB(A2 : A1).(5.10)
This could be easily checked from the definition, but is strikingly clear from Eq.
(5.7).
3) It is clear that jB(A1 : A2) fulfills also the defining relations for jB(A˜1, A˜2) if
A˜1 ⊂ A1 and A˜2 ⊂ A2. Thus we get jB(A˜1 : A˜2) in this situation by projecting
jB(A1 : A2) onto L
2(A˜1, A˜2).
4) Instead of changing A1 and A2 it will be more relevant for our questions how
jB(A1 : A2) behaves if we change the subalgebra B (a more precise description of the
framework for that question will be given in Theorem 5.8). A first hint that there
might be a relation between jD and jB is given by the following observation: Assume
we have two unital subalgebras with D ⊂ B, such that ED ◦ EB = ED. Then the
defining relations for j := jD(A1, A2), ED(ja) = ED⊗ED(δa), can also be formulated
equivalently with respect to EB:
EB(ja) = ED ⊗EB(δa).(5.11)
Proposition 5.6. If jB(A1 : A2) exists then it belongs to the ‖ · ‖2-closure of the
relative commutant B′ ∩M .
Proof. We have to show that, for any b ∈ B, we have the equality
τ(jbc1c˜1 · · · cmc˜m) = τ(jc1c˜1 · · · cmc˜mb)
for all m ≥ 0 and all c1, . . . , cm ∈ A1, c˜1, . . . , c˜m ∈ A2. But this follows directly from
applying τ to the equation (5.5).
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Remarks 5.7. 1) The last proposition shows that the definition of jB is in general
quite restrictive. In the case of infinite-dimensional B the relative commutant of
B might just consist of scalar multiples of the identity, in which case we are only
left with the dichotomy that either jB(A1 : A2) = 0 (and thus A1, A2 are free with
amalgamation over B) or they are so far apart from being free over B that no j
exists, i.e. the B-valued liberation Fisher information is either zero or infinity.
2) Prop. 5.6 suggests that, in the situation D ⊂ B, one might get jB from jD by
projecting it onto the relative commutant of B. In the case of finite dimensional D
we will make this rigorous in the next section.
5.2. Relation between j and J in the case of finite-dimensional D. In this
section we will make the additional assumption that D is finite-dimensional. This
has the effect that there exist explicit formulas for the conditional expectations ED
and ED′ onto D and onto the relative commutant D
′ ∩M , respectively.
We denote the group of unitary elements in D by U . This is a compact group,
and we will denote integration with respect to its normalized Haar measure by ”du”.
Then there exists a positive, invertible and central element of D, which we will denote
by c in the following, such that the following integral formulas hold for all m ∈M :
ED(m) = dim(D) · c−1 ·
∫
U
uτ(u∗m)du(5.12)
ED′(m) =
∫
U
umu∗du.(5.13)
The role of c in the formula (5.12) is to correct the way how τ partitions the unit
between the minimal central projections of D. To be precise, suppose that
D ∼= Mn1(C)⊕ · · · ⊕Mnk(C),
and let p1, . . . , pk denote the minimal central projections of D. Then c is given as
c := (n21 + · · ·+ n2k) ·
k∑
j=1
τ(pj)
n2j
pj.
The verification of the above integration formulas is straightforward. They allow us
to formulate and prove our main result about the connection between the libera-
tion gradient and the conjugate variable. This will be a corollary of the following
statement which clarifies the relation between jC and jD.
Theorem 5.8. Let (M, τ) be a tracial W ∗-probability space and D ⊂ M a unital
∗-subalgebra. Consider two unital subalgebras A1, A2 ⊂ M with D ⊂ A2 (but not
D ⊂ A1). Assume that dim(D) < ∞. If jC(A1 : A2) exists, then jD(A1 ∨ D : A2)
exists, too, and is given by
jD(A1 ∨D : A2)) = ED′
(
jC(A1 : A2)
) · c−1 · dim(D).(5.14)
Proof. Let us denote
j := ED′
(
jC(A1 : A2)
) · c−1 · dim(D) = ∫ ujC(A1 : A2)u∗du · c−1 · dim(D).
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Since this belongs to L2(D,A1, A2), it only remains to check the defining relations
(5.3) for j. Let a ∈ A1 ∨ A2, then we have (with E = ED)
E(ja) =
∫
E(ujC(A1 : A2)u
∗a)du · c−1 · dim(D)
=
∫
u · E(jC(A1 : A2)u∗a)du · c−1 · dim(D)
=
∫
u · τ ⊗E(δA1:A2(u∗a))du · c−1 · dim(D)
=
∫
u · τ ⊗E(u∗δA1:A2(a))du · c−1 · dim(D)
= E ⊗ E(δA1∨D:A2(a)),
which yields the assertion.
(One should note that δA1:A2(u
∗) = 0, because u∗ ∈ A2, and that on A1 ∨ A2 we can
identify δA1:A2 canonically with δA1∨D:A2.)
In the following, we will denote, for given random variables X1, . . . , Xn and a
subalgebra D, by D〈X1, . . . , Xn〉 the algebra generated by D and X1, . . . , Xn; the
elements of D〈X1, . . . , Xn〉 can be considered as non-commutative polynomials in
X1, . . . , Xn with coefficients from D.
Corollary 5.9. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
Φ∗(X1, . . . , Xn : B) < ∞. Let D ⊂ B be a unital subalgebra of B with conditional
expectation E : M → D such that τ ◦ E = τ . Assume that dim(D) < ∞. Then the
D-valued liberation gradient of the pair D〈X1, . . . , Xn〉 and B exists and is given by
jD(D〈X1, . . . , Xn〉 : B) = ED′
( n∑
i=1
[Ji(X1, . . . , Xn : B), Xi]
) · c−1 · dim(D).(5.15)
Proof. This follows from combining the above theorem with Voiculescu’s formula [11],
jC(C〈X1, . . . , Xn〉 : B) =
n∑
i=1
[Ji(X1, . . . , Xn : B), Xi].
Corollary 5.10. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
Φ∗(X1, . . . , Xn : B) < ∞. Let D ⊂ B be a unital subalgebra of B with conditional
expectation E : M → D such that τ ◦ E = τ . Assume that dim(D) < ∞. Then the
following two statements are equivalent:
(i) ED′
(∑n
i=1[Ji(X1, . . . , Xn : B), Xi]
)
= 0.
(ii) {X1, . . . , Xn} is free from B with amalgamation over D.
Proof. This is just a combination of Theorem 5.9 with Corollary 5.4.
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Corollary 5.11. Let (M, τ) be a tracial W ∗-probability space. Let D ⊂ M be a
unital ∗-subalgebra with conditional expectation E : M → D such that τ ◦ E = τ .
Assume that dim(D) < ∞. Consider selfadjoint random variables X1, . . . , Xn ∈ M
and assume that Φ∗(X1, . . . , Xn : D) <∞. Then we have
ED′
( n∑
i=1
[Ji(X1, . . . , Xn : D), Xi]
)
= 0.(5.16)
Proof. This follows from the fact that the freeness condition in Corollary 5.10 is
trivially fulfilled for B = D.
6. Freeness from a subalgebra and equality of Fisher informations
6.1. Main results. We are now ready to state our second main result of this note.
Theorem 6.1. Let (M, τ) be a tracial W ∗-probability space and A,B ⊂M unital ∗-
subalgebras which are algebraically free. Let D ⊂ B be a unital ∗-subalgebra of B with
conditional expectation E : M → D such that τ ◦ E = τ . Assume that dimD < ∞.
If jC(A : B) exists, then the following statements are equivalent:
(i) jC(A : D) = jC(A : B).
(ii) A is free from B with amalgamation over D.
Proof. (ii)⇒ (i): This is Prop. 5.13 from [11].
(i)⇒ (ii): Theorem 5.9 and Corollary 5.11 yield
jD(A ∨D : B) = ED′
(
jC(A : B)
) · c−1 · dim(D)
= ED′
(
jC(A : D)
) · c−1 · dim(D)
= jD(A ∨D : D)
= 0,
where the vanishing of jD(A∨D : D) follows from the fact that A and D are clearly
free with amalgamation over D.
This gives statement (ii) by the fact that the vanishing of the liberation gradient is
equivalent to freeness (Corollary 5.4).
Theorem 6.2. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
Φ∗(X1, . . . , Xn : B) < ∞. Let D ⊂ B be a unital ∗-subalgebra of B with condi-
tional expectation E : M → D such that τ ◦ E = τ . Assume that dimD <∞. Then
the following statements are equivalent:
(i) Φ∗(X1, . . . , Xn : D) = Φ
∗(X1, . . . , Xn : B)
(ii) {X1, . . . , Xn} is free from B with amalgamation over D.
Proof. Since Ji(X1, . . . , Xn : D) is obtained in general by projecting Ji(X1, . . . , Xn :
B) onto L2(X1, . . . , Xn, D), the statement (i) can also be reformulated as
(i′) Ji(X1, . . . , Xn : D) = Ji(X1, . . . , Xn : B) for all i = 1, . . . , n.
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Since the implication (ii)⇒ (i) follows from [6], we only have to consider the impli-
cation (i)⇒ (ii). Let us assume (i′). By [11], we know that
jC(C〈X1, . . . , Xn〉 : D) =
n∑
i=1
[Ji(X1, . . . , Xn : D), Xi]
=
n∑
i=1
[Ji(X1, . . . , Xn : B), Xi]
= jC(C〈X1, . . . , Xn〉 : B).
Thus Theorem 6.1 gives the assertion.
In the same way as for [11], Prop.5.18, we get the following consequence.
Corollary 6.3. Let (M, τ) be a tracial W ∗-probability space. Let D ⊂ M be
a unital ∗-subalgebra with conditional expectation E : M → D such that τ ◦
E = τ . Consider selfadjoint random variables X1, . . . , Xm, Y1, . . . , Yn ∈ M with
Φ∗(X1, . . . , Xm, Y1, . . . Yn : D) < ∞. Assume that dimD < ∞. Then the following
two statements are equivalent:
(i) Φ∗(X1, . . . , Xm, Y1, . . . , Yn : D) = Φ
∗(X1, . . . , Xm : D) + Φ
∗(Y1, . . . , Yn : D)
(ii) {X1, . . . , Xm} and {Y1, . . . , Yn} are free with amalgamation over D.
6.2. Maximization of free entropy. Recall that, given a D-probability space
(M,ED : M → D), the D-valued distribution of n random variables X1, . . . , Xn ∈M
is given by the moment series of X1, . . . , Xn, i.e., it consists of the collection of all D-
valued moments ED(d0Xi1d1 · · ·Xim−1dm−1Ximdm) for all m ≥ 1, all d1, . . . , dm ∈ D,
and all 1 ≤ i1, . . . , im ≤ n. Since the free Fisher information Φ∗(X1, . . . , Xn : D) with
respect to D depends only on the D-valued distribution of X1, . . . , Xn, we can inter-
pret Theorem 6.2 also as a result about the minimization of free Fisher informations
in the following form.
Corollary 6.4. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
Φ∗(X1, . . . , Xn : B) < ∞. Let D ⊂ B be a unital ∗-subalgebra of B with condi-
tional expectation E : M → D such that τ ◦ E = τ . Assume that dimD <∞. Then
the following two statements are equivalent:
(i) Φ∗(X1, . . . , Xn : B) is minimal among Φ
∗(Y1, . . . , Yn : B) for all B-valued
random variables Y1, . . . , Yn which have the same D-valued distribution as
X1, . . . , Xn.
(ii) {X1, . . . , Xn} is free from B with amalgamation over D.
It is even more striking to formulate this statement in a dual version as a maxi-
mization result for free entropy. Let us first recall that – for a tracial W ∗-probability
space (M, τ), a unital ∗-subalgebra B ⊂ M , and selfadjoint random variables
X1, . . . , Xn ∈ M – the relative free entropy χ∗(X1, . . . , Xn : B) with respect to B
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is defined as (see [10])
(6.1) χ∗(X1, . . . , Xn : B) :=
1
2
∫ ∞
0
( n
1 + t
− Φ∗(X1 +
√
tS1, . . . , Xn +
√
tSn : B)
)
dt+
n
2
log(2pie),
where the Sj ’s are (0, 1)-semicircular and B〈X1, . . . , Xn〉, {S1}, . . . , {Sn} are free.
Theorem 6.5. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
χ∗(X1, . . . , Xn : B) > −∞. Let D ⊂ B be a unital ∗-subalgebra of B with con-
ditional expectation E : M → D such that τ ◦ E = τ . Assume that dimD < ∞.
Then the following two statements are equivalent:
(i) χ∗(X1, . . . , Xn : B) = χ
∗(X1, . . . , Xn : D).
(ii) {X1, . . . , Xn} is free from B with amalgamation over D.
Proof. That the freeness condition implies equality of the entropies is contained in
[6], so we only have to prove the other implication. One should note that one can use
the same set of semicirculars S1, . . . , Sn for dealing with the free entropy with respect
to B as well as with the free entropy with respect to D. But then the assumption (i)
implies that we have the equality
Φ∗(X1 +
√
tS1, . . . , Xn +
√
tSn : B) = Φ
∗(X1 +
√
tS1, . . . , Xn +
√
tSn : D)
for almost all t > 0. By our corresponding result for the free Fisher information,
Theorem 6.2, this implies that {X1 +
√
tS1, . . . , Xn +
√
tSn} is free from B with
amalgamation over D for almost all t > 0. By letting t → 0 and by using the
continuity of the moments in t, we get the assertion.
Corollary 6.6. Let (M, τ) be a tracial W ∗-probability space and B ⊂ M a uni-
tal ∗-subalgebra. Consider selfadjoint random variables X1, . . . , Xn ∈ M with
χ∗(X1, . . . , Xn : B) > −∞. Let D ⊂ B be a unital ∗-subalgebra of B with con-
ditional expectation E : M → D such that τ ◦ E = τ . Assume that dimD < ∞.
Then the following two statements are equivalent:
(i) χ∗(X1, . . . , Xn : B) is maximal among χ
∗(Y1, . . . , Yn : B) for all B-valued
random variables Y1, . . . , Yn which have the same D-valued distribution as
X1, . . . , Xn.
(ii) {X1, . . . , Xn} is free from B with amalgamation over D.
6.3. D ⊂ B-Haar unitary elements. It is to be expected (but still unproven)
that in general the definition for χ∗ agrees with the one coming from the micro-
states approach and thus χ∗ should be a measure of the randomness of the given
distribution. In that interpretation the above statement is quite plausible: maximal
randomness for the B-valued distribution under the constraint of a fixed D-valued
distribution is achieved by making the variables as free as possible from B modulo
the given constraint (i.e. free with amalgamation over D).
One should note that fixing the D-valued distribution and requiring that the vari-
ables are free from B with amalgamation over D determines uniquely the B-valued
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distribution. Thus for each D-valued distribution there is exactly one B-valued dis-
tribution with maximal entropy. In this context the question arises whether there is
an explicit way of realizing the situation with maximal entropy. A universal way of
doing so is by conjugating with a D ⊂ B-version of a Haar unitary
Definition 6.7. A unitary u is called aD ⊂ B-Haar unitary element, if the following
requirements are fulfilled:
(i) {u, u∗} commutes with D
(ii) ED(u
k) = δk0 for all k ∈ Z
(iii) {u, u∗} is free from B with amalgamation over D
The last two requirements determine the B-valued distribution of u, u∗ uniquely,
and the first condition has the effect that conjugating with u does not change the
D-valued distribution.
Proposition 6.8. Consider a B-valued random variable X and choose a D ⊂ B-
Haar unitary u such that {u, u∗} is free from X with amalgamation over B. Put Y :=
uXu∗. Then the D-valued distribution of Y is the same as the D-valued distribution of
X, but Y is free from B with amalgamation over D, i.e., Y maximizes the free entropy
with respect to B under all variables which have the same D-valued distribution as
X.
Proof. We have to check that Y is free from B with amalgamation over D. By our
assumptions, we have that X is free from {u, u∗} with amalgamation over B and that
{u, u∗} is free from B with amalgamation over D. But then a slightly modified version
of our Corollary 3.8 implies that B〈X〉 is free from {u, u∗} with amalgamation over
D. Then it follows directly from the definition of freeness that uXu∗ is free from B
with amalgamation over D.
In some sense, conjugating with u can be considered as a random rotation of the
degrees of freedom of X which are not fixed by the D-valued distribution. Similar
constructions are possible for more than one variable.
6.4. Example: R-cyclic matrices. The motivating example for our investigations
on equality of Fisher informations for different subalgebras was the following special
case: M = Md(A) = Md(C)⊗ A, B = Md(C), and D ⊂ B is the unital ∗-algebra of
constant diagonal matrices, i.e.
D = {

α1 . . . 0... . . . ...
0 . . . αd

 | α1, . . . , αd ∈ C}.
In this case, our random variables X ∈M are d× d-matrices with entries from A,
X = (xij)
d
i,j=1 with xij ∈ A,
and statements about operator-valued properties of X can also be reformulated as
scalar-valued properties of the entries xij .
It is quite instructive to see that in this case the B-valued distribution of X = (xij)
is the same as the joint distribution of all entries (i.e., the collection of all possible
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moments of the xij), whereas the D-valued distribution ofX is given by the collection
of all cyclic moments of the xij , i.e. by all moments of the form τ(xi1i2xi2i3 · · ·xini1)
for all integer n and all 1 ≤ i1, . . . , in ≤ d.
In [3], we showed that the statement X = (xij) is free from B with amalgamation
over D is equivalent to the fact that the family {xij | i, j = 1 . . . d} is R-cyclic, which
means the following: all cumulants κn(xi1j1, xi2j2, . . . , xinjn) vanish for which it is not
true that j1 = i2, j2 = i3, . . . , jn = ii.
Furthermore, in [2], we showed that the operator-valued free Fisher information
Φ∗(X : Md(C)) of the matrix X with respect to Md(C) is, up to a factor d
3, the same
as the scalar-valued free Fisher information Φ∗(xij | i, j = 1, . . . , d) of the entries of
the matrix X (where we used a slight extension of the definition of Φ∗ to the case
where some of the arguments are not self-adjoint itself, but come always in pairs with
their adjoint).
Thus, in this special case, we can rewrite Corollary 6.6 from operator-valued prop-
erties of the matrix X = (xij) to a form which involves only scalar-valued properties
of the entries xij . Of course, a similar version holds for minimization of Φ
∗ instead
of maximization of χ∗.
Corollary 6.9. Let (A, τ) be a tracial W ∗-probability space and consider random
variables xij ∈ A (i, j = 1, . . . , d) with χ∗({xij}di,j=1) > −∞. Then the following
statements are equivalent:
(i) χ∗({xij}di,j=1) is minimal among χ∗({yij}di,j=1) for all {yij}di,j=1 which have the
same cyclic moments as {xij}di,j=1.
(ii) The family {xij}di,j=1 is R-cyclic.
One should also note that in this case a D ⊂ B-Haar unitary element u is given by
a diagonal matrix whose non-vanishing entries are free Haar unitaries. The condition
that such a u is free from X with amalgamation over B just means that all entries
of u are free from all entries of X .
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