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Abstract 
The paper considers existent data centers safety categories and power usage effectiveness. Few types of data centers organization  
are reviewed. Some examples of modern scientific data center are presented. It is shown that most of the scientific data centers 
are built for specific tasks. 
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1. Introduction 
By the early part of the 21st century a modern view of the informational computational software for scientific 
research is mainly formed. The development of Internet networks provided an intensive exchange of information 
and access to numerous databases, and the main direction of development of computer technology used in physical 
science has been the creation of data centers for supercomputers and data storages. Carrying out of research on a 
global level was not possible without fulfillment of these conditions, requiring development and implementation of 
information and communication technologies. 
The «Datacenter world» today is a numerous set of products and solutions providing end-user with the 
computational and storage resources. In general the data center facility is aimed to host the computational 
equipment, data storage and telecommunication equipment. All of this can be combined with one common name IT-
equipment. Thus the work of modern data center is closely connected with the process of IT-equipment operation 
and therefore data center quality and safety play a significant role as the basic element of IT operation. The 
 2015 Published by Elsevier B.V. This i  an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the National Research Nuclear University MEPhI (Moscow Engineering Physics Institute)
 Dmitry V. Dumsky and Eugene A. Isaev /  Physics Procedia  71 ( 2015 )  298 – 302 299
following key parameters are initial for planning a data center net area for placement of computer equipment 
(computer room), the minimum allowable parameters for system reliability, «power-to» data-center. Their values are 
subjected to the scientific research requirements. In case of net area assessment everything is more or less clear. And 
it is not an easy task to correctly define the reliability level and power consumption of a data center. Even minimum 
theoretical knowledge and common sense suggest that any complex system should be safe enough for each 
component and provide redundancy [Sukhov et al. (2013)]. 
2. Data centers safety categories 
This approach is described in few documents such as Uptime Institute tier standard, American standard TIA 942 
and BICSI best practices and recommendations as well as references to external organizations' standards. For 
example the American standard TIA-942 describes four levels of redundancy and availability, from Tier I to Tier IV. 
Data center of TIER I category commonly has no reservation of equipment, current-carrying and cold-supplying 
paths. Level of service availability is about 99.67% that assumes service interruption for no less than 28 hours 
annually. Most operations with DC infrastructure assume either partial or full cut-off of server equipment. Risk for 
unplanned equipment cut-off is extremely high due to technological design and a number of works on engineering 
infrastructure maintenance [SP–3-0092 document: TIA-942 standard, 7.0 edition]. 
Engineering infrastructure equipment of data center of TIER II category has reservation of power and cold supply 
system components. Though pathways (cable lines, bus wires, cold supply pipelines, copper/optical lines) aren’t 
reserved for supply of required capacity. Basic advantage of Tier II infrastructure is the possibility of equipment 
item cut-off for maintenance without service delivery violation (power supply, cold supply etc.). Such data centers 
include requirements for security system and guard personnel. Level of service availability is about 99.75% or 22 
hours of planned and unplanned break annually [SP–3-0092 document: TIA-942 standard, 7.0 edition]. 
Each engineering infrastructure component of data center TIER III category might be taken for maintenance 
without cut-off of server equipment. This is the key possibility for data centers of this category. All components 
have N+1 reservation; pathways are designed with the possibility of «hot» maintenance using reserve lines. All 
server equipment shall have reservation of supply units to maintain power supply circuit by one of the lines. Level 
of service availability is about 99.98% or 1.6 hour of unplanned break annually [SP–3-0092 document: TIA-942 
standard, 7.0 edition]. 
Architecture and technological design, rules for maintenance of data center TIER IV category assume that 
violation of server equipment performance is possible only in case of intended act, fire, and intersection of a number 
of technical failures. The requirement of this data center category is duplication of all systems without cut-off of 
working load. Level of service availability is about 99.99% or 0.8 hours of unplanned break annually [SP–3-0092 
document: TIA-942 standard, 7.0 edition]. 
3. Power Usage Effectiveness 
While the attention is on the standards of redundancy and availability, no discussion of today's data center is 
complete without taking into account power efficiency. Uptime Institute standards and TIA, and BICSI best 
practices do not directly consider energy efficiency in the data center within the requirements of tier levels because 
it cannot be defined as a specific parameter [Neudorfer (2010)]. However, it is indirectly indicated as a desirable 
ongoing goal for data centers, because the power consumption of the data center equipment and the price per 
kilowatt are growing rapidly. 
 Academic community has a common view how to integrally evaluate the efficiency of data center operation. 
And today it is provided by Power Usage Effectiveness (PUE) factor. PUE index is commonly used for evaluation 
of energy efficiency [The Green Grid Consortium (2007)]. PUE measures how effectively a data center uses 
electricity, specifically how much electricity is consumed by IT-equipment (IT-load, cooling, lightning and other 
consumers) versus full electricity. Ideal PUE = 1, which means that all capacity, supplied to data center, is only used 
by IT-load. PUE could be calculated according to the formula: 
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PUE= Total facility power
IT equipment power
 
The calculations show how important it is to reduce electricity consumption of system elements that do not refer 
to IT-equipment. For most of data centers this is the only way to increase their economic efficiency. The best 
practices in the field of data center construction allow to reach PUE=1.15-1.2 during one year evaluation. 
4. Types of data centers 
Depending on requirements of reliability, flexibility, deployment time, mobility and power efficiency - data 
centers can be mobile, modular, modern and traditional types. 
The traditional approach to building a data center is to construct concrete/brick solid building and bring all 
necessary infrastructure in. Everything is fixed and cannot (or is very expensive to) be changed. 
The modern data center reflects the modern needs of flexibility, deployment time, mobility, reliability and power 
efficiency, which cannot be achieved in a «concrete» building. And of course, a modern data center can be a 
«concrete» solid building, but very efficient as it must be today.  
The data center can be dissembled and moved to another place. Such kind of solution is highly prefabricated. 
And most of the times it is reliable as the consequences of «factory made product». Mobile solutions address the 
deployment time issue. The total cost of ownership of containerized solution can be as little as the lifetime of the IT 
hardware filled in the container. Should it be lifetime issue solution? Mobile can also be modular. 
If necessary, flexibility can be the main driver for the modular approach of the data center design. Flexibility of 
all the components in the data center and the flexibility of the investments are the major characteristics of the 
modular solutions. 
A modular data center (as the word suggests) consists of modules. The modules are the infrastructure components 
of the data center. Modules give the possibility of «on-demand» growth of the data center. These modules can also 
be highly prefabricated, reducing the delivery and installation time. The modular data center differs from traditional 
at least by flexibility and modularity in the deployment process. At the same time modular data center does not 
require to be mobile, but can also be constructed from mobile blocks [Amzarakov et al. (2014)]. 
5. Examples of data centers created for physical research 
A typical data center for scientific research requires a number of IT equipment, data storage and 
telecommunication infrastructure installed. Designing these systems requires a certain amount of computing 
resources and data storage, as does designing the telecommunication (network) part the system. This kind of the 
requirements can be easily transformed to ones for data center facility infrastructure. The designer of a data center 
selects infrastructure components on the basis of a fixed set of «consumers» of data center capacities. 
The data center, designed and set up in this example, is specially developed for the specific needs of the 
equipment hosted in it. This is an «ideal» example of data center design from the designer’s point of view. 
The first real example of a small scientific data center (TIER I) is buffer data center in PRAO ASC LPI 
(www.prao.ru). The data center is located in the building of test area of the international space radio telescope 
project «Radioastron» and was created for the backup store data of this project. To accommodate data center 
equipment a special room with an uninterruptible power supply and cooling systems has been allocated (Fig. 1.). 
The equipment includes two server data store with a capacity of disk systems 24 and 48 TB, two servers 
virtualization and server for monitoring data centers equipments. On the basis of this data center the Radio 
Astronomy Data Center (RADC) now works together with the site «Electronic database of observation results from 
radio telescopes of PRAO ASC LPI» (http://observations.prao.ru). The site is based on a uniform database 
(Postgresql) in which the observant data from the majority of observational devices and radio telescopes PRAO 
continuously arrive. This database provides access to observation instruments and telescopes descriptions, 
techniques of making data samples per instruments, information about types of observations, observers and dates of 
observations and so on. Observation data from PRAO observation instruments and radio telescopes are continuously 
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stored to this database. The graphical displaying information and statistical analysis observation data and its 
preprocessing is done in the on-line regime by this database. The work is carried on widening of these sources 
sampling with the aim of adding every kinds of radio sources from our radio telescope. The developing of new 
facilities on-line processing of monitoring data from PRAO radio telescopes is performed too. 
 
 
Fig. 1. Buffer data center PRAO ASC LPI. 
The second part of Radio Astronomy Data Center is Astronomical Catalog Database. The site «Radio astronomer 
workspace» (http://astro.prao.ru) was created at PRAO sites for the aim of support and prepare of our observations. 
The database of astronomical catalogs at PRAO ASC LPI site (http://astro.prao.ru/db) is one of the part of this 
workspace. This database contains few tens of most important catalogs with common record count nearly 1,500,000 
of sources. 
Since 2011 a database of astronomical catalogs actively equipped with graphical tools for data visualization and 
cross-analysis of catalogs between one with other. This will allow us producing statistical and cross-sectional 
analysis for various astronomical catalogs [Isaev et al. (2011)]. 
The second example of a small data center is a parallel multiprocessor computing system (cluster) of Pushchino 
Research Center RAS (Fig. 2.). The cluster was created in the year 2000 by the Institute of Mathematical Problems 
in Biology. The creation of the cluster helped to deploy a new level in the field of mathematical biology and 
bioinformatics to study the works of living systems, based on accurate information about their structure. The total 
number of cluster cores - 204, the amount of RAM - 504 GB, which allows for about 1.2 teraflops of performance. 
Computational nodes are interconnected through a communications network Mellanox Infiniband QDR, bandwidth 
of 40 GB/ sec. For storage, the current calculation using the cluster distributed file system GlusterFS v3.3. Storage 
capacity is 800 GB. Uniprocessor server based on Intel Xeon E3-1230 is the access point to the cluster and the 
management server computing resources. To store user data, a rapid 4TB disk storage server is used. 
 
 
Fig. 2. Cluster of Pushchino Research Center RAS. 
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The next example is the processing center of scientific information in ASC LPI. Demands on the reliability of 
equipment and computing resources are higher in this data center and include fire suppression system, air 
conditioning and ventilation, monitoring equipment and video surveillance, access control system in the server 
room. The data center equipment consisting of computing Cluster with performance 430 GFLOPS/s primary and 
backup storage on hard drives with 104 TB and backup tapes library with 32 TB, the communication channel 
capacity of 1 Gbit/s, which connects the main storage system with the buffer data center backup storage in PRAO 
ASC LPI. Created data center used to store and process data sets of astronomical observations [Shatskaya et al. 
(2012)]. 
Among the foreign data centers the CERN data center and Harvard-MIT Data Center (HMDC, 
www.hmdc.harvard.edu) can be considered as examples. 
The CERN Data Center is the heart of CERN’s entire scientific, administrative, and computing infrastructure. All 
services, including email, scientific data management and videoconferencing use equipment based in the data center. 
The 110 000 processor cores and 10 000 servers hosted in its three rooms run 24/7. A remote extension of the CERN 
Data Center is hosted at the Wigner Research Center for Physics in Hungary, and it provides the extra computing 
power required to cover CERN’s increasing needs. State-of-the-art network equipment and over 35 000 km of 
optical fiber provide the infrastructure that is essential for running the computing facilities and services of the 
laboratory as well as for transferring the colossal amount of LHC data to and from the data center. The CERN 
processes one petabyte of data each day. In 2013 the Wigner data center in Hungary was added to increase the 
overall capacity, with two 100 Gb/s (gigabit per second) fiber optic lines linking the two sites [http://information-
technology.web.cern.ch/about/computer-centre]. 
The HMDC is a member of the Institute for Quantitative Social Science. It was established in the early 1960s as 
the original data center for political and social science at Harvard University. Over the years HMDC has evolved 
into the information technology service provider for social science research and education across many departments, 
centers, and research projects in the Faculty of Arts and Sciences and other schools at Harvard. HMDC offers 
advanced computing facilities and infrastructure, including powerful and yet easy-to-use research computing tools, 
cluster computing, application and server hosting, and on-site computer labs. 
6. Conclusion 
From existing examples of data centers for physical research it is obvious that most of them are specially 
developed for the specific needs of the equipment hosted in it. One of the important tasks in the design of data 
centers for scientific research is the evaluation of power effectiveness data centers equipment.  
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