Abstract. Let G be a simple simply connected complex algebraic group. We give a Lie-theoretic construction of a conjectural mirror family associated to a general flag variety G/P, and show that it recovers the Peterson variety presentation for the T -equivariant quantum cohomology rings qH * T (G/P ) (q) with quantum parameters inverted. For SLn/B we relate our construction to the mirror family defined by Givental and its T -equivariant analogue due to Joe and Kim.
Introduction
According to Givental [17] and Eguchi, Hori and Xiong [11] mirror symmetry should have an extension to Fano manifolds X, where it means in essence a 'mirror side' representation of the quantum cohomology D-module, or quantum differential equations, of X by complex oscillatory integrals. Such mirror models have previously been constructed for toric Fano manifolds and the flag variety SL n /B by Givental [17, 18] . Moreover for SL n /B Joe and Kim proved also a T -equivariant version of Givental's mirror theorem [20] .
In this paper we are interested in the case where X is a general flag variety G/P . Explicitly the ingredients for the mirror symmetric model associated to X should be the following.
(1) A k-parameter family Z of (affine) varieties Z s of dimension d = dim C (X). Here k = dim H 2 (X, C). where the Γ are certain continuous families of (possibly non-compact) cycles Γ s in Z s , for example associated to F via Morse theory of Re(F ), see [17] , [1] . In our case X = G/P and has an action of a maximal torus T . Let h be the Lie algebra of T . To obtain a T -equivariant analogue we need to add one more item to the data (1-3).
(4) A multi-valued holomorphic function φ : Z × h → C. Or more precisely, a holomorphic functionφ on a coveringZ × h of Z × h. where Γ s now lies in the coveringZ of Z and we have denoted the pullbacks of F and ω s toZ byF andω s , respectively. Mirror symmetry for G/P should involve a presentation of the set of solutions to the (T -equivariant) quantum differential equations associated to G/P , see [16, 20, 9] , via integrals of the form (1.1), respectively (1.2).
We now turn our attention to quantum cohomology. There is a remarkable, unified Lie-theoretic presentation for the (T -equivariant) quantum cohomology rings qH * T (G/P ) which was discovered by Dale Peterson [33] . From his point of view the quantum cohomology rings arise as (posssibly non-reduced) coordinate rings,
where Y P is a particular affine stratum, of the so-called 'Peterson variety' Y in G ∨ /B ∨ × h. We will review Peterson's results in Section 3.2. Following Givental [16] on the other hand, relations for the small quantum cohomology ring are obtained as equations for the characteristic variety of the quantum cohomology D-module. And for this variety there is a somewhat corresponding construction on the mirror side, which is to look at what is 'swept out' by the critical points of F along the fibers of the family Z (or the critical points of F + ln φ( , h), in the T -equivariant case).
In this paper we will give a Lie theoretic construction associating to any G/P a family Z = Z P with associated data (1) (2) (3) (4) . The fibers Z s of the family turn out to have natural compactifications to G ∨ /P ∨ , and the base is the algebraic torus H 2 (G/P, C)/2πiH 2 (G/P, Z), or is H 2 (G/P, C) if we pull back along the exponential map. The main result, Theorem 4.1, says that the critical points of F + ln φ( , h) along the fibers Z s and for varying h indeed recover the Peterson variety stratum Y P (or, more precisely, the open dense part in Y P where the quantum parameters are nonzero).
This result supports the mirror conjectures, stated in Section 8, that the integrals (1.1) and (1.2) defined in terms of our data (Z P , ω, F P , φ P ) should give solutions to the quantum differential equations associated to G/P and their T -equivariant analogues, respectively.
In the final section we verify these mirror conjectures in the special case of SL n /B by comparing our mirror construction with Givental's [17] , and, in the equivariant case, with the construction of Joe and Kim, [20] . Explicitly, Givental's mirror family is shown to appear as an open subset inside our Z B , and F and the ω s are related by restriction. The relationship with Joe and Kim's integrals is via a comparison map which is a covering of an open inclusion, but 1-1 on any of Joe and Kim's integration contours.
We plan to discuss the mirror conjecture for the general G/B case in a future paper. In that setting the quantum differential equations were determined by Kim, and the mirror conjecture can be interpreted as saying that the integrals define Whittaker functions obeying the quantum Toda lattice associated to the Langlands dual root system. In this direction, but still confined to type A, there has already been some interesting independent work of Gerasimov, Kharchev, Lebedev and Oblezin [14] , who reproved Givental's mirror theorem using representation theory. quantum cohomology. These results were finally written up during a six month stay in Waterloo, Canada. I would like to thank the Perimeter Institute and the University of Waterloo for their hospitality.
Background and notation
Let G be a simple simply connected algebraic group over C of rank n. We fix opposite Borel subgroups B = B − and B + with unipotent radicals U − and U + , respectively. Let T be the maximal torus T = B + ∩ B − , and W = N G (T )/T the Weyl group.
Let g be the Lie algebra of G and b − , b + , u − , u + , h the Lie algebras of B − , B + , U − ,U + and T , respectively. The adjoint action of G is denoted by a dot for simplicity. So g · X := Ad(g)X, for g ∈ G and X ∈ g. Similarly for the coadjoint action, so when X ∈ g * . Let X * (T ) be the character group of T and Q ⊂ X * (T ) the root lattice. We will sometimes view these as lying in h * . Let ∆ + be the set of positive roots corresponding to B + , so that the Lie algebra of B + written as sum of weight spaces with respect to the adjoint action of T is
We set I = {1, . . . , n}, where n is the rank of G, and use I to enumerate the simple roots {α i | i ∈ I} in ∆ + . Corresponding to the simple roots (and their negatives), we have the Chevalley generators e i and f i in g αi and g −αi , respectively. These define the one parameter subgroups
where t ∈ C. Let
Thenṡ i represents a simple reflection in W which we denote by s i . For general w ∈ W , a representativeẇ ∈ G is defined byẇ =ṡ i1ṡi2 · · ·ṡ im , where s i1 s i2 · · · s im is a (any) reduced expression for w. The length m of a reduced expression for w is denoted by ℓ(w). Let P ⊇ B be a (fixed) parabolic subgroup of G. Define I P = {i ∈ I |ṡ i ∈ P } and let I P be its complement in I. We will usually denote the elements of I P by
for 1 ≤ n 1 < n 2 < · · · < n k . We denote by W P the parabolic subgroup of W associated to P , and by W P the set of minimal length coset representatives in W/W P . So
Let w P be the longest element in the parabolic subgroup W P . For example w B = 1 and w G is the longest element in W , also denoted w 0 . Let G ∨ be the Langlands dual group to G. Note that G ∨ is adjoint since G was simply connected. We will use all the same notation for G ∨ as for G, but with an added superscript where required. For example the Chevalley generators of g ∨ are denoted by e ∨ i and f ∨ i , where i ∈ I. The Weyl group for G ∨ is again W . For simplicity we will writeẇ again for the representative of w in G ∨ obtained as above. Identify h ∨ with h * , the dual of the Lie algebra of T . In particular we may view the weight and root lattices of G as lying inside h ∨ . The dual pairing between h and h ∨ is denoted by < , >. We will also consider the universal covering group 
The most important choices for λ ∨ are the fundamental coweights ω ∨ i , where i ∈ I, and ρ ∨ := i∈I ω
In the Langlands dual context we will consider the flag variety G ∨ /B ∨ − . Then for two elements v, w ∈ W with v ≤ w we have the intersection of opposed Bruhat cells
w is smooth and irreducible of dimension ℓ(w)−ℓ(v), [21, 30] .
3. Equivariant quantum cohomology of G/P and Peterson's presentations.
3.1. The (small) quantum cohomology ring of G/P is a deformation of the usual cohomology ring with k = dim H 2 (G/P ) parameters,
where the deformed cup product has structure constants given by genus 0, 3-point Gromov-Witten invariants. We refer the reader to [9, 12] for definitions and background. Note that we will always take coefficients to be in C. For an equivariant version of quantum cohomology see the papers [4, 19, 23] . The T -equivariant quantum cohomology qH * T (G/P ) is a module over C[q 1 , . . . , q k ] and C[h], and is a simultaneous deformation of the quantum cohomology and the equivariant cohomology rings.
In the literature there are many special cases of flag varieties where presentations of quantum cohomology rings have been explicitly determined. See for example [22, 2, 8, 23] in type A, [24] for general G/B, and [38] for Grassmannians in other types.
The structure of (non-equivariant) quantum cohomology for general G/P is described in [13, 39, 33] . For qH * T (G/P ) Mihalcea has given a quantum Chevalley formula [32] , and thereby completely determined the ring structure.
The only general construction of presentations for quantum cohomology rings of flag varieties G/P is due to Dale Peterson [33] , unpublished so far. It involves the remarkable 'Peterson variety' Y which we now introduce. [33] we define a closed 2n-dimensional subvariety Y of G ∨ /B ∨ × h . Let us canonically identify h with the zero weight space (g ∨ )
Following
where (e ∨ i ) * denotes the linear functional which is one on e ∨ i and zero along all other weight spaces. We write g · η for the coadjoint action of
Its fiber over 0 ∈ h is
and may also be called the Peterson variety, see [27] . To a parabolic P ⊇ B associate strata Y P and Y P , in Y and Y , respectively, which arise from (possibly non-reduced) intersections with Bruhat cells for B ∨ + ,
Moreover we consider the following open subvarieties obtained by intersection with the big Bruhat cell for B ∨ − ,
and their strata
3.3. We now state some results of Peterson's [33] which are essential to, and significantly inspired, this work.
3.3.1. First of all, Y P and Y P are (possibly non-reduced) affine varieties of pure dimension |I P | + n and |I P |, respectively, and one has the decomposition
for the C-valued points. Here P runs over the set of all parabolic subgroups of G containing B. See [27, 28] for a treatment of the non-equivariant case, in particular Kostant proved that Y B is irreducible.
3.3.2.
There is an isomorphism,
There is an explicit isomorphism
from the quantum cohomology ring of G/P to the coordinate ring of Y P . See [34, 35] for a description and proof of Peterson's isomorphism in the case of qH * (SL n /P ). Replacing Y by Y and qH * (G/P ) by qH * T (G/P ) in (3.1) gives an equivariant version of this result,
which was formulated in [33] , and follows from [33] and [32] . 
3.3.5. In the case of G/B the isomorphism
is related to Kim's presentation [24] of qH * (G/B) as follows. Kim described the relations of the T -equivariant small quantum cohomology ring of G/B in terms of integrals of motion of the Toda lattice associated to the Langlands dual group. The phase space
* and h is identified with (h ∨ ) * viewed as a subspace of (g ∨ ) * . This is Kostant's construction [26] . The image of the embedding is the translate by
, and the integrals of motion of the Toda lattice are given by restrictions of
W and the latter is a polynomial ring with n homogeneous generators Σ 1 , . . . , Σ n . Now let
and consider the map
Finally, we have a map
where u ∈ U ∨ + . This is an isomorphism by another result of Kostant's, see [25] . Peterson's map (3.4) is given by the composition of Kim's presentation with µ * .
3.3.6. For w ∈ W P let σ In particular it follows that all of the isomorphisms (3.2) for varying P are explicitly determined by (3.4) . In the special case of qH * (SL n /P ) an ad hoc proof of this relationship between the Schubert classes is given in [34] .
3.3.7. Let j ∈ {1, . . . , k}. The map (3.2) identifies q j with the regular function on Y P given by
In this section we will introduce the ingredients (1), (3) and (4) of mirror symmetry described in the introduction for a general flag variety G/P . Then we will state the main theorem, which gives a mirror symmetric construction of the strata Y * P in the equivariant Peterson variety. 4.1. Let
We view Z P as a family of varieties via the map pr 1 :
, which we may identify with the fiber pr −1 1 (t) in Z P . We record the following basic properties of the family Z P .
(1) Projection onto the second factor in Z P restricts to an isomorphism
Then the fiber Z t P is smooth of dimension n P = dim G/P , and may be identified with R (3) Using the isomorphism from (2) to identify all the fibers we obtain a trivialization
wP ,w0 . The map ψ P : Z P → R ∨ wP ,w0 obtained by composing with the projection onto the second factor in the trivialization will be important later on. The properties (1-3) are straightforward to verify. We note that the fibers can be naturally compactified to give the Langlands dual flag variety G ∨ /P ∨ .
Let
In particular f
Note that the denominator insures that F P is well defined, that is, independent of the choice of v − ρ ∨ or liftb. We also denote by F P the restriction to any Z t P .
Consider the fundamental representations
In terms similar to (4.4) the multi-valued function φ = φ P : Z P × h → C we will define can be thought of as taking the form
This is only a well-defined function if h, after identifying h with (h ∨ ) * , is in the root lattice for G ∨ . If h is also dominant we can simply look at the representation V (h), and φ becomes the highest weight coefficient
To give the definition more generally we consider the covering spacẽ
WP , let us also writẽ
− }, in correspondence with (4.2). Then we have two families of varieties related by a covering map c P ,
whereZ t P naturally identifies with a fiber on the left hand side, and such that each of these fibers is also a covering of the corresponding fiber of Z P ,
We define a holomorphic functionφ onZ P × h by (4.6)φ :
where < , > is the dual pairing between h and h ∨ . It is clear that this agrees with the matrix coefficient
if h is a dominant weight in the root lattice of G ∨ . We denote the restriction ofφ to anyZ t P again byφ. We now take (4.6) to be our definition of the multi-valued function φ. While φ is multi-valued on Z P , note that it follows immediately from the definition that the logarithmic derivative ofφ along anyZ P direction is independent of the chosen branch (i.e. depends only on (t, b) and not on h ∨ R ). In particular for fixed h ∈ h it makes sense to talk about critical points of ln(φ( ; h)) in a fiber Z t P of the original mirror family Z P , as we will do below.
4.4.
We can now formulate our main result connecting the mirror data constructed above with the quantum cohomology rings of the homogeneous spaces G/P . Let
Note that the quantum parameters q 1 , . . . , q k in qH * (G/P ) can be naturally thought of as functions e tj on H 2 (G/P, C)/2πiH 2 (G/P, Z), where the t j run through a certain basis in H 2 (G/P ) (dual to the Schubert basis of H 2 (G/P )). If we identify
WP by the Borel-Weil homomorphism then the t j are represented by the roots α ∨ nj (of G ∨ ) associated to I P . Therefore the q j are identified with the corresponding functions on (T ∨ ) WP , which we again denote by α ∨ nj . This is precisely how the quantum parameters will appear below. 
Here the isomorphism (T ∨ )
Corollary 4.2. Combining (4.7) with the isomorphism (3.3) one obtains
Proof of Theorem 4.1
We prove first some preparatory lemmas.
Lemma 5.1. Let i ∈ I and i * be such that w 0 · α i = −α i * .
(1) Thenẇ
Proof. Note that we haveṡ
, which can be checked by a direct calculation. Similarlyṡ
This implies the second equality in (1). Analogously we can show the identity
and this implies also the first equality. For (2) let ǫ =ẇ PẇP . Then ǫ ∈ T ∨ , and we need to show that α ∨ i (ǫ) = 1 whenever i ∈ I P . This holds since by (1) we havė
Applying (1) twice as follows,
Here the ρ ∨ (t ) was cancelled against thet factors in both summands. Note that
, and if i ∈ I P then it is annihilated by f ∨ i . Now the left hand summand of (5.1) simplifies to
For the right hand summand from (5.1) we obtain u 1ẇPẇ
by similar weight space considerations as above. Finally, using also Lemma 5.1 (3), the right hand summand of (5.1) simplifies further to
noting that < −w P · ρ ∨ , α i >= 1 for i ∈ I P . Combining the two summands gives
Proof. Let us write b = u 1 tẇ Pẇ
Its inverse is σ Q . The identity (5.4) follows from Lemma 5.2.
Recall that by 4.1. (2) we had an isomorphism
is smooth of dimension n P . We now determine its tangent space at a point b 0 .
gives rise to an isomorphism
where b ∈ B ∨ − , and keeping in mind that G ∨ is of adjoint type.
We apply the vector field η ζ to the defining equations from above. So
Since ζ ∈ẇ P · u ∨ − it follows that the first summand vanishes. The second summand is zero whenever w > w P , by weight space considerations. So
if w = w P or w ≥ w P , and for any λ. In particular also
and therefore η is injective. Comparing dimensions this implies that the map from (5.6) is an isomorphism.
Proof of Theorem 4.1. Consider a fixed b = u 1 tẇ Pẇ
We may assume ζ is homogeneous. We want to compute the derivative of
we also denote below the conjugation action of the group on itself by a dot. So
using Lemma 5.2 for the last equality, and the fact thatẇ 0ẇ
The right hand summand now simplifies as follows,
For the left hand summand we have
We now write u
and distinguish between two cases, corresponding to whetherẇ
and therefore F ẇ 0ẇ
Case 2 : In this case, sinceẇ
Then (5.9) simplifies further to
, using also Lemma 5.1 (1).
Combining (5.8) with the above two cases for (5.9) we get 
Logarithmic derivative of
we see that (η ζ ) b lifts to the tangent vector
The logarithmic derivative ofφ in this direction is therefore given by
Note again thatη ζ (lnφ( ; h))(b, h ∨ R ) no longer depends on the choice of lift (b, h ∨ R ) ∈ Z t P of b, and is a well-defined function on Z t P . We view this as the derivative of the multi-valued function ln φ( ; h) at the point b in Z t P in the direction (η ζ ) b , and may also denote it by η ζ (ln φ)(b; h).
The critical points of F P + ln φ( ; h) along fibers. By definition
As before we have two cases for ζ.
(
− then, by (5.11) and (5.10),
* is considered as an element of (g ∨ ) * . Let us replace ζ byζ :=ẇ
The critical point condition η ζ (F P + ln φ( ; h))(b) = 0 in this case readṡ
P , then by (5.11) and (5.10) we have
automatically. Therefore the critical point condition (1) implieṡ
Combining (1) and (2) above, we find that the critical point locus Z crit P,T is given by To show that (5.13) is an isomorphism, consider (uẇ
there is a unique b = u 1 tẇ Pẇ (2) of Section 4.1. It is clear from (5.12) that (t, b; h) ∈ Z crit P,T and so we have defined an inverse to (5.13).
The description (4.9) of Z crit P,T is an immediate consequence of (5.13) being an isomorphism, together with the analogous result for the Peterson variety from Section 3.3.2, which is due to Dale Peterson and originates from a description of Kostant's for the leaves of the Toda lattice. We explain the proof here for completeness. It starts with the observation that the conditioṅ
, and therefore lies in i∈I (g
for any h ∨ ∈ h ∨ . And direct calculation using the second condition from (5.12), along with the fact that α i (t) = 1 if i ∈ I P , shows that
The opposite inclusion follows using the identity
, for any b in the right hand side of (5.14).
Deodhar stratifications and standard coordinates
In this section we introduce coordinate systems on intersections of opposite Bruhat cells. These will be used in the subsequent sections firstly to define the holomorphic n P -forms we need to state the mirror conjecture for G/P , and secondly to compare our mirror construction with the one from [17, 20] in type A.
Intersections of opposed Bruhat cells R v,w
were decomposed into strata isomorphic to products of the form C p ×(C * ) q by Deodhar [10] . We will give a practical definition of these strata following [31] . This latter description has the advantage of providing for every stratum natural coordinates to work with.
Let w ∈ W and s i1 s i2 . . . s im = w be a fixed reduced expression which we denote by i = (i 1 , . . . , i m ). We consider a sequence of integers 1 ≤ j 1 < . . . < j t ≤ m as giving a subexpression s ij 1 . . . s ij t of s i1 . . . s im . We say it is a subexpression for v if s ij 1 . . . s ij t = v. Note that (i j1 , . . . , i jt ) need not be a reduced expression of v.
A subexpression j = (j 1 , . . . , j t ) of i is called distinguished if
where 1 ≤ l ≤ t. There is a unique subexpression for v with the stronger property that
where 1 ≤ l ≤ t. We may set j t+1 = m + 1 everywhere above. We call this subexpression the positive subexpression for v. It is the unique distinguished subexpression that gives a reduced expression for v. Deodhar's construction associates to any reduced expression of w a stratification of R v,w which has a stratum for every distinguished subexpression for v. And the positive subexpression for v corresponds to the unique open stratum.
For a reduced expression i and subexpression j let J 0 (j) = {1, . . . , m} \ {j 1 , . . . , j t }, J + (j) = l l = j r some r = 1, . . . , t, and s ij 1 . . . s ij r > s ij 1 . . . s ij r−1 , J − (j) = l l = j r some r = 1, . . . , t, and s ij 1 . . . s ij r < s ij 1 . . . s ij r−1 , where we suppress the i in the notation since it is usually clear from context. If j is distinguished, define a subset R j,i of the flag variety G/B − by
Here the parameters t l ∈ C * and m l ∈ C can also be used as coordinates on R j,i giving an isomorphism R j,i
We will refer to these coordinates as the standard coordinates on R j,i . If j + is the positive subexpression for v in i then R j+,i
. By [31, Proposition 5.2] the R j,i agree precisely with Deodhar's strata in R v,w . So fixing i we have
where the union is over all distinguished subexpressions j of i. Note only that our conventions differ from [31] in that B + and B − are interchanged.
To define the oscillatory integrals and state the mirror conjecture for G/P we require holomorphic n P -forms on the fibers of the proposed mirror family. Therefore we want to define a holomorphic n P -form on an intersection of opposed Bruhat cells R ∨ wP ,w0 . This holomorphic differential form will be defined by writing it down explicitly on a large enough open subset of R ∨ wP ,w0 .
1
Let i be a reduced expression of w 0 and j = j + (i) the corresponding positive subexpression for w P . Consider the open Deodhar stratum
. Let U be the union of these open sets. So
where i ranges over all the reduced expressions of w 0 .
Lemma 7.1 (essentially Lemma 3.6 in [40]). U is an open dense subset of R
with complement of codimension greater than or equal to 2.
Proof. Since R any Rv,w, the so-called Richardson variety Xv,w := Rv,w, is O Xv,w (∂Xv,w), and he conjectured that our form might come from there by restriction, [6] . If so, this would give a more intrinsic definition of our form, at least up to scalar. Proposition 7.2. Fix a reduced expression i 0 of w 0 . There is a unique holomorphic n P -form ω on R ∨ wP ,w0 such that the restriction of ω to R ∨ j+(i),i is given by
in terms of the standard coordinates t l on R ∨ j+(i),i , where ǫ i ∈ {±1} and ǫ i0 = 1. Here we use the obvious order on J 0 (j + (i)) for defining the wedge product.
Proof. By Lemma 7.1 and Hartog's theorem if ω is well defined on U then it extends holomorphically to all of R 
The remainder of the proof consists of checking the possible coordinate transformations that can occur.
Simply laced case :
(1) If s i s j = s j s i then
giving the simplest change of coordinates C 0 (a, b) = (b, a). (2) If s i s j s i = s j s i s j then it is easy to check that
We may record these two changes of coordinates as
Type B 2 braid relations : If s i s j s i s j = s j s i s j s i and α i is the long root, then the following relation holds (see [5, Section 3.1] ).
Let us denote this change of coordinates by
Its inverse is (
′ are given by the same formulas as above.
Furthermore it is easy to check the pairs of (inverse) identities
and
for some u and u ′ in U − , and
for some y and y ′ in U − . Finally
We record the remaining four nontrivial changes of coordinates
Type G 2 braid relations : 
This gives rise to the eighth relevant change of coordinates
(2) Next we have the relation
where u ∈ U − and
and similarly
So the last new coordinate transformation is
Here the transformations in (2-5) immediately above were computed with the help of Mathematica, realizing G 2 inside a group of type B 3 and using all of the relations from types A 2 and B 2 . Now let
be one of the changes of coordinates C j with j = 0, . . . , 15. The form given by
is invariant up to sign under these changes of coordinates if for each of the
where Jac(L) = det
is the Jacobian. This is the case as can easily be checked e.g. using Mathematica. The sign is minus precisely in the cases
where there is an even number of coordinates involved in the coordinate transformation. 8. The mirror conjecture for G/P
WP be the pullback of the family pr 1 :
For h ∨ in h ∨ we write Z 
The phase function F P pulled back to Z h ∨ P will be again denoted by F P . Now let i 0 be a reduced expression of w 0 and ω the n P -form on R ∨ wP ,w0 defined in Proposition 7.2. Let us pull this n P -form back to Z h ∨ P by the map Z
∨ − , and denote the resulting form again by ω. Note that ω depends on the reduced expression i 0 only for its sign. We write ω h ∨ for the restriction of ω to the fiber Z h ∨ P .
Conjecture 8.1. The integrals (1.1) defined in terms of the mirror datum (Z h ∨ P , ω, F P ) give solutions to the quantum differential equations [16, 9] of G/P .
We now want to state a T -equivariant version of the above conjecture. For this we need to integrate over functions defined on the coveringZ P of Z P . We therefore pull back also this covering family pr 1 :
The pullbacks ofφ and F P toZ h ∨ P will again be denoted byφ and F P , respectively. Moreover the mapZ
P which forgets h R is again a covering, and the n Pform ω on Z h ∨ P pulls back to an n P -form onZ h ∨ P which we denote byω. The restriction ofω to a fiberZ
Conjecture 8.2. A full set of solutions to the T -equivariant quantum differential equations [16, 9] of G/P is given by integrals
We note here that the equivariant quantum cohomology ring of G/P is semisimple. (This follows from the fact that equivariant cohomology is semisimple.) Correspondingly, in a generic fiber determined by an h ∨ ∈ (h ∨ ) WP and for generic h ∈ h, the function F P + ln φ( , h) has the correct number, dim H * (G/P ), of nondegenerate critical points counted in Z h ∨ P . This suggests that one could be able to construct the right number of suitable integration contours using Morse theory, as asserted in the SL n+1 /B case by Givental, and Joe and Kim, which would hopefully give a basis of solutions. The same need not be true for general G/P in the non-equivariant setting, that is for h = 0 above. However, the non-equivariant quantum cohomology ring is also known to be always semisimple for the full flag variety G/B [27] , and for Grassmannians, see [15, 37] .
9. The mirror constructions for SL n+1 /B of Givental, Joe and Kim Givental constructed a mirror family for SL n+1 /B in [17] . In this section we recall Givental's construction and identify his mirror family with a restriction of ours to an open subset. We will show in that case that the oscillatory integrals (1.1) arising from our mirror construction agree with those of Givental, proving Conjecture 8.1 in that case. In the T -equivariant setting an analogue of Givental's mirror theorem was given by Joe and Kim [20] . We go on to review their construction and compare it with ours for the equivariant case, showing that the integrals constructed by Joe and Kim can indeed be written in the form (8.1). This supports our Conjecture 8.2.
We note also that Batyrev, Ciocan-Fontanine, Kim and van Straten [3] proposed a mirror family for SL n+1 /P in the style of Givental's. For the direct relationship between their construction and the type A Peterson variety see [36] . 9.1. Let G = SL n+1 , so G ∨ = P SL n+1 . We use the standard choice of Chevalley generators e i = e
, where E j,k is the matrix with 1 in position (j, k) and zeros elsewhere. Correspondingly we have the simple root subgroups x i (t) = 1 n+1 + tE i,i+1 which we may consider to be lying in SL n+1 or P SL n+1 , depending on the context. We now recall the type A mirror construction from [17] . 9.1.1. Consider the quiver (V, A) which looks as follows
We divide the set of vertices V up into the vertices along the diagonal, V • = {v 11 , . . . , v n+1,n+1 }, and the vertices below the diagonal,
The labeling is as for the entries of a matrix. Let A = A c ⊔ A d be the set of arrows, divided into vertical and horizontal arrows, respectively. For any arrow a denote by h a and t a ∈ V the head and tail of a. In fact let us label the arrow a by c ij if a is a vertical arrow and h a = v ij , and by d ij if a is horizontal with t a = v ij . Let
where (9.1)
is a square in the quiver. For simplicity of notation we identify the arrows with coordinate functions on Z. In other words we may think of A ⊂ C[Z] as invertible generators for the coordinate ring of Z. Defineq
, for i = 1, . . . , n. Then we have a family of varieties
Let the fiber over Q ∈ (C * ) n be denoted by Z Q . This map is a trivial fibration with fiber isomorphic to (C * ) ( n+1 2 ) . Explicitly, consider the isomorphism
ta ) a∈A , where we set z vn+1,n+1 = 1. In particular we have vertex coordinates given by t v (σ) = z v . We will denote t vij also by t ij for convenience. Note that t i,i t −1 i+1,i+1 =q i . 9.1.2. The phase function on this family is defined to be
One has the following simple description of the critical points ofF along the fibers ofq,
9.1.3. We will now recall the construction of the quantum Toda lattice in type A and state Givental's mirror theorem. Consider the map
n+1 be the pullback of the bundleq : Z → (C * ) n by ε. We denote ε * (q) and ε * (F ) again byq andF , respectively. Solving the gl n+1 quantum Toda lattice means finding smooth functions S = S(T 1 , . . . , T n+1 ) satisfying
where ∈ R >0 . Note that the coefficients of the polynomial in x on the left hand side are well-defined differential operators. By [17, 24] the quantum differential equations for SL n+1 /B make up the quantum Toda lattice for sl n+1 , whose solutions are obtained by restricting the solutions S of (9.6) to the subspace of C n+1 defined by n+1 i=1 T i = 0. Theorem 9.1 (Givental [17] ). Let Γ = (Γ T * ) T * ∈C n+1 be a continuous family of possibly non-compact obtained from descending Morse cycles for Re(F ). The integrals
solve the system of differential equations (9.6).
Let us now consider
and let i 0 = (i 1 , . . . , i nB ) be the reduced expression of w 0 obtained by successively concatenating the sequences l k = (n, . . . , k) for k = 1, . . . , n. To σ ∈ Z we associate two unipotent upper-triangular matrices,
We also associate to σ an element τ (σ) of the maximal torus T ∨ of P SL n+1 , which is given by 
The definition of a matrix x c (σ) associated to a point in Givental's Z can already be found in [14] and [36] . Its combination with x d (σ) and τ (σ) required for the full Lie theoretic interpretation of Z, see the theorem below, appears here for the first time.
Theorem 9.2. Let Z B and F B be as defined in Section 4.1.
(1) The map
has image in B 
where ǫ ∈ {±1} and is independent of Q. Here the t v are the vertex coordinates defined in 9.1.1.
Note that Theorem 9.2 together with Givental's Theorem 9.1 implies the Conjecture 8.1 for SL n+1 /B.
V , where we may writet ij fort vij for short. Let b(t) ∈ GL n+1 be defined by
Then for the fundamental representation V (ω k ) we have
Proof. Let {v 1 , . . . , v n+1 } be the standard basis of C n+1 , and choose the standard highest weight vector v
Then we have the lowest weight vector
, and (9.10)
Now note that, written out,
. . .
x n (σ c n,n−k+2 )x n−1 (σ c n−1,n−k+2 ) · · · x n−k+2 (σ c n−k+2,n−k+2 )
Each x j (a) = exp(ae j ) simply acts by 1+ae j on k C n+1 , and it is not hard to check that in order to get from the lowest to the highest weight space via x c ((σ a ) a∈A ) we need to take the e j -summand precisely from each of the underlined x j (σ ca ) factors. Since in our case σ a =t hat −1 ta , we have σ c j+k−1,j σ c j+k−2,j . . . σ cj,j =t jjt −1 j+k,j , for the resulting contribution of the j-th row above, and so we find that in total
Combining this with (9.10) we see that
and the lemma is proved.
with entries given by
The (j, r + 1) entry of the matrix β(σ) = x c (σ)τ (σ)ẇ
evaluated at σ. We want to show that this expression is zero when j ≤ r.
In the rank 1 case we have for j = r = 1
(1, G
We will prove the general case by induction. Consider the two embeddings of GL n into GL n+1 corresponding to the subsets I L = {1, . . . , n − 1} and I R = {2, . . . , n} of I. The first gives the subgraph (V L , A L ) of (V, A) obtained by erasing the last row of vertices. And the second gives the subgraph (V R , A R ) where the first column has been removed.
We add superscripts L and R to any of the matricesx, x c , τ, β if we are referring to their analogues defined in terms of the graphs (V L , A L ) or (V R , A R ), respectively. We denote byG It is easy to check that
We now want to evaluate (9.11) using (9.12). The first summand gives a contribution of 0, . . . , 0, 1, G (9.11) . This equals −β L j,r and is therefore zero if j < r by the induction hypothesis, where we are reducing to the graph with the last row removed. Note that in this induction step we are also removing the last row of τ , which we had normalized to 1 in the rank n case. This accounts for the apparent factor ofq n in the above formula for −β L j,r .
For the second summand notice that we can decompose the entries of the row vector in (9.11) using
Then we get d n+1,n−r+2 (c j,1 β R j,r + β R j,r+1 ), which is also zero whenever j < r, by the induction hypothesis this time applied to the graph with the left most column removed.
Thus we have seen that (9.11) vanishes whenever j < r. If j = r we are left with two nonzero summands, giving By induction assumption β L and β R are upper-triangular, so we have (9.14) 
Combining these formulas with (9.14) we find that
Now substituting also c r,1 (σ) =t r,1t
it follows directly that d n+1,n−r+2 c r,1 β R r,r = β L r,r . This shows that β r,r+1 = 0, by (9.13), and finishes the proof.
9.3. The T -equivariant case. In Joe and Kim's work [20] , mirror symmetric solutions to the T -equivariant quantum differential equations of SL n+1 /B are given as integrals over a function defined on a universal cover of Z. We briefly review this construction here and compare it with our definitions applied to the equivariant SL n+1 /B case.
The T -equivariant quantum differential equations are deformations of the usual quantum differential equations by the ring
Namely in the T -equivariant case the differential equations to solve are obtained by replacing (9.6) by (9.15)
To generalize Givental's mirror theorem to solve (9.15) Joe and Kim deform the phase functionF of Givental, or more precisely they first pull it back to a universal cover of Z and then deform it there. Definition 9.4. Recall the notations from Section 9.1.1. We let
For given (T 1 , . . . , T n+1 ) ∈ C n+1 with i T i = 0 we definẽ
The map c :Z → Z given by
makesZ into a universal covering space for Z. We may think of the T v as logarithmic vertex variables, although the exp(T v ) recover the vertex variables t v from Section 9.1.1 only up to a common scalar multiple, as we are working with a different normalization now : We have T vii = 0 rather than T vn+1,n+1 = 0. To deform Givental's phase function Joe and Kim attach 'weights' depending on the parameters λ i to the edges of the graph (V, A) as follows, Here we have substituted σ a = e T ha −Tt a in the formula from Theorem 9.2. Also note that the entries of the diagonal matrix τ (σ) are t ii (σ) = e Tv ii /e Tv n+1,n+1 and, as we are working in P SL n+1 , we can clear the denominators. From Theorem 9.2 together with (9.17) it is now immediate that (γ,β)((T v ) v∈V ) ∈ Z h B . To show that (γ,β, γ R )((T v ) v∈V ) lies in the covering spaceZ h B it remains to prove that the diagonal part ofβ ((T v ) v∈V ) is equal to exp(γ R ((T v ) v∈V ) ). For this let us consider the lower-triangular matrixb in SL n+1 which coversβ ((T v ) v∈V ) and is given by Therefore Joe and Kim's correction term a∈A λ a (T ha − T ta ), reordered as a sum of T v 's with λ i coefficients, gives precisely (9.20), and we are done.
9.4. To show that the solutions to the equivariant quantum differential equations constructed by Joe and Kim can be put in the form of our Conjecture 8.2, we need finally to argue that our comparison map (γ,β, γ R ) is one-to-one when restricted to the integration contours put forward by Joe and Kim.
Recall that (γ,β, γ R ) :Z →Z h ∨ B defines a covering onto its image. Let us choose compatible Riemann metrics onZ and (γ,β, γ R )(Z), so that one is pulled back from the other. Suppose p 0 ∈Z T * is a critical point ofF JK with its corresponding 'descending Morse cycle' for Re(F JK ), denoted Γ T * . The gradient flow of Re(F JK ) starting at p ∈ Γ T * should therefore approach p 0 in the positive limit. This gradient flow maps out a curve which can also be obtained as the unique lifting through p of the gradient flow curve of Re(F Bφ ) starting atp := (γ,β, γ R )(p) in the base. Suppose now there was another point p ′ in Γ T * with the same imagē p ′ := (γ,β, γ R )(p ′ ) =p. Then the gradient flow curve below, connectingp =p ′ with the imagep 0 of the critical p 0 , would have a lift through p which ends up at p 0 , and another lift through p ′ which also ends at p 0 . This, however, is in contradiction with the unique lifting of curves property of our covering.
So we have seen that no two points in Γ T * can map to the same point under (γ,β, γ R ). Therefore the map (γ,β, γ R ) amounts to a change of coordinates on the integration contour, and moreover by Theorem 9.7, a change of coordinates under which Joe and Kim's integrals transform to ones of the form (8.1).
