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Abstract: It is one of the most important and long-standing issues of physics to derive the irreversibility
out of a time-reversal symmetric equation of motion. The present paper considers the breaking of the
time-reversal symmetry in open quantum systems and the emergence of an arrow of time. We claim
that the time-reversal symmetric Schrödinger equation can have eigenstates that break the time-reversal
symmetry if the system is open in the sense that it has at least a countably infinite number of states.
Such eigenstates, namely the resonant and anti-resonant states, have complex eigenvalues. We show
that, although these states are often called “unphysical”, they observe the probability conservation in
a particular way. We also comment that the seemingly Hermitian Hamiltonian is non-Hermitian in
the functional space of the resonant and anti-resonant states, and hence there is no contradiction in the
fact that it has complex eigenvalues. We finally show how the existence of the states that break the
time-reversal symmetry affects the quantum dynamics. The dynamics that starts from a time-reversal
symmetric initial state is dominated by the resonant states for t > 0; this explains the phenomenon of
the arrow of time, in which the decay excels the growth. The time-reversal symmetry holds in that the
dynamic ending at a time-reversal symmetric final state is dominated by the anti-resonant states for
t < 0.
Keywords: open quantum system; time-reversal symmetry; arrow of time; resonant state
1. Introduction
All microscopic equations of motion, only with a slight exception of the weak interaction, have
the time-reversal symmetry. It is therefore one of the biggest issues of physics to know how the
irreversibility in thermodynamics and statistical physics, namely the “arrow of time” [1], emerges out of
the time-reversal-symmetric equations of motion.
This issue was pointed out by Loschmidt to Boltzmann back in the 19th century [2], and has been
addressed by many authors ever since. It is safe to say that this problem is not fully resolved yet, but
progress has been made. Some authors [3–7] have proposed to extend the domain of classical or quantum
operators to include complex eigenvalues, thus formulating a dynamics with broken-time symmetry.
Other authors have taken a more conventional approach and explained Loschmidt’s paradox resorting
to probabilistic arguments. For example, Evans and Searle formulated a fluctuation theorem where
they quantified the probability of violations of the second law for classical systems [8]. More recently,
Maccone [9] proposed that processes that violate the second law are unobservable; Vaccaro [10] suggested
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that the T violation by some elementary particles is the ultimate root of the arrow of time, while Carroll [11]
suggested that the arrow of time comes from spontaneous eternal inflation, creating universes with low
initial entropy.
Here, we review our recent work on this subject [12–14], where we argued that an arrow of time
can emerge even in very simple quantum systems. We stress the fact that each solution of time-reversal
equation of motion can break the time-reversal symmetry if the system is open. Therefore, we can indeed
have, in specific cases, the dynamics that seemingly breaks the time-reversal symmetry. This is a well
known fact to some researchers but unfortunately does not seem to be acknowledged widely. It is our
intention to emphasize and demonstrate the fact. We additionally claim that the initial-condition problem
always chooses the states that break the time-reversal symmetry in a decaying way [12–14].
In the present article, we restrict ourselves to quantum mechanics, but it should be easily generalized
to other equations of motion. Section 2 shows that the time-reversal symmetry of the Schrödinger equation
does not exclude the existence of eigenstates that break the time-reversal symmetry. Such states must
have complex eigenvalues, as also pointed out by other authors [5,6,15,16]. We then demonstrate in
Section 3 that open quantum systems indeed can have complex eigenvalues, and therefore can have
eigenstates which break the time-reversal symmetry, namely the resonant and anti-resonant eigenstates.
However, why could a “Hermitian” Hamiltonian have a complex eigenvalue? We stress in Section 4 that
one needs to specify the functional space to prove the Hermiticity of a Hamiltonian operator. Indeed,
the Hamiltonian operator for the open quantum system is Hermitian in the standard Hilbert space with
normalizable eigenfunctions, but not Hermitian in the functional space that contains the states that break
the time-reversal symmetry, and hence there is no contradiction if the symmetry-breaking eigenstates
have complex eigenvalues [12–14,16]. Section 5 finally describes the essential difference between the
breaking of the time-reversal symmetry and the existence of the arrow of time; the proof of the latter needs
one additional ingredient to the proof of the former. The arrow of time means that we observe specific
symmetry-breaking states more often than the other symmetry-breaking states, typically decaying states
more often than growing states. We show that the resonant states indeed excel the anti-resonant states
in the initial-condition problem [12–14]. The time-reversal symmetry of the Schrödinger equation only
guarantees that the anti-resonant states excel in the final-condition problem. Section 6 is devoted to a
summary.
2. Time-Reversal Operator
The Schrödinger equation
ih¯
d
dt
|Ψ〉 = H|Ψ〉, (1)
the most used quantum-mechanical equation of motion, is time-reversal symmetric if the Hamiltonian H
commutes with the time-reversal operator T; in quantum mechanics, the time-reversal operator consists of
two combined operations of negating the time t and the complex conjugation:
t→ −t; i→ −i. (2)
Applying the time-reversal operator T from the left of the Schrödinger Equation (1) with the use of the
commutability
[H, T] = 0, (3)
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we have
ih¯
d
dt
(T|Ψ〉) = H (T|Ψ〉) , (4)
which means that the time-reversed state T|Ψ〉 indeed obeys the same equation as the original state |Ψ〉
does. One might therefore expect that if we watched a video of the dynamics of a quantum-mechanical
state, we would not be able to tell whether the video was rolling forward or backward.
An important fact to note here is that the time-reversal operator T is an anti-linear operator, not
a linear operator. Because of this fact, the two operators H and T, which commute with each other, may
not share common eigenstates. Let us demonstrate the fact in an elementary way. Suppose that we know
an eigenstate and its eigenvalue of the Hamiltonian H:
H|ψ〉 = E|ψ〉. (5)
Applying the time-reversal operation from the left, we have
TH|ψ〉 = TE|ψ〉. (6)
The left-hand side is equal to HT|ψ〉 because of the commutability (3). The right-hand side would be equal
to ET|ψ〉 if T were a linear operator; then we would conclude that the state T|ψ〉 is parallel to the state
|ψ〉 provided that its eigenvalue E does not have degeneracy. This would mean that the solution |ψ〉 is
time-reversal symmetric, that is, it is an eigenstate of the time-reversal operator T. This is the fact that
we all learn in the class of elementary quantum mechanics; if there are two linear operators A and B that
commute with each other as in [A, B] = 0, they share eigenstates. It is, however, not stressed enough that
this statement generally applies to linear operators only.
In fact, the time-reversal operator T is an anti-linear operator. Therefore, the right-hand side of
Equation (6) is equal to E∗T|ψ〉, and hence Equation (6) is followed by
H (T|ψ〉) = E∗ (T|ψ〉) . (7)
This means either of the following two cases:
1. The eigenvalue E is real as in E∗ = E. The state T|ψ〉 satisfies the same equation as the original state
|ψ〉 does with the same eigenvalue as is seen in Equations (5) and (7), and hence they are proportional
to each other provided that its eigenvalue E does not have degeneracy. The two operators H and T
share the eigenstate |ψ〉, which is therefore time-reversal symmetric.
2. The eigenvalue E is complex as in E∗ 6= E. Equations (5) and (7) are different in their eigenvalues; they
now mean that if there is an eigenstate |ψ〉with a complex eigenvalue E, there must be a time-reversed
eigenstate T|ψ〉 with a complex-conjugate eigenvalue E∗.
We thereby conclude here that if the Hamiltonian has a complex eigenvalue, the corresponding
eigenstate breaks the time-reversal symmetry. The time-reversal symmetry of the original equation
of motion reflects in the fact that the symmetry-breaking eigenstates can appear always in a complex-
conjugate pair.
The next issue is in what case the Hamiltonian does have a complex eigenvalue. We will show in the
next section that the open quantum system is the case.
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3. Complex Eigenvalues
We now demonstrate that an open quantum system can have complex eigenvalues even if the
Hamiltonian is (seemingly) Hermitian [12–14]. The simplest model that does have complex eigenvalues
may be a one-dimensional tight-binding model, which is often analyzed in condensed-matter physics. It is
also a tutorial to demonstrate that the openness with a countably infinite number of states is sufficient to
produce complex eigenvalues.
Consider an infinite chain of atoms, on which an electron hops from one atom at x to the neighboring
ones x± 1 with x being an integer. [Note that we put here the lattice constant (the distance between the
neighboring sites) a to unity; all quantities of the order of distance will be implicitly given in the unit of
a hereafter.] We put one impurity atom at x = 0, which has a real-valued chemical potential of V0; see
Figure 1a [14].
(a) (b)
(c) (d)
Figure 1. (a) An infinite chain of atoms with an impurity at x = 0. (b) A scattering eigenstate. (c) A bound
state. (d) A general discrete eigenstate under the Siegert boundary condition.
We ignore the electron-electron interaction.
The quantum-mechanical Hamiltonian that expresses the situation is
H =− th
( −2
∑
x=−∞
+
+∞
∑
x=+1
)(
|x + 1〉〈x|+ |x〉〈x + 1|
)
− t0
(
|0〉〈−1|+ | − 1〉〈0|
)
− t0
(
|1〉〈0|+ |0〉〈1|
)
+V0|0〉〈0|, (8)
where |x〉 denotes the state in which the electron resides on the atom at x, while th and t0 are real-valued
constants. We here fix the hopping element th = −〈x + 1|H|x〉 = −〈x|H|x + 1〉 for x 6= −1, 0 to unity for
simplicity; all quantities of the order of energy will be implicitly in unit of th hereafter. We are now left
with the two parameters t1 = −〈±1|H|0〉 = −〈0|H| ± 1〉 ∈ R and V0 = 〈0|H|0〉 ∈ R. The Hamiltonian is
seemingly Hermitian; we will nonetheless demonstrate below that the Hamiltonian can have complex
eigenvalues under a specific boundary condition called the Siegert boundary condition [17–20].
The Hamiltonian (8) has the eigenvectors of both a continuous spectrum and point spectra, the latter
of which contain the ones with complex eigenvalues. Meanwhile, the former contains the usual scattering
states of the form shown in Figure 1b:
|ψs〉 =
−1
∑
x=−∞
(
Aeikx + Be−ikx
)
|x〉+ ψ0|0〉+
+∞
∑
x=+1
Ceikx|x〉. (9)
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with the continuous eigenvalue varying in the energy range −2 ≤ E ≤ 2; in condensed-matter physics this
is called the energy band, which is described as E = −2 cos k in terms of the wave number k varying in the
range −pi < k ≤ pi. This range of the wave number is called the first Brillouin zone; it is the restriction
that comes from the discreteness of the lattice. The latter class of the eigenvectors of point spectra include
the usual bound state around the impurity atom at x = 0 of the form shown in Figure 1c:
|ψb〉 =
−1
∑
x=−∞
ψ1eκx|x〉+ ψ0|0〉+
+∞
∑
x=+1
ψ1e−κx|x〉 (10)
with a discrete eigenvalue (a point spectrum) E = −2 cosh κ, where we can determine a positive number κ
in terms of the parameters t0 and V0 by solving the time-independent Schrödinger Equation (5).
The general boundary condition for the eigenvectors of point spectra, which is called the Siegert
boundary condition [17–20], is shown in Figure 1d:
|ψp〉 =
−1
∑
x=−∞
ψ1e−iKx|x〉+ ψ0|0〉+
+∞
∑
x=+1
ψ1eiKx|x〉, (11)
where the wave number K is generally complex with its real part restricted to the range −pi < Re K ≤ pi.
Notice that the bound state (10) belongs to the class of the point-spectral solutions (11), having a pure
imaginary wave number K = iκ with κ > 0. The Siegert boundary condition (11) meanwhile represents
only outgoing waves when Re K > 0 and only incoming waves when Re K < 0.
To find the general eigenvector with a point spectrum, we insert Equation (11) into the
time-independent Schrödinger Equation (5) [14]. For y ≤ −2 and y ≥ 2, we respectively have
〈y|H|ψp〉 = −ψ1
[
e−iK(y−1) + e−iK(y+1)
]
= −2ψ1e−iKy cos K, (12)
〈y|H|ψp〉 = −ψ1
[
eiK(y−1) + eiK(y+1)
]
= −2ψ1eiKy cos K, (13)
both of which is to be equated to
E〈y|ψp〉 = Eψ1eiK|y| (14)
for |y| ≥ 2. We thus find the eigenvalue to be
E = −2 cos K. (15)
We can relate K to t0 and V0 by computing the matrix elements
〈0|H|ψp〉 = −2t0eiKψ1 +V0ψ0, (16)
〈1|H|ψp〉 = −t0ψ0 − e2iKψ1, (17)
which we equate to
E〈0|ψp〉 = −2ψ0 cos K, (18)
E〈1|ψp〉 = −2ψ1eiK cos K, (19)
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respectively. We thus have the matrix equation(
V0 −2t0
−t0 −eiK
)(
ψ0
eiKψ1
)
= −2 cos K
(
ψ0
eiKψ1
)
, (20)
which is followed by the secular equation
det
(
V0 + 2 cos K −2t0
−t0 e−iK
)
= 0. (21)
Note that we had two unknown variables K and ψ1/ψ0, for which we have two equations in Equation (20).
We thus know that we have always discrete solutions.
It is convenient to use
λ = eiK (22)
to solve the secular Equation (21). We thereby have a quadratic equation with respect to λ of the form
(1− 2t02)λ2 +V0λ+ 1 = 0, (23)
whose solutions are
λp =
−V0 ±
√
V02 − 4(1− 2t02)
2(1− 2t02)
. (24)
We thus arrive at two discrete solutions with the eigen-wave-number and the eigen-energy given in the
forms
Kp = −i logλp, Ep = −2
(
λp +
1
λp
)
. (25)
See Figure 2 for the parameter dependence of Kp and Ep.
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Figure 2. The parametric plot of (a) Kp and (b) Ep. We fixed t0 to 1/2 and varied V0 from−2 to 0. In addition
to these point spectra, the continuous spectrum E = −2 cos k of the scattering states exists over the ranges
of −pi ≤ K ≤ pi and −2 ≤ E ≤ 2 in (a) and (b), respectively. In (a), starting from V0 = −2, the bound
state (green line) turns into an anti-bound state at V0 = −3/2 and coalesces with another anti-bound state
(magenta line) at the exceptional point at V0 = −
√
2, branching out to a pair of a resonant state (red line)
and an anti-resonant state (blue line). In (b), the bound state (green line) moves up to the band edge E = −2
at V0 = −3/2 and doubles back to the exceptional point at V0 = −
√
2 to coalesce with the other anti-bound
state (magenta line), branching out to the pair of the resonant (red line) and anti-resonant (blue line) states.
In the complex eigen-wave-number plane of K in Figure 2a: the state on the positive imaginary axis is
nothing but the bound state (10) because Kp = iκ with κ > 0; the states on the negative imaginary axis
is called anti-bound states, which we do not elaborate more here; the state in the fourth quadrant is a
resonant state, while the one in the third quadrant is an anti-resonant state. The resonant state has only
outgoing waves because Re K > 0 in Equation (11), whereas the anti-resonant states has only incoming
waves because Re K < 0. Both of these states have negative imaginary parts of Kp, which we will focus on
in the next section.
In the complex eigen-energy plane of E in Figure 2b, the bound and anti-bound states have real
eigenvalues, while the resonant and anti-resonant states have complex eigenvalues, the former in the
lower half (Im Ep < 0) and the latter in the upper half (Im Ep > 0). They are in a complex-conjugate pair;
one of the pair is the time-reversed state of the other, as described in item 2 below Equation (7).
To summarize the above, open quantum systems indeed have complex eigenvalues, which correspond
to eigenstates that break the time-reversal symmetry. Note that the resonant state, the state (11) with a
positive real part of the wave number K, can exist only when the system is open; in a closed system, the
out-going waves would bounce back at the boundaries, which would mix the resonant state with the
anti-resonant state and reduce them to a standing wave.
A natural question is in order, however. According to what we all learn, because the Hamiltonian (8)
is Hermitian, it should have only real eigenvalues, should it not? We will answer this question in the
next section by stressing that the Hamiltonian of the open quantum system is Hermitian in the functional
space of the normalizable eigenstates, but it is not in the functional space that contains the resonant
and anti-resonant eigenstates, and therefore it is indeed legitimate for these eigenstates to have complex
eigenvalues.
4. Why Complex Eigenvalues for “Hermitian” Hamiltonian?
Let us first point out that the states in the upper half of the complex eigen-wave-number plane
K, namely the bound states (10), are normalizable and the states on its real axis, namely the scattering
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states (9), are box-normalizable, whereas the states in the lower half of the complex eigen-wave-number
plane K, namely the resonant and anti-resonant states (11) (as well as the anti-bound states) are, in the
usual sense, unnormalizable. Since the imaginary part of the eigen-wave-number Kp of the resonant and
anti-resonant states is negative, the eigenstate (11) spatially diverges: eiK|x| → ∞ as x → ±∞. These states
are thereby often called “unphysical states” being not highly appreciated. We will nonetheless stress in the
present section that the unnormalizability is actually essential in the conservation of the “norm” that we
define in a partial space.
Before that, let us first show that the Hamiltonian (8) is not Hermitian for the resonant and
anti-resonant states [20–22]. The Hermiticity of the Hamiltonian operator H is often defined as follows:
the operator H is Hermitian if and only if the matrix element 〈ϕ|H|ϕ〉 is real for an “arbitrary” state |ϕ〉.
The more precise statement, however, is the following:
Proposition 1. If and only if the matrix element 〈ϕ|H|ϕ〉 is real, the Hamiltonian operator H is Hermitian in the
specific functional space from which |ϕ〉 is chosen arbitrarily.
In order to check the Hermiticity of the Hamiltonian (10), let us calculate the matrix element 〈ϕ|H|ϕ〉
for an arbitrary state |ϕ〉. Let us assume the expansion of the state as in
|ϕ〉 =
+∞
∑
x=−∞
ϕx|x〉. (26)
The matrix element is then given by
〈ϕ|H|ϕ〉 =−
−2
∑
x=−∞
ϕx
∗ (ϕx−1 + ϕx+1)
− ϕ−1∗ (ϕ−2 + t0ϕ0)− t0ϕ0∗ (ϕ−1 + ϕ1) +V0|ϕ0|2 − ϕ1∗ (t0ϕ0 + ϕ2)
−
+∞
∑
x=2
ϕx
∗ (ϕx−1 + ϕx+1) . (27)
One might transform this by means of resummation to
〈ϕ|H|ϕ〉 =−
−2
∑
x=−∞
(ϕx
∗ϕx+1 + ϕxϕx+1∗)
− t0 (ϕ−1∗ϕ0 + ϕ−1ϕ0∗)− t0 (ϕ0∗ϕ1 + ϕ0ϕ1∗) +V0|ϕ0|2
−
+∞
∑
x=+1
(ϕx
∗ϕx+1 + ϕxϕx+1∗) , (28)
and thereby conclude that it would be real when the parameters t0 and V0 are real. The resummation
is indeed legitimate if |ϕx| vanishes as |x| → ∞ quickly enough as in the bound state, and hence the
expansion (26) is convergent. It is also legitimate if |ϕx| is a plane wave eikx with k ∈ R as |x| → ∞ as in
the scattering states. It is not, however, if |ϕx| diverges as |x| → ∞ as in the resonant and anti-resonant
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states, and the expansion (26) is divergent and unnormalizable. Indeed, for the states of the form (11), the
summands in Equations (27) and (28) for x ≥ 1 are respectively given by using ϕx = ψ1eiK for x ≥ 1 as in
ϕx
∗ (ϕx−1 + ϕx+1) = e−iK
∗x+iK(x−1) + e−iK
∗x+iK(x+1) =
(
eiK + e−iK
)
e−2x Im K (29)
ϕx
∗ϕx+1 + ϕxϕx+1∗ = e−iK
∗x+iK(x+1) + e−iK
∗(x+1)+iKx =
(
eiK + e−iK
∗)
e−2x Im K (30)
The difference of the two would decay out for Im K > 0 as x → ∞ if K were complex. The difference
grows, however, for Im K < 0 and hence the resummation is not legitimate [20–22]. The former (29) is
indeed complex for a complex value of K.
This answers the question made at the end of the previous section: “because the Hamiltonian (8) is
Hermitian, it should have only real eigenvalues, should it not?” Our answer is the following: indeed, the
Hamiltonian (8) is Hermitian in the functional space of the upper half as well as on the real axis of the
complex eigen-wave-number plane K (see Figure 2a), and hence the eigenvalues are real for the states that
exist in this Hermitian region; the Hamiltonian is, however, generally non-Hermitian in the functional
space of the lower half of the complex eigen-wave-number plane K, and therefore the eigenvalues can
be complex for the states there, namely the resonant and anti-resonant states (as well as the anti-bound
states) [20–22]. The existence of the complex eigenvalues for these states is thus not a mystery at all.
Further natural questions may be in order here. What happens to the probability interpretation if the
state diverges as |x| → ∞? Is the probability conserved if the Hamiltonian is non-Hermitian? To answer
these questions, we next demonstrate that the spatial divergence balances out the temporal decay of the
resonant state.
The key is to define a spatially partial “norm” of the diverging resonant state (11) in the form [20–22]
〈ψres|ψres〉L =|ψ0|2 +
+L
∑
x=−L
x 6=0
|ψ1|2e−2|x| Im Kres , (31)
where we used the notation
|ψres〉 =
−1
∑
x=−∞
ψ1e−iKresx|x〉+ ψ0|0〉+
+∞
∑
x=+1
ψ1eiKresx|x〉 (32)
with 0 < Re Kres < pi and Im Kres < 0. The “norm” (31) is a finite positive number for a positive integer L.
For large L, the most dominant term of Equation (31) is
〈ψres|ψres〉L ' |ψ1|2 e
−2L Im Kres
sinh(− Im Kres) (33)
Remember here that since Re Kres > 0 for the resonant state (see Figure 2a), it has only outgoing
waves; that is, the probability is leaking from the range −L ≤ x ≤ +L and flowing out towards x → ±∞.
Correspondingly, the partial “norm” of the time-dependent part of the resonant state,
|Ψres〉 = |ψres〉e−itEres/h¯, (34)
decays in time as
〈Ψres|Ψres〉L = 〈ψres|ψres〉L e2t Im Eres/h¯ (35)
with Im Eres < 0 for the resonant state (see Figure 2b).
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We now demonstrate that the probability flow out of the range −L ≤ x ≤ +L is equal to the temporal
decay in Equation (35):
d
dt
〈Ψres|Ψres〉L = 2h¯ 〈ψres|ψres〉L Im Eres e
2t Im Eres/h¯. (36)
For the probability flow, we compute the expectation value of the local current at x = ±L. The standard
expression of the current in a continuous space in one dimension is given by
J(x) = Re
(
ϕ(x)∗ p
m
ϕ(x)
)
=
h¯
2im
(
ϕ(x)∗ d
dx
ϕ(x)− ϕ(x) d
dx
ϕ(x)∗
)
. (37)
In the discretized space of the state (26), the local current is therefore defined by
J(x) =− i
h¯
[ϕx
∗ (ϕx+1 − ϕx)− ϕx (ϕx+1∗ − ϕx∗)] (38)
=
i
h¯
(ϕx+1
∗ϕx − ϕx+1ϕx∗) (39)
for x > 0, while J(x) = −J(−x) for x < 0 because of the spatial symmetry. For the resonant state (32), we
thereby find the current at the right boundary x = L for large L in the form
Jres(L) =
i|ψ1|2
h¯
[
e−iKres
∗(L+1)+iKresL − e−iKres∗L+iKres(L+1)
]
'2|ψ1|
2
h¯
e−2L Im Kres sin Re Kres > 0 (40)
and the one at the left boundary x = −L in the form Jres(−L) = −Jres(L) < 0. The sum of these flows is
the total probability flow out of the range −L ≤ x ≤ +L. Taking account of the temporal decay of the all
wave amplitudes, we arrive at the estimate
(Jres(L) + |Jres(−L)|) e2t Im Eres/h¯. (41)
On the other hand, the time derivative in Equation (36) is estimated as follows. We note that
Eres =− 2 cos Kres (42)
=− 2 cos Re Kres cosh Im Kres + 2i sin Re Kres sinh Im Kres, (43)
and hence Im Eres = 2 sin Re Kres sinh Im Kres. Multiplying this with Equation (33), we evaluate the
right-hand side of Equation (36) as in
2
h¯
〈ψres|ψres〉L Im Eres e2t Im Eres/h¯ '− 4|ψ1|
2
h¯
e−2L Im Kres sin Re Kres e2t Im Eres/h¯. (44)
Comparing Equation (44) with Equation (40) accompanied by Equation (41), we arrive at the relation
− d
dt
〈Ψres|Ψres〉L = (Jres(L) + |Jres(−L)|) e2t Im Eres/h¯, (45)
which demonstrates that the temporal decrease of the “norm” over the region −L ≤ x ≤ +L flows out of
the region [20–22].
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As the answer to the question “Is the probability conserved if the Hamiltonian is non-Hermitian?”, the
probability of the resonant state is conserved in a particular way in which the temporal exponential decay
is negatively equal to the spatial exponential divergence [20–22]. For the question “What happens to the
probability interpretation if the state diverges as |x| → ∞?”, we emphasize that the spatial divergence of the
resonant state is not “unphysical” at all; on the contrary, it is necessary for the probability conservation [20–
22].
This concludes our discussion on the solutions of the time-independent Schrödinger Equation (5)
with a time-reversal symmetric and seemingly Hermitian Hamiltonian. To summarize the discussion,
the equation can have eigenstates that break the time-reversal symmetry, namely the resonant states that
decay in time and the anti-resonant states that grow in time, both of which we showed are very much
physical. In the next section, we finally show how these symmetry-breaking states emerge in the dynamics
of the time-dependent Schrödinger Equation (1), namely in the phenomenon called the arrow of time.
5. One More Element for “Arrow of Time”
So far we have shown that the Hamiltonian of an open quantum system can have eigenstates that
break time-reversal symmetry. This is a necessary condition for the existence of an “arrow of time”.
However, we will argue that it is not a sufficient condition. Indeed, the arrow of time means that we
observe specific symmetry-breaking states that evolve in the same direction (e.g., resonant states decaying
as time increases), while we do not observe states that evolve in the opposite direction (e.g., anti-resonant
states growing as time increases).
This point is lacking in most of the arguments about the arrow of time. For example, there is an
argument on the Poincaré recurrence time [23], which is the time after which a closed system comes back
to the initial state; it has been found to become exponentially large as the system size increases [24–26],
and hence only the initial part of the evolution is observable. This actually may correspond to the fact that
the system of infinite size has decaying resonant states and growing anti-resonant states as eigenstates; in
a large but finite system, the outgoing flow generated by a decaying state would be bounced back and the
initial state would recur but only after a long time, which is indeed the physics of the Poincaré recurrence
time. Therefore, the divergence of the recurrence time in the infinite system indeed separates the decaying
states from the growing states.
However, the argument of the Poincaré recurrence time does not logically say that a decaying state
should be chosen for the initial part of the time evolution; according to the argument, the choice of a
growing anti-resonant state would be equally plausible. Why are the anti-resonant states, which should
grow in time, not chosen in positive times and why do the resonant states, which should decay in time,
dominate the dynamics in the direction of future? The argument of the recurrence time falls short of a
satisfactory explanation of the arrow of time in this respect.
We can see a similar problem in the introduction of an infinitesimal constant in computing the retarded
and advanced Green’s functions. One adds an infinitesimal constant to shift the eigenvalues on the real
axis to the lower half of the complex energy plane in order to find the retarded Green’s function, which has
only outgoing waves from the source. One also shifts the eigenvalues to the upper half in order to find the
advanced Green’s function, which has only incoming waves to the sink. One then typically legitimatizes
the shifts of the eigenvalues only on the basis of the fact that the resulting Green’s function seems correct;
it again falls short of a satisfactory explanation of the arrow of time. In the eigenvalue problem of the
Hamiltonian (8), the infinitesimal shift to the lower half of the complex energy plane is substituted by the
explicitly negative imaginary part of the resonant eigenvalue and that to the upper half by the explicitly
positive imaginary part of the anti-resonant eigenvalue. They forms a time-reversal symmetric pair, and
hence any time-reversal symmetric argument does not give a reason to choose one pair over the other.
Entropy 2019, 21, 380 12 of 16
To have an arrow of time oriented towards the future, we need a mechanism that suppresses
anti-resonant states, making the resonant states dominant for positive times. We will show that this
situation arises naturally when we consider an initial-condition problem: given an initial state at t = 0,
the problem is to calculate the evolving state for t > 0. We will show that, for the present model, we can
decompose the time-evolving state into two components, one associated with the resonant state and the
other one associated with the anti-resonant state. If the initial state is time-reversal symmetric, its resonant
and anti-resonant components have equal weights at t = 0. However, for t > 0 the time evolution operator
naturally suppresses the anti-resonant states, thereby producing an arrow of time in our simple model.
It is important to remark that an arrow of time oriented towards the past is also possible, to comply
with the time-reversal symmetry of the Schrödinger equation (1). This may be difficult for us to imagine,
but a past-oriented arrow of time can in fact be observed as follows: we must consider a final-condition
problem, where the time-reversal invariant state at t = 0 is considered a final condition, and we select
time-dependent states for t < 0 that lead to the final condition. In this case, the anti-resonant components
of the selected states are dominant, while the resonant ones are suppressed. Indeed, this procedure was
implemented in the post-measurement data analysis of an experiment of the weak measurement [27].
The nontrivial part of our argument is the decomposition of states into resonant and anti-resonant
states that are naturally suppressed for t < 0 and t > 0, respectively. This decomposition is not a simple
resolution of the time-evolution operator in terms of all the eigenstates of the Hamiltonian (including
states with discrete and continuous spectrum). Instead, it is a resolution that involves only the eigenstates
of the Hamiltonian with discrete spectra [12–14]. This decomposition is explicitly time-reversal invariant,
because it includes complex-conjugate pairs of resonant and anti-resonant states.
As an example, we consider the survival amplitude A(t) = 〈0|e−iHt/h¯|0〉 of the time-reversal-
symmetric initial state |0〉. We can compute A(t) itself in a standard way; we here show how the amplitude
is broken down into resonant and anti-resonant components. The time-reversal invariant decomposition
takes the form
A(t) =∑
n
〈0|χn(t)〉 (46)
where the n subindex denotes either “resonant” or “anti-resonant”. The resonant and anti-resonant
components are given by [12–14]
|χn(t)〉 = 12pii
∫
C
dλ
(
−λ+ 1
λ
)
exp
[
i
(
λ+
1
λ
)
t
]
|ψn〉 λn
λ− λn 〈ψ˜n|0〉. (47)
where C denotes a clockwise contour of the unit circle in the complex λ plane, λn are given by Equation (24),
and 〈ψ˜n| are the left eigenstates corresponding to the right eigenstates |ψn〉.
Figure 3 [14] shows the numerically evaluated components |〈0|χn(t)〉|2 of the survival probability
corresponding to the resonant and anti-resonant states. At t = 0 both components have equal weights.
(Since we plot the square modulus of each component and the components are complex numbers, the
total probability at t = 0 is not twice as large as the probability of each individual component). The
figure clearly shows that the anti-resonant component is suppressed for t > 0. (In fact, it is suppressed
after a short time tZ, which we have associated with the “Zeno time” in Ref. [13]). As the anti-resonance
component is suppressed, the resonant component alone approaches the complete survival probability,
which decays exponentially by then. Conversely, the resonant component is suppressed for t < 0.
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Figure 3. Total survival probability |A(t)|2 (black symmetric line with the highest peak); the resonant
state |〈0|χres(t)〉|2 component (red line with a peak occurring at a positive time ); the anti-resonant state
|〈0|χar(t)〉|2 component (blue line with peak occurring at a negative time). The parameters we used are
t0 = 0.5 and V0 = −0.8.
6. Summary and Discussion
We have argued that the arrow of time in open quantum systems emerges naturally in terms of
resonant and anti-resonant state components of quantum states. The following are the main points of our
argument:
1. The Hamiltonian of an open quantum system can have complex eigenvalues corresponding to
unnormalizable eigenstates. These are the resonant and anti-resonant states, which decay towards
the future and towards the past, respectively. Since we assume that the Hamiltonian is time-reversal
symmetric, these eigenstates always appear in complex-conjugate pairs.
2. Even though the resonant and anti-resonant states are unnormalizable, there is a physical
interpretation of their exponentially growing wave functions: their exponential growth in space
counters their exponential decay in time, to ensure probability conservation.
3. An evolving state can be decomposed into into resonant-state components and antiresonant-state
components, using an explicitly time-reversal symmetric decomposition of the time-evolution
operator, Equation (47). (In general, there may also be bound-state and antibound-state components).
In our simple model, there is only one resonant state and one anti-resonant state.
4. For an initially time-reversal symmetric state, the resonant and anti-resonant components have equal
weights. However, for positive times, the time evolution operator suppresses the anti-resonant
component, so that the resonant component becomes dominant. This leads to the emergence of
a future-oriented arrow of time, because the resonant state is not time-reversal invariant by itself.
Similarly, a past-oriented arrow of time emerges for negative t.
Our approach has some similarity with the work of Prigogine and collaborators [3–7]. In their
approach, the arrow of time is directly connected to the sign of the imaginary part of the poles of the
resolvent (or the Green’s function). For example, a future-oriented arrow of time corresponds to poles
with the negative imaginary parts, i.e., with the resonances. The difference between their approach and
ours is that they identify the irreversible dynamics with the subspace spanned by the resonant eigenstates,
and hence introduce an arrow of time a priori. Meanwhile, we use an explicitly time-reversal symmetric
expansion, which includes both resonant and anti-resonant states. This expansion shows that, starting
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with a time-reversal symmetric state, the time evolution breaks this symmetry and leads to the emergence
of the arrow of time as explained in the point 4 above.
We remark that the exponential decay of our model is only one of the irreversible phenomena
displaying an arrow of time. Other irreversible phenomena include approaches to thermal equilibrium
or decoherence [28]. The irreversibility associated with both is, in fact, connected to resonances [6,
29]. Therefore, we expect that there is a breaking of resonance-antiresonance symmetry behind these
phenomena as well.
Breaking of the symmetry between resonant and anti-resonant components of the initial state depends
on the sign of t. Positive t favors the resonant component, while negative t favors the anti-resonant
component. This is somewhat analogous to the magnetization of a ferromagnetic material by an external
magnetic field. The direction of the external field is analogous to the sign of t, whereas the magnetization
is analogous to relative weight of the resonant and anti-resonant components of the evolving state. We
may quantify this relative weight by the ratio
r(t) =
|〈0|χres(t)〉|2
|〈0|χar(t)〉|2 (48)
of these components [13], which we plot in Figure 4a. Since the present model is discrete in space, the ratio
r(t) contains no singularities or critical exponents in this case. However, if we plot the same ratio for the
continuous model considered in Ref. [13], we obtain the graph in Figure 4b, which contains an infinite
slope at t = 0; more specifically, it varies as |t|−1/2 as t approaches 0. For future work, it is worth exploring
this behavior further, as well as other possible analogies between phase transitions and the appearance of
the arrow of time in open quantum systems.
(a) (b)
Figure 4. Ratio of the resonant to anti-resonant components of (a) the survival probability plotted in
Figure 3 and (b) the survival probability for the continuous model of Ref. [13].
Author Contributions: The present two authors equally contributed to the foundation of the theory reviewed here.
Funding: N.H.’s work was partially supported by JSPS Grant-in-Aid for Scientific Research (B) Grant Nos. 22340110,
15K05200, 15K05207, and 26400409 from Japan Society for the Promotion of Science, a Research Grant from the Yamada
Science Foundation, a Research Grant in the Natural Sciences from the Mitsubishi foundation, as well as the Holcomb
Awards Committee and Woods Lecture Series at Butler University and the Clark Way Harrison Visiting Professorship
of Washington University in St. Louis. G.O. acknowledges the Institute of Industrial Science at the University of Tokyo,
the Department of Physical Science at Osaka Prefecture University, the Holcomb Awards Committee and the LAS
Dean’s office at Butler University for support of this work.
Conflicts of Interest: The authors declare no conflict of interest.
Acknowledgments: We thank Savannah Garmon, Tomio Petrosky, and Satoshi Tanaka for insightful discussions and
helpful suggestions throughout the work.
Entropy 2019, 21, 380 15 of 16
References
1. Eddington, S. The Nature of the Physical World; Cambridge University Press: Cambridge, UK, 1928.
2. Bader, A.; Parker, L. Joseph Loschmidt, Physicist and Chemist. Phys. Today 2001, 54, 45–50.
3. Prigogine, I.; George, C.; Henin, F.; Rosenfeld, L. A unified formulation of dynamics and thermodynamics. Chem.
Scr. 1973, 4, 5.
4. Prigogine, I. From Being to Becoming: Time and Complexity in the Physical Sciences; W. H. Freeman and Co (Sd):
New York, USA, 1980.
5. Bohm., A.; Dollard, J.D.; Gadella, M. (Eds.) Dirac Kets, Gamow Vectors and Gel’fand Triplets: The Rigged Hilbert Space
Formulation of Quantum Mechanics; Lecture Notes in Physics; Springer Verlag: Berlin, Germany, 1989; Volume 348.
6. Petrosky, T.; Prigogine, I. The Liouville Space Extension of Quantum Mechanics. In Advances in Chemical Physics;
Prigogine, I., Rice, S., Eds.; John Wiley and Sons: Hoboken, NJ, USA, 1997; Volume 99, pp. 1–120.
7. Driebe, D. Fully Chaotic Maps and Broken Time Symmetry; Springer: Dordrecht, The Netherlands, 1999.
8. Evans, D.; Searles, D. The Fluctuation Theorem. Adv. Phys. 2002, 51, 1529–1585.
9. Maccone, L. Quantum Solution to the Arrow-of-Time Dilemma. Phys. Rev. Lett. 2009, 103, 080401,
doi:10.1103/PhysRevLett.103.080401.
10. Vaccaro, J.A. Quantum asymmetry between time and space. Proc. Math. Phys. Eng. Sci. 2016, 472, 20150670,
doi:10.1098/rspa.2015.0670.
11. Caroll, S. From Eternity to Here: The Quest for the Ultimate Theory of Time; Dutton: New York, NY, USA, 2010.
12. Hatano, N.; Ordonez, G. Time-reversal symmetric resolution of unity without background integrals in open
quantum systems. J. Math. Phys. 2014, 55, 122106.
13. Ordonez, G.; Hatano, N. The arrow of time in open quantum systems and dynamical breaking of the
resonance-anti-resonance symmetry. J. Phys. A Math. Theor. 2017, 50, 405304.
14. Ordonez, G.; Hatano, N. Irreversibility and the breaking of resonance-antiresonance symmetry. Chaos 2017,
27, 104608.
15. Sudarshan, E.C.G.; Chiu, C.B.; Gorini, V. Decaying states as complex energy eigenvectors in generalized quantum
mechanics. Phys. Rev. D 1978, 18, 2914–2929, doi:10.1103/PhysRevD.18.2914.
16. Petrosky, T.; Prigogine, I.; Tasaki, S. Quantum theory of non-integrable systems. Physica A 1991, 173, 175–242.
17. Siegert, A.J.F. On the derivation of the dispersion formula for nuclear reactions. Phys. Rev. 1939, 56, 750–752.
18. Peierls, R.E. Complex eigenvalues in scattering theory. Proc. R. Soc. Lond. A 1959, 253, 16–36.
19. Landau, L.D.; Lifshitz, E.M. Quantum Mechanics (Non-Relativistic Theory), 3rd ed.; Pergamon Press: Oxford, UK,
1977; p. §134.
20. Hatano, N.; Sasada, K.; Nakamura, H.; Petrosky, T. Some properties of the resonant state in quantum mechanics
and its computation. Prog. Theor. Phys. 2008, 119, 187–222.
21. Hatano, N.; Kawamoto, T.; Feinberg, J. Probabilistic interpretation of resonant states. Pramana J. Phys. 2009,
73, 553–564.
22. Hatano, N. Resonant states of open quantum systems. Prog. Theor. Phys. Suppl. 2010, 184, 497–515.
23. Chandrasekhar, S. Stochastic Problems in Physics and Astronomy. Rev. Mod. Phys. 1943, 15, 1–89,
doi:10.1103/RevModPhys.15.1.
24. Venuti, L.C. The recurrence time in quantum mechanics. arXiv 2015, arXiv:1509.04352.
25. Zhang, J.M.; Liu, Y. Witnessing a Poincarérecurrence with Mathematica. Results Phys. 2017, 7, 3373–3379,
doi:10.1016/j.rinp.2017.08.055.
26. Anishchenko, V.; Semenova, N.; Rybalova, E.; Strelkova, G. Poincaré Recurrences in ergodic systems without
mixing. In Regularity and Stochasticity of Nonlinear Dynamical Systems. Nonlinear Systems and Complexity;
Volchenkov, D., Leoncini, X., Eds.; Springer: Cham, Switzerland, 2018; Volume 21, pp. 19–49.
27. Foroozani, N.; Naghiloo, M.; Tan, D.; Mølmer, K.; Murch, K.W. Correlations of the Time Dependent
Signal and the State of a Continuously Monitored Quantum System. Phys. Rev. Lett. 2016, 116, 110401,
doi:10.1103/PhysRevLett.116.110401.
Entropy 2019, 21, 380 16 of 16
28. Zurek, W.H. Decoherence, einselection, and the quantum origins of the classical. Rev. Mod. Phys. 2003,
75, 715–775, doi:10.1103/RevModPhys.75.715.
29. Petrosky, T.; Barsegov, V. Quantum decoherence, Zeno process, and time symmetry breaking. Phys. Rev. E 2002,
65, 046102.
c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution (CC
BY) license (http://creativecommons.org/licenses/by/4.0/).
