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Abstract
Polynomial bounds for -mixing and for the rate of convergence
to the invariant measure are established for discrete time Markov pro-
cesses and solutions of SDEs under weak stability assumptions.
1 Introduction
We establish polynomial bounds for certain mixing coecients (-mixing and
weakear ones) and convergence rate to the invariant measure for two clasees
of Markov processes with discrete and continuous time in Rd. The rst one
is the class of processes which satisfy the equation and conditions
Xn+1 = Xn + f(Xn) +Wn+1;
(Wn)  i:i:d:; EWn = 0; EjWnj
m0 <1; m0 > 0; (1)
and there exist such r; C0;M0 > 0 that
jx + f(x)j  jxj(1  rjxj 2); jxj M0;
jx+ f(x)j  C0; jxj M0: (2)
The second one consists of the processes in Rd which satisfy the stochastic
dierential equation (SDE)
dXt = b(Xt)dt+ (Xt)dWt; X0 = x0; (3)
where (Wt) is a d-dimensional Wiener process, Borel vector-function b is
locally bounded and there exist such r > 0; M0 > 0 that
(b(x); x)   r; jxj  M0: (4)
We assume that there exists a homogeneous Markov solution of equation (3)
which is unique in law. Some additional assumptions will be given later.
For both equations we are interested in the ergodic case when there exists
a unique invariant probability measure. Assumptions of theorems 1 and 5
imply this property.




t ) - its marginal distribution,  { the invariant probability measure.








where FXI is a sigma-eld generated by the values fXs; s 2 Ig and Ex means
expectation for the process with the initial data x. Also, denote by (t) the
average value
R
x(t)(dx), i.e. the -mixing coecient for the stationary
version of the process.
Our main goal is the estimates
var(x(t)  )  C(1 + jxjm)(1 + t) (k+1) (5)
with some m > 0; k > 0,
x(t)  C(1 + jxjm)(1 + t) (k+1); (6)
and a similar bound for (t),
(t)  C(1 + t) (k+1): (7)
The bounds (5){(7) are useful in many applications if one can control all
constants. Such bounds were established in Veretennikov (1997) for non-
degenerate stochastic equation (3) under condition (4) if the constant r is
large enough (r > 3=2 in the case d = 1;   1). In this paper we propose
a dierent method to get similar estimates which does not use the nonde-
generacy. Notice, however, that it requires more restrictive assumptions. It
is interesting that previously we got two estimates (5) and (6) more or less
simultaneously while now we rst establish (5) and then deduce (6) as a
corollary under more strong assumptions.
In the discrete time case the polynomial estimates of convergence and
-mixing were obtained earlier under more restrictive assumptions of the
type
jx+ f(x)j  jxj(1  jxj 1 );  < 1;
see Tuominen, Tweedie (1994), Ango Nze (1994).
Remark. In Veretennikov (1997) this condition was shown with a wrong
degree. It should be read as here.
A problem of polynomial estimates for certain hitting times like (8) below
was considered and used in Lamperti (1963), Aspandiiarov, Iasnogorodski
(1994), Aspandiiarov, Iasnogorodski, Menshikov (1996) and for martingales
and SDEs in Menshikov, Williams (1996). Notice that (8) is not sucient
for the convergence and mixing without additional moment bounds for the
process. We will get all bounds from (2) or (4). Some part of the calculus
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below resembles theorem 1 from Aspandiiarov, Iasnogorodski, Menshikov
(1996). However, the setting and the main goal are dierent. In particular,
we do not have exactly the inequality in the assumption of the theorem cited
above.
We exploit a version of the approach which was used in Veretennikov
(1987), Veretennikov (1997) and Gulinsky, Veretennikov (1993), chapter 5.
It is based on the following bounds. Let BR = fx 2 R
d : jxj  Rg,
 = r = inf(t  1 : jXtj  R). The rst bound we need is
Ex
(k+1)
 C(1 + jxjm) (8)
with some R > 0; k;m > 0. In general, functions dierent from polynomials















 C(1 + jxjm) (11)
(after time change in some cases). One may notice that (11) implies (10)
with m0 = m.
2 Discrete time case: main results
Consider the process (Xt; t = 0; 1; : : :) which satises (1) and condition
(2). Let B  Rd and B1 := inf(t  0 : Xt 2 B) and 
B
n+1 := inf(t 
Bn + 1 : Xt 2 B). If B is xed, we will omit the index in  . Denote also
̂ = ̂B = inf(t  1 : Xt 2 B). Dene the \process on B", X
B
t := XBt .
Denote by PB(n; x; dx0) the n-step transition probability of (XBt ).
We say that the local Doeblin condition holds true for the process (Xt) if
for any R  0 large enough the process on B = BR := (y 2 R
d : jyj  R)











0; dy) =: q(R; n0) > 0;
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where P (dy)=P 0(dy) means the derivative of the absolute continuous part of
P w.r.t. P 0. The singular part may also exist. The assumption (Dl) requires,
in particular, that the singular part is not close to 1.
We assume that (Xt) satises the local Doeblin condition (Dl). Of course,
this implies the irreducibility (see Meyn, Tweedie (1993)). Denote rm :=
(m  1)EjW1j
2=2.
Theorem 1 Assume that the process (Xt) satises (1), (2) and the local
Doeblin condition (Dl). If m0  2, r > rm with 2  m  m0 then the
(unique) invariant measure  exist and (9) is satised with this value m. If
m0 > 2, 2 < m  m0, r > r2 and k < (m 2)=2 then (8) holds true and (10)
is satised with m0 = m  2. If m0 > 4, 2 < m  m0   2 and k < (m  2)=2
then (5) holds true.
Let m(dy) := (1+ jyjm)(dy), x;mt (dy) := (1+ jyj
m)xt (dy). For the sake of
simplicity, we expose next results of this section under an assumption that r
is large enough. In fact, one can formulate more precise conditions like r > r0
for some r0 if needed. However, the formulations then become unreasonably
complicated.
Theorem 2 Let m0 > 4 and (2) be satised. Then for any 2 < m <
m1   2  m0   2, k < (m   2)=2 there exist C; r0 > 0 such that r  r0
implies
var(x;mt   
m)  C(1 + jxjm1)(1 + t) (k+1): (12)
This estimate is a generalization of (5) under a more restrictive assumtion
on the values r and m0. It turns out that (12) may be rather helpful in
applications. We now expose two straightforward corollaries of this bound.
Theorem 3 Let m0 > 4 and (2) be satised. Then for any 2 < m <





 C(1 + jxjm1): (13)
Moreover, for any 2 < m  m0  2, k < (m  2)=2 there exist such r; C > 0
that inequalities (6), (7) hold true.
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Of course, one can consider m  2 using Holder's inequality. We mentioned
above that the "usual" order is to get (13) and then to show (5). Here the
order is inverse and assumptions for (13) are more severe.
The following corollary is a rather partial result of the CLT type. How-
ever, it can be helpful, in particular, in certain problems of a non-parametric
estimation for a nonlinear autoregression models in statistics. Also notice
that this is an example of the direct use of mixing bounds established for a
certain class of processes. Usual situation is that one either assumes such
bounds or it is easier to proceed dierently, avoiding the use of mixing.





h) where h =
R
h(x)(dx); the last value is nite.
Theorem 4 Let m0 > 4 and r is large enough. Then Sn satises the CLT,
i.e.
n 1=2Sn ) N (0; s
2); (14)
where the variance s2 =
P
1
i=0 cov(0; i) is non-negative and nite; "cov"
means the covariance calculated in the stationary regime. Moreover, for
all functions h and f satisfying given constraints with xed constants
Ch; M0; C0; CW := EjW1j
m0, for r  r(Ch;M0; C0; CW ), the variance s
2
is uniformly bounded, and the sequence (n 1=2Sn) is uniformly tight.
Remark. Apparently, one can establish such a tightness without the CLT,
i.e. perhaps, not using the assumtion (Dl) nor irreducibility.
3 Continuous time case: main results
There is no "natural" m0 for the equation (3), or in some sense we can let
m0 = +1. Hence, a stability assumption only deals with the value r from
(4) and the coecients of the equation, as in Veretennikov (1997).
Assume that the coecient b is locally bounded, the matrix dd function
 is continuous and function a =  is uniformly bounded. Condition (4) is
always assumed which suces to guarantee the non-exposion case, see below.














and dene a new constant
r(m) = (d+ (m  2)+)=2; m  2:
The dierence from Veretennikov (1997) is that  may degenerate. However,
we assume that there exists a solution of equation (3) which is unique in
law, at least, locally. The global uniqueness will then follow from the non-
explosion. Moreover, we always consider the case of a unique ergodic class.
Note that + = 0 does not mean   0 if d > 1. We also assume that for
"the process inside any BR" the local Doeblin condition (Dl) is satised. One
can provide this assumption for the case of SDEs either by a nondegeneracy
of the diusion coecient or a Hormander type conditions.




where T := inf(t  0 : jXtj  R + 1). This property can also be provided
by a nondegeneracy or a Hormander type condition.
Theorem 5 Let assumptions (4), (Dl) and (T ) be satised. If r > r(2) then
there exists a (unique) invariant measure  and (9) holds with m = 2. If
2 < m, r > r(m) then (9) is satised with this value m and the estimate
(10) holds true with m0 = m   2. If r > r(m), k 2 (0; (m   2)=2) then the
process satises (8). If m0 > 4, 2 < m  m0, r > r(m), k < (m  2)=2 then
inequality (5) holds true.
Theorem 6 Let (4), (Dl) and (T ) be satised. Then for any m; m
0 ; k > 0,
m1 > m+2, there exist such r0; C > 0 that if r  r0 then estimates (8){(10),
(12), (13) and (6), (7) hold true.
Remark. In Veretennikov (1997) the formula displayed above (28) should be
read as
(aijp)xixj   (bip)xi = 0; (~aij ~p)xixj   (
~bi~p)xi = 0:
Also, it should be noted that these two equalities are understood in the weak
sense. We argued in Veretennikov (1997) that two probability densities which
satisfy one of those equations, say, the rst one, necessarily coincide. This
is still true for weak solutions, so that one need not assume any additional
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regularity conditions on coecients. Indeed, even in the weak form, each
equation just means that the invariance of the measure for a certain diusion
process. Such invariant measure is unique because of the nondegeneracy
assumption.
4 Discrete time case: preliminary results and
proofs
We will establish four lemmas. Then the proof of the theorem will follow from
lemma 4 by the considerations in section 4 of Veretennikov (1997). Though in
that paper ergodic diusion processes were considered, the calculus of section
4 is valid for any Markov process satisfying certain estimates. These estimates
will be established, in fact, in lemma 4 below. For the sake of simplicity of
exposition, we assume condition (Dl) to be satised with n0 = 1. Changes
needed for n0 > 1 are obvious.
Lemma 1 Let (1) and (2) be satised with m0  2 and r > r2. Then for R
large enough there exists such C > 0 that
Ex  C(1 + jxj
2) (15)
and (9) is satised with m = 2. If, moreover, m0 > 2, 2  m  m0 and
r > rm then inequality (9) holds true.
In particular, the process is positive recurrent w.r.t. BR, at least, if R is
large enough. We denote by Fn the sigma-eld generated by Xn.
Proof. Let us consider the value ExjXn+1j
21(n < ) (we omit the index
in  = R. We have,
ExjXn+1j
21(n < )
= ExjXn + f(Xn) +Wn+1j1(n < )




 = (Xn + f(Xn));  =Wn+1:
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Then








1(n < )E[jXn + f(Xn) +Wn+1j
2
Xn]












 1(n < ) f(1  rjXnj
 2)2 + jXnj
 22r2g




where the new constant r0 in the last inequality is r0 < r and it may be
chosen arbitrary close to r if we take R large enough, so that, in particular,
r0 > r2: Then we get with some c2 > 0,
ExjXn+1j
21(n < )  ExjXnj
21(n < )(1  c2jXnj
 2)):
This implies (9) with m = 2 by induction. Now we choose R > c
1=2
2 so that
with some new constant c > 0 one has,
ExjXn+1j
21(n+ 1 < )  ExjXnj
21(n < )  cEx1(n < ): (16)
This implies,
c 1Ex  1 + jxj
2:
Consider the casem0 > 2, r > rm. Let 2 < m  m0. By Taylor's formula,
j +jm = jjm +mjjm 2(;)
+(m=2)jj2j + sjm 2 + (m=2)(m  2)j( + s;)j2j + sjm 4
 jjm +mjjm 2(;)
+(m=2)[1 + (m  2)]jj2(1 + ")jXn + f(Xn)j
m 2 + C";mjj
m:
Here s 2 [0; 1]; the constant " > 0 may be taken arbitrary small. Since
E = 0, we get for R large enough,
E[1(n < )j +jmj]  1(n < )jXnj
m(1  rjXnj
 2)m
+m(1 + ")r21(n < )jXnj
m 2 + C";m1(n < )Ejj
m:
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Let r > r0 > rm. Then there exists R > 0 s.t.
Exf1(n < )jXn+1j
m
jFng  1(n < )jXnj
m(1  r0mjXnj
 2)
+m(1 + ")r21(n < )jXnj
m 2 + C";m1(n < )Ejj
m:
This implies, again for R large enough,
Ex1(n+ 1  )jXn+1j
m + C 1Ex1(n < )jXnj
m 2
 Ex1(n < )jXnj
m
 Ex1(n  )jXnj
m: (17)
By induction, this gives (9). It follows from Holder's inequality that the same
holds true with any m  m0. Lemma is proved.
Notice that to get (16) we used, in fact, jXnj > R rather than n <  .
By virtue of the Harris theorem (see Meyn, Tweedie (1993), theorem
10.2.1) positive recurrent process (Xt) possesses a unique invariant probabil-
ity measure .
Lemma 2 Let m0  2, r > rm0 . ThenZ
jxjm0 2(dx) <1: (18)
Proof. It suces to show (18) for m0 > 2. By induction, we get from







Now we can use a Harris representation for the invariant measure. Consider
the \process X on B = BR". Because of the local Doeblin assumption for X,
this process possesses an invariant measure B. Now, the invariant measure







1(k 2 B) (20)




B(dx)Ex̂ which is nite and not less than 1. It follows from (20) that




























B(dx)C(1 + jxjm) <1
which gives (18). Lemma is proved.




 Ck;m(1 + jxj
m):
Notice that if r > r2 then also r > rm for some r > 2.
Proof. We use inequality (16), this time multiplying it by (n+2)k. Using
the identity n + 2 = (n+ 1)(1 + (n+ 1) 1), one estimates,
(n+ 2)kExjXn+1j
21(n < )  (n+ 2)kExjXnj
21(n < )(1  c2jXnj
 2)
 (n+ 1)kExjXnj
21(n < )(1  c2jXnj
 2)(1 + 1=(n+ 1))k
 (n+ 1)kExjXnj
21(n < ) (1  c2jXnj
 2)(1 + k=(n+ 1) + Ck=(n+ 1)
2)
 (n + 1)kExjXnj
21(n < ) (1  c2jXnj
 2 + C 0k=(n+ 1)) :
Let us use the identity 1 = 1(jXnj
2
 c(n+1))+1(jXnj
2 > c(n+1)) choosing
here c < c2=C
0
k. Then (C
0k(n+ 1) 1   c2jXnj
 2) 1(jXnj
2




 c(n + 1)). So we estimate,
(n+ 2)kExjXn+1j









 2 + C 0k=(n+ 1))1(jXnj
2 > c(n + 1))





 2 + C 0k=(n+ 1))1(jXnj
2 > c(n+ 1))
 C(n+ 1)kExjXnj
21(n < )(n + 1) 11(jXnj
2 > c(n+ 1))
 C(n+ 1)kEx1(n < ):
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Note that jXnj
 21(n < )  R 21(n < ). We take R so large that
CjXnj
 21(n < )  1(n < ). Then one obtains,




21(n < )  (n + 2)kExjXn+1j
21(n+ 1 < )
o
+C(n + 1)kExjXnj
2(n+ 1) 11(n < )1(jXnj
2 > c(n + 1)):
We estimate,
(n + 1)kExjXnj
2(n+ 1) 11(n < )1(jXnj
2 > c(n + 1))
 ExjXnj
m1(n < )(n+ 1)k 1 (m1 2)=2: (22)
We can take any k 2 (0; (m  2)=2). For such values k we have,
1X
n=0













 C(1 + jxjm):
Lemma is proved.
Notice that the same calculus could be made for ExjX
m0
n+11(n < ) with
any 2 < m0 < m.
Now let us consider the direct product of two identical probability spaces
where two (independent) copies of our Markov process (Xt) and (X
0
t) with




0 are dened. We will not change notations
for probability and expactation. Let R1 > R,   R1 = inf(t  0 :
max(jXtj; jX
0
tj)  R1), (t) = min(; t).
Lemma 4 Let m0 > 2, 2 < m  m0, r > rm. Then there exist such
R1; C > 0 that
Ex;x01(n+ 1)  (t))(jXn+1j
m + jX 0n+1j
m))
+C 1Ex;x01(n < (t))(jXnj
m 2 + jX 0nj
m 2)
 Ex;x01(n  (t))C(1 + jxj
m + jx0jm): (23)
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Proof. Repeating the calculus of lemma 1 with m > 2, we obtain for
jXnj > R and jX
0








m + C 1jX 0nj
m 2








jXn]  P (R);
where P (R) is some polynomial of R. If n < (t) then jXnj  R implies
jX 0nj > R1. Let us choose R1 > R s.t. (1=2)C
 1Rm 21 > P (R). Then we get
(23) with a new C by induction. Lemma is proved.
Lemma 5 Then there exist such R1; C > 0 that
Ex;x0
k+1
 C(1 + jxjm + jx0jm): (24)
Proof. Similarly to lemma 3, we obtain,
(n + 2)kEx(jXn+1j
m + jX 0n+1j
m)1(n < (t))
 (n + 1)kEx(jXnj
m + jX 0nj
m)1(n < (t))
 C(n+ 1)kExjXnj
m1(n < (t))(n+ 1) 11(jXnj




m1(n < (t))(n + 1) 11(jX 0nj
2 > c(n + 1))
 C(n+ 1)kEx(jXnj
m 2 + jX 0nj
m 2)1(n < (t)):
Now we take R1 so large that (jXnj
m 2 + jX 0nj
m 2)  1 if n < (t). Then
wwe get,




m + jX 0nj
m)1(n < (t))
 (n + 2)kEx;x0(jXn+1j
m + jX 0n+1j




2 > c(n + 1))
+(jX 0nj
m(n+ 1) 11(jX 0nj
2 > c(n+ 1))1(n < (t)):
The rest of the proof is similar as for lemma 3 after (22). Lemma 5 is proved.
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Proof of theorem 1. Consider the couple of independent copies of our
Markov process, (Xt; Yt) with initial values X0 = x 2 R
d, Y0 distributed
with the invariant measure inv. Fix s0 = 0 (later we will use s0  0, hence,
we need this notation). Dene the sequence of stopping-times 1 < 2 < : : :
as follows:
1 = inf(t  s0 : jXtj  R and jYtj  R);
for n  1
Tn = inf(t  n : jXtj  R + 1 or jYtj  R + 1);
n+1 = inf(t  Tn : jXtj  R and jYtj  R):
We have due to lemma 4,
E((1   s0)
k+1






jF̂k)  C; n  1:
Let n(t) := sup(n  0 : n  t). By virtue of the last inequality and a strong
markovian property of (Xt; Yt), one gets
P (n(t)!1; t!1) = 1:
Using a coupling method (cf. Nummelin (1984)) it is possible to dene a new
process ( ~Xt) and a random value L = Ls0  s0 on a certain extension of the
probability space (
; F; P ) (we do not change the notation for probability
and expectation) which is equivalent in distribution to the process (Xt) and,
moreover,
P ( ~Xt = Xt; t  Ls0) = P (
~Xt = Yt; t  Ls0) = 1;
and Ls0 is a F̂t  F
X;Y; ~X
t -stopping time. Moreover, due to the local Doeblin
condition and the markovian propety, there exists q 2 (0; 1) s.t.
sup
s00
P (Ls0 > njF̂s0)  q
n
8n:
We omit the index s0 = 0 in the rest of the proof. We have,
var(xt   )  P (L > t) =
P
1




n=0 P (L > n)






n=aP (n+1 > t)
1=c
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(we used Holder's inequality with a 1 + c 1 = 1; a > 1; c > 1). Due to
Bienaime-Chebyshev's inequality, one gets
P (n+1 > t)  t
 (k+1)E((n+1)
k+1




 t (k+1)(n + 1)k(C(1 + jX0j
m + EjY0j
m) + Cn): (25)
Therefore, due to lemma 5,
P (L > t) 
X
n0
qn=a[t (k+1)(n+ 1)k(C(1 + jxjm) + Cn)]1=c: (26)
For any  > 0 there exist such c close to 1 and C <1 that
P (L > t)  Ct (k+1 )(1 + jxjm):
This proves theorem 1.
Remark. In fact, we showed, as an auxiliary step, the inequality
var(x(t)  x
0
t )  C(1 + jxj
m + jx0jm)(1 + t) (k+1)
under assumptions m0 > 2, 2 < m < m0, k < (m   2)=2. We need m0 > 4
when we integrate w.r.t. .
Proof of theorem 2. Let m < m0   2. We estimate, using the notations
from the previous proof,
jx;mt (B)  
m(B)j = jEx(1 + jXtj
m)1(Xt 2 B)  E(1 + j ~Xtj
m)1( ~Xt 2 B)j
 jEx(1 + jXtj
m)1(Xt 2 B)1(t < L) + E(1 + j ~Xtj
m)1( ~Xt 2 B)1(t < L):
Due to the estimate (10),
E(1 + j ~Xtj
m)1( ~Xt 2 B)1(t < L)


E(1 + j ~Xtj
m0 2)
m=(m0 2)
(P (t < L))
1 m=(m0 2)
 C(1 + t) (k+1)(1 m=(m0 2));
where k may be taken arbitrary large. It remains to estimate the similar
term with Xt. We have,
Ex(1 + jXtj
m)1(Xt 2 B)1(t < L)




i=0 1(i  t < i+1))1(i < L)1(L > t):
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Due to Holder's inequality, we estimate with a; b; c > 1, a 1+b 1+c 1 = 1,
a  m0=m,
Ex(1 + jXtj
m)1(i  t < i+1)1(L > i)1(L > t)
 C (Ex(1 + jXtj






Remind that P (L > i)  q
i with some q < 1 and Px(L > t)  C(1 +
jxjm)(1 + t) (k+1), where k may be taken arbitrary large. Further, for any
i  1 one has,
Ex[(1 + jXtj
am)1(i  t < i+1)]
 Ex1(i  t)E[(1 + jXtj
am)1(t < i+1)jFi ]:
Moreover, for any jxj  R,
Ex(1 + jXtj
am)1(t < 1)  C(1 + jxj
am)
due to lemma 4. Hence, for any i  1 we obtain,
Ex(1 + jXtj
am)1(i  t < i+1)  C <1:
Also, by lemma 4,
Ex(1 + jXtj












m)1(Xt 2 B)1(L > t)  C(1 + jxj
m)(1 + t) (k+1)=c:
Since k may be arbitrary, this implies the assertion of theorem 2.










To get estimates (6) and (7), we repeat the calculus in the proof of theo-
rem 1 with any s0  0. We have,
x(t)  sup
s0





Now, the estimates (13) and (10)) implies both (6) and (7). Theorem 3 is
proved.
Proof of theorem 4. For stationary regime, the weak convergence follows
from the CLT due to Ibragimov, Linnik (1971), Indeed, the r.v. i possess
moments of order 2 +  with some  > 0, and the rate of -mixing is faster
than any polynomial. The covariance s2 =
P
1
k=0 cov(0; k) is nite. Either
s2 > 0, or s2 = 0. If s2 > 0 then var(Sn) = s
2n(1 + o(1)). In this case
we get the CLT by virtue of theorem 18.4.2 from Ibragimov, Linnik (1971).
If s2 = 0 then it follows that supnvar(Sn) < 1. Then obviously there is a
convergence to 0 which is considered as a degenerate Gaussian random value.
The uniform tightness follows easily from estimates for the expectation and
covariance of n 1=2Sn which both turn out to be uniformly bounded because
of the bounds for (t).
For a non-stationary regime we conclude using the convergence of xt in
variation, or directly by the coupling inequality. Theorem 4 is proved.
Remark. Let us say a few words concerning the constants m in the
bounds. We use the estimate c(B)  1 in the Harris representation (20). For
non-degenerate diusions this does not give an optimal bound (cf. Vereten-
nikov (1997)). On the other hand, this estimate holds true in degenerate
cases as well. Perhaps one can improve the estimates using more ne bounds
for ̂ .
5 Continuous time case: proofs
As in Veretennikov (1997), let us apply the Itô formula to the process (1 +
t)kjXtj
m as t <  , k > 0, m  2. We have,
















 c(1 + s)) + I(jXsj





















2 > c(1 + s)) ds:
We choose c s.t. m(r   r(m)) > c2k. Then we obtain,
n











m[(1 + s) 1 + jXsj
 2=2]I(jXsj
2
 c(1 + s))1(s < ) ds
This gives the inequality




 C(1 + jxjm) (27)
which is the analogue of the estimates of lemmas 1 and 3 from section 3.
The next step is (10). To show this bound, we use the Harris repre-
sentation. To this end, some additional construction is needed for SDE
case. Let T1 = R, T
0
1 = inf(t  0 : jXtj  R + 1, and by inducton,
Tn+1 = inf(t  T
0
n : jXtj  R, T
0
n+1 = inf(t  Tn+1 : jXtj  R + 1,
n = 1; 2; : : :.
Denote Zn = XT 0n . Then (Zn) is a Markov process which satises the Doe-
blin type condition due to our assumptions. So it has a stationary measure














1, see Has'minski (1980). The value c(B) is nite














0 h(Xs) ds = Ex
R T1





 C(1 +Rm) + C sup




Now we can repeat the same considerations which led us to lemma 4. The
rest of the proof is identical to that of theorem 1. Theorem 5 is proved.
Notice that, in fact, in the few sentences above we meant that we used
the same denition of the sequence (i) as in the previous section, and then
assumption (T ) is enough for our aims. One could use directly (T 0i ) instead.
In this case (T ) should be replaced by sup
jxj=RExT
k < 1 8k > 0 which
is, formally speaking, more restrictive. However, "usually" one can provide
this condition by more or less the same hypotheses like Hormander ones or
nondegeneracy.
Finally, all assertions of theorem 6 follows from the same considerations
as in the proofs of theorems 2 and 3.
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