With regard to the characteristics of long process, multi-units, cross-logistics and batch production mode, the order planning problem at the steelmaking shop is studied with consideration of the plant-wide process logistics balance. The problem is to allocate the orders to the continuous casters over plan periods such that the semi-finished materials produced by the steelmaking process can be delivered to the downstream hot-rolling and cold-rolling processes on time at required volume. Based on the detailed analysis of unit layout characteristics of the plant-wide process and the order composition information, a hierarchical planning method is proposed to decompose the large-scale planning problem into a set of subproblems that are sequential solved. For the order batching subproblem, we develop an integer programming model to consolidate orders with small demand into cast-lots by considering the key batching rules. The model is efficiently solved by the optimization solver of CPLEX. For the cast-lot scheduling subproblem, a novel mixed integer programming model is developed by considering the technological constraints, the facility capacity constraints, the logistics balance constraints, the inventory constraints, and the due date constraints. An improved differential evolution algorithm is proposed to solve the cast-lot scheduling subproblem. The main improvement strategy is that the superior individuals within an external archive are further enhanced through a variable neighborhood search mechanism. Computational results on random and practical instances of different scale problems verify the effectiveness of the proposed method.
I. INTRODUCTION
A prominent feature of iron and steel production process is that physical and chemical reactions occur continuously in the process of material flow, and hence the state, nature and shape change constantly. The scale of the facilities for realizing the physical and chemical reactions of the material flow in steel production is very large, and these facilities are run in continuous, or quasi-continuous or batch production The associate editor coordinating the review of this article and approving it for publication was Juan Liu. modes. In the steelmaking process, the converter can smelt 150-300 tons of molten steel each time. A full converter of molten steel is called a heat. After a heat of molten steel has been smelted, it is poured into the ladle. Then, the converter is cleaned and the molten steel of the next heat can be smelted. Obviously, the smelting operation for a heat is a batch process. Several heats of molten steel be continuously cast on a caster without interruption. However, because the tundish (or the crystallizer) has a certain lifespan, the caster should be stopped after a certain number of heats. Then, the caster is cleaned and the key equipment-the tundish and the crystallizer-are replaced. This process often takes about 2-3 hours. Therefore, the continuous casting process is a quasi-continuous (also known as serial batch) process. A sequence of heats that are continuously cast using the same tundish and crystallizer on the same caster is defined as a production batch of the continuous casting, called a cast.
The market demand for steel products is characterized by multi-varieties, small batches and strict delivery dates. On the other hand, products or jobs are often produced in batch mode in various processes. For example, in the steelmaking process, the amount of steel required for a single customer order is usually several tens of tons. However, the smelting capacity of the converter is about 150-300 tons. Therefore, it is necessary to combine multiple customer orders together to form a heat. In the continuous casting process, it takes a long setup time and an expensive setup cost to start-up the caster or replace the tundish. In order to reduce the amount of the slabs having mixed steel-grades and the trapezoidal slabs, it is desirable that the heats having same steel grade and width are grouped and sequenced together, thereby improving equipment utilization and improving product quality.
The steel enterprise production planning takes the customer's order data as the input. The customer's order data is transformed into production order data through the production target quality design and production target plan design. On this basis, the order plan is made by considering the production capacity of each major production process. The batch planning is based on the production order data and the output of the order plan. In essence, the order planning in steelmaking shops is to decide which orders to be produced and how much to produce on each steelmaking shops and each continuous caster every day during the plan period. Since the batch planning is made based on the order planning, the output of the order plan have a great impact on the batch planning. Therefore, when making the order plan, it is necessary to consider the key evaluation indicators of the batch planning, including the utilization rate of the tundish, the amount of surplus materials generated, and etc. In this research, for the order planning problem, the pre-batching decision variable is introduced, and the influence of the order allocation in time and unit on the batching decision is considered in the objective function.
In addition to the characteristics of the long production process and the batch production mode, the scale of modern steel enterprise has gradually increased, and the production unit layout has the characteristics of parallel structure of multiunits in the same process and serial and mesh-cross structures between adjacent processes. The complex internal production network structure and the increasingly fierce external market competition have made the steel companies put forward higher requirements for comprehensive production indicators such as production efficiency, energy consumption level, product quality and production cost. Therefore, it is necessary to rationally arrange the logistics relationship between processes from the perspective of the plant-wide process, and optimize the material connection between processes at the planning and scheduling level. The steelmaking-continuous casting process is the beginning of the organization model for order production. The slabs produced in the steelmakingcontinuous casting process are somewhat difficult-to-rolled materials that are harder for hot rolling, and some are roller warm-up material for preheating rollers. When making the order plan at the steelmaking shops, it is necessary to reasonably allocate the proportion of daily roller warm-up materials and difficult-to-rolled materials to ensure the smooth production of hot rolling. If there are too few roller warm-up materials, it is difficult to making a smooth hot rolling planning. If there are too many roller warm-up materials, it will increase the inventory cost. In addition, when making the order plan at the steelmaking shops, the unbalanced orders allocation will also cause blockage of some units and breakage of others. Therefore, it is also necessary to consider the logistics balance of the downstream units when making the order plan at the steelmaking shops.
II. LITERATURE REVIEW
Steelmaking-continuous casting is a key stage in the whole process of steel production. Under make-to-order production philosophy, it is also the origination to link semi-finished slabs with orders. There are many studies focus on production planning and scheduling of steelmaking-continuous casting. According to the decision levels, the steelmaking-continuous casting production planning and scheduling problems can be classified into batch planning problem and production scheduling problem.
The batch planning problem decides how to combine different customer orders into batches to improve the production efficiency of large facilities. Tang and Jiang [1] study a batching problem of consolidating orders into heats each is a full furnace of molten steel. They consider a set of process constraints such as the converter smelting capacity and the batching conditions in terms of size, steel grade, delivery date, and etc. They develop an integer programming model to minimize the order attribute differences, open orders weight and the priority penalty of unfinished orders. To solve the problem, they propose a conventional Lagrangian relaxation algorithm and an improved Lagrangian relaxation algorithm with variable splitting. The performance of the two algorithms is compared and analyzed. Tang and Wang [2] analyzed the flexible interval characteristics of the slab casting width due to the hot rolling side pressure, and quantitatively described the slab width adjustment rules in the furnace by the intersection of different slab widths. The problem is modeled as a class p-median problem with additional constraints. A dynamic programming based heuristic algorithm is proposed to solve the problem. Tang et al. [3] consider the order batching problem which is to jointly specify the slabs needed to satisfy each customer order and group all the slabs of different customer orders into production batches. A novel mixed integer programming model is formulated for the problem. To find solutions, they exploit the complimentary properties of Lagrangian relaxation and column generation, and proposed a combined algorithm that contains nested double loops. Xu and Wang [4] study a batching problem which is to group different customer orders into a set of batches such that each batch satisfies the capacity and other technological constraints required by steelmaking furnace. To solve the problem effectively, they propose an improved differential evolution (DE) algorithm.
In order to improve the efficiency of continuous-casting production and reduce the setup time and cost brought by production switching, it is necessary to group heats into casts such that heats in each cast are produced one by one in sequentially. Tang and Luo [5] study a batching problem which is to group heats into batches (casts) with respect to the similarities of steel-grades and dimensions between heats, taking account of the practical technique constraints on lifespan of tundish. They formulate the problem as a quadratic integer programming model with multiple objectives, and an iterated local search (ILS) algorithm is developed for the problem. Yang et al. [6] formulate the cast batching problem as a TSP model with the objective of minimizing the cost of pouring, the penalty for continuous pouring between the heats, and the penalty for unfinished heats. A hybrid heuristic-cross entropy algorithm is constructed for each subproblem, and the construction of the initial state transition probability matrix is improved according to the cost of the pour penalty between heats. In another paper, Yang et al. [7] consider the flexible characteristics of casting width, a vehicle routing problem model is developed. The improved cross entropy method and the reachability algorithm are used to solve the problem. Tang et al. [8] study an integrated charge batching and casting width selection problem arising in the continuous casting operation of the steelmaking process at Shanghai, China based Baosteel. They develop a column generation-based branch-and-price exact solution approach for the general problem and a polynomial-time dynamic programming-based algorithm for a special case of the problem. A decision support system is developed using these optimization-based algorithms to replace the manual solution method.
The steelmaking-continuous casting production scheduling problem takes the heats and casts determined by the batching plan as input, and decides allocating, sequencing and timing of production batches (heats and casts) on different casting machines. According to the production environment factors and task information, it can be divided into static scheduling problem and dynamic scheduling problem. Static scheduling usually assumes that the scheduling object information is known in advance, the processing time is determined, and the machine is continuously available. In order to cope with the changes in the production environment that occur during the actual production process, dynamic scheduling adjusts the original schedule or rapidly re-schedules to generate a new schedule when a real-time disturbance event occurs.
Harjunkosk and Grossmann [9] proposed a decomposition strategy for the static production scheduling problem of steelmaking-continuous casting. Pacciarelli and Pranzo [10] modeled the steelmaking-continuous casting production scheduling problem as an alternative graph and proposed a beam search algorithm. Missbauer et al. [11] study the steelmaking-continuous casting production scheduling problem by taking an Austrian steel company as research background, and proposed a three-level solution process. The scheduling system Bellabdaoui and Teghem [12] study the steelmaking-continuous casting production scheduling problem in the context of the Belgian Arcelor Iron and Steel Group, and consider the characteristics of heats batching, continuous casting uninterruptible, dynamic processing time and others. A mixed integer programming model is developed and solved by using commercial optimization software. Based on the idea of just-in-time system, Tang et al. [13] develop a continuous time model for steelmaking-continuous casting production scheduling problem, and proposed a hierarchical iterative solution strategy for allocation, sequencing and timetable determination. Tang et al. [14] also develop a discrete-time model for steelmaking-continuous casting production scheduling problems, and proposed a Lagrangian relaxation algorithm to solve it. Xuan and Tang [15] reduce the steelmaking-continuous casting scheduling as a hybrid flow shop scheduling with batch production at last stage, and propose a Lagrangian relaxation algorithm based on batch decomposition strategy. Atighehchian et al. [16] proposed a hybrid algorithm based on ant colony optimization and nonlinear optimization to solve the steelmaking and continuouscasting production scheduling problem, and take the Mobarak steel mill at Iranian as a case to verify the application.
In recent years, some scholars have conducted research on the dynamic production scheduling problems of steelmakingcontinuous casting. For the dynamic disturbance events brought by the operation time delay in the steelmakingcontinuous casting production process, Yu and Pan [17] proposed a multi-objective nonlinear modeling and rescheduling method. Tang et al. [18] considered the actual process constraints and real-time information, established a dynamic scheduling model for steelmaking-continuous casting under dynamic disturbance, and proposed an incremental dynamic differential evolution algorithm to update the population by incremental mechanism, which will be in the previous environment. Good solution fixes are adapted to the new environment. In order to cope with the uncertainty in the actual production environment, Hao et al. [19] proposed a two-layer rescheduling method based on soft decision making. The upper layer is off-line optimization of emergency dynamic events, and the lower layer is for online scheduling of noncritical events. Long et al. [20] paid special attention to the fault disturbance events of continuous casting machines, proposed repair strategies for different types of faults, and proposed a rescheduling algorithm based on these repair strategies.
The problem studied in this paper is a new problem abstracted from the practical production management in steel industry. No existing paper has considered this problem. The literature review shows that the special features distinguished our problem from the related problems in the existing papers include the following aspects. Our problem is studied from the perspective of the plant-wide process, which means the influence of the order plan at the steelmaking stage on the downstream hot and cold rolling stages is synchronously considered, while most of the existing papers only consider the technological constraints of the single steelmaking stage. The planning scope of the existing related problems is a working day or a shift based, while the planning scope of our problem is a week to two weeks based. The main decision of our problem is to determine how to allocate orders to machines over plan periods, while the main decision of the problems in the existing papers focuses on how to group the orders that have been assigned to each machine to form production batches. These features mean that our problem is more difficult than those previously studied, and hence the methods of solving existing problems cannot be directly applied to solve our problem.
III. PROBLEM DESCRIPTION
The order planning problem at steelmaking shops takes the production order data, the units layout information and the current stock of work-in-process at the front warehouse of each unit as input. By considering the batch production mode of large facilities such as converter and tundish, the problem decides how to allocate the orders to the casters over plan period to ensure that the technological constraints and management requirements of large-scale facilities are satisfied, the downstream logistics is balanced and the key orders are timely delivered. Since the batch planning takes the output the order plan as input, it is necessary to introduce a prebatching decision to evaluate the effect of the order planning to the batch planning. The order planning problem can be formally described as follows. Given a set of production orders I = {1, 2, . . . , n}, each order i ∈ I is associated with a unfulfilled quantity, a steel grade indicating chemical properties, a size (width, thickness, length), a set process paths (one main process path and several alternative process paths), a delivery date, variety attributes, a refining mode, and material attributes. It has to decide how to split and/or group orders into cast-lots, and how to allocate cast-lots to caster over time periods such that the relevant objectives are optimal. The decision structure of the problem is shown in Figure 1 , and the following key points need to be considered.
(1) Since the smelting capacity of the converter is fixed, but the unfulfilled quantity of the order varies from 10 tons to 3,000 tons, and hence orders having large quantity should be spited, while orders having small quantity should be grouped. Since the molten steel of each heat is consistent in the chemical properties (the steel grade), the orders having small quantity grouped in the same heat are required to have the same steel grade. When the orders having the same steel grade cannot consume a heat of molten steel, there are two alternatives: the first is to replenish the low-quality steel order to the heat containing the high-quality steel orders, and the second is to use the surplus molten steel to produce open order slabs. The first alternative choice leads to profit loss, while the second increases the inventory cost. Therefore, grouping orders into heat needs to consider the compromise between the two choices.
(2) It usually takes a long setup time and an expensive setup cost to startup a caster or switch a tundish. Hence, continuous casting production is often carried out in batch mode. A continuous casting batch, also known as a cast, is defined as a sequence of heats that are continuously cast using one tundish on a casting machine. The tundish is an intermediate container between the ladle and the crystallizer, which stores a certain amount of molten steel to achieve multi-heats continuous casting. The refractory material of the tundish has a certain lifespan. A new tundish needs to be replaced after the refractory material of the previous tundish has being burnt out by the molten steel. The replaced tundish needs to be recoated with refractory material, which is expensive. Therefore, how to improve the utilization rate of the tundish is an important factor in the management of continuous casting production. The simultaneous casting of different grades of steel is also called the switching of steel grades, which means that the heats of different steel grades are continuously cast in the same tundish. Allowing mixed pouring of steel grades increases the number of heats casting in a tundish, and hence the tundish is fully utilized. However, due to the difference of their chemical compositions, not any two steel grades can be poured in the same tundish. Only the difference of chemical compositions of two steel grades is within an allowable range, they can be adjacent cast in a tundish. When the heats of different steel grades are continuously cast, the slabs with mixed steel-grades are generated at the intersection of the two heats. The slabs with mixed steel-grades are judged as low-quality steels which results in profit loss. In addition, due to the limitation of the on-line adjustment of the crystallizer's width, the difference of widths for two adjacent heats casting in a tundish needs to be controlled within a given range. A trapezoidal slab having inconsistent head and tail widths is generated during the width adjustment process. Therefore, the lifespan of the tundish, the simultaneous casting of different steel grades and the online width adjustment are the key factors that need to be paid attention to in the continuous casting process.
(3) In the steelmaking shop, smelting, refining and continuous casting are three key processes that are closely linked. The main function of refining is to adjust the composition of molten steel and improve the quality of molten steel. The molten steel required for different steel grades needs to be refined. RH refining is also called RH vacuum cycle degassing refining method. Its main function is to provide molten steel with good fluidity, high purity and casting temperature for the caster. Most high-quality steels such as ultralow carbon steel, pipeline steel, high-strength container steel, etc. usually need to pass RH refining furnace.
To make full use of the capacity of RH refining furnaces and effectively coordinate the smoothness of the smelting, refining and continuous casting processes, it is necessary to consider the feasibility of the production organization when making the production plan of the steelmaking shop.
(4) Hot rolling is a downstream process of the steelmaking and continuous-casting. To ensure the smoothness of the production organization in the hot-rolling process, the steelmaking and continuous-casting process should supply the materials required by the hot-rolling process in a timely, qualitative and quantitative manner. As mentioned above, the roller warm-up materials and the difficult-to-rolled materials are the materials that need to be focused on when making hot-rolling planning. Therefore, the following two requirements need to be considered: (a) The weight of the roller warm-up materials produced by steel-making shops at every day should meet what demand by the hot rolling shops; (b) The weight of difficult-to-rolled materials produced by steel-making shops every day should within a reasonable level to avoid leaving too many difficult-to-rolled materials to be produced in the later periods.
(5) Cold rolling is a follow-up process of hot rolling, usually including acid rolling, pickling, batch annealing, continuous annealing, hot-dip galvanizing, electro-galvanizing and color coating process. The layout of multiple machines in cold rolling stage presents parallel, series and cross relations. Once the materials entre the cold rolling stage, they need to be subdivided into each machine under the premise of considering the material time lag period. If the material input of each unit of cold rolling differs greatly from the unit capacity, it will seriously affect the production cycle. Therefore, it is necessary to consider the logistics balance of the subsequent cold rolling mills when making the order plan at the steelmaking shops.
(6) With the increasing competition in the market, the requirements of customers to steel companies not only focus on price and quality, but also on delivery time. Timely delivery is becoming more and more important. Therefore, when making the order plan, the key orders should be specially considered to improve the on-time delivery capability.
IV. A HIERARCHICAL PLANNING FRAMEWORK
The complexities of our problem mainly include the following aspects. (a) Because the planning scope is one week to two weeks based, the number of orders available is about 2000-3000, which means the size of our problem is extremely large, and hence it is difficult to develop an integrated model and solve it in an integration manner. (b) The main decision of our problem is the allocation the orders to machines over plan periods. However, the result of the order allocation result can be evaluated if and only if the batch plan (grouping orders to form batches) has been made. This means our order planning problem and the batch plan are strongly coupled. (c) Because the batch rules of the steelmaking process should be considered as well as the material requirements of the downstream hot and cold rolling process, the constraints of our problem are extremely complex, and how to formulate such constraints in an integrated fashion is quite difficult. To overcome the above-mentioned complexities, we propose a hierarchical planning method with the aim of establishing different decision-making levels of subproblems on the time horizon considered. The process of the hierarchical planning method is shown in Figure 2 . The specific steps are as follows.
Step 1: Orders clustering. All orders are clustered according to the key attributes including refining mode, steel grade, process routes, rolling width, and etc. The orders within the same cluster is called an order cluster, and the unfulfilled quantity of each order cluster is calculated.
Step 2: For each cluster, if its unfulfilled quantity exceeds the tundish capacity (for example, if the maximum number of heats can be cast in a tundish is 8 and the converter smelting capacity is 250 tons, then the tundish capacity is 8 × 250 = 1200 tons), then go to step 3 to execute the order splitting operation, otherwise go to step 4.
Step 3: Orders splitting. For each cluster of orders having higher unfulfilled quantity, calculate the number of heats required to meet all the orders in the cluster, i.e. K = Q/C , where Q is the total unfulfilled quantity of all orders within the cluster, C is the converter standard smelting capacity; then, according to the maximum number of heat casting in a tundish U max , the K heats are spited into K /U max cast-lots, each cast-lot is defined as a sequence of heats with the same steel grade and width; the remaining quantity Q − K /U max × U max × C of a large order cluster is added to the small order cluster subset.
Step 4: Dividing orders into subsets. For all small order clusters, the steel grades involved are extracted; let each steel grade corresponds to a vertex on the graph G, if there is a replacement relationship between the two steel grades, there is a corresponding arc between the two vertices, otherwise, there is no arc between the two vertices; the graph G is divided into several subgraphs {G 1 , G 2 , . . . }, so that each subgraph is connected, as shown in Figure 3 ; the orders are divided into a set of no-overlap subsets, each corresponds to a subgraph, and each subset performs the order batching according to step 5. Step 5: Order batching. For each order subset, by considering the converter smelting capacity requirements, production process and management rules; the orders are combined into a set of cast-lots.
Step 6: Scheduling cast-lots on casters. Taking the cast-lots obtained in steps 3 and 5 as input, we allocate and sequence the cast-lots on the casters.
Effective hierarchical planning method requires algorithms to efficiently search through the space of different-level subproblems for high-quality solutions. It can be seen from the above specific steps in the hierarchical planning method, the procedures of order clustering, orders splitting and dividing orders into subsets are relatively simple, and can be easily realized by statistical and direct calculation. The other two procedures of order batching and cast-lot scheduling are very complicated, because they can be described as NP-hard combination optimization problems. In the following, we focus on the modeling and optimization algorithms for the order batching and the cast-lot scheduling sub-problems.
V. SOLVING ORDER BATCHING SUBPROBLEM
The order batching problem has always been one of the hot research topics in the field of steel production planning and scheduling, and some related researches have been conducted. It should be pointed out that the order batching problems in the previous literature [1] - [8] is short-term production plan with a plan scope of a day or a shift, while the order batching subproblem studied in this paper is longterm production plan with a plan scope of one week to two weeks. When making short-term batching plan, it is necessary to accurately characterize the composition of the batch and the size of the batch. When making order plan, the order batching decision is only to estimate the rationality of orders allocation on time and unit. With the implementation of the plan and the execution of the production, the results of the batching decision are often dynamically adjusted. Therefore, when making the order plan, the accuracy requirements of the order batching decision are not as strict as the batch planning problems of the previous study. It is only necessary to make a reasonable pre-batching of the orders according to the steel grade and specification. Based on this analysis, combined with the previous literature research on the batching plan problems, the order batching decision is modeled and solved as follows.
A. MATHEMATICAL MODEL 1) PARAMETERS I : the set of order indexes; J : the set of width indexes; K : the set of steel grade indexes; q i : the weight of order i; w i : the rolling width of order i; g i : the preferred steel grade of order i; a i (h): theh-th substituted steel grade of order i; H i : the number of substituted steel grade for order i; d j : the j-th casting width; s k : the k-th steel grade; I jk : a subset of orders that can be produced with width j and steel grade k,
K i : a subset of steel grades by which order i can be pro-
J i : a subset of widths that order i can be produced, J i = {j ∈ J |w i ≤ d j }; e ij : the mismatch cost of order i with casting width j,
σ : the maximum squeezing width of slab on rolling mill κ: the unit cost loss for order i due to cutting-off the edge of slabs with width w i ; f ik : the mismatch cost of order i using steel grade k,
+∞, others.
ν: the unit cost loss for order i due to using the substituted steel grade s k c ijk = e ij + f ik , the unit mismatch cost if the order i is assigned to the batch having width j and steel grade k; C: smelting capacity of the converter; η: the unit inventory holding cost for producing surplus slabs.
2) DECISION VARIABLES
x ijk : If order i is assigned to the cast-lot having steel grade k and width j, x ijk = 1, otherwise, x ijk = 0; y jk : The number of heats in the cast-lot having steel grade k and width j.
Based on the above definitions of symbols and decision variables, the following integer programming model is developed for the order batching subproblem.
i∈I jk
The objective function (1) consists of two parts: the first is the total mismatch cost between the order and the cast-lot in terms of width and steel grade, and the second is the inventory holding cost of open-ordered slabs produced by the surplus molten steel in all cast-lots. Constraint (2) requires that each order can only be assigned to one cast-lot. Constraint (3) means that the weight of molten steel in each cast-lot can meet the total demanded quantity of the orders allocated to this cast-lot. Constraints (4)-(5) define the range of values for each decision variable.
If y jk is binary variable, the above model can be reduced to the capacitated facility location problem which is a NP-hard combination optimization problem. However, the order batching problem studied in this paper requires y jk to be an integer variable, which is a general form of the capacitated facility location problem, and hence it is also a NP-hard problem.
The NP-hardness of the problem is mainly analyzed from the theoretical level, which means that there is no polynomial time algorithm, but it does not mean that the model cannot be solved to optimality in acceptable CPU time for practical problem. It is not difficult to see from the second term of constraint (3) and objective function (1) that y jk = i∈I jk q i x ijk /C holds for any optimal solution to the problem. This causes y jk to be an auxiliary variable and depends on the value of the x ijk variable.
B. COMPUTATIONAL RESULTS
This subsection applies the actual data provided by a large Chinese steel company to evaluate the performance of the integer programming model. We use the commercial optimization software CPLEX to solve the model. The experimental results are shown in Table 1 , in which the problem size is described by the number of orders, the number of widths, and the number of steel grades. As can be seen from Table 1 , CPLEX finds the optimal solution in 2 minutes (120 seconds) for all practical scale problems. This means that in the actual application the model can be directly solved to obtain a batching plan. 
VI. SOLVING CAST-LOT SCHEDULING SUBPROBLEM
From the exist literature, most of the research is aimed at the daily operation plan, regardless of the distribution of the orders in the time dimension, and does not consider the material requirements of the subsequent processes. Compared with the previously studied steelmaking and continuouscasting scheduling problems, the cast-lot scheduling subproblem studied in this paper has the following new features: (1) The balance of production loads between multiple steelmaking shops and casters is considered; (2) The material connection between steelmaking shops and hot rolling shops is considered, the impact of the batching and scheduling decisions in the steelmaking stage on the production organization in the downstream hot rolling and cold rolling stages is also considered; (3) the impact of production scheduling on workin-process inventory and delivery time with one week or two weeks plan period is considered.
By considering all above-mentioned features, a novel mixed integer programming model is developed. The hybrid differential evolution and variable neighborhood search algorithm is proposed to solve the problem. The proposed hybrid algorithm combines the diversity of the solution and the complementarity of the neighborhood to give full play to the advantages of different algorithm elements. U max : the maximum number of heats casting in a tundish; c T : tundish using cost; α = c T U max : the cost of tundish used for casting a heat; β 1 : penalty coefficient for the deviation of the unit weight of the roller warm-up material target inventory; β 2 : penalty cost coefficient for inventory deviation of unit weight difficult-to-rolled material; β 3 : penalty coefficient for the deviation of demand per unit weight cold rolling unit; µ i : delayed penalty cost coefficient for cast-lot i; M: a bigger positive number; λ 1 , λ 2 , λ 3 , λ 4 ∈[0, 1], represent weights for different objectives, we require λ 1 + λ 2 + λ 3 + λ 4 = 1;
x imt : if cast-lot i is allocated to caster m on t period, x imt = 1, otherwise, x imt = 0; y ijkmt : if cast-lot i is sequenced directly after cast-lot j at cast k of caster m on t period, y ijkmt = 1, otherwise, y ijkmt = 0; y 0jkmt : if cast-lot j is sequenced at the first position of cast k of caster m on period t, y 0jkmt = 1, otherwise, y 0jkmt = 0; y j0kmt : if cast-lot j is sequenced at the last position at cast k of caster m on period t, y j0kmt = 1, otherwise, y j0kmt = 0; θ H ht : the negative deviation of the inventory of the difficultto-rolled materials to its target in the hot rolling shop h on the t-day; δ ft : the positive deviation of the amount of material supplied to flow f to that required on the t-day; δ ft : the negative deviation of the amount of material supplied to flow f to that required on the t-day; D i : delay of cast-lot i. Based on the above model parameters and decision variables, the cast-lot scheduling subproblem can be modeled as follows.
t∈T m∈M
The objective function (6) consists of four items. The first item is the additional cost of the continuous casting process, including the cost loss caused by steel grade and width switching, and the cost loss due to tundish underutilization; the second item is the penalty cost caused by the deviation of the inventory of the roller warm-up materials and the difficult-to-rolled materials to their target stocks in the hot rolling stage; the third item is the penalty cost caused by the deviation between the planned material quantity and the actual demand quantity of each flow at the cold rolling stage; the fourth item is the penalty cost caused by the order tardiness. Constraint (7) requires that each cast-lot can only be assigned to one caster for one working day. Constraint (8) is the total capacity constraint of the steelmaking plant. Constraint (9) is the capacity constraint of the RH refining unit in the steelmaking shop. Constraint (10) is a constraint on the balance of roller warm-up stock in each hot rolling shop. Constraint (11) is a constraint on the balance of difficult-to-rolled stock in each hot rolling shop. The constraint (12) calculates deviation of the inventory of the planned roller warm-up material from its target per working day. Constraint (13) calculates deviation of the inventory of the planned difficult-to-rolled material from its target per working day. Constraint (14) defines the upper limit of the inventory of the planned roller warm-up material per working day. Constraint (15) defines the upper limit of the consumption of difficult-to-rolled materials per working day. Constraint (16) calculates the deviation between the material plan quantity and the actual demand quantity for each flow day. Constraint (17) defines the expiration time for each batch. Constraint (18) describes the relationship between batch assignment decisions and group batch decisions. The constraint (19) indicates that if the batch i is included in the k-th cast of the caster m on the t-th day, then within the casting, the batch i has one and only one immediately before and after the next. The constraint (20) ensures that there can be at most one heat in each pass in the first position and the last position. The constraint (21) indicates that the total number of furnaces contained in one casting step cannot be greater than the sum of the maximum number of casting furnaces used in the tundish. Constraint (22) is effective to reduce the inequality of symmetry of the design, the same day the same requirements on different casting is poured in descending order of the number of times of the furnace they contain. Constraints (23-24) define the feasibility of castlots sequencing within the same cast, i.e., any subset of castlots assigned to a given cast cannot be sequenced as a loop. Equations (25-26) give the range of values for the variables.
Taking the actual production order data provided by a large steel company as an example, considering the planned period of 15 days, the total unfulfilled quantity of all orders in the steelmaking process is about 300,000 tons, and the number of cast-lots obtained by order splitting and order batching is about 300, the model includes at least 720,000 binary variables, 48,000 integer variables, 660 continuous variables, and 360,000 constraints. It is a very large-scale mixed integer programming model that is difficult to solve efficiently using commercial software such as CPLEX. The model includes allocation, sequencing, and batching decisions, which can be attributed to the NP-Hard problem. In addition, the problem includes more complex process constraints and management requirements than the routing problem. Therefore, from the nature of the problem, the cast-lot scheduling subproblem is also NP-hard problem.
B. IMPROVED DIFFERENTIAL EVOLUTION ALGORITHM
Differential Evolution (DE) algorithm is an emerging intelligent optimization method that simulates the evolutionary process of biology. Based on the strong global convergence ability and robustness of DE, and the advantages and characteristics of the feature information that does not require the help of the problem, DE has been successfully applied to many optimization problems [18] , [21] , [22] . In this paper, we use DE to solve the cast-lot scheduling model (6)-(26), and customize the key elements of the algorithm to adapt to the problem structure. In addition, since the advantage of the DE algorithm lies in the global optimization of the solution space, the local search capability of a single DE is limited. Therefore, in order to get better optimization results, it is usually necessary to improve the DE. This paper proposes an improved DE algorithm, which is recorded as IDE. The key elements of the algorithm, including the encoding and decoding strategy of the solution, population initialization, mutation operation, cross operation, selection operation, and variable neighborhood search, are described.
1) THE ENCODING AND DECODING OF THE SOLUTION
Before selecting the coding strategy, the structural characteristics of the models (6)-(26) are first analyzed. The castlot scheduling model includes two main types of decisions, namely, the allocation of the cast-lots to the caster and the production date (x imt ), the grouping and sequencing of the cast-lots within the batches (y ijkmt ). From the perspective of objectives and variables and constraints, the first term of the objective function is related to the variables x imt , y ijkmt and constraints (18 -24) , the second, third and fourth terms of the objective function and the variables x imt and constraints (7 -17) related. It is clear that the constraint (18) couples the variables x imt and y ijkmt . When the value of the decision variable x imt is given, the value of the other continuous variables can be determined by the constraint (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) and the values of the last three terms of the objective function can be calculated, and the first term of the objective function and the constraint (18-24) can be decomposed. Given the value of x imt as x imt , let N mt = {i ∈ N m |x imt = 1}, for any two-tuple (t, m), the included y ijkmt variables can be obtained by solving the following model (denoted as SP).
Considering the capacity restriction, the number of castlots allocated to each caster per day is about 4-10. Therefore, the SP model can be quickly and accurately solved by integer programming software such as CPLEX. However, since the IDE is a population-based iterative algorithm, it is necessary to calculate the fitness value for each trial individual in each iteration. Even if CPLEX can solve a single SP model quickly, it still consumes a lot of CPU time in each iteration because there are a large number of trial individuals and SP models. To improve the overall computational performance of the IDE algorithm, the heuristic algorithm can be used to approximate the SP model in the early iterations. In the later iterations, CPLEX is used to accurately solve the SP models. The heuristic algorithm for solving the SP model is similar to the saving algorithm for the TSP problem. First, try to merge any two cast-lots, and obtain the combined saving value, then select the pairs with the largest saving value to merge. Repeat this iteration procedure until the combination of any two cast-lots does not bring positive saving.
According to the above analysis, the core decision variable of the cast-lot scheduling model is x imt . On the other hand, considering that the differential evolution algorithm belongs to the continuous optimization method and its mutation and crossover operations are usually performed on real numbers, a coding and decoding method based on the real numberbased solution related to x imt is proposed.
In the coding of the solution, each cast-lot i is represented by a real pair (a i , b i ) whose weight is such that the solution of the solution is a vector consisting of 2n real numbers, denoted as X = (a 1 , a 2 , . . . , a n , b 1 , b 2 , . . . , b n ), where a i and b i have a value range of [0, 1]. For the coding, the conversion method based on the component numerical ordering is used to distribute and sort the conversion batches on the caster, that is, firstly, according to the value of a i , the m = a i × |M i | th continuous casting assigned to the M i in the batch i is determined. Secondly, according to the caster assigned to each batch of batches, the batches allocated on each caster are determined, and the batches distributed to each caster are arranged in a non-descending order of weight values b i , and then, for each the order of the batch obtained from the caster starts from the batch of the first position, and the weight of the batch has been selected until the additional batch will exceed the maximum daily production capacity of the caster. The batch is distributed to each working day under the limitation of casting capacity. Finally, the batch batching scheme of the batch can be obtained by solving the model (27-34) for the batch assigned to the same working day and the same caster. If the solution obtained by the decoding method does not satisfy the constraint (9) , the solution is regarded as an infeasible solution, and the constraint violation amount is introduced into the objective function in the situation of a penalty function. Table 2 shows an example there are 16 cast-lots to be processed on 4 casters within 2 periods. The daily capacity of each caster is 18 heats. First, according to the value of a i , we can determine which caster should each cast-lot i be assigned. The indexes of allocated casters for all cast-lots are {2, 1, 2, 4, 3, 3, 2, 3, 1, 2, 4, 4, 3, 4, 3, 3}. Next, according to the value of b i , the sequence of the cast-lots assigned to each caster is as follows: {9, 2} for caster 1, {3, 7, 1, 10} for caster 2; {13, 15, 5, 8, 6, 16} for caster 3; {14, 4, 11, 12} for caster 4. Then, according to the daily capacity of the caster, it can be determined that the cast-lots produced at the first day on caster 1 is {9, 2}, and no cast-lot is distributed at the second day on caster 1; the cast-lots of the caster 2 produced on the first day is {3, 7, 1}, the cast-lots produced on the second day is {10}; the cast-lots produced on the first day of the caster 3 is {13, 15, 5, 8}, and the cast-lots produced on the second day is {6, 16};the cast-lots of the caster 4 produced on the first day is {14, 4, 11}, and the cast-lots produced on the second day is {12}. Finally, the cast-lots assigned to the same working day and the same caster are grouped by solving the model (27-34) .
The main function of decoding is to calculate the fitness value of each individual for selection in each iteration of the differential evolution algorithm. According to the above decoding strategy, any individual can be mapped to the values of the main decision variables x im , y ijkmt , etc. corresponding to the continuous casting group batch and the scheduling model, and the fitness value of the individual X is calculated according to formula (6) (i.e., the objective function value), denoted as J (X ).
2) POPULATION INITIALIZATION
In the process of population initialization, in order to ensure that the initial population can have better dispersion, a random generation method is used to generate the initial population P = {X 1 , X 2 , . . . , X NP }. The values of the elements a i and b i in each solution X j (j = 1, 2, . . . , NP) are generated as follows:
where L and U are the lower and upper bounds of the interval, respectively, and rand() represents the random number uniformly distributed between [0, 1].
3) METHOD OF GENERATING NEW POPULATIONS a: MUTATION OPERATION
The conventional mutation operation randomly selects three different individuals X r0 , X r1 and X r2 from the population, and scales the difference vectors of X r1 and X r2 to synthesize with the individual X r0 to obtain a new experimental individual V j , namely:
where F is the variation factor. This paper proposes a new mutation strategy for the batch and scheduling problems of continuous casting group. In order to clearly articulate the proposed mutation strategy, some symbols are first introduced. Let P M be the previous generation of the contemporary population P, called the memory population, and B for storing the subset of dominant individuals retained by the father. B is initialized to be empty. After each iteration, the parent who successfully entered the selection process is stored in B. At the same time, in order to prevent the sharp increase of the dominant individuals in B while ensuring the diversity of the population, when the number of individuals in B exceeds the preset value (NP), the partial solution will be randomly removed from B. Based on the above symbols, the newly proposed mutation strategy is as follows:
} is the smallest individual in the memory population P M . X r1 , X r2 and X r3 randomly select three individuals from the contemporary population P that are different from X i . X M r5 and X M r6 randomly select two different individuals from the memory population P M . X r4 is an individual randomly selected from the union of P and B.
b: CROSS OPERATION
After the mutation operation is finished, cross operations are performed according to formula (39) for X j and V j (j = 1, 2, . . . , NP).
where j = 1, . . . , NP, j rand is a randomly evenly distributed integer between [1, NP] , which ensures that at least onedimension component of the new solution inherits from the mutation vector, and the crossover probability CR generally takes values between (0, 1). If the crossover operation results in a cross vector in which the element violates the preset boundary constraint, that is, U ji < L or U ji > U , it can be repaired according to formula (40).
The fitness value J (·) of X j and U j is compared by using equation (41), and individuals with smaller adaptation values are selected to enter the next generation.
4) VARIABLE NEIGHBORHOOD SEARCH
Most population-based algorithms have the disadvantage of weak local search capability, and the DE algorithm is no The solution of the cast-lot scheduling problem can be expressed as the sequence of lot on the parallel casters. According to the structural characteristics of the solution, the following six types of neighborhoods are proposed:
(a) Cast insert neighborhood N 1 : Delete cast k from caster m on t-th day, and insert cast k to caster m on t -th day. This neighborhood does not change the batch relationship, but changes the distribution relationship of the materials in time and on unit, thereby balancing the unit load and balancing the logistics of the downstream units.
(b) Cast exchang neighborhood N 2 : Cast k of caster m on t-th day and cast k of caster m on t -th day are exchanged. The neighborhood also does not change the batch relationship, but only changes the distribution relationship of materials in time and on unit, thus balancing the unit load and balancing the downstream unit logistics. The schematic diagram of cast exchanging neighborhood is shown in Fig. 4 .
(c) Cast cycle-exchange neighborhood N 3 : select one cast from each of four casters, denoted as {A, B, C, D}, and cast A moves from the 1# caster to the 2# caster, cast B from 2# caster to 3# caster, cast C from 3# caster to 4# caster, cast D from 4# caster to 1# caster. The schematic diagram of the cycle-exchange neighborhood is shown in Figure 5 . (e) Cast-lot exchange neighborhood N 5 : Two cast-lots i and j selected from different casts are exchanged. This neighborhood also changes the batch relationship and the distribution of the materials on time and on unit. The cast-lot exchange neighborhood diagram is shown in Figure 6 .
(f) Cast recombination neighborhood N 6 : All cast-lots in the casting k produced by caster m on t-th day are all deleted and re-inserted into other casts. This neighborhood is a destructive neighborhood, and has large scale, and the search time is also long.
Since the search scheme of VNS is based on the idea that a local optimum in a neighborhood is not necessarily the local optimum in another neighborhood, the adoption sequence of these neighborhoods may affect the performance of VNS. We have conducted a trial experiment to determine the adoption sequence which is set to be N 2 , N 1 , N 3 , N 5 , N 4 , N 6 .
C. EXPERIMENTAL RESULTS AND ANALYSIS
The algorithms proposed in this paper were implemented in C++ using Microsoft Visual Studio 2008 compiler and ran in Windows XP on a personal computer (Intel Core (TM) 2 Quad 2.83 GHz CPU and 3.25 GB memory).
1) EXPERIMENTAL DATA
A large Chinese steel company is chosen for case study. The layout of units in this company is as follows. There are 2 steelmaking shops, 4 casters, 2 hot rolling shops, a cold rolling mill with 8 units. The standard smelting capacity of each converter is 250 tons, and each tundish can process up to 8 heats continuously. The planning scope is one week to two weeks, and the number of orders available is about 2000-3000. These orders are distributed on about 150 steel grades, and the total weight of orders is about the 250,000-300,000 tons, the number of cast-lots obtained by orders splitting and orders batching is about 200-300. Since the layout of units from steelmaking to cold-rolling is relatively fixed, the factors affecting the complexity of the problem mainly include the number of cast-lots and the plan periods. Two types of test data are designed to evaluate the computational performance of the proposed algorithm. The first is large-scale instances randomly generated based on the actual production data provided by the steel company. The second is the actual data which is used to evaluate the efficiency of the algorithm in practical application. The first set of random instances are generated as follows: the number of cast-lots |N | is selected from {200, 250, 300, 350, 400, 450}, and the number of plan periods is selected from {7, 8, 9, 10, 11, 12, 13, 14} ; Considering the daily capacity limitation of the caster (each caster processes about 4-10 cast-lots per day), according to the numbers of cast-lots and plan periods, there are 20 different problem sizes. For each problem size, we randomly generate 10 different instances, so there are 200 instances in the first set of random experiments. The second set of instances contains 7 sets of actual data. The numbers of cast-lots and plan periods are {(258, 10), (249, 10), (270, 11), (286, 11), (264, 11), (296, 12), (312, 12)}.
2) PARAMETER SETTINGS
The technological parameters in the model are directly obtained from the actual production data. The maximum number of heats casting in a tundish is U max = 8, and the cost of using a tundish is c T = 24000, and the cost of steel grade switching c ij distributes within [200, 400] , width switching cost c ij = 100. The manufacturing period from the steelmaking shop to the cold-rolling unit f is τ f = {4, 5}; the manufacturing period from the steelmaking shop to the hot rolling shop is τ H = 1. In addition, the weight parameter λ a associated with the optimization objective in the model is set through a detailed discussion with the professional planners. Since λ 1 , λ 2 , λ 3 , λ 4 respectively represent the cost weight of the continuous casting process, the weight of the penalty for the hot-rolling process, the weight of the penalty for the coldrolling process, and the penalty weight for the order tardiness, in the actual order production process for steelmaking and continuous casting, the importance of the above four aspects is reduced in turn. Therefore, the weight coefficients of the model objectives are set as follows: λ 1 = 0.5, λ 2 = 0.3, λ 3 = 0.15, λ 4 = 0.05, and after trial experiment, the planner determines that the above-mentioned weight parameter setting can objectively reflect the actual desired optimization effect.
To test the performance of the algorithm, we also need to set the algorithm parameters. The performance of the differential evolution algorithm mainly depends on three control parameters: population size (NP), crossover probability (CR) and mutation operator (F). Through the trial experiment of the parameter setting of the actual data, the full factorial design is used to analyze the impact of each parameter on the performance and the interaction between the parameters. Let NP be 50, the algorithm's maximum iteration algebra is set to 50, CR and F both contain four levels, namely CR = {0.3, 0.5, 0.7, 0.9}, F = {0.4, 0.6, 0.8, 0.95}, thus using 4 2 full factorial design analyzes the impact of each parameter on performance and the interaction between parameters. The trial experiment contains a total of 16 sets of parameter settings, and for each set of parameters, each experimental study must perform 50 unrelated experiments. Trial experiment results show that the interaction between F and CR is not significant, and F takes a high level and CR takes a low level to improve the performance of the algorithm. Therefore, the appropriate values of these two parameters are F = 0.95 and CR = 0.5.
3) ALGORITHMS PERFORMANCE COMPARSION
To evaluate the effectiveness of the algorithms, the IDE was compared with DE/rand/1, DE/best/1 and DE/current-to-best/1 in the experiment. Through the trial experiment of the full factorial design analysis, the parameters of the three basic differential evolution algorithms are set as follows. For DE/rand/1: F = 0.4, CR = 0.3; for DE/best/1: F = 0.8, CR = 0.5; for DE/current-to-best/1: F = 0.4, CR = 0.5. For each scale of the instance, different algorithms are independently run 50 times.
The experimental results of each algorithm for 20 problem sets are shown in Table 3 . The best average result for each problem set is shown in boldface. It can be seen from the results that the IDE is superior to the other three comparison DE algorithms in terms of mean and standard deviation. From the mean values, the IDE obtains the best average for 17 out of 20 problem sets. Among the comparison DE algorithms, the DE/best/1 performs the best, giving the best average results for 3 problem sets. From the standard deviation results, the IDE obtained the best standard deviation for 15 problem sets. In other comparison DE algorithms, the DE/best/1 also performs the best, giving the best average results for 5 problem sets. The above statistical results show that the IDE algorithm can obtain better results for different scale problems, and it has better stability for different problems, which verifies the effectiveness of the IDE.
The comparison shows that DE/best/1 is significantly better than the other two conventional DE variants. Therefore, using the nonparametric Wilcoxon signed-rank at a 95% confidence level, the statistical performance difference between the IDE and the DE/best/1 was compared and analyzed based on the results of 10 studies of each problem size. The analysis results are shown in the last column of Table 3 , where ''+'' indicates that the result of the IDE is significantly better than that of the DE/best/1, ''−'' indicates that the result of the IDE is significantly worse than DE/best/1, and ''='' indicates that the IDE and the DE/best/1 are evenly matched. The results show that the IDE achieved a significantly better results than DE/best/1 for 10 out of 20 problem sets, while DE/best/1 outperforms the IDE significantly for only 3 problem sets.
The main improvement strategy of the IDE is to adopt a variable neighborhood search mechanism for the dominant individuals entering the external archives, thus combining the diversity of the solution and the complementarity of the neighborhood. To further verify the effectiveness of the improved strategy, the algorithm without the variable neighborhood search mechanism (IDE w/o VNS) is compared with the algorithm with the variable neighborhood search mechanism (IDE w/ VNS). Table 4 gives a comparison of the best solution, worst solution, mean and standard deviation of the two algorithms. The experimental results show that for all problem sets, the IDE w/ VNS obtains mean values consistency less than the IDE w/o VNS. For most problem sets, the IDE w/ VNS obtains less standard deviation than the IDE w/o VNS, only there are 4 problem sets for IDE w/o VNS get a smaller standard deviation. This shows that the IDE w/ VNS is significantly improved compared with the IDE w/o VNS, which verifies the effectiveness of the variable neighborhood search strategy.
4) PRACTICAL APPLICATION EFFECTIVENESS
To verify the effectiveness of the hierarchical planning method in the actual application, we compare it with the manual planning method current used at the steel company. From the flow chart of the hierarchical planning method (Fig 2) , we can see that the output of the cast-lot scheduling sub-problem is also the output of the hierarchical planning method. Thus, we can solve the order batching subproblem one by one, and then solve the cast-lot scheduling subproblem by IDE. Finally, the efficiency of the hierarchical planning method can be evaluated through the results of the order batching subproblems and the results of the cast-lot scheduling sub-problem.
Before giving a comparison, we briefly describe the main ideas of the manual planning method. The manual planning method is a time-sequential based greedy strategy which means the order plan is generated day by day. First, the planner selects a subset of orders from the order pool to accomplish today's hot and cold rolling stages. Then, the orders on the selected subset are grouped together to form a set of cast-lots, which are further grouped and sequenced to form a set of batches. The batches are then assigned to casters by considering the compatibility between batches and casters. After today's plan is completed, the used orders are removed from the order pool, and the planner will continue to make the plan for the next day by the same procedure. The comparison results between the manual scheduling and the hierarchical planning method for the actual scale problem are shown in Table 5 . Among them, obj1, obj2, obj3, obj4, obj5, obj6 respectively represent the mismatch cost between the orders and the cast-lots, the inventory holding cost due to generating open-ordered slabs, the additional cost of the continuous casting process, the penalty for the feeding deviation of the hot rolling process, the penalty for the feeding deviation of the cold rolling process, and the penalty for the order tardiness. The column with head Manu denotes the results obtained by the manual scheduling method, and the column with head HPF denotes the results obtained by the hierarchical planning method. To simplify the comparison, each target was normalized.
It can be seen from Table 5 that the hierarchical planning method is superior to the manual planning method in all four objectives, and the average improvement of obj1, obj2, obj3, obj4, obj5 and obj6 is 37.95%, 23.18%, 45.85%, 26.30%, 15.38%, 22.14%, respectively. It shows that the hierarchical planning method can better balance multi-objective factors than the manual scheduling method. For the production management of steel companies, production, orders, inventory and logistics are the core contents. The reduction of obj1 means that most orders are grouped together using their preferred steel grades and fewer orders are grouped together using their substituted steel grades, and hence the loss of profit is reduced. The reduction of obj2 means that the hierarchical planning method can effectively reduce the quantity of surplus material requirements on the downstream materials, which is beneficial to reduce inventory, increase working capital and improve economic efficiency. The improvement of the additional cost obj3 is mainly due to the improvement of the utilization of the tundish and the reduction of the amount of the slabs with mixed steel-grades and trapezoidal slabs, which respectively correspond to the improvement of facility utilization and product quality. This is exactly the focus of the continuous casting production process. The reduction of the feed variation deviation penalty cost in the hot rolling process obj4 means that the roller warm-up materials and the difficult-to-rolled materials can be better satisfied at different time periods during the plan horizon, and the balance of material distribution can be provided for the preparation of hot rolling plan, thus effectively reducing the stock of slabs in production. The reduction of penalty cost for feeding deviation in cold rolling process obj5 shows that the materials from steelmaking to hot rolling and then cold rolling can be better balanced on multiple units to achieve precise feeding and prevent some units from shutting down due to material breakage, while some units expand warehouse due to excessive feeding. The reduction of the penalty cost caused by the order tardiness means that more urgent orders can be delivered on time. All results show that excellent results have been achieved in its practical application.
As an example, the detailed plan result for a practical instance with a planning scope of 10 days is provided in Table 6 . As we mentioned above, the manual planning method generates the order plan day by day, and hence the comparison results are also listed day by day. In Table 6 , columns labeled 'S', 'O', 'M', 'T', 'H', 'C' represent the weight of orders batched using their substituted steel grades, the weight of open orders generated, the weight of slabs having mixed steel grades, the number heats per tundish, the total weight of planned materials deviated from their target values in hot rolling stages, the total weight of planned materials deviated from their target values in cold rolling stages. From Table 6 we can observe that the manual planning method can get can get better results for most comparison items than the hierarchical planning method in the first few days. This is due to a large number of orders available in the first few days for planning, and hence it is easy to select a subset of suitable orders to meet the downstream requirements, and these orders are also easy to grouped into batches. However, the plan results of the manual planning method become worse and worse in the next few days. This is because there are fewer and fewer available orders in the later period, which makes the downstream material requirements difficult to satisfied. At the same time, it is also difficult to combine orders having decentralized steel-grades and sizes together. On the contrary, the hierarchical planning method starts from the perspective of global optimization, and handles the sub-problems at different levels using effective tailored algorithms. The hierarchical planning method gets slightly worse plan results in the first few days, but from the whole planning scope it can better balance the downstream materials requirements on different plan periods, and it is able to make trade-off between multiple objectives.
We also have discussed our solution with the planner in the company from a more practically meaningful point of view. They admitted that the existing manual planning method is difficult to consider multiple plan periods as a whole, and they generally accepted our solutions. They also pointed out that our proposed hierarchical planning method needs to be flexible enough to deal with different production disturbances such as producing defective products, machine shutdown and etc. All of these concerns are the key points for future research.
VII. CONCLUSION
From the perspective of the plant-wide process, this paper studies the order planning problem which is to decide the allocation of orders on casters over plan periods with the objective of balancing materials flow from steelmaking shops to hot-rolling and cold-rolling shops. Due to the complexity of this large-scale problem, a hierarchical planning method is proposed to decompose it into several subproblems which are sequentially solved. For the order batching subproblem, by taking the selection of steel grade and width for each order as decision variable, we develop a novel integer programming model, and it is solved to optimality by CPLEX solver. For the cast-lot scheduling subproblem, by considering the batching and sequencing requirements of continuous casting process, the material balance requirements on the downstream hotrolling and cold-rolling processes, a novel mixed integer programming model is developed. A hybrid differential evolution and variable neighborhood search algorithm is proposed to solve the problem such that the diversification and the complementary advantage of difference neighborhoods are combined and the merits of hybrid algorithms are exploited.
To evaluate the algorithm's performance, we compare the IDE with other DE variants. The computational results show that the proposed improved strategy can significantly improve the performance of the IDE algorithm. To evaluate the performance in practical application, we compare the hierarchical planning method with the manual planning method, and the computational results verify its effectiveness. Future research may focus on designing rolling execution mechanisms for the order plan and development of the order planning system by embedding our solution method.
