Analysis of non-linear aeroelastic systems using numerical continuation by Roberts, Ian
                          
This electronic thesis or dissertation has been





Analysis of non-linear aeroelastic systems using numerical continuation
General rights
The copyright of this thesis rests with the author, unless otherwise identified in the body of the thesis, and no quotation from it or information
derived from it may be published without proper acknowledgement. It is permitted to use and duplicate this work only for personal and non-
commercial research, study or criticism/review. You must obtain prior written consent from the author for any other use. It is not permitted to
supply the whole or part of this thesis to any other person or to post the same on any website or other online location without the prior written
consent of the author.
Take down policy
Some pages of this thesis may have been removed for copyright restrictions prior to it having been deposited in Explore Bristol Research.
However, if you have discovered material within the thesis that you believe is unlawful e.g. breaches copyright, (either yours or that of a third
party) or any other law, including but not limited to those relating to patent, trademark, confidentiality, data protection, obscenity, defamation,
libel, then please contact: open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access team will immediately investigate your claim, make an initial judgement of the validity of the
claim, and withdraw the item in question from public view.




Advisor: Prof. N.A.J. Lieven
A dissertation to the University of Bristol in accordance with the requirements of the
Degree of Doctor of Philosophy in the Department of Aerospace Engineering in the
Faculty of Engineering.
Number of words 41,474
Dedication and Acknowledgements
I would like to acknowledge the guidance provided by Prof. Lieven, the advice of Prof.
Champneys in the field of continuation and the assistance of Dr. di Bernardo in the analysis of
piecewise linear systems. My biggest thanks go to Drs. Jones and Gaitonde for providing the
transonic aerodynamic models and the benefit of their experience in the field.
My thanks also go to the other members of the Zoo and the rest of the Aerospace Engineering
Department for an enjoyable three years.




Non-linearities within structures often present difficulties when developing algorithms to anal-
yse their dynamic properties. Developing a combined aerodynamic and structural- aeroelastic
- code is an example where non-linearities can induce particular characteristics as the presence
of aerodynamic non-linearities can compound the complexity of the analysis. Furthermore,
when non-linearities occur within actuation devices the impact of coupling control systems
with the aeroelastic algorithms - aeroservoelastic - must also be considered.
In this work, new methods of analysing aero(servo)elastic systems containing various struc-
tural non-linearities are studied. The first technique is used to analyse piecewise linear sys-
tems. In this method, aeroelastic equations are recast in a form where the independent variable
is the time at which the system reaches a discontinuity, sets of these equations are then com-
bined to form an algebraic set of equations describing a Limit-Cycle Oscillation (LCO). The
second technique is applied to more general non-linearities by approximating any discrete
non-linearities with trigonometric functions, creating a set of continuous Ordinary Differen-
tial Equations (ODEs). For both methods, computational efficiency is achieved by applying
numerical continuation to track solution branches.
The models analysed in this work are two and three degree-of-freedom aerofoil sections con-
taining non-linearities in their heave, pitch and/or flap freedoms. Four different aerodynamic
representations are used, two incompressible codes establish the accuracy of the new methods.
The other codes are used to study transonic flows and show good agreement with work based
on aeroelastic systems with both linear and non-linear structures.
Three different control laws - fixed gain, optimal and adaptive - are also investigated to assess
their ability to delay flutter onset and suppress LeOs. Optimal control showed the best overall
ability to achieve these aims, although it was found that care must be taken not to destabilise
areas below the flutter boundary.
Finally, a method of analysing fatigue due to structural non-linearities is investigated. The
analysis combines the numerical continuation techniques with the Rainflow method to quantify
damage due to simple acceleration-deceleration profiles.
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matrix containing responses to an impulse in each degree-of-freedom
Hankel matrix
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Jacobian of the state equations (Chapter 3)
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This chapter provides a brief introduction to the field of aeroelasticity. The fundamental inter-
actions that are involved are explained along with their application within industry. Specific
issues, that are the object of recent research are highlighted along with a brief description of
the phenomena involved. An outline of project aims is then presented highlighting the specific
areas of detailed research.
1.1 Aeroelasticity
Research within the aerospace field was, for many years, based on the forces that act on an
aircraft in flight as defined by Collar's triangle (see figure 1.1[8])
Collar's definition of these major forces neatly defines major research areas concerned with
aircraft flight as well as the focused disciplines represented by the intersections. As such, the
research fields were defined as:
• stability and control (flight mechanics): the interaction of inertial and aerodynamic
forces;
• structural vibration: the interaction of elastic and inertial forces;
• static aeroelasticity: the interaction of aerodynamic and elastic forces; and
• (non-static) aeroelasticity: the interaction of aerodynamic, elastic and inertial forces.









Fig 1.1: Collar's Triangle of Aeroelastic Forces
volved the mutual interaction between all three core forces. Latterly, the disciplines within the
aerospace field have become refined, allowing aeroelastics to encompass the fields of control
and thermal interaction resulting in the disciplines called aeroservoelasticity and aerothermoe-
lasticity respectively. However, the extensions to the field do not extend the disciplines as first
defined by Collar because the forces created by these extended fields can still be encompassed
within the basic disciplines, e.g. the aerothermoelastic forces are due to aerodynamic heating
and the control forces are other elastic and inertial forces.
The subject of aeroelasticity impinges on many industries and incorporates the fields of aero-
nautical, civil and mechanical engineering. For example the motions of bridge decks [9] and
galloping of transmission wires [10, 11] within civil engineering and the vibrations of pipes
due to fluid flow within mechanical engineering. As a result of its wide reach, modem aeroe-
lasticity has been developed from focused research within a wide range of fields and is in-
corporated into many modern design procedures. However, the overriding view of aeroelastic
phenomena is that they are undesirable as the motions compromise system performance and
induce fatigue problems within the structure. However recently, the development of compos-
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Fig 1.2: Divergent Instability: Snapshots of Aerofoil Motion
ite technologies has allowed static aeroelastic phenomena such as optimised wing twist to be
exploited by using novel fibre lay-ups [12].
1.2 Aeroelastic Phenomena
1.2.1 Static Aeroelasticity
Static aeroelasticity is concerned with the analysis of aerodynamic-structure interaction whilst
ignoring the inertial forces on the system i.e. the mass terms do not affect the motion.
g(q) = F (1.1)
where g( q) is a vector dependant on the structural displacement and F are external or aerody-
namic forces. A commonly studied aerospace example of such a phenomenon is the divergent
aerofoil as illustrated in figure 1.2. Such a system undergoes a divergent loss of stability, as
opposed to an oscillatory loss of stability in the case of dynamic cases (see figure 1.3). As the
divergent nature of the system is independent of the velocity and acceleration of the structure,
the motion results from the static aerodynamic forces acting on the structure being too high for
it to maintain it's integrity. The divergence phenomenon has been observed in wings e.g. S.P.
Langley Aerodrome, and is a design driver for pylon mounted stores where the aerodynamic
centre can have a large eccentricity from the elastic axis. Divergent failure was a particular
problem for aircraft with aerodynamically beneficial swept-forward wings until the utilisation
of carbon-fibre based composites allowed tailored structures to be developed with minimal
weight penalty [12].
Control surface reversal is a further example of static aeroelasticity where the deflection of
a control surface causes a pitching angle of the main surface contrary to the conventional




Fig 1.3: Oscillatory Instability: Snapshots of Aerofoil Motion
surface to rotate as opposed to the control surface itself. This phenomenon occurs in systems
where there are very large wing loadings and hindered supersonic flight during early studies.
The twist and bending of a wing in cruise flight is another static phenomenon which is of
particular interest to the civil aircraft industry. The deflection of wings during cruise flight
is important in modem aircraft design because of its contribution to overall aircraft drag and,
consequently, fuel efficiency. Additionally, in the military field the same phenomena can lead
to reductions in combat effectiveness and compromise radar cross section.
Other examples of static aeroelastics include the rolling of a wing in steady conditions where
the control surface deflects causing wing bending to occur at steady rates. As the motion
is a steady state, their is no acceleration and therefore no inertial contribution. The elastic
deflection of control surfaces is also an example of static phenomena, where the airloads on the
control surface cause it to deflect. This deflection is in addition to any control surface deflection
and thus changes the effectiveness of the controller. The elastic deflection of components
within pipes containing flowing fluids e.g. oil pipelines and jet engines, often alters how
efficiently they operate and further highlight the importance of considering static aeroelasticity
in any design.
1.2.2 Dynamic Aeroelasticity
Dynamic aeroelasticity covers a wide range of phenomena and differs from the static form in
that the inertial terms are now included within the analysis. The inertial terms are included
to take into account the oscillatory nature of the systems, see figure 1.3. All the studies of
aeroelastic phenomena can be described by the basic formula,
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Mij +Bq +Kq = F (1.2)
where M, K and B are the mass, stiffness and damping matrices respectively, q is the dis-
placement of the system and F is a vector of aerodynamic forces. The problem therefore
reduces to equating the forces generated within the structure with the forces generated in the
local airflow.
Using the above formulation, the most commonly cited undesirable form of dynamic aeroelas-
tic phenomenon, flutter, can be explained. Conventional flutter phenomenon occurs when the
aerodynamic forcing put in to the structure is fed back to the air as a large motion that creates
a larger force, resulting in an oscillatory divergent motion. In effect, the energy extracted from
the flow is greater than the energy dissipated within the structure. This energy transfer results
in catastrophic failure as the material performance limits are exceeded. Such aircraft flutter
has been widely studied and forms a core part of the aircraft industries analysi procedure as it
can severley restrict an aircraft's operating flight envelope. The location of conventional flutter
boundaries is usually performed by forming a flutter model, as described by equation 1.2. This
is done in a three step process; firstly, the finite element structural model is constructed and a
normal modes analysis performed, secondly an aerodynamic panel or doublet lattice method
is used to generates aerodynamic influence coefficients dependant on the mode shape and, fi-
nally, the aerodynamic and modal models are combined to form a flutter model. Once the
aerodynamic and structural models are combined a frequency domain analysis is performed
that monitors both the frequencies and damping of the various modes as a parameter such as air
speed or density is varied. The flutter boundary is thus located by either frequency coalescense
or, more usually, negative damping, of one or more modes.
In reality, various other forms of flutter exist, these include stall and shock-stall. Stall flutter
occurs when the flow separates at high angles-of-attack and does not re-attach until a much
lower angle is reached [13]. Shock-stall differs from stall flutter in that the separation is caused
due to shock motion and strength [14]. Shock-stall and stall flutter in-tum differ from the con-
ventional flutter form in that they arise from non-linearities within the aerodynamic flow that
generate the oscillatory forcing. Non-linear flutter phenomena occur, not only on aircraft com-
ponents, but also on transmission lines (galloping) [10, 11] and on bridges, e.g. the Tacoma
Narrows bridge [9]. Such flutter is not always catastrophic, but can result in large amplitude
oscillations that create fatigue problems. The oscillations due to non-linearities are frequently
referred to as Limit-Cycle Oscillations or LCOs as they have a finite amplitude repeatable mo-
tion. Often the oscillations that occur due to structural non-linearities are small and therefore
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do not effect the flutter boundary. However, when oscillations occur in the transonic regime the
motions can be quite large; thus the flutter boundary is redefined as the point at which the onset
of oscillations occur and not when actual divergent oscillations - flutter - occurs. In solving
the above problems the equations themselves are essentially just the form of the aerodynamics
or structure changes.
Control surface buzz is an aeroelastic phenomenon that occurs in transonic flow and is due
to the motion of a shockwave over the main surface/control surface interface [13]. The mo-
tion that is induced by buzz can be very high frequency as large changes of moments about
the aileron hinge position result from small shock motions. The motion that occurs is a sim-
ple limit-cycle oscillation (LCO) but can be catastrophic due to rapidly accumulated fatigue
damage.
In supersonic flow, panel flutter can occur when there is a pressure difference across a plate
whose edges are rigidly supported [15]. The flutter motion is self-exciting and is dependent
on the mass, geometry and the forces exerted on the panel due to the structural attachments.
The panel oscillations are only observed in supersonic flow as the differential thermal effects
can result in large compressive loads being applied to the skin. An analogy to such a motion
is the buckling of a beam, as shown in figure 1.4 which is enhanced when a lateral force (c.f.
differential pressure) is applied. When a panel buckles inwards the resulting drop in pressure
over the panel causes an opposing force such that the panel buckles outwards. As such the
motion has two stable buckled solutions between which the plate oscillates due to the pressure
field variation with deflected positions.
Finally, non-linearities within structures, control systems and aerodynamics can often result
in oscillatory behaviour below the predicted flutter boundary. Such motions are often of low
amplitude but cause a reduction in component life due to fatigue.
1.3 TechnicalChallenges
In the field of aeroelasticity, the general challenge is to generate models that better predict
the dynamic behaviour of an onject in an airflow e.g. an aircraft in flight. With this require-
ment, both the structural and aerodynamic models must better represent the actual structural
properties and air forces respectively.
In aeroelasticity, structural models tend to fall in to two major categories; reduced beam models







Fig 1.4: Beam Buckling Analogy oj Panel Flutter
are constructed from a number of beam, point and shell elements that are designed to represent
the general behaviour of the major components of an aircraft. As such, beam models are often
simple but can miss out some of the more detailed phenomenon that modem analysis require
including. Conversley, full stessing models contain much structural and mass data but are
designed to perform stressing on, therefore they are prone to generating "tent pole" modes
which occur when the constraints, imposed by the stress department, are not sufficient for
dynamic modelling resulting in unrealistic modal displacement shapes for the aircraft. The
usual method of validating structural models is through ground resonance testing. This then
introduces another challenge, the ability to update the structural model to correlate with the test
data. This process must be performed in such a way as to not overly change anyone individual
parameter whilst making sure that all of the modes created are close to the desired shape and
frequency. This has lead to research in to model correlating where software is designed to alter
the structural model so that it matches the measured models. Such software, is however, not
fully developed and usually requires an engineer to alter the model to be close to the desired
results before it can start its analysis. In this way, the beam model is often easier to update as
the number of parameters to be modified is smaller. More generally, in structural dynamics,
much of the effort has concentrated on the accuracy of local effect modelling, as many of the
techniques currently practised are rapid but only applicable to linear systems. The modelling
of non-linear factors, such as damping, stiffening and joint motion, have remained problematic
as many of the non-linearities cannot be measured directly but must be applied generically over
the whole system. Furthermore, when structural non-linearities are included within models the
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method of analysis requires changing as most of the modal methods rely on the assumption of
linearity.
Conventional aerodynamic modelling, when applied to aeroelastic problems, has long relied
upon the use on doublet lattice and panel codes that often utilise simple thin body inviscid
theory with arbitrary factors that compensate for flow features such as shocks and boundary
layers. In these codes, the aerodynamics of stores and even fuselages are sometimes not sim-
ulated. There is therefore a need to improve the prediction of aerodynamic forces so as to to
allow a more realistic prediction of the aeroelastic behaviour. As a result of the inadequacies
of many of the conventional aerodynamic codes much effort has been devoted to improving
unsteady aerodynamic predictions. Over the past decades, the advent of CFD has resulted
in huge step forwards in the detailed simulation of dynamic airflows around complex bod-
ies. These methods allow the capture of complex phenomena such as shock waves and even
boundary layers. Such simulations are often slow, therefore to allow the tools to be used for
prediction purposes, data is often drawn from the models and combined with wind tunnel data,
to allow updating of the traditional panel methods e.g. shock positions are located and added
to models. More recently, the advent of Reduced Order aerodynamic Models (discussed later)
has created an effcient way by which the important aerodynamic phenomena can be taken
from the model and utilised in a much more efficient manner. The application of aeroelasticity
within turbomachinery, such as jet engines, has also presented many non-linear problems and
resulted in aerothermoelastic problems becoming the subject of recent studies with the inter-
action offlows from moving parts on downstream components and the effect of parasitic flows
being of particular interest [16].
The full coupling of Finite Element (FE) structural models with Computational Fluid Dynam-
ics (CFD) models has had much effort devoted to it over recent years with mixed success. The
current state of the art is constrained by computational expense of modelling such techniques.
This expense is due to incorporating a moving grid CFD code for the flow around complex
moving structures, the iterative nature of the time solution process and communication be-
tween CFD anf FE models. The CFD solution itself is the most costly aspect as it relies on
five sets of equations being solved at hundreds of thousands of grid points, for a whole or half
aircraft. The communication problem is the transfer of loads from the fine CFD grids on to an
often sparse structural grid and, conversley, the transfer of deflections from a sparse structural
model on to a fine CFD grid. This particular problem can often be seen at interfaces between
different parts of the structure where relative motions can cause CFD grids to collapse. As
a result of the computational cost and inability to use modal solutions, work has been driven
forward in the field of Reduced Order aerodynamic Modelling (ROM) [6, 17, 18, 19] where
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the full CFD codes are reduced to a low-dimensional equivalent formulation that captures the
essential flow properties. However, even with the advent of Reduced Order Modelling, the
full coupling work still requires advancing as any developments in reduced model generation
require validation with full codes which, in turn, must be validated against experimental and
full-scale results. Many of the problems described above are concerned with the aerodynamic
drive toward more rapid tools for the analysis of aeroelastic problems. This marks a shift away
from many CFD conventional techniques that are aiming to improve the accuracy in the sim-
ulation of various types of phenomena such as stall, to systems that allow the more general
whole aircraft phenomena to be predicted better.
Over recent years the inclusion of control within the aeroelastic field has led to the rapid
development of aeroservoelastic design tools [20, 21, 22, 23, 24, 25]. These advances are
being pushed by both the commercial aircraft industry, which requires an aircraft that can
fly closer to the flutter boundary, and the military aircraft manufacturers who have ambitions
to fly aircraft through the flutter boundary. Both sectors require the extension of the flight
envelope to allow more efficient performance but are limited by certification issues over control
systems. The less stringent certification levels in the military sector have allowed for more
rapid development within all fields of aerospace along with the drive toward Unmanned Air
Vehicles (UAVs) meaning that certification limits can be altered as risk to life is significantly
reduced. The design of control systems that can react quickly to the instabilities that can occur
in dynamic aeroelastic systems means, however, that tolerances, such as dead-bands, must
be refined. As most aeroelastic phenomena occur rapidly it means such poor tolerances are
not acceptable within the industry. Additionally, the requirement for flight through the flutter
boundary is a driver for the afore mentioned aerodynamic and structural developments, as
oscillatory motion that could be benign below the flutter boundary could lead to rapid fatigue
above this limit. Fatigue itself is a major driver in the aeroelastic field as the in-service costs of
aircraft can become prohibitive if component lives are too short due to non-linear aeroelastic
phenomena.
1.4 Scope of Thesis
The main focus of the work described here is the study of aeroelastic systems with non-
linearities. The work has four distinct objectives:
• the implementation of a mathematical method for rapid identification of limit-cycle os-
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cillations within non-linear aeroelastic systems. The non-linearities must be permitted
to be as arbitrary as possible, such that any non-linearity in any system state could be
analysed by the method;
• the development of a method for the analysis of the behaviour of transonic aeroelastic
systems containing non-linearities. The transonic regime is a particular problem due to
non-linearity present within the airflow. At present, such systems are restricted to being
analysed by finite volume, time integration schemes, or panel methods with wind-tunnel
or CFD correction factors applied. Any method that is designed to analyse such systems
must not greatly compromise the system accuracy;
• the design of a control system that is capable of suppressing flutter beyond the uncon-
trolled or open loop flutter boundary. The control system must demonstrate a good level
of extension upon the linear flutter boundary without compromising stability elsewhere
within the flight envelope. A range of control systems must be examined to assess the
best overall system for the task. Considerations must be made of basic control systems
as well as more modem active and adaptive systems; and
• the development of a control system that allow the attenuation of oscillations due to
structural non-linearities within the control circuit. This analysis must examine the level
of attenuation that can be achieved whilst also considering the control effort that is re-
quired in such a system. Additionally, the implementation of controllers designed for
linear aeroelastic systems within the non-linear aeroelastic system are to be considered
to assess their validity. The controllers must be demonstrated on a control system con-
taining backlash. It is deemed that such a system provides the best test of the system as
- over certain ranges - the controller should have no effect on the system response.
The first and second objectives are the main drivers for the work undertaken as current tech-
niques for the analysis of non-linear aeroelastic systems particularly, and non-linear dynamic
systems more generally, are limited to techniques that adequately solve for very specific forms
of non-linearity. The application of control laws to the non-linear aeroelastic problem has two
main drivers. The first driver is to assess if it is possible to apply control laws to systems
where the non-linearity is part of the control circuit. The second driver is to assess if con-
trollers designed for flutter suppression of linear systems have a negative or positive impact on
the amplitude of the oscillations present within non-linear aeroelastic structures.
The analyses are concentrated on two and three degree-of-freedom systems in two dimensional
flow. This restriction is applied because firstly, there are a number of testcases presented for
10
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such systems which allows good comparison and validation to be made and, secondly, the two-
dimensional system affords the author and reader a more thorough insight in to the problem




This chapter presents a review of the field of non-linear aeroelasticity due to structural non-
linearities and the techniques currently applied to such problems. The basic form of structures
and the associated non-linearities is presented first followed by the aerodynamic models that
are to be applied to the problems. The way inwhich the aerodynamic and structural models are
combined and solved is then described. A brief description of Ground Vibration Tests (GVT)




In the aircraft industry the assumption of structural linearity is often made in both the design
and analysis of components. From these models the flutter/divergence boundaries and charac-
teristics are determined. Using data from both ground vibration and flight tests the validity of
the structural models are determined and then updated by modifying the stiffness and damping
matrices. The costs of implementing such test procedures are large and incorrect prediction of
the flutter envelope at these late stages in the design and production phase of an aircraft leads
to large financial and/or performance penalties. As a result, there has been a drive by both the
aircraft industry and heavy industry in general to develop structural models that are more rep-
resentative of a true structure. Inorder to generate an accurate dynamic model of a structure,
research has been focused on the areas of damping modelling, joint analysis and concentrated
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non-linearity analysis. The latter topic is the main focus of this research but some aspects of
the work are applicable to the field of joint analysis.
2.1.2 Structural Non-Linearities
The analysis of linear dynamic systems is now a comparatively trivial task with the advent of
modal analysis techniques and high-speed computer processing. The most significant prob-
lem that is encountered with such techniques is the quantification of structural damping. The
addition of damping to systems is a somewhat black-art with experience being the major engi-
neering tool. However, the inclusion of damping within a model makes little difference to the
boundary of operation of an aircraft; as much of the damping is provided by the aerodynam-
ics and, in many instances, the gradients of the velocity versus damping curves are high. In
areas where non-linearities in either aerodynamics or structure cause "small" amplitude oscil-
lations, the inclusion of accurate damping can remove or greatly attenuate some of the periodic
motions.
Oscillatory phenomena within aircraft systems due to structural non-linearity, was largely ig-
nored in the early years of the aircraft industry as techniques for the prediction of simple linear
phenomena were the primary focus of research. However, in the early 1950s Woolston et a1.
[26,27] and later Shen [28,29] devoted much effort to the definition of the concentrated non-
linearities and the modelling of such systems. These authors work used analogue computation,
basic numerical techniques and wind tunnel models to perform fundamental modelling on the
concentrated non-linearities as defined in [26]. The distinction between concentrated and dis-
tributed non-linearity can be seen in the effects that they cause. Concentrated non-linearities
result in oscillations restricted to a small locality whereas distributed non-linearities act over
the whole structure and essentially fit into the area of joint modelling [30, 31] e.g. riveted and
bolted sections. Common areas in which concentrated non-linearities exist are within control
system assemblies and engine/pylon/store attachments.
Breitbach [31, 32] was the next author to contribute significantly to the non-linear aeroelas-
tic field some 17 years later, with a further review of non-linearities and the introduction of
modified modal analysis tools to analyse the aeroelastic phenomena. More recently the field
of research has expanded markedly, driven by an industry desire for more accurate component
modelling and the requirement of aircraft to push the flight envelope up to and beyond the flut-
ter boundary. With the requirement to extend the flight envelope, the loads that an aircraft ex-
periences have resulted in the once inconsequential oscillations resulting from non-linearities
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becoming areas of concern. These oscillation have consequences on the aircraft in terms of
both handling quality, vibration and, perhaps more importantly, fatigue (the ramifications of
structural non-linearities upon fatigue aspects is discussed briefly in the results section). Ad-
ditionally, for aircraft performance improvement to be possible and practically applied within
industry the predictive tools used to analyse these non-linear systems must generate results in
times comparable to the modal techniques currently used.
In the following sections a review of the basic models identified by Woolston et a1. [26] is
made which is supplemented by some comments on the combination of such non-linearities.




A cubic non-linearity, as its name suggests, can be expressed in terms of a cubic polynomial
equation of the form,
(2.1)
where M(y) is the system restoring force in the y degree-of-freedom, k is the linear system
stiffness and '1/;3is a scalar number that determines the "strength" of the non-linearity.
Cubic non-linearities take two basic forms, either softening or stiffening, as shown in the force-
displacement curve in figure 2.1. A softening type non-linearity occurs when the value of'l/;3
is negative. The softening non-linearity is defined as being when the system becomes less
stiff, when compared to the linearly stiff system, as the displacement increases. In practical
situations such softening is quite rare and highly undesirable and is usually only observed
when individual aircraft panels flutter after some form of plastic deformation has occurred
to the material. The softening non-linearities results in system limit-cycles below the flutter
boundary calculated using a linear model i.e. '1/;3= 0 (referred to as sub-critical LCOs).
Cubic stiffening non-Iinearities commonly occur in components such as thin wings or, more
prominently, pylon intersections [30, 33]. For a cubic stiffening non-linearity the magnitude
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Fig 2.1: Force-Displacement Curve for Cubic Non-Linearities
stiffening occurs in most structures but is most noticeable when the oscillatory motions are
large. For large displacements the different components tend to lock together, stiffening the
system.
The basic phenomenon of cubic stiffening has been studied widely, not only in the aerospace
field, but also as general mechanical and electrical occurrence. A fundamental cubic non-
linearity testcase used by both mathematicians [34] and engineers [35] is the Duffing Oscillator
which is a single degree of freedom system represented (in terms of displacement, y) by the
equation,
ii + ciJ + k(y + 'l/;3y3) = Fsin(wt) (2.2)
This simple testcase demonstrates phenomena that can be observed in experimental modal
analysis where there is a sinusoidal input of various magnitudes and frequencies. Figure 2.2
shows the response of the stiffening system for a sinusoidal input force, frequency wand
magnitude F in the same degree-of-freedom. In Figure 2.2 the dark dots represent stable
limit-cycle oscillations (LeOs) whereas the empty dots are unstable LeO. A fundamental
problem with non-linear systems is shown in this figure, in that, for a given frequency, there
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Fig 2.2: Amplitude a/Cubic System to a Sinusoidal Forcing
ble cycle). An additional problem with such non-linearities is the "jump" phenomenon [35],
which is when a system "jumps" from a solution on one stable branch on to another branch at
an often indeterminate point. In general, however, the jumps occur in a form similar to that
shown in figure 2.3, creating a type of hysteresis effect. Such hysteresis has been observed
by authors studying aeroelastic systems where limit-cycles appear and disappear at different
velocities depending on whether the velocity is slowly increasing through the range or slowly
decreasing through the range [36]. A softening system response shows the same peak "bend-
ing" phenomenon as the stiffening system, but the peak deflects towards lower frequencies.
The direction in which a peak bends, gives a good indication as to whether the system is stiff-
ening or softening when performing standard modal tests. Finally, the limitations oflinearised
analysis are found in such systems as, for a given forcing frequency, the amplitude of the os-
cillation does not vary linearly with the magnitude of the input force e.g. doubling the force
does not double the response. The analysis of multi-dimensional systems containing multiple
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Fig 2.3: Jump Phenomena within Cubic Stiffening
2.1.3.2 Analysis Techniques
Analogue computing methods were the first techniques employed in the analysis of cubic
non-linearities by Woolston et al. [26, 27]. This technique involved the use of electrical com-
ponents such as resistors, capacitors and inductors to represent mass, damping and stiffness.
They suffered from poor accuracy, as is inherent in such analysis techniques, and the method
additionally restricted the authors to the analysis of weak non-linearities i.e. systems where the
degree of non-linearity is minor compared to a linear system. Shen [29] expanded on this work,
by applying the harmonic balance technique that allowed the weak non-linearity restriction to
be removed. During the mid 1980s Lee et al. [37] analysed a basic pitch-plunge aeroelastic
model with varying amounts of cubic stiffening/softening. In the studies a low-speed aero-
dynamic model, after Fung [1], was used to model the flow. A Runge-Kutta time integration
was used to track the system response with time, allowing a graph of LeO amplitude versu
velocity to be plotted for the various cases.
In an attempt to introduce a more rapid technique Zhao and Yang [38] used an equivalent
stiffness analysis approach - similar to that used by Dowell [15] to analy e plate buckling - to
study the effect of cubic stiffening non-linearities. Zhao and Yang cia ified periodic motion
for various positions of the elastic axis and then validated their results against time integration
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analyses. The large static deflections, particularly, and the periodic motions, more generally,
were seen to exist at very large angles-of-attack where the very basic linear aerodynamics used
by the authors is not applicable.
In the late 1990s a collection of authors from Canada published several papers relating to the
field of non-linear aeroelastics. Studies of cubic non-linearities by these authors started with
a paper by Lee, Gong and Wong [35], in which the basic properties of cubic non-linearities,
as discussed at the beginning of this section, were founded. The work built the aerodynamics
previously derived by Fung [1] with an additional inclusion of four terms representing the in-
tegral terms that allowed the expression of the system in a state-space form. The results were
obtained for both aeronautical and mathematical examples. Slowly varying motions and the
fact that the systems settled in to an LCO so that transient terms could be neglected was as-
sumed. The results showed the bending tendencies previously described but were observed as
being less pronounced in the aerospace applications as the linear aerodynamics approximation
restricted the system to low-amplitude oscillations. The system showed that, for low veloci-
ties, a second resonant peak was observed within the amplitude responses but disappeared at
higher velocities. This phenomenon was possibly due to the coalescence of resonant peaks.
The paper also derived a simple relationship between pitch and plunge amplitude and forcing
frequency, but due to the assumption of slow variation with time, lacked the ability to observe
higher harmonics.
Liu [39] and Wong and Lee [7] applied the centre manifold theory to the same cubic non-
linearity problem as described in the previous paragraph [35]. The application of the centre
manifold technique is, at the time of publication, limited to the analysis of first harmonic solu-
tions although viable extensions to the technique were proposed to overcome this restriction.
The methodology used enables the original eighth order system to be reduced to a simple re-
lationship between the two structural degrees-of-freedom, heave and pitch. As with the paper
in the previous paragraph it is assumed that the system coefficients are slowly varying with
respect to non-dimensional time. The crucial step in this analysis is that the centre manifold
is approximated by a low-order polynomial. The full details of the work are beyond the scope
of this section but may be found in [39, 7]. The results obtained by this method compared
favourably to those generated by conventional Runge-Kutta time integration methodologies.
A major review on the subject of non-linear aeroelastic systems was also performed by Lee
et al. [30], in which non-Iinearities in both structure and aerodynamics were studied. The re-
view included an amalgamation of much of the work concerned with structural non-linearities
including cubic non-Iinearities, Many of the papers covered in the previous paragraphs were
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reviewed and included interesting observations on the chaotic motions of cubic systems. It
was observed that, from the work of Lee and LeBlanc [37] and Lee et at. [40], the weaker the
cubic non-linearity with respect to the linear stiffness, the lower the level of chaos.
In the United Kingdom work has been performed on aeroelastic systems with cubic non-
linearities at Manchester University [41, 42]. This work is an extension of the work performed
in Canada [39, 7] with the inclusion of averaging methods that allowed the consideration of
both autonomous and non-autonomous systems. The results obtained by this method were,
like those of Liu et al. [39] and Wong et al. [7], highly accurate in comparison with time
integration techniques.
Recent work performed by Sheta et al. [33] analysed systems with polynomial non-linearities
both experimentally and using a Navier-Stokes computational aerodynamics code. The non-
linearity studied is a quartic polynomial in pitch and is included within this section as it shows
the same tendencies as cubic stiffening, although it is noted that for small angles the stiffness
curve resembles a softening type system. The experimental model studied was a constant,
unswept chord wing with a NACA-0015 aerofoil section, represented by a two-dimensional
section for the computational analysis. Results showed excellent correlation between physical
and computational experiments for pitch with good results also obtained for heave. Compar-
isons were also made between different aerodynamic models including linear aerodynamic
modelling and the inviscid Euler equations. The results show that the use of Euler aerody-
namics is sufficient for such analyses, with differences between these results and those of the
Navier-Stokes equations being acceptably small. The analysis of computational expense for
the different techniques, which would have aided the assessment of industrial applicability,
was not made in this paper. The authors additionally highlighted the importance of modelling
both aerodynamic and structural non-linearities when accurate analyses are required.
2.1.4 Bilinear Stiffness and BacldashlFreepJay Non-linearities
2.1.4.1 Overview
Many authors in the aeroelastics field have highlighted systems with bilinear stiffness proper-
ties, as shown in figure 2.4, as particularly problematic [26, 27, 43, 44]. Bilinear systems are
characterised by three distinctive zones, two outer zones with the equivalent of a linear stiffness
and a small central area with either a larger or, more usually, lower stiffness. A special form
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Fig 2.4: A General Bilinear Non-Linearity Curve
or freeplay non-linearity as shown in figure 2.5. Both the bilinear and backlash non-linearities
are found within structural joints and bearing assemblies attached to control surfaces. These
forms of piecewise-linear systems are observed not to affect the flutter velocity as, near the
flutter boundary, amplitudes become large and the effect of the small freeplay region is negli-
gible. Freeplay is of particular concern within control systems as the motion is uncontrollable
within the freeplay region. As a result the effectiveness of normal control methodologies is
unknown [23, 25]. With softening bilinear (central region is oflower stiffness) and freeplaying
stiffnesses, fatigue is a considerable problem because limit-cycle oscillations (LCOs) can be
observed at levels far below the calculated flutter velocity (sub critical LCOs)
A common extension to the study of non-linear aeroelastic is the addition of preload to the
system which results in a force-displacement curve as shown in figure 2.6. This form of
freeplay or backlash appears when the static position lies offset from the central region due to
the steady forces, such as static masses/inertias and steady aerodynamic forces, acting on the
system [26,27,45].
The major limitations to the efficient analysis of piecewise linear systems - such a systems
containing bilinear and freeplay non-linearities - are that motions are initial condition depen-
dent and the capture of switching points - points that separate the linear zones - is required
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phenomenon between different stable Leos depending on the perturbation applied.
2.1.4.2 Analysis Techniques
The first study of bilinear stiflhesses was, as with the cubic stiffening non-linearities (section
2.1.3), performed by Woolston et al. [26,27]. Analogue computing techniques and wind tun-
nel models were used to analyse a system free to pitch and plunge with a freeplay in the pitch
degree-of-freedom. The major traits of the freeplay system were derived in this work: firstly
the freeplay system does not affect the position of the flutter boundary compared to a system
with the linear stiffness of the outer regions; secondly the limit-cycles that result from systems
with freeplay are dependent on the initial conditions of the system states; thirdly, the system
exhibits Leos well below the linear flutter boundary. For large amounts offreeplay it was ob-
served that the system effectively acted as a softening spring therefore showing traits similar to
that of a softening cubic spring. Shen [28] extended this work through the use of the harmonic
balance technique and established that the stability boundaries are significantly different de-
pending on the amount of preload applied to the system. However, the use of the harmonic
balance only allowed the analysis of super-harmonics of the fundamental frequencies, and as
a result the sub-harmonics were not captured. The super- and sub-harmonics are defined as
being oscillations that are of greater and lower amplitude than the fundamental respectively.
In 1977 Breitbach [32] revisited the field of structural non-linearities. The work studied
freeplay non-linearities on a three degree-of-freedom (pitch, plunge and non-linear flap ro-
tation) structural model with comparisons being made against wind tunnel results. The numer-
ical analysis used harmonic balance techniques that replaced the original non-linear stiffness
with an equivalent stiffness coefficient coupled with a damping loss angle. The comparative
results were shown to match well for the limited number of cases illustrated.
Yang and Zhao [46] presented results for a two degree-of-freedom aerofoil section with a
bilinear non-linearity in pitch. The results presented were from wind tunnel tests, harmonic
balance and digital analyses. The digital analysis converted frequency domain methods into
the time domain by using the feedback control theory representation of the system [47]. As
the aerodynamics used included cumulative functions (as derived by Theodorsen [48]), lag
functions were used as a method of feeding back the history terms. The authors concluded
that the digital system provided exact solutions to the non-linear problem, unlike the harmonic
balance technique, but was impractical as all possible initial conditions had to be simulated
in order to capture all phenomena. As a further note, they also commented that the harmonic
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balance was a more practically applied method as, for normal levels of structural damping, the
sub-harmonic motions that are neglected in the technique are usually strongly filtered from the
system. This point was further verified in that the harmonic balance results were, in general,
closer to the experimental results than the digital results were. The ability to use the harmonic
balance method to detect two or more stable and/or unstable LCOs for a given set of input
parameters was also shown, i.e. initial condition dependency.
Price, Lee and Alighanbari [45] analysed a two degree-of-freedom system using Houbolts fi-
nite difference method applied to the aerodynamic equations from Fung [1]. Their studies
looked at freeplaying systems both with and without preload, and for different initial condi-
tions. In the study several methods of analysing the results were used, including time inte-
gration results, domain mapping, power spectral density (PSD) plots, phase plane plots and
Poincare sections. These thorough studies provided a good understanding of the system and
highlighted inherent problems when analysing such systems. The domain mapping and time
integrations showed the initial condition dependency observed by many authors, additionally
it was noted that in order to map the complete domain it would require, for the test case used,
a five dimensional graph. The PSD plots enabled the principal frequencies, including sub-
and super-harmonics, to be identified with a largely broadband response seen for chaotic mo-
tions. The PSD results became easily visualised by the use of phase plane plots and Poincare
sections, with the dominant cycles being easily seen as loops and point clustering on the re-
spective figures. Phase plane plots depict state versus state rate and allow oscillations to be
seen as closed cycles. In the plots the sub harmonics are observed as small loops within the
major loops and superharmonics clearly seen as large loops. The Poincare section is a plane
in multi-dimensional space Where points are plotted as time simulations pass through it. Thus,
these sections show clustering points as the motion tends towards a point on an LCD. The
authors study of chaotic regions showed dependency on the relative mass of the aerofoil but
damping was seen not to affect the chaotic region.
The work of Price et al. [45], described above, was extended in 1996 by Alighanbari and Price
[49], who applied the principle of numerical continuation to the freeplay problem. The tech-
nique involved reworking of the basic aerodynamics described in [1] into a state-space form
with a third-order rational approximation to the freeplay non-linearity. Using the AUTO soft-
ware [50] the resultant systems of equations were studied, and both stable and unstable LCOs
were rapidly identified. The continuation software uses a predictor/corrector method to track
static and oscillatory solutions, with stability being assessed through the use of eigenvalues for
stable solutions and Floquet multipliers for oscillatory solutions. The results from this method-
ology showed good correlation to the results previously generated using time-integration tech-
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niques [45]. The methodology used, however, showed some weaknesses as no stable solutions
were obtained over a range of velocities, this was attributed to chaotic motion but was later
contradicted [7]. A second weakness was also observed as LCOs were seen to exist entirely
within the freeplay region. This phenomenon cannot occur as the freeplay region is entirely
linear, but is attributed to the rational approximation smoothing the discrete non-linearity.
The importance of accurate switching point identification was illustrated in a technical note by
Conner et a1. [51]. The paper showed that the solutions with and without boundary identifi-
cation could show radically different forms, as often the sub-harmonics are not detected. The
technique implemented follows from a paper by Henon [52] who developed a single step-back
method to identify the boundary exactly, without requiring the iterative procedures that are
often used to obtain accurate boundary capturing. Henons method was then applied by Conner
et aI. [44] to a three degree-of-freedom testcase with freeplay in the flap. The work used the
aerodynamics model derived by Edwards [2] to create a state-space model of the system with
a wind tunnel test also being performed to validate the theoretical models results. Damping
was incorporated within the model by performing wind off resonant frequency test on the wind
tunnel model without the non-linearity. This technique allowed good results to be generated
throughout the test range. The analysis of the experimental system with the harmonic balance
was seen to be impossible as sub-harmonics were observed that cannot be captured using such
techniques. As the harmonic balance technique would fail for such cases the authors deci-
sion to use time integration methods was validated. The experimental model showed some of
the fatigue and wear properties associated with LCOs as the damping measured before and
after the test differed by up to 12.5%. Later work by Tang et a1. [53] used a reduced-order
aerodynamic model derived from Peters [54] finite state model for two-dimensional flow on
the testcase outlined above. The new aerodynamics showed slight improvement in correlation
with experimental results.
Luber [43] presented one of the few analyses of in-service aircraft. The paper examined the
amount of backlash and hysteresis measured in the rudder and taileron of the Tornado aircraft
and then analysed the system using the harmonic balance method as used by Breitbach [31].
No overall conclusions were drawn in the paper except to say that the general methodology
is in agreement with much of the previously performed analyses. The paper provided useful
abbreviated information on the US military aeroelastic specifications for aircraft as outlined in
the MIL-SPEC [55] (similarly for UK military aircraft the DEF-STAN [56]). The important
specifications are defined as:
1. There shall be a fifteen percent equivalent airspeed margin on the applicable design limit
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speed envelope, both at constant altitude and constant Mach number.
2. The damping coefficient, g (structural damping), for any critical flutter mode or for any
significant dynamic response mode shall be at least three percent for all altitudes on
flight speeds up to the design limit speed.
The wear limits defined in the specifications for control surfaces and tabs are defined in terms
of freeplay and must be maintained throughout the aircraft's life, not just at the time of pro-
duction. The specifications of freeplay vary between components, depending on how much
control power the surfaces have on the rigid body dynamics. The limits are:
1. For a trailing edge control surface which extends outboard of the 75 percent span station
of the main surface, the total freeplay shall not exceed 0.13° or 0.0022 radians.
2. For an all-movable control surface, the total freeplay shall not exceed 0.034° or 0.0006
radians.
3. For wing fold, the total freeplay shall not exceed 0.25° or 0.0044 radians.
Itcan be seen that these specifications are very stringent and the definitions particularly empha-
sise the fatigue aspect of the problem. The tests performed by Luber on several aircraft rarely
detected exceedence of their freeplay specifications for taileron motion and no exceedence for
the rudder. Little information was given in the report relating to the correlation between model
and actual aircraft results restricting the conclusions that could be drawn from the work.
Dimitriadis and Cooper [57] recently investigated the possibility of controlling a freeplaying
system after performing simple energy analyses of the time histories. The work used a quasi-
steady aerodynamics strip theory to analyse a three degree-of-freedom system with freeplay
in control surface motion. The analysis made in the work acknowledged the occurrence of
different limit-cycles depending on initial conditions but concentrated on the stability of these
motions. By analysing the system's energy and the position of the control system when the
energy was at its maximum, the relative stability of the stable LCOs could be derived. The
work showed that by the application of chirp signals to the system it was possible to switch
from the low amplitude to the high amplitude oscillatory system. The control implemented
used a simple control surface rate feedback with gains calculated as the ratio of the maximum
pitch rate to maximum pitch. The inclusion of this control system resulted in a rapid damping
of the motion. However, the freeplay problem was constrained in this paper as the authors
kept the freeplay position fixed whilst control surface actuation occurred. Such an assump-
tion, although convenient, does not strictly represent the real system as the freeplay range is
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a function of the control surface position and as a result is a much more complex system to
analyse.
Clark et al. [23] developed a control system based on the model developed by Conner et a1.
[51]. This work acknowledged that conventional linear control methodologies can effectively
attenuate most LCOs resulting from freeplay by converting the high amplitude low frequency
oscillations in to low amplitude high frequency oscillations in the pitch and plunge degrees-of-
freedom. This conclusion is related to the results drawn previously in the energy analyses of
Dimitriadis and Cooper [57]. In this work it was noted that the flap amplitude of the controlled
system was hardly affected whilst the frequency of oscillation was much larger than that of
the uncontrolled system. This result is expected as control power over the freeplaying surface
is lost whilst in the freeplay region. This means the flap motion must be quicker in order
to compensate. Additionally, emphasis was also placed on minimisation of pitch rotation
further amplifying this motion. The derivation of the control system used H2-synthesis which
generated the gains applied to the system via the minimisation of a cost function.
Tang et a1. [58] analysed the response of three degree-of-freedom, freeplaying systems to gust
excitation. The work compared results generated using a rotated slotted cylinder gust gener-
ator within a wind tunnel facility and theoretical models using the Peters finite state airload
model [54] as used previously by the same authors [53]. The work concentrated on the system
response to single harmonic and continuous frequency gusts (mimicking random gusts). A
reasonable correlation was seen to occur between the wind tunnel and analytical results with
the dominant frequency being identified accurately in most of the tests. Discrepancies in the
system are thought to be attributed to the higher dominant frequencies where little correlation
between theory and test is found.
Trickey, Virgin and Dowell [59] introduced a wide range of techniques for analysing results
from both experimental tests and numerical analyses. Their paper gives a good overview of
methods of analysis including bifurcation analysis, time responses and spectrograms. The
latter technique is a form of power spectral density (PSD) diagram plotted against airspeed
with the peaks in the PSD response being represented by colour intensities. For experimental
models the authors introduced a penetration index scheme that allowed a linear map of the
system to be created. This system is based on the Poincare section - these results were also
plotted in the paper - which is the equivalent of a fixed plane in multi-dimensional space with
trajectories providing discrete points on the plane as the states pass through the plane during
a time simulation. This technique leaves clusters of points from which information about the
LCOs can be taken. The Poincare section allows stability to be assessed by observing the
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grouping of points that shows basins of attraction. The penetration index scheme proposed by
Trickey et a1. [59] takes the equivalent of several Poincare sections and plots the dominant
attractors against the penetration index. This allowed correlation between successive intervals
to be made and a linear map generated. The paper also examined the nature of instabilities by
examining the Floquet multipliers of the system and the way in which the eigenvalues left the
stable unit radius circle. The results presented in the paper were very generalised but provide a
good foundation for future development of experimental analytical techniques including online
monitoring of experimental systems.
Wong et a1. [7] presented a new method for the analysis of piecewise linear aeroelastic sys-
tems by the use of the point transformation method. This is similar to a method developed
separately in this work. The method exactly captures the switching point between different
linear regimes, an essential criterion identified by Conner et a1. [44]. This scheme assumed
that the aerodynamic models used are linear for the range of interest and therefore there exists
a unique solution to the state-space formulation of the equations of motion for the separate
linear regions. Using this fact it becomes possible to solve the equations in order to satisfy
the switching point conditions. As a result, a time simulation can be performed by stepping
from one switching point to the next switching point. The drawbacks to such a methodol-
ogy is the requirement that a numerical, iterative method must be used in order to capture the
switching point precisely as multiple solutions are possible, and the further problem of initial
condition dependency problem is not solved. Such a method, however, is a large step towards
a more rapid system analysis methodology as described later in this work. Further details of
this technique can also be found in [60, 61].
Alighanbari and Lee [62] performed research into experimental analysis of freeplaying sys-
tems. Their work recognised that non-linear phenomena in flight-test data can often be over-
looked as the chaotic and small amplitude LeOs characteristics, associated with non-linear
structures, can be falsely attributed to noise within the signal analysis. The method introduced
in their paper reconstructs phase plane diagrams from the mutual information function and
analysis of the false neighbours. Their worked showed that the data could be successfully
extracted given sufficiently accurate data measurements.
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Fig 2. 7: A Hysteresis Non-Linearitiy Curve
2.1.5 Hysteresis Non-Linearities
2.1.5.1 Overview
An hysteresis form of non-linearity, as shown in figure 2.7, occurs in systems with general
non-linear stiffness coupled with solid friction type damping. Hysteresis characteristics are
linear variations of displacement with applied force until a jump in displacement occurs for a
small increase in force. If the force is further increased the displacement again varies linearly.
When the force is gradually removed the phenomenon repeats itself except that the point at
which the jump occurs is at a lower value. This type of motion is analogous to a freeplay non-
linearity with preload, except for the change in jumping point, therefore, the characteristics
observed in such systems are similar. Analysis of hysteretic motions has received relatively
little attention as its form does not lend itself to simple analysis. When the amplitude of the
motion is low it is usually assumed that the force-displacement curve is linear and bi ects the
hysteresis loop, as shown in figure 2.7.
Hysteresis non-linearities occur at low levels in most systems but can become ignificant in
the yaw pivot of variable wing sweep aircraft. Examples of such non-linearities have been ob-
served in both the F-lll [30] and Tornado [43] aircraft. As with many forms ofnon-linearities
the dependency of the system initial conditions means thorough analysis must be performed
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in order to ensure all possible LeOs are captured.
2.1.5.2 Analysis Techniques
•
The first work on hysteresis type non-linearities, as with the previous two sections, was per-
formed by Woolston et a1. [26, 27]. The work looked at hysteresis type non-linearities that
occurred in aircraft wings due to rivet slip (such non-linearities are rarer today due to modern
manufacturing techniques and materials). This work was based on analogue computing and
showed the trend of variable amplitude of the motion depending on damping. The variable
damping is expected because, for small amplitudes, the system is linear and the stiffness curve
passes through the hysteresis loop, and for large amplitude oscillations the small range over
which hysteresis occurs hardly affects the motion. The effects of hysteresis are only seen fully
for intermediate levels of oscillation in which the system spends a large proportion of its time
going around the hysteresis loop. The hysteresis, like the freeplay non-linearity, was shown to
have little affect on the flutter velocity as the amount of hysteresis is negligible in comparison
to the amplitude of the oscillations near flutter.
Breitbach [32] presented an example of an hysteresis non-linearity which developed on a glider
aircraft aileron hinge, when a typical backlash type non-linearity was placed under preload.
The general tendencies of the system are observed to be similar to an offset cubic curve. A
further realistic system was presented for the same aircraft's rudder which showed a much
more frictional tendency with very high ratios between the various bilinear stiffness regions.
In the presentation of the results the assumption of linear stiffness within the hysteresis box
is seen to be invalid as the hysteresis curves were seen to simply scale downwards (e.g. see
figure 2.8, note that in practical situations rounding of the intersections between the vertical
and horizontal sections was observed). Hysteretic systems therefore act much like a classical
backlash non-linearity where change in velocity coincides with freeplay position. The case
studied concentrated on a linear representation of the hysteresis non-linearity, as shown in
figure 2.7, and a case with offset bilinear stiffness curves. The tendencies observed by the
authors were, again, similar to those observed in the freeplay cases studied. The technique
employed was the harmonic balance method which restricted the isolation of oscillations to
super harmonics of the fundamental frequencies.
Ferrari et a1. [63] and Luber [43] presented work on the backlash present in Tornado aircraft
in both the yawing pivots and the store pivots. Both motions showed the basic hysteresis
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Fig 2.8: Displacement within the Hysteresis Loop
observed. The authors of both papers utilised the harmonic balance technique in order to
analyse the tendencies of the structure and compared their results with flight data. Ferrari et a1.
[63] showed reasonable correlation when comparing store damping values for both analyses,
although the flight test data showed different tendencies depending on the form of excitation
(either longitudinal or lateral). From their work, Ferrari et a1. [63] concluded that the inclusion
of non-Iinearities was not important when calculating aircraft flutter boundaries but presented
some fatigue issues. Additionally it was thought that the oscillatory tendencies below the
flutter boundary were not significant enough to effect aircraft handling qualities. The results
generated by Luber [43] were again reasonable when compared to flight test data but could
be further improved. Overall both Luber [43] and Ferrari et a1. [63] concluded that the basic
trends could be observed in their analysis but more accurate modelling of both aerodynamics
and structure were required.
In the work of Chan [64] and the later review by Lee et a1. [30] result of time simulations
of two degree-of-freedom aeroelastic systems in low-speed flow were presented. A time inte-
gration method was used, with the aerodynamics being based on tho e derived by Lee et a1.
[35]. This work showed the advantage of time simulations over harmonic balance techniques
with more detail of the limit-cycle oscillations being captured than is possible with harmonic
balance techniques. However, the authors did comment that the use of higher order approxi-
mations such as those used by Johnson [65] give much closer results. The techniques applied
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by the author are seen to be very time consuming with a large number of time-integration runs
having to be performed in order to map the whole domain of possible solutions. The authors
also observed a lowering of the flutter boundary depending on the initial displacement applied
to the system. The tendency to lower the flutter boundary seems to the author to be an incom-
plete assumption as factors such as mass and ratio of heave and pitch frequencies were changed
simultaneously. As these factors are known to alter the flutter boundaries independently the
conclusions cannot be clearly drawn. It was also observed that the amounts of freeplay within
the system were above realistic system levels (±2.5° c.f. ±0.25° for operational aircraft).
Wong et al. [7] and Liu et al. [61] used a point transformation technique to identify limit-
cycles within piecewise linear aeroelastic systems. This technique uses the linear nature of
the hysteresis in the various sections to solve the aeroelastic equations of motion exactly at
the system boundaries. The result of this system leads to a highly accurate method for captur-
ing limit-cycles but, although faster than time integration techniques, still requires integration
techniques to be applied and does not overcome the dependency of resultant motion on initial
conditions
2.1.6 Combined Non-Linearities
The combination of the non-linearities as outlined in the previous sections has, as far as the
author is aware, had no coverage. Non-linearities that feature freeplay, bilinear softening or
hysteresis coupled with cubic stiffening have not been researched, although many papers [26,
27,31,43,63] show realistic systems with the effects of these types ofnon-linearities. Figures
2.9 and 2.10 show some of the combined effects. The effect of these non-linearities is thought
to include both pre- and post-flutter trends as, below the linear flutter velocity, the freeplaying
motion causes oscillation whilst, above the linear flutter velocity, the cubic stiffening effect
delays the flutter onset.
The limitations on the study of combining such non-linearities has been highlighted over the
previous section. These are that, with the exception of time integration techniques, the tech-
niques are usually aimed at smooth systems such as cubic non-linearities or at piecewise linear
non-linearities. The methods outlined in the previous sections are mutually exclusive and
































15······· ..· . ... .... . . . .. . ....~" , ." .." .: .
-20~--~-----L----~----~--~~--~-----L----~----~--~-10 -8 -6 -4 -2 0 2 4 6 8 10
Non-dimensional degree-of-freedom
Fig 2.10: A Combined Hysteresis and Cubic Non-Linearitiy Curve
32
CHAPTER 2. AEROELASTICITY
2.1.7 Structural Equations of Motion
The equations of motion for any dynamic system are based upon Lagrange's equation. This
equates the externally applied virtual work (aerodynamic work) with the internally dissipated
energy (kinetic, potential and frictional energy). Lagrange's equation is therefore given by,
!!_ (8(KE)) _ 8(KE) + 8(PE) + 8(DE) = 8W





PE =Potential (Elastic) Energy
DE=Dissipative (Frictional) Energy
8qi = Virtual Displacement of qi
8W = Virtual External Energy
For a general n-dimensional aeroelastic system the various forms of energy are,







where M, K and B are the mass, stiffuess and damping matrices respectively and F is a vector
of input forces. In multi degree-of-freedom systems the damping and stiffuess matrices are
largely diagonal, Le. there is no cross coupling between the equations of the various degrees-
of-freedom, but the mass terms involve full coupling as there are off diagonal terms involved.
Occasionally, some of the off diagonal terms may be neglected when they are small relative to
the on diagonal terms.
Applying Lagrange's equation to the energy representations results in the fundamental dy-




Fig 2.11: Two Degree-of-Freedom Aerofoil Testcase
2.1.8 Test Cases - Two and Three Degree-or-Freedom Aerofotl Sections
2.1.8.1 Linear Equations
The first form of testcase used in this work is based upon a simple two degree-of-freedom
aerofoil model, as shown in figure 2.11 whose equations of motion are,
mh(t) +mXaba(t) + chh(t) + khh(t) = P(t).. , ';.
mXabh(t) +mr~b2a(t) + cao(t) + kaa{t) = R(t) (2.9)
m aerofoil mass
ra aerofoil radius of gyration
xab distance of centre-of-gravity, aft of elastic axis
Ch/a damping in heave/pitch
kh/a stiffness in heave/pitch
P(t) external force applied vertically
R(t) external moment applied around the elastic axis
Using this formulation it becomes possible to apply various aerodynamic models by replacing
P{t) and R{t) by the calculated lift (strictly negative lift as heave is positive downwards) and
moment.
The second testcase is a three degree-of-freedom aerofoil section with a control surface, as




Fig 2.12: Three Degree-of-Freedom Aerofoil Testcase
mii(t) + mxab&(t) +mx~b~(t) + Chk(t) + khh(t) = pet)
mxabii(t) + mr~b2&(t) + [(Gp - ah)mxpb2 + mr~b2].8(t) + con(t) + kaQ(t) = R(t)
mx~bh(t) + [(G~ - ah)mx~b2 +mr~b2]&(t) + mr~b2i3(t) + c~/3(t) + k~{3(t) = Q(t)
(2.10)
r~ control surface radius of gyration about hinge line
GfJb distance of hinge line aft of aerofoil mid chord
c~ damping in control surface rotation
k~ rotational stiffness about hinge
Q(t) external moment applied about the hinge
2.1.8.2 Non-Linear Equations
When non-linear stiffilesses are present within the system the terms defined as khh, kaa and
k~{3must be replaced with their equivalent non-linear representations M(h), G(a) and N(fJ).
The systems may contain non-linearities in more than one of these degrees-of-freedom, but
the general tendencies are that the non-linearities occur in the Q and/or f3 degrees-of-freedom.
When non-linearities occur in both of the rotational states this would simulate an all-moving
tailplane with a control tab, which could both contain the same or different forms of non-
linearities in their control systems.
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Fig 2.13: Bilinear Stiffness Non-Linearity
for the a state in terms of G(a) but are equally applicable to the other states by replacing a
with h or (3 and G(a) with M(h) or N((3). For a polynomial spring, of which cubic stiffen-





where N is the order of the polynomial and 7/Ji are constants defining the degree of non-
linearity. For a bilinear spring,
Go + a - OOf
G(oo) = Go + Gf(a - OOf)
Go + a - 001+ 6(G 1 - 1)
for 00< af
for a f:::; :::; af + 6
for 0> of + 6
(2.12)
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Fig 2.14: Hysteresis Stiffness Non-Linearity
in figure 2.14, the restoring force is described as,
G(O) =
a - of + Go
a + of - Go
Go
for a < Of and Q > 0
for a> -of and Q < 0
for of$; a $; of + c5 and Q > 0
(2.13)
-Go for -of - 6 $; a $; of and Q < 0
a - of - c5 + Go for a> of + c5 and Q > 0
a + of + c5 - Go for a < -of - 6 and Q < 0
where Go, G], of and c5 are constants. For a combined cubic and bilinear non-linearity as
shown in figure 2.15, the equations become,
Go+ (a - of)(1 + 'lfJ3(0 - of)2)
G(o) = Go+ Gf(o - of)
for a < of
for Q f $; a $; Q. + c5
(2.14)
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Fig 2.15: Combined Bilinear and Cubic Stiffness Non-Linearity
For all the equations outlined above, the non-linear systems are non-dimensionalised to give
a slope (stiffness) of unity for the outer linear portions of the hysteresis and bilinear non-
linearities and for 'l/J3 = 0 for cubic systems. These systems can, however, be scaled by
multiplying by a factor ko that is the equivalent linear system stiffness (similarly kh and k{3 for
non-linearities in heave and flap rotation).
2.2 Aerodynamics
2.2.1 Introduction
In the work described in this thesis four basic aerodynamics models have been used. The first
two are derived from the same low-speed incompressible flow model and are therefore only
applicable for freestream Mach numbers below approximately 0.2 (note the second m del can
be extended to supersonic flows). The third model is a time accurate finite-volume code ba ed
on the non-linear Euler equations that can be applied to subsonic, transonic and supersonic
flows. Finally, the fourth model is a Reduced Order Model (or ROM) derived from the non-
linear Euler code and has the same range of applicability. The purpose of a ROM is to give low
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cost solutions which are close approximations to those generated using the full Euler equations.
The low-speed models were chosen as they are well established and testcases are available for
comparative purposes. The third and fourth models were used for flows in the transonic region
as this is where many of the structural non-linearities become problematic because of high
surface loads. The method for obtaining ROMs has only recently been developed and they are
particularly useful as they allow techniques usually used for low-speed analysis to be applied
to transonic problems. The following sections provide brief mathematical descriptions of the
models along with some comments on their applicability for various testcases.
2.2.2 Incompressible Flow Modelling
2.2.2.1 . Fung's Method [1]: Incompressible Model for Two Dimensional, Two Degree-
of-Freedom Aerofoil Sections
The first model to be used is described by Fung [1] and is based on the unsteady aerodynamic
forces acting on a thin aerofoil in a two-dimensional incompressible fluid. The derivation of
Fung's model is based on the equations derived by Wagner, Kiissner, von Karman, Sears and
many other authors [66,67,68,48]. The formulations presented are derived for a two degree-
of-freedom aerofoil section only and applicability is limited to velocities below, approximately,
MachO.2.
The aerodynamic model assumes that the aerofoil is "thin" and that its angle to the flow is
small, therefore the approximation sino = 0 is valid. As the motion starts impulsively from
rest, with a forward velocity of U, the "downwash" on the aerofoil is, W = Ua. Combining
this with the practical assumption that the flow leaves the trailing edge with a finite velocity,
the lift due to circulation is
Ll = 27rbpUw~(T), (2.15)
where b is the length of the semi-chord, p is the air density and T is the non-dimensional time.
T = Utfb (2.16)
~(T) is called Wagner's function and is illustrated in figure 2.16. In this work Jones' approxi-
mation to the function is used
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Fig 2.16: The Wagner Function
The methods of analysis, to be described later, require the combined aero-structural equations
be formulated into sets of Ordinary Differnetial Equations (ODEs). To convert the equations
in to the ODE form it is necessary to define four new states to replace the integral terms. These
were proposed by Lee et al. [35] and are given by
WI = iT e-0.0455(T-TO)a( ro)dro
W2 = iT e-0.300(T-TO)a(ro)dro
W3 = r e-O.0455(T-TO)~(ro)dro
./0
W4 = iT e-0.300(T-TO)~(ro)dro
where a is the pitch of the aerofoil and ~ is its heave (positive downwards) non-dimensionali ed
with respect to semi-chord (~ = h/b). In order to calculate the lift due to circulation, the
(2.18)
downwash w is replaced by the increment of downwash at the 3/4-chord point. The down-
wash comprises of three components; a downwash due to the pitch angle (w = Ua a urning
small angles), a downwash due to vertical translation (w = ¥h' where a prime' denote a
differentiation with respect to non-dimensional time, r) and a non-uniform downwash due to
pitch rate, a (w = G - ah) Ua'). Note that differentiation with respect to physical time is
represented by an overdot. In this equation ahb is the distance of the elastic axis aft of the
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semi-chord. Summing the values of the downwash the circulation becomes,
(2.19)
The increment in the downwash at the 3/ 4-chord at a given time ro can be calculated and, from
this, the lift due to circulation is,
In addition to the circulatory lift, there is a lift force at the mid-chord equivalent to the apparent
mass, p7rb2, times the vertical acceleration at the mid-chord. This lift is given by
(2.21)
Also a lift force exists at the 3/ 4-chord point, which accounts for the force that balances the
apparent mass times the outward acceleration on the aerofoil. This is calculated as,
(2.22)
From these results the moment is calculated as,
(2.23)
where M; is a couple equivalent to the apparent moment of inertia times the angular accelera-
tion,
(2.24)
From these equations the resultant lift and moment coefficients about the elastic axis are.
1Cdr) = 7I"(~" - aha" + 0.') + 271"{a(O) + ~'(O) + (2 - ah)a'(O)}¢(T)
+ 271"loT ¢(T - ro)(a'(ro) + ~"(ro) + (~- ah)a"(ro))dTo (2.25)
1 1
CM(T) = 71"(2 + ah){ 0.(0) +~'+ (2 - ah)a'(O)}¢(r)
+ 7I"(~ + ah) loT ¢(T - To)(a'(ro) + ~"(ro) + (~ - ah)a"(To))dro (2.26)
71" (" ") ( 1 )71", 71""+ -ah ~ - aha - - - ah -0. - -0.. 2 2 2 16
Using the augmented states given in equation 2.18, Lee et al. [35] constructed a set of equa-
tions that define the lift and moment for arbitrary motions in heave and pitch,
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The coefficients Co, • •• ,Cg, do, . .. ,dg and f (r), 9 (r) are given in Appendix A. In these equa-
tions f (r) and g( r) are functions dependent on initial conditions and Wagner's function. These
can be neglected for large values of r as any transients would be damped out.
These equations are to be coupled with the structural equations in section 2.1.8 to allow a state-
space model of the complete aeroelastic system to be created including any non-linearities that
may be present within the structure. As the terms f(r) and g(r) contain initial condition
dependency terms, care has to be taken when implementing control analyses. For simplicity,
it is assumed that the system has either been in motion for a long time and therefore the
transients have decayed or the initial displacements must be set to zero and any initiating
impulses applied in the velocity terms. Using this technique, generality is not lost, model
construction is simplified and the advantages of state-space modelling can be embraced.
2.2.2.2 Edwards' Method [21: Incompressible Model for Two-Dimensional Three Degree-
of-Freedom Aerofoil Sections
The method derived by Edwards et at. [2] is based on the same theory as that presented
by Fung [1] and derived in the previous section. By using the Pade approximations to the
simple harmonic loads, Edwards et a1. [2] was able to represent the rational components of the
circulatory lift by two additional ordinary differential equations and two augmented states. As
for the previous model, the system derived allows a state-space model of the aeroelastic system
to be constructed. The model derived by this method is for a three degree-of-freedom aerofoil
section with the freedoms in heave, pitch and flap rotation, This technique is only applicable
to low-speed incompressible fluid flows (below approximately Mach 0.2), but the author also
presented a methodology that is applicable to compressible supersonic flow (for further details
see [69]).




where Lnc is the non-circulatory lift of equations 2.21 and 2.22 and L, and Lnr are the rational
and non-rational components of the circulatory lift respectively. In this formulation s is the
Laplace Transform variable, s = 0' + 'lW, "8 = sb/U, ¢{s) = 1 - C("8) where C("8) is the
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generalised Theodorsen function (related to Wagner's function) and,
1Q(s) = sh(s) + Ua(s) + (2" - ah)bsa(s) (2.32)
Ko, K, and 10, II are modified Bessel functions of the first and second kinds respectively.
Following the work ofTheodorsen [48] the aerodynamic loads in heave, pitch and flap rotation
can be represented by Qaero (s) as,
(2.33)
where the matrices in equation 2.33 are given inAppendix B. It can be seen that the represen-
tation is in the form of an aerodynamic equivalence to a mass, damping and stiffness matrix,
except for the final term that includes C(8). Performing a Laplace transformation on Jones'
[70] exponential approximation of Wagner's function, given in 2.17, gives an approximation
to C(8) as,
C(8) ~ 0.582 + 0.28088 + 0.01365
82 + 0.34558 + 0.01365 (2.34)
Converting this system of equations into the time domain results in a state-space representation
of the aerodynamics as,














Xp is a vector of the two augmented states required to represent 2.34. The matrices in equation
2.35 can be found in Appendix B.
Using the above technique Edwards achieved a good representation of the eigenvalues of the




Fig 2.17: Finite VolumeDiscretisation of a Flow Field around an Aerofoil Section (C-grid)
2.2.3 Finite VolumeMethod: Full Euler Simulations
The fundamental equations governing fluid dynamics were derived by Euler for inviscid flow,
and later extended to give the Navier-Stokes equations for viscous flows. The analytic solution
of these equations is not generally possible and a numerical procedure must be performed using
finite volume, element or difference representations. In the finite volume representation the
fluid is broken down into a number of cells, as shown in figure 2.17, and the equations solved
at the cell-centres or vertices. The fundamental equations are based on conservation of mass,
momentum and energy. The Euler equations, neglect the frictional and thermal conduction
terms, therefore factors such as separated flow and boundary layers are not simulated directly.
The Euler scheme is most applicable to high Reynolds Number flows where the boundary layer
is thin and so for aircraft surfaces Mach numbers roughly between 0.3 and 1.2 i reasonable.
The details of the derivation of the fundamental equations of fluid flow can be found in many
books on the subject and so is not essential for inclusion in this work. The aerodynamic code
to be described here is based on Jameson's original cell centred scheme as implemented by
Gaitonde [71] for unsteady flows on moving meshes.
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2.2.3.1 Moving Grid Euler Equations [3]
Inviscid, compressible, two-dimensional flow can be represented by the Euler equations that
are written in integral form on a moving mesh as
!/LQdA+ /a}Fdy-GdX)=O
where Q represents the vector of conserved variables, F and G are the convective flux terms
(2.37)
in the x and y directions respectively, A is the area of the domain over which the integration


















where p, p, U, v and e are the pressure, density, x- and y-components of velocity and total
specific energy. The contravariant velocities U and V are expressed as,
u = U - ug V = v - Vg (2.41)
where ug and Vg are the grid speeds in the x and y directions respectively. The pressure, p, is





where 'Y is the ratio of specific heats (1.403 for standard air).
(2.42)
2.2.3.2 Solution Procedure
The Euler equations 2.37 are applied to each cell of the grid. Following Jameson et al. [72]
the time and spatial terms in the equations can be decoupled and for the ijth cell of the grid
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the following equation is obtained,
d-(A ..Q ..) +C..= 0dt 13 13 13 (2.43)
where Qij is a cell-average value of Q assumed to be located at the cell-centre. Ai; is the area
of the cell and Cij approximates the flux integral component of2.37 and is given by
4
c; = 2:)Fm6.Ym - Gm6.xm) (2.44)
m=1
where the flux vectors, Fm and Gm, are calculated on the cell sides which have lengths of
6.xm and 6.Ym as their x and y components. The conserved variables on each side are taken
as the average of the values at the cell-centres adjacent to the given side. The grid speeds on
the cell side are taken as the average of the speeds at the vertices of the side.
In order to prevent oscillatory solutions near shocks and odd/even point decoupling, equation
2.43 is augmented with an artificial dissipation term,
d
dt (AijQi;) + Cid - Dij = 0 (2.45)
which is given by Jameson et al. [72] and depends on the local pressure gradient.
Following Jameson [73], an implicit algorithm is obtained by approximating 2.45 at time level
(n+1) by,
!!_{A~:+lQ~:+l) +R~:+l = 0dt 13 '3 'J (2.46)
where
(2.47)
and the superscript (n + 1) denotes the time level (n + l)6.t.
The time derivative is approximated by an implicit finite difference approximation. Using a
second order time discretisation equation 2.46 becomes,
3A"+1Q"+1 4A" Q" +A"-1Q"-l
R*(Q~:+l) = id id - id i; i; i; + R(Qn:+l) = 0
'J 26.t 13 (2.48)
This is then solved via a dual-time scheme. A derivative with respect to a fictitious pseudo
time, r, is added to equation 2.48,
dQn+l
A~:+l ij +R*{Q~:+l) = 0
'J dr '3 (2.49)
The solution of 2.48 is then equivalent to marching equation 2.49 to a steady state in pseudo
time. Note that the area in 2.49 is calculated via a geometric conservation law in order to




This is solved using the same implicit finite difference as used for the physical conservation
equations, see [73].
2.2.3.3 Integration in Pseudo Time
The system of equation 2.49 is integrated in pseudo time using an explicit four-stage Runge-
Kutta method;
Q{D) = (Qij+l)m
Q(l) = Q(O) - ~ A~~l R*(Q(O»)
IJ
Q(2) = Q(O) - ~ ~~l R*(Q(I»)
IJ
Q(3) = Q(O) - ~ A~~l R*(Q(2»)
IJ
Q(4) = Q(O) - A~.:l R*(Q(3»)
IJ
(2.51)
where the superscript m denotes the pseudo time level mD.T and
[
3An+1Q(L) 4An o: +An-1Qn-l 1
R*(Q(L») = ij - 2~t ij ij ij + Cij+l(Q(L») _ Dij+1(Q(O») (2.52)
Note that the dissipation is fixed at its first stage value throughout each pseudo time integration
step for computational efficiency and restrictions on the pseudo-time step size are applied to
guarantee stability.
2.2.3.4 Moving Grid Algorithm
The section above described a form of finite volume solver that is commonly used to solve
static problems by setting ug = Vg = 0 and maintaining constant grid areas. In order to solve
the equations of the previous section, including the moving body, it is necessary to implement
an algorithm that can calculate the position and speed of the grid at any time. The method
chosen to calculate these grids is that of Gaitonde and Fiddes [3] and is outlined below.
The solution of the Euler equations on a moving mesh requires a new grid and the corre-
sponding grid speeds at each time step. In view of the potentially large numbers of possible
configurations that can occur, any grid generatio st not be too time consuming.
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Algebraic grid generation based on transfinite interpolation (or TFI) was used to rapidly gener-
ate a structured moving grid. The grid generation procedure effectively interpolates grid points
in the computational domain from prescribed points on the inner boundary (aerofoil surface)
and the outer boundary (far-field). An additional benefit of this scheme is that the speeds of
the grid points can be found analytically by using the same scheme.
In this work, the motion or deformation of the aerofoil is available from the structural equation
such that the surface position is known at a given time, t. At each time-step the transformation
from the computational to physical domains is a vector function,
F(7], (, t) = {X(7], (, t)}
Y(7], (, t)
(2.53)
where 7] and ( are parametric co-ordinates of the grid. Without a loss of generality,
o ~ 1] s 1, (2.54)
This formulation allows the computational domain to be defined in a regular rectangular co-
ordinate system as shown in figure 2.18. Using this construction only the position of the
boundaries and the direction at which the grid lines leave the boundaries is required, see [74].
In this computational domain definition the aerofoil surface corresponds to ( = 0 and the
far-field boundary corresponds to ( = 1, with the mapping given by,
F(7], (, t) = a~()F(7], 0, t) +Q~(()~~ (,0, t) +a~()F((, 1, t) +a~() ~~ ((,1, t) (2.55)
This produces a boundary fitted grid, with specified boundary directions provided the blending
functions satisfy certain conditions, see [3].
If grid control at the outer boundary is not enforced then the blending functions, a~,as de-
scribed by Eriksson [74], can be applied, producing an exponential stretching of the grid from
the aerofoil surface to the far-field boundary. The functions are,
a~(() = 1_ eKe - 1- K(
eK -I-K
al() = e _ eKe - 1- K(
eK -I-K
o eKe -1- K(
a2(() = eK - 1- K
a~(() = 0 (2.56)
where K is a stretching parameter.
However, these simple blending functions do not always give sufficient control over grid spac-




Fig 2.18: Aerodynamic Grid Mapping Characteristics
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intermediate set of control variables, where each intermediate co-ordinate is related to a corre-
sponding computational co-ordinate by single-valued functions. For example if the intermedi-
ate co-ordinates are X and ( then
x = /(77), A = g(() (2.57)
where X and A lie in the range zero to one and /(77) and g() are monotonically increasing
in the range, 0 ~ 77 ~ 1 and 0 ~ ( ~ 1. The uniformly spaced points in the computational
domain thus map to rectangular non-uniformly spaced points in the intermediate domain. The
blending functions are the rewritten as functions of the intermediate variable, giving
F(77, (, t) = a~(A)F(77, 0, t) + a~(A) ~~ (77, 0, t) + ag(A)F(77, 1, t) (2.58)
assuming a~(A)= O.
The grid speeds required by the flow solver can then be easily found by differentiating 2.58
with respect to time. As the outer boundary of this calculation is fixed and assuming the
blending functions are independent of time
a:; (77, (, t) = a~(A)a:; (77,0, t) +aHA)! (~~) (77,0, t) (2.59)
Applying the above method, a technique to generate and then deform a two-dimensional grid
systems has been described. The technique has been well established and has been demon-
strated to allow "good" grid deformation when suitable account is taken of factors such as
required grid density and surface grid point location.
2.2.4 Reduced Order Modelling
2.2.4.1 Introduction
The modelling of the flow about a typical aerodynamic geometry using the full Euler equations
in finite volume form yields a very large, non-linear system of ODE's (of the order of30,000
for a typical two-dimensional cases presented in this work). For unsteady problems this large
set of equations must be solved at each real time step. Whilst the dual time scheme of sec-
tions 2.2.3.2 and 2.2.3.3 has proved to be computationally efficient compared with alternative
unsteady time integration schemes, e.g. explicit, it is still expensive when many parameters
need to be investigated. There has therefore been a new focus of research effort into so-called
reduced order models (ROMs).
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The principle of the ROM technique is to reduce the flow equations with several thousand
degrees-of-freedom (5 degrees-of-freedom at each node in two-dimensional flow), to a linear
system with only hundreds or even tens of degrees-of-freedom whilst retaining much of the
accuracy of the full equation set. There are several techniques available to allow ROMs to
be generated [76, 17, 19, 18]. In this work ROMs produced using the approach described
by Gaitonde and Jones are used [4, 5, 6] due to their compact formulation and availability
to the author. The first step in generating the ROMs used here has been the assumption that
the flow equations have been linearised about a non-linear steady state condition. Non-linear
phenomena such as shocks and vorticity are therefore captured but their motion is linearised
with respect to structural motion.
2.2.4.2 Time-Linearised Euler Equations [4)
The Euler equations given by section 2.2.3 are applicable to full non-linear unsteady inviscid
flows with no restriction on the size of the unsteadiness. In many cases the unsteadiness
present in the flow is small and flow quantities can therefore be approximated by the sum of
the mean base flow value plus a small unsteady perturbation component. A time-linearised set
of equations can then be found by substituting into the full equations and linearising.
In the conservation equations 2.45, the following substitutions are made,
p = p(x, y) + p(x, y, t)
u = u(x, y) + u(x, y, t)
v = v(x, y) + v(x, y, t)





where an overbar indicates a mean flow quantity and a hat indicates a perturbation.
Assuming that the grid speeds and other perturbations are small, only the linear first-order
terms need be retained and the time-linearised Euler equations are obtained.






The other matrices in equation 2.61 are given in Appendix C along with the perturbation form
of the Geometric Conservation Law.
Special consideration needs to be given to the usual Jameson type dissipation as it cannot be
simply linearised. This complication arises because the switch used cannot be linearised. In
order to obtain a truly linear dissipation a switch based on the mean switch value has been
used by other authors. However, these techniques are yet to be fully developed therefore the
switch values have been fixed [5].
2.2.4.3 Impulse Response Function [5)
The impulse responses or Markov parameters of a system are "memory" functions or temporal
representations of the manner in which, and the time over which, a perturbation remains ac-
tive in the response of the system. Once such responses are available the exact response to an
arbitrary input (steady or unsteady) can be predicted because all responses of the system are
scaled and shifted superpositions of the "memory" functions, see Wylie and Barrett [77] for
the continuous theory and Silva [78] for the discrete theory. For example, for a three degree-
of-freedom aerofoil section, the response for any input can be constructed via convolution
from the impulse responses for heave, pitch and control surface deflections and their respec-
tive velocities. In this work solutions are not calculated by reconstruction, rather the impulse
responses are used to obtain a ROM via the Eigensystem Realization Algorithm (ERA) [79].
It is worth noting that in many studies where reconstructed systems are analysed, the decou-
pIing of the displacement from its derivative, e.g. heave and heave-rate, has not been made.
This is incorrect and causes impulse or step inputs to give rise to infinite values for their deriva-
tives. As a result many authors opted to use smoothed input functions resulting in finite values
for the derivatives. However since the displacement and derivative are not decoupled, the fre-
quencies that are excited are a function of the shape of the pulse with high frequencies being
excited by narrow pulses and low frequencies excited by wider pulses. Implementing two
separate impulses for each mode, one in displacement and one in its derivative, gives an infi-
nite range frequency excitation. From the literature, many of the smooth impulse techniques
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Fig 2.19: Impulse Excitation
dominant in aerodynamic flows are excited and errors due to incorrect derivative definition are
small. However, for cases with stronger non-linear responses the separation of the inputs must
be made.
To find the sample or discrete pulse response for discrete systems means that in each of the
modes an impulse of the form,
o,(n) = {
1 for n =.i
(2.63)
o for n =I j
is applied with n being a discrete-time variable and j being a selected time-step, ee figure
2.19. Each other mode has a zero input. The system response to any general input can be
obtained as a convolution sum of the inputs with the sample response of the system, see [5].
For the heave degree-of-freedom it is sufficient to implement the impulses in both y and y to
obtain the heave freedoms Markov parameters. As pitch and flap motions are rotation both x
and y and their associated velocities change for points on the aerofoil therefore four impul e
are required. However, if the motions are assumed small, the motion can be linearised thu
reducing the number of inputs required to two, one for the x and y displacements, which
always act together, and a second impulse for their respective rates.
53
CHAPTER 2. AEROELASTICITY
2.2.4.4 Eigenvalue Realisation Algorithm and the Reduced Order Model(6)
The following section gives an overview of the process required to generate the Reduced Order
Model (ROM) using the Eigenvalue Realization Algorithm (ERA), full details of the method-
ology used can be found in reference [6].
The time-linearised Euler equations 2.61 can be written in state-space form for a three degree-
of-freedom aeroelastic system as,
X(t) = AX(t) +BU(t)
Y(t) = CX(t) +DU(t) (2.64)
where A, B, C and D are system matrices. The vectors U and X are,
where h is the heave displacement, a is the pitch rotation and {3 is the flap rotation. The terms
in the X vector are the perturbations of the density, speeds and pressures from their mean
values. As the scheme is cell-centred, the centres are labelled as i= 2, imax and j = 2, jmax
in the computational domain.
The vector Y is the output, which can contain any quantities that can be calculated from the
data available, but, for aeroelastic systems, it is convenient to set it to,
(2.66)
where C" Cm and c, are the changes in lift, elastic axis moment and hinge moment coeffi-
cients from their mean values.
Using this representation it is possible to realise and reduce the system matrices by construct-
ing the Hankel matrix from the continuous system's Markov parameters or impulse functions
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[79]. However, the information required to construct the matrix is not always directly available
and therefore, a discrete approximation to the continuous linear system is required instead. The
state-space representation of 2.64 is put in discrete form using an implicit approximation to
the time derivative which is given by,
Xk - Xk-1 = AX BU~t k+ k
Yk = CXk +DUk (2.67)
where X, U and Y are discrete approximations to X, U and Y, and the subscript k represents
the time level kD..t. These equations can be rearranged as,
Xk = AXk-1 + 13Uk
Yk = CXk +DUk (2.68)
where,
A = (I - A!\t)-l
13 = (I - A!\t)-lBAt
C=C
D=D (2.69)
This formulation can be solved using the z-transforms [5, 80, 81], resulting in the discrete
output equation,
n
Y(k) =LH(k - n)U n (2.70)
k=O
The matrix fI is composed of columns which are the outputs for a unit sample input on each
input channel separately, i.e. the ith column is the output vector at time k for a unit sample
input in the ith component of U with all other entries of U set to zero, see ApJevich [82]. Note
that the columns of fI are also called the Markov parameters of the system.
The Eigenvalue Realisation Algorithm is that of Juang and Pappa [79] and can be applied
to both continuous and discrete Hankel matrices requiring only a knowledge of the Markov
parameters. If the system has p outputs and m inputs then each of the Markov parameters are
of size p x tn, and the Hankel matrix Hr. (k) is thus of size rp x sm.
The Singular Value Decomposition (SVD) method requires that the Hankel matrix, Hra(O),
can be represented as,
(2.71)
where the matrix W is diagonal (of order sm x srn) with the elements from top left to bottom
right in increasing size order, U is rp x sm and V is sm x sm. The rank of the ROM of
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the system is determined by the number of elements ofW which are larger than some desired
accuracy or by taking into account only the n largest singular values of W. If the Hankel
matrix is then partitioned and approximated by,
(2.72)
where the matrices U, W and V have been reduced in size by deleting unnecessary rows and
columns as appropriate to give P, F and Q respectively, see [6].
It is then shown in [79] that the matrices can be realised as,




To reconstruct the continuous ROM such that the time-step size can be varied, the inverse of
the transformations of the equations 2.69 is performed. However, the terms which have been
omitted from the reduced size Hankel matrix may not be exactly the same terms which would
have been omitted from the equivalent continuous Hankel matrix. However, it is probable that
the dominant terms are correctly predicted.
2.3 Aeroelastic Coupling
The methodology that is adopted for coupling depends upon the formulations of the aerody-
namic equations as different non-dimensionalising methods are used. Also consideration has
to be given to the formulation of the finite volume Euler equations of section 2.2.3 as they are
not in state-space form.
2.3.1 Coupling of Fung's Method [7]
To couple the structural dynamics equations with those of section 2.2.2.1 requires lengths to be
non-dimensionalised with respect to the semi-chord, b, mass to be non-dimensionalised with
respect to the relative density of the air and time to be non-dimensionalised to the time taken
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for the body to move the distance of a semi-chord. The formulation used here is from the
methodology used by Wong et al. [7]. In non-dimensional form equations 2.9 become,
~"+xaa" + 2(e;~1+ (;r M(~) = - :JJ CL(T)
xa"" 1 I (1) 2 () 2 ( )
r~~ + a + 2(a U*a + u* G a = 7rJJr~CM T (2.75)
for a two degree-of-freedom test case where,
m 2 i: h Ut
JJ= 7rpb2' r a = mb2' ~ = b' T = T'
U (h (0 WeU* = -, Ch = --, Ca = -- and ze = -
bWa 2mwh 210wa Wa
(2.76)
If the aerodynamic equations of2.27 are combined with the above representation of the struc-
tural equations, it results in the state-space form (given by Wong et al. [7]),
a' 0 1 0 0 0 0 0 0 a
a" a21 a22 a23 a24 a25 a26 a27 a28 a'
~' 0 0 0 1 0 0 0 0 e
~" a41 a42 a43 a44 a45 a46 a47 a48 ~'-
w' 1 0 0 0 -Cl 0 0 0 WI1
W' 1 0 0 0 0 -C2 0 0 W22
w' 0 0 1 0 0 0 -Cl 0 W33
W' 0 0 1 0 0 0 0 -C2 W44
0
j(do(;")2 M(~) - Co(J. )2G(a))
0
+





where the terms j, a21, .•. , a28 and a41, ••• ,a48 are given in Appendix D.
2.3.2 Coupling of Edwards' Method [2]
The coupling of the aerodynamics of Edwards et al. [2] with the three degree-of-freedom
structural equations as defined in equations 2.10 uses the same non-dimensional factors as in
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the previous section except that the time remains dimensional, resulting in,
e" + xoo."+ xp{3" + 2((e +w~M(e) = -Cdr)
Xae" + r!o." + [r~+Xp{Cp - ah)]{3" + 2(oa' + r!w~G(o.) = 2CM(r)
xpe" + [r~ + xp{Cp - ah)]o." + r~{3" + 2(p{3' + r~w~N({3) = 2CH(r) (2.78)
This formulation is consistent with the form of equation 2.34 and can be easily implemented






















2.3.3 Coupling the Full Euler Code
The direct coupling of the full Euler code with the structural dynamics equations was not made
in this study. Instead, a strong coupling scheme as developed by Newmark [83, 84] and used
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where q represents the structural states, ' is differentiation with respect to non-dimensional
time and (5 and Q are parameters chosen to maintain integration accuracy and stability. For the
testcases in this work the variables are set to (5 = ~ and Q = ~which have been proven to
give good accuracy [85]. The vector q contains the structural states, e, Q and {3. It is assumed
that the value of q from the current time-step, t, is known and so, to predict the information at
t + D.t only q"t+l:;.t is required. The basic equation 2.8 can be applied at time level t + At as,
(2.85)
where rr: is the vector of lift, moment and hinge moment. The mass, damping and stiff-





Substituting q't+l:;.T and qt+l:;.T from equations 2.83 and 2.84 into equation 2.85 gives,
(2.89)
The above formulation allows the calculation of q"t+l:;.T directly and thus both q,t+ll.T and
qt+ll.T if the aerodynamic forces are known at the time-step t +At.
In order to obtain a fully accurate solution, the equations for the dynamics and aerodynamics
must be solved simultaneously for q and fa. The simultaneous solution is only possible if an
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iterative procedure is used. In this procedure [85], at a time-step t +At, the aerodynamic and
dynamics codes are run several times until,
max(l/~ - 1~-11)< r (2.90)
where l is a number of iterations between the aerodynamic and coupled codes at time level
t+At and r is a specified convergence tolerance. This process is started by initially estimating
It+~t asII '
It+~t '" 31t _ 3It-~t +r:":II '" II II II (2.91)
then, solving the structural equations 2.89, to give new displacement, ijt+~t, and velocity,
ij't+~t. These values are then returned to the aerodynamics code to give a new value for I~+~t.
The new force value is then substituted into 2.89 and the process repeated until convergence
is achieved. Weak coupling schemes - which are not used here - solve for q and lout of
step, thus avoiding iteration but introducing an additional error. Strong coupling has many
benefits over weak coupling [85], but mainly that for a given convergence rate the number
of steps required per cyclic oscillation is much lower. For the cases that are modelled in this
work the number of steps per cycle is set at approximately 60. This approach was shown by
Djayapertapa [85] to give good accuracy with only a small penalty in terms of computational
speed.
When applying this technique to non-linear structural problems such as cubic stiffening and
freeplay this formulation is not directly applicable. The equations become non-linear functions
of the position vector q and therefore equation 2.85 is not valid. For the case of the simple
bilinear and hysteresis this problem can be overcome by using the stiffness in the particular
region of interest. For polynomial non-linearities the solution required is complicated, as the
system stiffness changes through every time-step. As a result the stiffness at each time-step
must be linearised to form an equivalent stiffness matrix K. This has implications upon the
time-step that can be utilised. However, it is possible, during the iterative convergence stage, to
alter K to be the average between time-steps t and t + At, so maximising the allowable time-
step. Using this method, however, care must be taken at turning points and at switching points
if piecewise non-linear systems are implemented as the predicted stiffnesses maybe incorrect.
This would result in a requirement for a very small time-step relative to step sizes typically
used in linear analysis.
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2.3.4 Coupling the Reduced Order Model (ROM)
The ROM can be easily coupled to the structural model to create a state-space model of com-
plicated non-linear systems. The basic formulation of the ROM gives a state space model of
the aerodynamics as,
X(t) = AX(t) +BU(t)








where ha is positive upwards and non-dimensionalised with respect to chord in the aerody-
namic formulation so ha = - 2e. Rearranging the equations of motion into a form consistent
with this aerodynamic formulation, the structural equations become,
[ -2 x.
xp ] t}-2xQ r~ r~+xp;~p- ah) :
-2xfJ r~ + xfJ(CfJ - ah)
2Moo,f'i rw((( 0
o ] t} -2(!£.11. )2 0 0 C}4M2 'Y Wo2wQ(a 0 r2 0+ U*..fo 0 ~ + U*~ Q r~ (~fo ' 0 2wf3(fJ f3 0 0
{ -(C.+CLl }4M!'Y -- ~ (2.94)= 7rJ-L 2(CMeo + ~MeJ
2(CH + CH)
which is of the form of the equations of motion 2.8. If the vector U is split into,
(2.95)
using the state space formulae 2.92 the equations of motion become,
MU, +B,U, +KU, = 4~:'Y (r{ex +DU} +(~~.ll(2.96)
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Using this formulation a set of ordinary differential equations that represent the structural




0 0 1 0 0]
J= 0 0 0 1 0
o 0 001
(2.99)
Combining this representation of the structural motion equations with the aerodynamic state-
space equation (2.64), the aeroelastic model of the system is obtained,
(2.100)
With the state equations in this form it is possible to implement existing well developed aeroe-
lastic analysis techniques that are usually used only for low speed analysis.
When non-linear stiffhesses are investigated, the additional non-linearities can easily be sub-
stituted with the relevant terms from the stiffhess matrix removed if required. Therefore, the
structural dynamics equation (2.98) becomes,
IM(h))M-I G(o:)N(f3) (2.101)
where K. is now,
K. = [0 B.] (2.102)
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2.4 Ground Vibration Test Simulation
In industry Ground Vibration/Resonance Tests (GV(R)Ts) and shaker table tests are performed
to validate finite element models of structures. These tests consist of suspending the aircraft or
component from bungees or low frequency supports and applying vibrations through shakers.
Accelerometers attached to the shakers and model then feed back information regarding the
structural dynamics for a known applied load. After post-processing the signals from the ac-
celerometers and the shakers, it is possible to generate Frequency Response Functions (FRFs)
and to extract the mode shapes of the system, Le. the deflected shapes that occur for a given
input. This information is then analysed and information regarding damping and non-uniform
stiffuesses is extracted which is then used to update the finite-element model of the structure.
In linear system models the mode shapes and FRFs are easily extracted by knowing the mass,
damping and stiffuess matrices. When analysing the response of non-linear systems the lin-
ear amplitude relationship no longer holds. The amplitude relationship for linear system says
that, if the force from the shakers is doubled then the amplitude also doubles. For non-linear
systems this no longer holds true and, therefore, tests for different ampJitude inputs must be
performed.
Conventionally, GVTs and shaker tests take the form of sinusoidal oscillations at different
frequencies with a fixed amplitude. The frequencies are usually swept through at a logarithmic
rate as the width of any frequency peak also tends to vary logarithmically. Nowadays, random
inputs are applied but with equal energy being applied at all the frequencies within the required
frequency range. As equal energy is applied the dominant frequencies that are found are the
same resonance peak that would have been found during frequency sweep type tests. However,
it is shown that because, in non-linear systems, the amplitude of the oscillations seen does not
vary linearly with the magnitude of the force applied, sinusoidal tests only can be used as a
comparative method as both the frequencies and, more importantly, the magnitudes are known.
To allow better methods of model validation from GVTs it is desirable to analyse the system
with any known or predicted non-linearities included. Therefore, to simulate ground vibra-
tion tests on non-linear structures, the standard equations of motion 2.75 and 2.78 have been
analysed for the two and three degree-of-freedom cases respectively. The system has been
analysed by recreating the test conditions with the aerodynamic functions being replaced by




The preceeding chapter Sdescribed the type of non-linearities that may exist in aircraft struc-
tures. The types of non-linearities described included both forms that could be described
exactly by a single equation (continuous non-linearities) and systems that contained discrete
discontinuities; the latter category included combinations of continuous and discrete non-
linearities. A discussion of previous studies of the various aeroelastic structural non-linearities
has also been made, highlighting the benefits and restrictions of the various methods adopted
by the authors. Following this discussion, the basic system of aeroelastic equations was de-
scribed in terms of two (heave and pitch) and three (heave, pitch and control rotation) degree-
of-freedom systems including derivation from the basic Lagrange equations.
The aerodynamic models to be used in this work have also been discussed in this chapter,
along with a description of how they are coupled together with the structural equations. The
aerodynamic models were divided in to three basic forms low-speed models (less than approx-
imately Mach 0.2), finite volume (Euler) models and Reduced Order Models (ROMs). The
low-speed models are extensively used in the study of aeroelastic systems with non-linearities
or when analysing control systems as they are simple to implement, well established and lend
themselves to being expressed in the same form as the structural equations. The finite vol-
ume techniques are now also becoming well established and allow the simulation of transonic
flows. The method suffers from long run times as the analysis usually takes the form of a
time integration that requires many steps before a stable solution is reached. Recognising the
problems of the finite volume technique, the Reduced Order Models (ROMs) express the aero-
dynamic forces in the same regimes as the Euler simulations in the same form as the structural
equations and, as such, do not rely on time integration methods. The accuracy of the ROMs
has as yet to be proven as it is a newly established technique but if it is successful, it should
allow transonic aeroelastic problems to be solved more quickly than is currently possible.
In conclusion, this section has described the type of non-linearities that may be encountered
in real aeroelastic structures, defined the aerodynamic models to be used in this work and
shown how the various aerodynamic models can be coupled with both the linear and non-linear
structural models. From this basic description of the coupled aeroelastic equations, this work
goes on to describe the theory behind numerical continuation. This form of analysis is used
extensively in this work to analyse both the discrete and continuous forms of non-linearities




This chapter introduces the theory and practice of numerical continuation. Firstly, the basic
nature of dynamics is introduced with reference to form and stability of the possible solutions.
The branch tracing theory of numerical continuation is then presented. This is followed by a
brief overview of how this method can be implemented in practice, including a description of
the progression of the solution branches along with the methods by which its stability may be
assessed. Additionally, this chapter shows that numerical continuation allows the analysis of
continuous sets of Ordinary Differential Equations (ODEs) or sets of algebraic equations.
3.1 Introduction
Throughout the fields of science and engineering there are many examples of dynamic sys-
tems, from simple systems such as the bending of a rod under an applied load through to the
complexities of nerve impulses and climatic changes. Despite the range in complexity, all
dynamic systems exhibit stationary, oscillatory or chaotic/quasi-periodic phenomena that can
be either stable or unstable. Figures 3.1 to 3.3 show the basic forms that these systems can
take by way of a time simulation. Figure 3.1 shows the stationary form of solution which is
invariant with time. Figure 3.2 shows an oscillatory solution which, as the figure shows, does
not have to be of a simple sinusoidal form. A chaotic or quasi periodic oscillation, as shown
in figure 3.3, is characterised as being a non-repeating solution, i.e. the oscillatory pattern is
never repeated. In these figures, it should be noted that transients in the motions would exist
before the illustrated solution form is converged upon.
To analyse a system and its behaviour fully, it is not only necessary to characterise the form of
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Fig 3.3: Example of Chaotic Solution
the solution, but it is also necessary to assess that system's stability. Consider, for example, a
frictionless inverted pendulum is a valid stationary solution, but any deviation from the verti-
cal would mean a loss in system stability with the system settling in the non-inverted po ition.
Such stability classification is also possible for oscillatory systems where the y tern motions
can either be attracted to a periodic orbit or repelled away from an orbit. Figures 3.4 and 3.5
show a source (stationary unstable solution) and a sink (stable stationary solution) respectively.
The resultant motion shown in these figures are the responses of the ystem to a low amplitude
sinusoidal forced displacement in to the system. Figure 3.4 show that an unstable tation-
ary solution departs from its solution when a small perturbation is applied whereas figure 3.5
shows that a stable solution returns to the stationary solution when subjected to a mall pertur-
bation. This behaviour is sometimes illustrated using a vector field which how the directi n
of the motion of particles when released from within a sy tern's pha e pac (ee figure 3. ).
Figures 3.6 and 3.7 show unstable and stable Limit-Cycle Oscillation (L 0) oluti n re-
spectively. As with the stationary solutions these system are subjected to a smaIl perturbati n
from their initial LCO. When an unstable limit-cycle is subjected to a small perturbati n it
motion diverges from the limit-cycle on to a different solution or diverg t infinity ( ee figur
3.6. In comparison, a stable LCO returns on to the same solution when ubjected to a mall
perturbation.
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analysed computationally along with an explanation of continuation techniques that can be
used to rapidly predict the behaviour of these dynamic systems.
3.2 Solution Types
3.2.1 Stationary Points
Stationary points, as stated in the previous section, are locations at which a system is at a
static equilibrium (this equilibrium maybe stable or unstable). For general dynamic systems it
is possible to describe a system's motion in time by a set of Ordinary Differential Equations
(ODEs). The n states of a system can be defined by functions Yl(t), Y2(t), .•• , Yn{t) where
the state variables can, for example, represent system displacements, electrical potentials or
magnetic flux. Commonly, the independent variable t represents time but could also represent
other measures such as distance or velocity. If the system dynamics can be expressed by a set
of ODEs, the system equations can be written such that the right hand side of the equations are
not expressed as a function of t and are represented in vector form by,
iJ=J(Y) (3.1)
Given initial conditions of y{O), these systems can be integrated numerically using finite dif-
ference time integration techniques such as the Runge-Kutta method. Time integration allows
the trajectory of a state to be plotted against the time variable (as was shown in figures 3.4 to
3.6). Following a series of such paths for different initial conditions, it is possible to generate
a phase plane as shown in figure 3.8. A full phase plane representing the whole system would
be n-dimensional and becomes somewhat more difficult to visualise.
With the ODEs defined in equation 3.1 the location of stationary (equilibrium) points can be
found by setting,
iJ=O (3.2)
These equations define that all the derivative terms of the system are zero and therefore the
system is at rest. This condition allows the system to be defined as,
J(yB) = 0 (3.3)
Where yB represents the state's stationary solution point as a vector of all of the states.
Techniques that are applied to the solution of ODEs are also equally applicable to the solution
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Fig 3.8: A Phase Plane Plot of a Stable Stationary Solution
of algebraic problems. Such problems can be defined as,
x =f(y,A) (3.4)
where x are the desired system solutions and A is an independent variable. This i simply
rearranged to give an equation of the form.
0= f(y, A) - x (3.5)
It can be seen that, given the solution required, e, A can be varied and the tate that ati fy
the solutions calculated.
3.2.2 Limit-Cycle Solutions
With the dynamic system of ODEs represented by.y = f(y), it j po ibl t d fin a cy lie
oscillation as the solution of the equations. As with the stationary point, limit-cycle lution
may be attracting (stable) or repelling (unstable). Limit-cycles are di tinguished fr m chaotic
or quasi-periodic solutions in that they represent regular repeating motion . A the m ti n i
repeatable, the solution states y must, after some time T, return to the arne value.
y(t + T) = y(t) (3.6)
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This equation does not necessarily hold for all values oft, as most systems have some form of
transients that damp out after a certain time, t+, therefore the time t must be greater than this
value. The time taken for one complete oscillation is the period of the system and is defined
as the minimum value ofT that satisfies the equation 3.6.
The way in which such limit-cycle solutions are calculated and their stability assessed as de-
scribed later in this chapter.
3.2.3 Chaotic or Quasi-Periodic Solutions
Chaotic or quasi-periodic solutions are solutions where the state vector y that defines a system
is never repeated at any time. An illustration of a chaotic system was shown in figure 3.3.
The description of chaos is often misunderstood; it is a stable state with finite bounds on
its amplitude, but an infinite period. As such, a chaotic motion cannot be unstable as every
possible state combination within the vector y must be contained within the solution, given
the bounds on the chaotic motion. However, this definition of chaos does not preclude the
possibility of other stable or unstable solutions existing for state conditions outside of the
range of the chaotic system.
3.3 Stability Assessment
3.3.1 Stationary Points
The stability of a given stationary point yB is assessed by the response of a given system,
iJ = /(y), to a small perturbation in one or more of the system states y. An asymptotically
stable solution, or sink, is defined as,
y(t) t-+or y' (3.7)
This means that, after a perturbation, the system returns to its original state u' as time ap-
proaches infinity.
Such systems do not always be globally attracting as, for some larger impulse, the system may
tend to another stable solution. This is simply illustrated by assessing the stability of a ball on
an undulating surface as shown in figure 3.9, where a small perturbation t>1 results in the ball
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Fig 3.9: Stability Criteria
returning to its original position whereas some larger perturbation 02 results in the ball tending
to another stable solution.
If a system response, defined by iJ = f (y), to a small impulse is to diverge from the solution,
then the system is termed unstable. An unstable solution or source can be illustrated again with
an undulating surface where the initial solution y II is at the top of a peak and, therefore, any
perturbation results in the system diverging on to another solution. Flutter is an example of
such a phenomenon as for some wing setting there is no motion, but any small gust would cause
flutter to occur. In many practical situations unstable solutions cannot be found as general noise
and unsteadiness within the system precludes its detection.
3.3.2 Limit-Cycle Oscillations
The definition of stability for Limit-Cycle Oscillations (LCOs) follows from the definition of
the previous section. A stable LCO is classified as when trajectories displaced from an LCO,
either inside or outside, are attracted back on to the LCD. Similarly, orbits are classified as
unstable when trajectories depart from the region of the LCO when displaced from it.
The stability of an LCD is not, just as with the stability of stationary points, global but within
a certain domain of convergence. The detection of unstable LCOs is difficult as small pertur-
bations can exist that tend to knock the system onto a stable point or oscillation. However, it
is possible to detect solutions that are marginally unstable, as these are characterised by very
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slow divergence from an unstable LCO onto an alternative solution.
3.4 ContinuationMethods
3.4.1 Introduction
The principles of numerical continuation were developed in the 1960s but are, only now, seeing
widespread application outside of the mathematics field. The continuation procedure uses a
form of path following where, from an initial solution, the whole domain of solutions are
traced out, including detection of stationary and limit-cycling solutions along with assessment
of their stability.
The following sections describe the basic methods upon which numerical continuation is based
along with the mathematical techniques that are implemented. The method that is discussed
is the predictor-corrector technique, other forms of continuation are presently in development
but are beyond the scope of this work.
3.4.2 The Predictor-CorrectorMethod
The predictor-corrector method is used to solve the basic set of equations that define solutions
for ODEs (this can also be applied to PDEs),
0= J(y,,x) (3.8)
where ,xis a variable defined as the continuation parameter which can be any non-state variable
that is used within the system equations, e.g. for an aeroelastic system it may be velocity, air
density or torsional stiffness.
This general description does not preclude the solution ofLCOs as the vector y is not necessar-
ily constructed of only the system states, but can include variables that can be used to identify
a system as oscillatory and not just stationary. The procedure for the predictor-corrector is
illustrated in figure 3.10 where, from an initial solution (yj, ,xi), the next point is predicted as
(yi+l, ~j+l) and then corrected to give (yHl, ,xH1).
The method used in this work is not a simple two-step procedure as iterative techniques are
usually required for the corrector step until the true solution is resolved. Further details of the





Fig 3.10: Predictor-Corrector Procedure
3.4.2.1 Parameterisation
Before the predictor-corrector method is presented it is necessary to introduce the concept of
curve parameterisation. Parameterisation, instead of using the functions 11; and .x as a measure,
uses a distance s along the solution curve, called the arclength. This concept is shown in figure
3.11. With this definition of curve parameterisation the system can be redefined as,
/(y;(s), .x(s)) = 0 (3.9)
and an additional scalar equation is added as,
p(y;(s), .x(s), s) = 0 (3.10)
Using the arclength parameter can be useful when gradients are such that the other systems
have to resort to small stepping parameters. The form that equation 3.10 takes is described
later within the context of its application to the problem.
3.4.2.2 The Predictor Step
The curve that uniquely defines the solutions to equation 3.8 is referred to as the manifold, M.




Fig 3.11,' Arclength Parameterisation
Using the tangent method, the next point on the curve is estimated as,
(3.11)
where hi is the step size and vi is the normalised (n + I)-dimensional vector tangent to M at
zj,i.e.llvjll = I, or,
(a:.')' + ... + (d:;),+ (::)' = 1 (3.12)
If parameterisation is applied to the curve i.e. z = z (s ), where s is defined as an arclength
(distance along the line) then the derivative of f (z) = 0 is calculated as,
(3.13)




In order to define a solution fully the scalar equation 3.12 must be solved (this was defined
as scalar equation 3.10 in the previous section). Many numerical techniques are available for
the solution, but one of the most efficient is the pseudo arclength method. This technique is a
derivative of the arclength method which multiplies 3.12 by ds2 to give,
n




This approach enables the solution of3.8 to be uniquely fixed at an arclength distance As. The
pseudo arclength employs an extra parameter, \, which results in the equation,
n





_, This formulation for the arclength is beneficial as it allows a weighting to be put on either the
solution vector Y or the continuation parameter )..
By using this method the solution of equations 3.8 and 3.10 gives the tangent prediction for
the solution at the next time-step, z.i+l. Other techniques such as secant prediction are also
possible and can be found in the books by Kuznetsov [87] and Seydel [86].
3.4.2.3 The Corrector Step
The corrector step of the process is iterative and usually relies on some form of Newton iter-
ation type procedure. As the solution vector f (z) is only n-dimensional then an additional
equation must be added to solve for the n+ 1unknowns tu, )'). The Newton scheme is formu-
lated such that the basic n equations are,
(3.18)
with the extra equation written as,
(3.19)
This extra equation defines a corrector procedure that tracks along the hyperplane tangential
to the vector vi. This means that the position of the solution is always a distance 8 (the pseudo
arclength) along the curve, as opposed to systems which instead rely on a step length, defined
by a constant distance). or Yk' These latter systems can become highly inefficient when
gradients become large or small respectively.
The~ of equations allow the Newton iteration procedure to be performed until the solution
vector (yj+l, ).j+l) is converged upon. The solution is the unique intersection of the hyper-




In order to obtain solutions efficiently the arclength s must be modified. In areas that allow
large variation in A for small changes in y, the predictor can be very close to the final solution
and therefore larger steps can be taken. However, bounds do have to be enforced upon the
system as if too large a time-step is taken, large regions may be skipped over. The number
of iterations required for a solution within the corrector step is also a function of the accuracy
of the solution required, as an example, for accuracy of the order of f = 10-4, the optimal
number of corrector steps is approximately 6 [86]. If the number of steps taken is actually Nj
and the optimal number is Nopt optimal choice for zH} is given by,
ZHl = xj + Nopthjvj
Nj
(3.20)
This reformulation modifies the magnitude of the scalar factor hj that determines how far the
normal to the manifold is projected at each predictor step.
3.4.3 Problem Description for Limit-Cycle Oscillations
The solution for stationary points defined above is described in section 3.3, where a set of
n-dimensional equations are solved for zero. The solution of the problem for limit-cycling
systems is more complicated as y = 0 is not the solution. To solve the system for a periodic
orbit a time must be fixed at to,
(3.21)
where t; is the time at which the transients have damped out and the solution lies on a periodic
orbit. A limit-cycle is therefore defined by (see also equation 3.6),
y(to) = y(to + T) (3.22)
If a scalar equation is then defined such that it satisfies a phase relationship,
r(y(tol A)) = Yj(to) = fj(y(tol A)) = 0 (3.23)
where Yj corresponds to one of the system states. This is just one of the possible phase condi-
tions that could be applied but is convenient as, in bifurcation diagrams, the ordinate is usually
plotted that satisfies this condition. If the system equations are then expanded to include T as




and an augmented boundary problem [86] is implemented as,
{
y(to) - Y(T)} = 0
r(y(to, ,,\))
(3.25)
the periodic solutions of y with minimum periods T can be found. If the time is normalised
such that 0 ~ t ~ 1 replaces to ~ t ~ to + T the equations can be redefined as,
{TY}' = {Tf(oY'''\)}' {Y(O) - Y(l)}r(y(to,"\)) = 0 (3.26)
where a prime represents differentiation with respect to the non-dimensional time. With the
equations in the form described in equation 3.8, the predictor-corrector technique can be ap-
plied to the problem in the same way in which it is applied to the analysis of stationary solu-
tions.
3.4.4 StabilityAnalysis
3.4.4.1 Stationary Solution Stability
In order to assess the stability of a system, the response to a small impulse in the states of y
must be found. This stability of a stationary solution can be assessed directly by calculating the
eigenvalues of the Jacobian matrix defined in equation 3.14. The n eigenvalues are complex
and defined as,
p,j(,,\) = <lj("\) + if3j("\), j = 1, ... ,n (3.27)
The system's stability is defined by the real component aj("\) of the eigenvalues. A system is
stable if all the values of <lj are negative. The system in unstable if any of the real components
of the eigenvalues are positive. As the eigenvalues vary with changes in the continuation
parameter ,,\a system bifurcation is defined as,
(3.28)
It must be noted that this change in stability only applies to the specific branch but does not
preclude other branches existing that are stable. This follows from the description in section
3.3 that the stability assessment is only localised and therefore no overall assessment of system




Fig 3.12: Limit-Cycle Stability Loss
3.4.4.2 Limit-Cycle Oscillation Stability
Due to the different method of construction of the system equations, the eigenvalues of the
monodromy matrix are used to assess system stability as opposed to the eigenvalues of the
Jacobian matrix. The monodromy matrix M is defined by,
M = 81p(Tj z*)
8z (3.29)
where z" is the initial condition of the vector !(y(O),~) on an LCO and T is the period of
one oscillation. This matrix therefore describes if trajectories near to an LCO are closer to the
LCO after one period (stable) or if they are further away (unstable).
as,
The eigenvalues of the monodromy, known as the Floquet multipliers, give stability definitions
stable solutions are assured if IlL; I < 1 for all j = 1, ... ,nj
unstable solutions are assured if IlL; I > 1 where j ¥- n + 1 (3.30)
where OJ is the real component of the multiplier. This therefore defines stability if the Floquet
multipliers lie within a unit circle with the exception of IILn+!1 as M always has an eigenvalue
at On+! = 1 [86]. This term exists as the length of a period is always uniquely defined for
a given solution and therefore no perturbation in period can occur without a loss in stability
occumng.
The ways in which a system loses stability is by one or more of the (Floquet) multipliers
leaving the unit circle. The system looses stability in three basic ways as shown in figure 3.12.
These are defined as,
IL(~o) = 1,
J.t(~o) = -1,







Fig 3.13: Example of Pitchfork Bifurcations
respectively from figure 3.12 with the respective methods of stability loss being branching,
period doubling and toroidal bifurcations.
3.4.4.3 Types of Bifurcation
The pitchfork bifurcation is a form of branch point analogous to a simple loss in stability of the
branch that is being followed. At the bifurcation two branches split off that define other stable
branches. This is shown in figure 3.13 where the dotted lines represent unstable branches
and the solid lines represent unstable branches. Another form of branching bifurcation is
the turning point, where the stable orbits of an LCO are created or destroyed. This form of
bifurcation occurs when two stable orbits collapse onto one orbit that is unstable. This is
shown in figure 3.14 where the empty circles represent unstable LCOs and the filled circles
represent stable LCOs.
A period doubling bifurcation, as its name suggests, is when a period T solution loses stability
and becomes a period 2T oscillation. Figure 3.15 shows the way in which a period two oscil-
lation can be transformed in to a period one oscillation by altering the continuation parameter.
When such a bifurcation occurs there is a chance that another bifurcation shall occur, creating






Fig 3.14: Example of a Turning Point Bifurcation
which chaos occurs as, if the period doubling as illustrated in figure 3.16 occurs, and the dis-
tance between doubling bifurcations decreases by a factor ofO.214169 ... there exists a finite
limit at which chaos occurs [86].
The third form of bifurcation is the toroid bifurcation which requires a system with of order,
n > 3. This form of bifurcation can be thought of as being the phase plane diagram rotating
around at the same time as the oscillations so, as a result, an often simple periodic orbit can
abruptly change into a period T orbit depending on the frequency of the phase plane rotation.
This type of motion is not observed in this work so is not discussed further.
The mathematics behind these bifurcations and further descriptions may be found in the books
by Seydel [86] and Kuznetsov [87].
3.5 Concluding Remarks
This section of the thesis has described the basic types of motions dynamic systems can un-
dergo. The fundamental solution types are found to be, stationary, where the states are invariant







Fig 3.15: Example of a Period Doubling Bifurcation
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Fig 3.16: Example of Period Doubling Bifurcations to Chaos
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the motion of the system is dynamic and non-repeating. All these forms of solution are seen
within real dynamic systems and can either be stable or unstable. In its description, the pre-
ceding section has shown these various forms of solutions and how they can be represented
mathematically. The theory behind numerical continuation has also been described including
how the method is implemented computationally. The basis of numerical continuation theory
is that unique solutions exist on a unique branch that can be tracked using a predictor-corrector
technique. The chapter also described how the eigenvalues or floquet multipliers of the system
define the stability of a type of motion. It was shown that when the eigenvalues or floquet mul-
tipliers cross specific boundaries stability is altered and the form that limit-cycle oscillations
take is changed.
In conclusion, this chapter has described the theory behind continuation that can be used to
analyse many forms of general dynamic problems. The following chapter describes the way
in which the non-linearities present in aeroelastic systems (as described in Chapter 2) can be
described mathematically. This description is then combined with the mathematical aeroelastic




In this section two new techniques not previously used in the aeroelastics field is described.
The techniques allow the solution of generic non-linear aeroelastic problems identifying the
frequency, stability and nature of any resultant non-linear motion. The first method, boundary
identification, is applied to piecewise linear problems such as backlash and certain forms of
hysteresis. The second method, using continuous representations of discrete functions, allows
the rapid identification of aeroelastic behaviour for systems with non-linear, piecewise linear
and piecewise non-linear properties. The means by which the systems can be applied within
numerical continuation analysis is also described in the relevant sections. Finally, the benefits
of the various techniques are highlighted along with the way in which they can be applied to
the particular non-linear phenomenon of interest in the aeroelastic community.
4.1 Boundary Identification
In analysing piecewise linear systems such as freeplay, bilinear and certain forms of hysteresis
non-linearities it is observable that, away from the switching points, the structural equations
of motion are linear. Therefore, if the aerodynamics can also be described linearly it becomes
possible to solve the equations of motion exactly with accurate switching point capturing. The
following section describes a method by which these linear properties can be exploited to
identify limit-cycle solutions rapidly.
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4.1.1 Linear Equation Solution
Before considering piecewise linear solutions, lets consider the general solution for a linear
system. If, for the purpose of illustrating this methodology the aerodynamic equations are
represented by a vector f that represents both forces and moments, the equations of motion,
in generalised linear form, are represented by,
(4.1)
where M, B and K are the structural mass, damping and stitlhess matrices and u is the vector
of structural displacements. If z = u the equation of motion can be represented in state space
form by,
(4.2)
This is of the general form,
:i: = Ax + b (4.3)
If there are offsets in the system due to preloads , represented by G(u), the equation becomes
:i: = Ax + h (4.4)
where
(4.5)
As the above equations are entirely linear the general form of the solution can be constructed
as [88]
(4.6)
where Xo are the initial states of the system at time t = O.
4.1.2 Piecewise Linear Systems
When studying piecewise linear systems it can be seen that individual zones are linear with
discrete switching points between the zones. The previous equation of motion is therefore
valid in any given zone of the piecewise linear system. To simulate the motions of piecewise
linear systems the switching point must be captured. If the ith component of the vector u is
the non-linear state, it is possible to isolate this degree-of-freedom by multiplying by a vector
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In this form, the only unknown is the time (t = ta) at which the system reaches the switching
point :l!i(t) = ~.
To solve the equation note that the exponential of a matrix can be found as [89],
(4.8)
where V, R and eR respectively represent the eigenvectors of A, the vector of the eigenvalues











Equation 4.7 has more than one root as, for any linear system, decaying oscillations exist and
therefore the value of e, = ~may be crossed several times. For the purpose of simulating the
piecewise linear system, the required solution Zi(t) = 0, is taken at the lowest positive value
oft = tl = ta. To solve this equation a numerical iterative technique must be used such as the
bisection method or forms of Newton iterations [88].
.
The correct solution tl can then be substituted in to equation 4.6 and all the states found. These
states then provide the initial condition vector Zo for the following zone, which can contain
a different offset vector G( u) and/or stiffness matrix K, or, more generally, any other new
matrix.
Repeating the solution procedure as above and changing the matrices as appropriate to each
zone, it is possible to perform the equivalent of a time simulation where, instead of iterating
through a general time step, iterations are performed from one boundary to the next. In this
way the problem of switching point identification is solved.
4.1.3 Application of Continuation to Boundary Identification
The method, as outlined in the previous section, serves to generate an accurate solution but can
be as slow as time-integration techniques because the iterative procedure used to identify the
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boundary can be slow. Additionally, this procedure does not overcome the difficulty of initial
condition dependency. To overcome the difficulty of the slow solution time and much of the
initial condition dependency problem, numerical continuation is applied to the set of boundary
identification equations.
Let us consider a piecewise linear system where the order of the entry and exit to and from
each zone is all ready known, i.e. the type of periodicity is already known. Equation 4.7, that
isolates the ith degree-of-freedom, can be rewritten, generally as,
(4.11)
where tl is the time at which Xi(tl) = 01 and 61 is now the boundary of the linear zone. The
solution for the zone that follows tl is written as,
(4.12)
where t2 is the time at which Xi reaches the next boundary, 62, A:h h2 account for different
stiffnesses and offsets and Zl is the solution of.
(4.13)
If this boundary stepping routine is repeated until,
(4.14)
where the period T is given by
n
T= ~ tj (4.1S)
i=i+l
a limit-cycle has been found that can be defined as,
0= f(y,'\) (4.16)
In equation 4.16, y contains all the states and the times tj. This is shown graphically for a
flap freeplay of ±2.5°, in figure 4.1, where the stars represent points at which theboundary
identified and the line represents the equivalent time integration solution. This type of freeplay
is described in section 2.104 and shown in figure 2.S.
With an initial set of solutions that solves this problem, it is possible to apply a numerical
continuation strategy for algebraic equations. The continuation method, described in Chapter
3, traces out all possible solutions to the specified problem by using a predictor-corrector
technique to alter the times and states. In this way all the solutions, for a specified periodicity,
e.g. period one with a harmonic, can be found for the range of the continuation parameter, >.,
required.
88
CHAPTER 4. SOLUTION TECHNIQUES
0.3.------.---..,..-- .........--.....-----....----,...---- .....
;. ~ ~..
0.25 ; ~ : : ~ : .
.. ~,...... .~ ..... . .... ..
•••••• " •• , .,:. I , ~ • 1 ••• '" '''''''''' I ~ -:::t I ' • , :. ~ •• , " .. I , •• i ' .. 1 •• I .• , •• : l' , ' •• :••• ~ •• I.. .~ .. ... ... .
0.2
. . . . ,
0:15 ' ~ '":." .. ".... '" •. , ~" ".~ •• " .. " .. ~ ~ ~ . , " .,- . .
et) : :::
'C .: .:::.ca 0.1 ;.> •• O.4t •• a."":',;I •• ·'.";,, ~-::';~. " •• " •• :- '"" ••••• ~ •• ' .. ' •• ~ •• ~ ••• I •• ,,0, ':"""'".... . .- : :::::.. .. .
, • ~ I •• 'f f.. ' • " ••• " ••• ": ., ••• ~ t ~ • '" ~ , " •• , • ~ ; , " •• I •• ~ !" ••• , •••.•.• ;•••••.•
, ,.....· .· ... ..
,. ... ..
.,' I ."' ~. \., f '. ~ •• , 0:- •• ,"•.•• ,'. 4;! , • I I .. t. I 1' f '!" I'" •• "'!' .I ~, ••••• ~'" •••••••• ; .








·~2~--~----~--~----~--~----~--~~--~--~o 0.2 0.4 0.6 OB ,
Time (s)
1.4
Fig 4.1: Boundary Identification Solution Method
Using this technique the stability cannot be directly assessed but can be inferred as the way
in which the algebraic system bifurcates is found to be similar to the way in which a set of
ODEs bifurcates. This process means that, from the inferred stability, when areas are found
that are unstable the procedure from equations 4.11 to 4.16 can be repeated and the solution for
a different periodicity, e.g. period two harmonic, found and the continuation method repeated.
In this way, the domain is built up with layers of periodicity which give an overall picture of
system stability. Where chaotic solutions occur due to period doubling, the solutions can be
inferred by noting the ratio of lengths between bifurcations and comparing it to the value of
0.214169 ... [86] which is the ratio described in section 3.4.4.2 as the route to chaos.
4.2 Continuous Representation of Discrete Functions
The techniques outlined in the previous section are restricted in their applicability to piece-
wise linear systems. A method by which continuous functions can be used to approximate
both piecewise linear and non-linear systems is described in this section. The approximations
take the form of tanh and logarithmic functions which are to be shown to have benefits over
polynomial functions when applied within numerical continuation techniques.
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4.2.1 tanh functions
The use of combinations of tanh functions in representing piecewise non-linear functions is
explained in this section. Numerical continuation software requires that the set of ordinary
differential equations is continuously differentiable in the range studied. As systems with dis-
crete non-linearities are not continuously differentiable at the switching points, some smooth
function must be employed which can approximate the discrete function to very high levels
of accuracy. The benefit of the tanh and, later described, logarithmic approximations to the
discrete non-linearities is that the quality of the fit can be simply varied. As shown later, this
greatly assists when implementing continuation. In the following sections it is shown that
for tanh and log approximations varying a single parameter changes the quality of the fit,
unlike polynomial approximations which require an increase in the order of the equation for
increased accuracy. In the sections below it is shown that tanh functions can describe common
non-linearities effectively.
4.2.1.1 Modeling Freeplay using tanh Functions
Figure 4.2 shows a typical restoring moment/control surface angle graph for a freeplay non-
linearity. The representation of a freeplay with a single function has been performed previously
by Alighanbari and Price [49]. In their studies a rational function approximation to the freeplay
was used which proved to be lacking in some areas. In their results, Alighanbari and Price
[49] showed limit-cycle oscillation occurring solely within the central freeplay region which,
is not physical because the system of equations for this region is completely linear. A better
approximation of freeplay, which is valid over a wider range and is less prone to spurious
LeOs, is constructed as the sum of two tanh functions,
1 1
G(a) = 2[1 - tanh(f(a - al))](a - aj) + 2[1 + tanh{f{a - au))](a - au) +Go (4.17)
where aj and au are the lower and upper boundaries of the freeplay region respectively (-
0.2 and -0.025 in figure 4.2), Go is a vertical offset of the freeplay (0.5 in figure 4.2) and
represents preload upon the system and e is a scaling factor which determines the accuracy of
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Fig 4.2: tanh Representation of a Generic Freeplay Non-Linearity including Offset
4.2.1.2 Heaviside
A heaviside function is a useful tool in many areas of engineering as it can be u ed as a
switch so that a function is either present or not. Also physically it can be used to repre ent a
system containing stiction. A typical heaviside function is shown in figure 4.3 with it tanh
approximations represented by,
(4.1 )
In this equation the f(aJ) and f(02) terms represent the magnitude of the he vi ide fun tion
to the left and right of the step respectively (f(o]) = 1 and f( 2) = in figure 4.3). 8 i the
position at which the step occurs (o, = O. in figure 4.3) and . i again a caling fa t r whi h
determines how close the approximation is to the actual heavi ide.
4.2.1.3 Hysteresis
Hysteresis non-linearities are observed in most dynamic y tem and ari e wh n fricti n c u-
ples with other non-linearities such as freeplay. Representing a hy tere i urve by tanh func-
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Fig 4.3: tanh Representation of a Heaviside Non-Linearity
tions, as shown in figure 4.4, is an important application as it allows a system that is inherently
non-linear to be smoothly represented. When hysteresis is present within a system, two differ-
ent paths are followed depending on whether the velocity of the particular degree-of-freedom
is positive or negative. In figure 4.4 the direction of velocity is represented by the arrows on
the curves. In approximating an hysteresis non-linearity note that, in this form of hysteresis,
the non-linearity is essentially two offset freeplays. Therefore, using heaviside functions, it
becomes possible to switch between the two freeplays using the boundary between positive
and negative pitch rate, a, as the heaviside boundary. This implementation allows a hysteresis
to be approximated by,
G(a) = ~(1- tanh(Ea)) [[1- tanh(€(a-al+) )](a-al+)
+[1 + tanh(€(a-au+))] (a-au+)+Go1]
1
+4(1 + tanh(€a)) [[1- tanh(€(a-al_))](a-al_)
+[1 + tanh( E(a-au_))](a-au_)+G02] (4.19)
al and au represent the upper and lower boundaries of the freeplay and the subscripts + and
- are the curves for a positive or negative respectively. Gal and G02 are the magnitudes of
the system preloads that offset the curves from the G(a) = 0 axis. For this particular case it is
noted that the representations of oscillations that occur solely within the loop of the hysteresis
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Fig 4.4: Hysteresis Loop and tanh Approximations with Different f.
curve, is not be accurately represented. This limitation occurs because it is widely assumed
that the behaviour of the system within this low amplitude range is usualJy defined by a simple
linear slope bisecting the hysteresis box.
4.2.1.4 PiecewiseNon-Linear Systems
Using the tanh functions described previously it can be seen that it is possible to repre-
sent a large range of basic non-linearities. Additionally, more realistic combinations of non-
linearities can be represented. Common types of non-linearity observed within actual aircraft
are combined cubic and freeplaying non-linearities [26, 27, 32, 43]. Using the tanh functions
it becomes possible to simulate such systems as shown in figure 4.5.
This form of non-linearity is simply written as a cubic non-linearity as represented by,
(4.20)
except that P(a) is the freeplay equation (G(a) in equation 4.17 without preload),
1 1
P(a) = 2[1- tanh(f.(a - al))](a - al) + 2[1+ tanh (f.(a - au))](a - au) (4.21)
Another widely reported phenomenon that occurs in aircraft control systems is a combined
hysteresis and cubic non-linearity [26, 27, 32, 63, 43]. This form of non-linear.ity can be
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Fig 4.5: tanh Representation of a Combined Freeplay and Cubic Non-Linearity
represented by
(4.22)
where here P(a) is of the same form as G(a) in equation 4.19. However, Gal and G02 are not
the constant offsets but Tataglia's solution of a cubic equation (.'L3 + a.'L + b = 0) [90]. The
solution is,
x = {_~ + fa3?}1/3 + {_~ _ fa3?}1/2
2 VTiT"4 2 V27T"4 (4.23)
where x is the values of Go: to give the offset GOi (where i = 1 for the upper part of the
hysteresis loop and i= 2 for the lower part of the hysteresis loop) and,
1 fa
a = - b = -- (4.24)
'1/;3' '1/)3
This method is only applicable to cubic stiffening systems as Tataglia's method requires that
'1/):;1 must be positive definite. Using this method the combined hysteresis/cubic non-linearity
are generated as shown in figure 4.6.
4.2.2 Logarithmic and Exponential Functions
The application of logarithmic functions to the piecewise linear/non-linear phenomenon is
described as a continuation from the previous section. Ithas been demonstrated that the appli-
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Fig 4.6: tanh Representation of a Combined Hysteresis Cubic and Non-Linearity
cation of continuous representations to non-linearities relies on the chosen function's ability
to generate freeplay non-linearities and/or heaviside functions. From these basic functions it
becomes possible to build up the non-linearities outlined in the previous section. The work
described herein, draws from the original work of Kollar et a1. [91] who applied the method to
a symmetrical system without preload.
The basic equation for a logarithmic approximation to a freeplay non-linearity as given by
Kollar et a1. [91] is,
1 1+ e(et-ao)
G(a) = -In ---:---..,.
€ 1+ e-c(et+ao) (4.25)
where increasing the value of E increases the accuracy of the fu.nction' approximati n to the
freeplay and the freeplay limit is set at ±ao. Figure 4.7 shows a more general freeplay ca e
represented by the equation,
1 1+ eE(a-etu)
G(a) = -In () + Go
E 1+ e- et-etl (4.26)
where Go is a vertical offset and al and au are the lower and upper boundaries of the freeplay
region respectively. Representing a freepJay non-linearity with logarithmic function j prefer-
able as the function never overshoots the true freeplay curve unlike the tanh a hown in figure
4.8.
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This asymptotic behaviour tends to give the logarithmic system better behaviour as negative
gradients never occur. With the tanh representation the overshoot can lead to non-physical
stiffening, extra turning points and reduced robustness as the continuation method to identifies
non-physical LeOs around the turning points. However, the representation of the heaviside
function with the tanh function is still adopted as it is based on the basic function y = tanh (x)
which tends to its limits asymptotically without overshoot and the associated problems occur-
ring.
4.2.3 Applications within Aeroelastics
Representing discrete non-linearities with continuous functions has major advantages when
analysing aeroelastic systems. The major restrictions on the identification of Leos resulting
from piecewise linear or non-linear systems are, initial condition dependency, switching point
capture and non-smooth changes in LeO amplitude.
As has been identified by many authors, piecewise linear - and also piecewise non-linear - sys-
tems have dependency upon their initial conditions. As a result, at a given value of a parameter
e.g. velocity, there are multiple stable solutions depending on the initial conditions from which
the system is released or perturbed. Furthermore, it is possible for systems to switch to other
stable Leos under the influence of effects such as random noise on the input. For aerospace
applications noise would include random turbulence and gusts. This was previously illustrated
in section 3.3 where a ball on an uneven surface would settle into one of the troughs depending
on where the ball was released.
The problem of switching point identification was highlighted by Conner et a1. [44] who found
that, if the switching point was not captured accurately, some of the oscillations were missed.
This phenomenon was mainly found around the edge of stable regions - before instability onset
- as the incorrect identification can cause the harmonics to be effectively "damped out". As the
sub-harmonics tend to be of small amplitude they spend much time around the switching point,
if the resolution of the time-step is not sufficient to capture the point at which the stiffness
switches, then the oscillation sees a moveable switching point which can result in the artificial
damping of the motions.
The problem of non-smooth changes in LCO amplitude has not been addressed, as far as the
author is aware, by any authors in the aerospace field. However, the phenomenon has been
shown to occur in real systems in many papers [30, 7] as the system often jumps from a stable
solution to a finite LeO amplitude equal to the size of the freeplay region. Many established
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techniques, such as continuation and centre manifold theory, have previously failed when ap-
plied to this real phenomenon. As a result, authors have resorted to applying polynomial fits
[49] that are of only limited accuracy at low-orders and, as such, encounter the switching point
problem. Additionally, it has been found that high-order polynomial functions and highly ac-
curate (e --t 00) tanhllogarithmic functions suffer problems when there are rapid changes in
solution gradient, resulting in longer computational times.
In an attempt to overcome all three of the problems highlighted above, the continuation method,
as defined in section 3.4, was applied in conjunction with the continuous functions defined in
the preceding chapters. The initial condition problem is automatically overcome by the contin-
uation software as it traces all possible solutions both stable and unstable, therefore allowing
the whole range to be mapped for the parameter of interest. The second problem of switching
point identification is overcome by the application of the tanhllogarithmic functions with high
values for e which result in low errors between the actual stiffness curve and the approximated
stiffness curve. The final restriction on analysis are the jumps in LCO amplitude that occur.
This is overcome by being able to change the fit parameter f within the continuation algorithm.
Initially, a low value of e is used for the tanhllogarithmic functions and the basic results found.
As there is a low value of f the system is smooth and, as such, the Hopfbifurcation to the LCO
solutions is smooth. If points are then taken from these curves and f is set as the continuation
parameter, the approximation to the non-linearity is gradually improved until it is within the
desired tolerance. The continuation parameter can then be changed back to the originally cho-
sen parameter (e.g. velocity) and the domain fully mapped for the full piecewise non-linear
system. Applying the technique in this way the problem of jumps in the bifurcation diagram
is circumvented as gradients are always maintained at finite values.
With the above solution to the piecewise linear/non-linear problem it becomes possible to
analyse all the non-linear problems that have been described previously by authors. Never-
theless, hysteresis non-linearities must be thought of as a separate issue as the behaviour if
the oscillations are contained completely within the hysteresis loop are much different to the
systems behaviour outside of the hysteresis loop. When oscillations occur purely within the
hysteresis loop the motion is assumed linear whereas outside of these values the motion is
assumed to follow the non-linear phenomenon described by the hysteresis loop. As a result
of this phenomenon the analyses showing oscillations entirely within the hysteresis loop must
be ignored and a linear analyses performed separately. It should be noted that it is perfectly
feasible to construct a system with linear behaviour within the hysteresis loop but this has not
been tackled here due to time constraints.
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4.2.4 Application to Ground Vibration Test Simulation
'Using the methodology above it is possible to simulate ground vibration tests by replacing the
aerodynamic loads with equivalent sinusoidal forcing loads at specific points. This results in
an equation of the form,
Mz + Bs + Gz = Fsin(wt) (4.27)
In this system there is still the time dependent term in the forcing function which must be
decoupled before analysis using the continuous functions, as described previously, can take
place. The time dependence can be eliminated by the addition of two extra ordinary differential
equations [50].
:i; = x +wy - x(x2 + y2)
iJ = -wx + y - y(x2 + y2)
(4.28)
(4.29)
This pair of ODEs have solutions
x = sin(wt), y = cos(wt) (4.30)
It is therefore possible to replace the sinusoidal term in the equations of motion with x. F must
initially be used as a continuation parameter, before continuation can be performed, as the
motion cannot simply start from a finite sinusoidal oscillation. From the form of the equation
it can be seen how this method can be extended to multi degree-of-freedom systems with the
sinusoidal inputs being applied to one or more degrees-of-freedom. With this representation it
becomes possible to predict results of ground resonance tests where known non-linearities are
present.
4.3 Concluding Remarks
This chapter has defined two new ways in which non-linear aeroelastic problems can be anal-
ysed.
The first technique described - boundary identification - is only applicable to the solution of
the piecewise linear forms of non-linearity. These types of non-linearity are characterised by
having linear regions separated by discrete discontinuities. The technique itself showed rela-
tively few benefits over time-integration methods as it relies on iterative methods to calculate a
solution. With the equations in this new formulation, however, the problem can be analysed us-
99
CHAPTER 4. SOLUTION TECHNIQUES
ing numerical continuation of a set of algebraic equations that uniquely describe a limit-cycle
oscillation.
The second method of analysis was to use the continuation method directly to analyse a set
of continuous ordinary differential equations. Normally this application would not be possible
when analysing systems with discrete non-linearities but it was shown that the discrete non-
linearities could be described to high accuracy using tanh and logarithmic functions. These
functions contain a single parameter that can be varied to increase the accuracy of the con-
tinuous representation of the discrete function. The fact that these types of discontinuity can
be described with such functions lends itself to analysis using continuation methods, unlike
polynomial representations.
This section has described how non-linear aeroelastic equations can be cast in a way that allows
the application of continuation methods to obtain solutions more rapidly. The benefits of the
continuation method are described in the Results chapter with assessment of both the accuracy
and speed of solution. The following chapter describes basic control systems and how they
can be added in to the aeroelastic equations to give sets of aeroservoelastic equations. The





In this chapter the development of various forms of controllers is described. The way in which
controllers are integrated into the aeroelastic systems is then defined along with descriptions
of the control systems to be applied within the aeroelastic systems. The subsequent section
demonstrates how controllers are implemented within the analysis.
5.1 Introduction
Aircraft control systems have traditionally been designed to stabilise unstable rigid body modes,
allowing control of marginally unstable aircraft. Additionally, the use of control systems as
motion dampers has been implemented to allow stable motions to converge more rapidly, an
example being yaw dampers and gust alleviators for rigid body lateral and longitudinal insta-
bilities respectively. Control dampers have been implemented in both the military and civil
field to improve crew and passenger comfort. Military aircraft are often designed to have un-
stable rigid body modes as this characteristic allows better manoeuvring performance therefore
requiring sophisticated control systems. Both these control systems are designed to modify the
open loop rigid body response of the aircraft.
The implementation of control systems to attenuate flexible body modes was often ignored as
both military and civil requirements mandate that open loop unstable oscillations must not exist
up to 1.15 times the velocity on the design envelope. However, since the 1970s the military
field has looked at implementing flutter suppression systems (FSS) which would allow aircraft
to fly up to and through the flutter boundary. In much of this work [20,92] a clear distinction
is made between hard and soft flutter. Hard flutter is defined as a high frequency instability
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with rapid oscillatory divergence until failure. Soft flutter is a low frequency instability with a
relatively long time until failure. Due to the relatively rigid nature of fighter aircraft structures
the aeroelastic instabilities that are commonly observed are of the hard type (crudely frequency
being proportional to the square root of stiffness [ID.
The analysis of soft flutter was commonly made whilst ignoring the aerodynamic terms related
to control surface rates (quasi-static) and, as the control surface motion was relatively slow, the
control surface power unit dynamics could be ignored. For the hard flutter, both velocity and
acceleration terms, related to control surface movement, were retained as well as the inclusion
of power control unit transfer functions. For hard flutter, Turner [20] proposed the implemen-
tation of pole placement control systems, which, as the name suggests, positions the system
eigenvalues such that stability is maintained throughout the range of interest. The importance
of designing optimal flutter suppression systems, i.e. systems that kept control surface mo-
tion to a minimum, was shown in this work. Turner [20] showed that optimal control existed
when the poles from the open loop (uncontrolled) system where used but with any positive real
components mirrored in the imaginary axis. This system provided minimal control movement
whilst maintaining the required gain and phase margins of 6dB and ±60°.
When studying any form of dynamic system the role of observers and observability is impor-
tant. In the classic state-space formulation,
X{t) = AX{t) + BU{t)
Y{t) = CX(t) +DU{t) (5.1)
the observable states are Y. These may contain system states X or any other measure of sys-
tem state e.g. lift coefficient. As all the states cannot be measured directly different observers
where introduced to allow the states to be read indirectly. Work performed at BAC (now
BAE SYSTEMS) [20, 92] was the first to highlight the importance of system observers. Two
observer methods were proposed. Firstly the Dressler observer, which used the relationship
between state and observer, :z: = C-1y, coupled with the state-space equation for the system.
These equations were simultaneously integrated until the state vector could be reconstructed.
The second method proposed was the Kalman observer which is optimised to minimise error
in the reconstructed states in the presence of random vibration. This system results in extra
poles being introduced that can be positioned so as to stabilise the aeroelastic system by ap-
propriate gain scheduling. The effect of control rate limiting was also observed but the limit
of 1600 / sec was found to enable control up to 20% above the flutter speed (theoretical) with
this rate varying almost linearly e.g. 800/ sec gives a 10% margin.
In the 1980s American research, lead by NASA, made great advances in the suppression of
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flutter within aeroelastic systems including full scale in flight testing. Adaptive flutter sup-
pression was the subject of a paper published by Abel and Noll [21]. Adaptive control systems
continually monitored the state of a system and used the information to update the flight con-
trollaws. The research performed showed that the wing flutter boundary for an F-16 aircraft
model could be increased by 30% for soft flutter and 18.5% for hard flutter whilst maintaining
the required phase and gain margins. Tests were also performed during simulated wing tip
missile release, where system dynamics change rapidly but the system's integrity remained,
although the impact of store release in hard flutter cases is not made clear. For such hard flut-
ter cases it is supposed that some form of a priori information is known, so that the system
could adapt quickly enough.
The use of Kalman filters was applied to eigensystemleigenstructure assignment [93] and mod-
ified optimal control [94, 22] configurations. Eigenstructure assignment is an extension to the
optimal controller, discussed above, that allows the same number of poles to be assigned as
measurements (observers plus directly measured states) as well as the fixing of a number of the
eigenvector elements (equal to the number of inputs). The modified optimal control methodol-
ogy uses the Kalman filters as a first stage estimator for the generation oflow-order state space
controllers. This methodology then goes on to use non-linear optimisation on a cost function
with robustness maximised by loop transfer recovery techniques [94].
Chan-Gi Pak [24] and Guillot & Friedmann [95] used an Auto-Regressive Moving Average
(ARMA) controller in order to suppress subsonic/transonic flutter and LCO behaviour. The
model used a strong coupled finite volume formulation of the aeroelastic problem in order
to generate a high fidelity transonic aeroelastic response on to which the control system was
applied. The results showed much promise in the subsonic regime, and highlighted the require-
ment for aerodynamic load based control law design for the transonic cases to give improved
system response. The technique implemented by the authors used on-line control law design
and moving average terms to minimise a quadratic performance index that was then used to
generate the appropriate control gains.
Djayapertapa and Allen [96] examined the transonic control problem on a two dimensional,
three degree-of-freedom aerofoil section. In their paper they implemented an active control
algorithm based on the states, their velocities and accelerations. The system implemented by
the authors looked at varying the gains (weighting factors) on the different parameters. Their
studies concluded that rate feed back gave the best LeO suppression, allowing the flutter
boundary to be increased by up to 19%. However, the problems of having a design point was
shown in that the suppression effects were localised around the design point Mach number and
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therefore not generally attenuating the whole envelope. These factors highlight an inherent
problem with active control systems in that their gains have to be scheduled against factors
such as Mach number in order to obtain high fidelity control.
The work classified above is concerned with the suppression of flutter, with the aim of ex-
tending an aircraft's flight envelope. The focus of such work is, for reasons of certification,
restricted to military applications, but such schemes are also being considered for commer-
cial aircraft with the aim of flying aircraft closer to the flutter boundary, as at present flutter
clearance schemes are conservative. Another focus of the above work is on the transonic flutter
problem where non-linearities in the aerodynamics complicate the control algorithms required.
In extreme circumstances the transonic aerodynamics can cause control surface buzz, where
small control surface motions cause an attached shock to move from the main surface onto
the control surface. The resulting step change in hinge moment causes an elastic deformation
of the control surface so the shock moves back on to the main surface. This shock motion
then results in the moment decreasing and the surface deflecting in the opposite direction.
This repetitive process causes high frequency oscillation of the control surface and, in extreme
circumstances can result in structural failure.
The buzz problem, described above, is a case when non-linearities cause oscillations in the
structure that, in tum, results in fatigue that causes failure. Structural non-linearities, as out-
lined in 2.1.2, can also cause oscillations within the aeroelastic system at levels far below the
flutter boundary. Using an analogy with flutter, the effects of structural non-linearities tend
to be of a soft type of LCD whereas aerodynamic non-linearities can be of soft or hard LCO
type. Soft LCOs are classified as being of relatively low amplitude and frequency, thus the
fatigue is slow to build up until failure occurs. Hard LCOs such as buzz, which cause almost
immediate failure, are still of low amplitude but of high frequency. The control of all forms of
LCOs, especially soft LCOs, has been the focus of relatively little research with only a limited
number of papers published as discussed below.
Dimitriadis and Cooper [57] looked at the control of LCOs in a quasi-steady simulation of a




FA = /3amp (S.3)
f3amp
f3 is the freeplaying degree-of-freedom and F(t) is a force added to the control surface. This
system showed rapid attenuation of the LCOs. Unfortunately such a system underestimates
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the complexity of the physical system. The authors interpreted the freeplay region as fixed,
and it was assumed that the control surface was under constant control. However, freepJay is
a function of the control system demand as it emanates from the control system linkages. So
if the control system is at a demanded angle the freeplay acts around that deflected position.
Similarly, the frequent application of preload to systems is often interpreted differently from
the physically reported system [85, 45], as the freeplay is around the control system demand,
but loads on the surface cause deflection into the stiffer regions. It must also be understood that
the control surface is not under constant control as, if the control surface is in one of the stiff
regions and the control position deflects in the opposite direction, control is not achieved until
the system has moved into the stiff region at the opposite side of the freeplay. This is when
it is energetically advantageous to deflect the control surface as opposed to causing elastic
deformations.
Djayapertapa, in his thesis [85], implemented control of a freeplaying system both with and
without preload. His work examined a three degree-of-freedom aerofoil section in transonic
flow. It was shown that the amplitude of the LCOs present could be greatly attenuated with
the implementation of active control. The control was implemented in this work with no
force being applied to the system in the freeplay region. The system, as with the paper of
Djayapertapa and Allen [96], used the heave and pitch states, their velocities and accelerations
as observers to control the motion. The observability in this case is assumed to be possible
through a pair of transducers that, when coupled, give both a heave and pitch approximation.
Clark et al. [23] implemented a novel control system based on the analysis of the linear system.
The authors used a H2-synthesis method in this scheme, to obtain optimal control that varied
with the flow velocity. As with the work of Chan-Gi Pak [24] a cost function was used to
optimise the control gains. The work used the low-speed aerodynamics model of Edwards et
al. [2] (as presented in section 2.2.2.2), for their three degree-of-freedom model. The author's
addition of actuator dynamics enhanced the applicability of the work to realistic situations.
The linearly scheduled gains were shown to give good attenuation of the heave and pitch
amplitudes, but suffered from an increase in flap LCO frequency. This was due to the cost
function giving a greater weighting to the pitch mode.
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5.2 Aeroservoelastic Equations of Motion
The basic equations of motion for a three degree-of-freedom system from section 2.1.8.1 are
given as,
mh(t) + mxob&(t) + mx~bi3(t) + chit(t) + khh(t) = P(t)
mxobh(t) + mr~b2&(t) + [(0,8 - ah)mx~b2 + mr~b2].B(t) + coo(t) + koQ:(t) = R(t)
mXfjbh(t) + [(Gfj - ah)mxfjb2 + mr~b2]&(t) + mr~b2i3(t) + cp/3(t) + k~{3(t) = Q(t)
(5.4)
The addition of a control system in the flap degree-of-freedom results in the last of these
equations becoming,
mxfjbh(t) + [(Gp - ah)mx,8b2 +mr~b2]&(t) +mr~b2 i3(t) + c~/3(t) + kp({3(t) - Pc(t)) = Q(t)
(5.5)
where Pc' is the control surface deflection. If a general non-linearity N({3) is included within
the system the equation of motion becomes.
.. .. . ;A3)
mxfjbh(t)+ [(Gp -ah)mx,Bb2 +mr~b2]&(t) +mr~b2 (3(t) +cpP(t) +k,Bt'tP(t) - Pc(t)) = Q(t)
(5.6)
As an example, this non-linearity would result in equation 2.12, for a bilinear spring, becom-
ing,
No + {3 - ({3c - 1/2&)
N({3) = No + NJ(P - (Pc - 1/2&))
No + {3 - (Pc + 1/2&) + &(NJ - 1)
for {3< Pc - 1/26
for Pc - 1/2& s P s {3c+ 1/2& (5.7)
for {3 > (3c + 1/26
With this formulation the bilinear stiffness is correctly defined about Pc. This form is equally
applicable to all systems where the non-linearity is present between the actuator and control
surface. Some systems, such as some forms of cubic stiffening, have non-linearities that are
unrelated to the controller position. In these systems the controller acts on top of, as opposed to
part of, the non-linearity. Such a formulation would result in the equation of motion becoming,
mX/3bh(t) + [(0/3 - ah)mx/3b2 + mr~b2]&(t) +mr~b2i3(t) + c~/3(t) + kp(N({3) - Pc) = Q(t)
(5.8)
The implementation of control on the equations is, therefore, a simple modification to the
equations of motion. Also this is simply implemented within the continuous representation of




5.3.1 Basic Feedback Control
Basic feedback control systems use the difference between an observer and its desired value to
vary the control surface position. Inorder to achieve better controllers a number of these states
may be combined to allow a control law to be designed. These terms are usually multiplied
by further constants, known as gains. Increasing gains gives the difference between required
and actual position more weighting meaning that the system reacts more quickly to the system
involved.
The initial control system to be studied, is a simple feedback controller of the form,
(5.9)
where ~R is the required heave displacement and K is a scalar gain that can be modified to
give an improved flap response. ~ can be replaced with any other terms such as pitch or flap
controller position.
In order to increase effectiveness of the controller further, velocity and acceleration terms are
also added.
(5.10)
This formulation allows a more tailored response to the systems requirements. The velocity
and acceleration terms, in general for aeroelastic systems, have no eR type terms as it is gener-
ally required that the systems are simply stationary. With a further expansion made by adding
terms related to pitch, an active control system similar to that of Djayapertapa [85, 96], can be
created.
Varying the values of the gains allows the system stability to be altered to give improved
system response over the open loop system.
5.3.2 Linear Quadratic Regulator (LQR)
The Linear Quadratic Regulator (LQR) is a form of controller that is designed to minimise con-
troller deviation displacement for its various states. When implementing most State Variable
Feedback (SVF) control systems to models, no optimal analytical control law exists. However,
if the system is assumed linear and the controller is restricted to a quadratic Performance Index
(PI) form, an approximate solution can be calculated.
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To describe the LQR system it is first necessary to introduce the Performance Index (PI). This
metric is illustrated in the following paragraphs.
Assume the aeroelastic system is of state-space form.
:k =AX+BU
Y=CX+DU (5.11)
A cost function or penalty is then applied to certain states or controller degrees-of-freedom
e.g. more emphasis on pitch than on heave. A PI is then established by firstly minimising the
squares of these functions or, in other words, minimising the energy expenditure. If this cost
function is then integrated over time the steady-state error can be minimised. This is usually
represented in the form,
J = [' [ZTQZ + uTRul dt (5.12)
where Q and R are matrices containing the penalty functions. This summation also allows
differences and sums of states or controllers to be minimised. The bracketed terms in equation
5.12 are of the quadratic form as the states and controller terms are squared. At this point it is
worth noting that the cost function J is a scalar and therefore can be directly used to ascertain
the cost or effectiveness of the control system.
The LQR controller is usually implemented by means of an algorithm that uses a search func-
tion to minimise the cost function by producing and varying gains as appropriate. The partic-
ulars of the algorithm used to minimise the cost function can be found in [47]. For this work
the LQR controller system as contained in MATLAB is used.
Itmay be noted that the above method is only applicable to linear systems. For the purpose
of this work the controller is implemented for a linear aeroelastic system and the same linear
designed system is applied to the non-linear problem to assess its validity.
The specific regulators are only applicable to specific parameters, e.g. Mach number and
altitude, but if the LQR problem is solved at various different conditions it is possible to have
a number of optimal control systems. Using this method is termed scheduling where the gains
become functions of the condition of the system. As the dominant variables in an aeroelastic
system are Mach number and altitude it is possible to implement both Mach number and
altitude scheduling. Inaddition, between the individual optimised points linear or higher order
splines can be used to calculate the gains used for control creating what should be a reasonably
optimised controller throughout the operational envelope.
Using an optimal control system of this form does not necessarily guarantee the optimal de-
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sired response. To obtain optimal system response the cost function variables must be altered
such that the optimal response can be found. However, with such systems, appropriate system
gains can be quickly established, for quick analyses.
5.3.3 Minimal Control Synthesis (MCS) Algorithm
There are, at present, a vast number of papers published on adaptive control systems. Adaptive
control systems, as their names suggest, automatically vary their gains to obtain improved
system response. Such adaptive system have great potential in areas such as reconfigurable
flight vehicles which vary gains when systems or control surfaces are lost in flight. A problem
for many such controllers is termed gain wind-up where the gains continually increase (or
decrease if negative), this is usually due to noise or transients causing the gains to constantly
increase to obtain improved performance.
The scheme in the work described in this thesis is the Minimal Control Synthesis (MCS)
algorithm as described by Stoten and Hodgson [97]. The MCS system was chosen as it requires
no a priori model identification and can quickly adapt its gains from arbitrary initial conditions.
The following section describes the MCS algorithm in brief, more detail can be found in work
by Stoten and Benchoubane [98, 99]. This particular form of problem simplifies the control
law somewhat as the system is trying to set any motions to zero and, as such, has no complex
set of reference parameters to follow.
If a general aeroelastic system is described by a state equation,
x(t) = Ax(t) + Bu(t) + d(t) (S.13)
and the control parameter is expressed as,
u{t) = K{t)x{t) + Kr(t)r(t) (S.14)
where,
K{t) = lot QMcsy;(r)x(r)dr + fJMCSy;(t)z(t)
Kr{t) = lot QMcsy;(r)r(r)dr + fJMcsy;(t)r(t)
Ye(t) = r(t) - x{t) (S.1S)
and r(t) is the reference signal to be followed e.g. eR. To apply this technique within the
aeroelastic system, the discrete-time version of the equations must be created. This objective
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can be accomplished by using zero-order hold equivalence, giving,
u(k} = K(k)x(k} +Kr(k)r(k)
K(k} = K(k - 1) + ,BMcsy;(k}xT(k) - O"Mcsy;(k - 1)x{k - 1)
Kr{k) = Kr{k -1) + ,BMcsy;(k)rT{k} - O"Mcsy;{k - 1}r(k - 1)
Ye(k) = r(k} - y(k) (5.16)
where
O"MCS= i3MCS - aMcsflt (5.17)
In these equations aMCS and ,BMCS are constants that are arbitrarily set by the user. Stoten
[100] suggested that the best results are achieved if the ratio between aMCS and i3MCS is 10:1.
The author suggested that the values be set at 1 and 0.1 initially, and, if the system is too
sluggish, it should be increased by a factor of 10 or, if the performance is above the system
bandwidth, decrease the values by a factor of 10. Further tuning of these values is not required
after this stage [100].
The system, as described above shows good response and adaptivity for various signal forms
in practical mechanical engineering situations although authors [97, 98, 99, 100] have noted
the problem of gain wind-up. This is expected, as the higher the gain the faster the system
can react to the adapting situation. Several methods for overcoming gain wind-up have been
proposed, including: a "forgetting" factor that tends to diminish the gains from their high
levels [100], gain bounding of the MCS system and implementing MCS for only short periods
at a time so the gains are updated then maintain fixed values [10 I].This latter system could be
particularly useful for aerospace application such as store or missile release where the gains
could be altered and then the fixed gain system used later.
5.4 Concluding Remarks
This section has described basic forms of control systems and how they can be applied to
rigid body or elastic dynamic systems. The demand from the aerospace industry for "smarter"
controllers has been driven by the desire to expand the envelope of aircraft whilst maintaining
low risk. In the military field the advent of Unmanned Air Vehicles (UAVs) has reduced the
risk of loss of life considerably facilitating flight beyond the flutter boundary.
The different types of control laws can be split into three types fixed gain, active and adaptive,
which have been discussed in the preceding chapter. Fixed gain, as the name suggests, fixes
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the proportion of a system state, e.g. pitch, that is fed back to a controller. Active systems use
optimisation procedures to generate optimal gains prior to implementation. Adaptive control
systems cover a large range of controllers that allow the gains to vary during operation to
maintain optimal performance. The specific types of controller implemented in this work are
summarised below.
Fixed gain controllers vary the demand on a control surface such as an aileron by weighting
measurable states of the system, e.g. pitch rate, and feeding back the information.
The Linear Quadratic Regulator (LQR) is a more advanced form of controller that determines
the gains of the controller through an optimisation routine. Firstly, the user selects which of
the system parameters are most important and weights them appropriately, e.g. if pitch rate
is more important than heave rate the weightings could be set as 5 and 1 respectively. The
matrices containing these weightings are then past through the LQR algorithm that minimises
the functions generating appropriate system gains.
The final controller considered was the Minimal Control Synthesis (MCS) algorithm. This is
an adaptive control system that varies gains depending on selected variables. This system is
usually used for quite complex position tracking, e.g. robot arms, but for the cases in this work
it simply requires parameters such as pitch and heave to be zero. As the system is adaptive,
the gains of the system vary constantly such that there is reaction to any perturbation. As the
system is always varying, a truly steady state would never be reached which precludes analysis
using continuation method as it can only track solutions with static or repeating motions. A
major drawback to adaptive systems is certification as, without certain limits being applied,
the system gains could reach levels where the physical system cannot react quickly enough
(saturation).
The three basic controllers described above cover the main areas of control systems that ex-
ist. These control laws are combined with both linear and non-linear aeroelastic systems to
ascertain the possibility of delaying flutter onset or suppressing the amplitude of limit-cycle
oscillations. The fixed gain and LQR regulators are studied through the use of continuation and
time integration techniques. The MCS adaptive system is analysed through time integration




The results presented in this chapter are intended, firstly, to validate the techniques described
in this work and, secondly, demonstrate the wider applicability of the methods to a variety of
problems. The first part of the results demonstrate the application of the methods described to
general non-linear aeroelastic problems, this includes the study of new forms ofnon-linearities
that have not been previously analysed in the related literature. The second part of the results
concentrates on the study of aeroservoelastic control, including both linear and non-linear
structural models as testcases. Applications of the techniques used to other related areas of




This section briefly describes the testcases to be examined in this chapter and summarises the
results that these cases should highlight.
Testcase 1 - Low-Speed Two Degree-of-Freedom Case
a) Cubic non-linearities are examined to assess the accuracy of the continuation method and
software as a means of analysing non-linear systems.
b) The accuracy and benefits of using the boundary identification and tanhllogaritmic approx-
imation methods are established by analysing an aeroelastic model containing non-linearities
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in the pitch degree-of-freedom.
Testcase 2 - Ground Vibration Test Cases
a) ODEs that represent sinusoidal forcing functions are used to demonstrate how continuation
methods can be used to simulate vibration testing.
b) The effects of non-linearities on resonant peaks in response curves is demonstrated.
Testcase 3 - Low Speed Three Degree-of-Freedom Case
a) This is an extension of Testcase 1 to establish the accuracy of the boundary identification
and tanhllogarithmic approximation methods for a three degree-of-freedom model.
Testcase 4 - Transonic Analysis
a) Euler and ROM methods are coupled with two and three degree-of-freedom linear structural
models to establish the accuracy with which they can capture flutter boundaries.
b) The ROMs accuracy is ascertained by comparison with a full Euler simulation (weak and
strong coupled) and a linearised Euler simulation.
Testcase 5 - Transonic Analysis with Structural Non-Linearities
a) Two and three degree-of-freedom structural models with free play non-linearities are com-
bined with the ROM to ascertain the accuracy with which the ROM can capture LCOs when
compared to the full Euler simulation.
b) The efficiency with which the boundary identification and the tanhllogarithmic approxima-
tion methods can be used to analyse a type hystersis non-linearity is demonstrated.
c) A combined freeplay and cubic non-linearity is examined to show the pre- and post-flutter
(as predicted by the equivalent linear structural model) LCD effects.
Control
a) Linear Structural Models
i) The effectiveness of various control methodologies on suppressing flutter is established.




b) Structural Models Containing Backlash
i) The correct method of incorporating backlash in to control systems is demonstrated.
ii) It is established if control systems designed to supress flutter also attenuate Limit-Cycle
Oscillations.
Fatigue
a) A demonstration of how damage due to non-linear oscillations can be calculated by com-
bining continuation methods and simple fatigue methods.
6.1.2 Results Presentation
Phase-plane plots are presented throughout the results as a method of visualising the peri-
odic oscillations of limit-cycling systems. A periodic orbit exists in the phase-plane when the
plot traces a closed path, and the number of loops required before the cycle becomes closed
demonstrates periodicity. Sub-harmonics within oscillations can be seen as small loops within
a major larger loop. Super-harmonics appear as oscillation loops of a similar size to the fun-
damental harmonic from which they occur. Example of different forms of phase plane are
shown in figures 6.1 to 6.5 which show a period one (PI), period one with a sub-harmonic
(p Ih), period two (P2), a period two motion with sub-harmonics (P2h) and chaotic oscillations
respectively.
The bifurcation diagram is a second method of presenting the results and is used in this work, it
plots the maximum value that a state takes during an oscillation, e.g. the maximum amplitude
of the pitch, against a continuation parameter e.g. speed. It therefore allows the user an
overview of the scale and magnitude of the oscillations that are likely to be encountered.
6.2 Testcase 1- Low Speed Two Degree-or-Freedom Case
6.2.1 Description
The first testcase is taken from the paper of Wong et a1. [7]. The aeroelastic system analysed
is a two degree-of-freedom model (free to pitch and plunge). The aerodynamic model is as





















Fig 6.1: Phase Plane of a Period 1 Oscillation
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Fig 6.5: Phase Plane of a Chaotic Oscillation
Lee et a1. [35] (section 2-.3.1). The parameters, as defined in equation 2.25 and figure 2.11 are,
J.L = 100, ah = -0.5, Xc< = 0.25, ({ = (a = 0, To = 0.5, tv = 0.2 (6.1)
With this basic system adopted, Wong [7] calculated a non-dimensional flutter velocity of
UL = 6.2851 when a linear structural model is used.
Non-linearity is introduced in to the system firstly, via a cubic non-linearity and secondly, a
freeplay non-linearity. The cubic non-linearities to be studied are,
• G(et) = et + 3a3, M(~) = ~
• G(a) = a + 40a3, M(~) = ~+O.le
where G(et) and M(~) are the pitch and heave elastic stiffnesses respectively. For the first
case, the cubic non-linearity acts only in the pitch degree-of-freedom whereas the second case
has non-linearities in both degrees-of-freedom, although the non-linearity in the pitch degree-
of-freedom is much stronger.
The freeplay non-linearity is shown in figure 6.6 and is only applied in the pitch degree-of-
freedom. This non-linearity is defined by,
G(et) = 0
et - 0.25° for et < 0.25°









Fig 6.6: Low Speed, Two Degree-of Freedom Testcase Freeplay
6.2.2 Itesults
Describing the cubic non-linearities by a set of continuous Ordinary Differential Equations
(ODEs) the amplitude of the pitch Limit-Cycle Oscillations (LCOs) are shown in figure 6.7
and 6.8 for the first and second cubic non-linearity testcases respectively. In these figures the
amplitudes of the oscillations are shown for various velocities, where U/ UL is the fraction of
the linear systems flutter velocity. The results of Wong et a!. [7] are presented alongside the
results generated using the continuation method and the results generated using a fourth-order
Runge-Kutta time simulation. Excellent agreement between all three techniques can be seen
in the figures. As the boundary identification technique is only applicable for piecewise linear
systems it cannot be applied to these cubic testcases.
From the results it is seen that the oscillations are entirely dominated by a single frequency as
shown in the pitch versus pitch rate phase-plane plot, figure 6.9.
The freeplay non-linearity was next analysed using both boundary identification and continu-
ous approximation techniques. Figure 6.10 shows a bifurcation diagram for the pitch degree-
of-freedom at various velocities up to the flutter velocity. The plot is adapted from the re ults
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Fig 6.7: Pitch Amplitude versus Freestream Velocityfor a Cubic Non-Linearity in Pitch
described by G (a) = a + 3a3
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Fig 6.8: Pitch Amplitude versus Freestream Velocityfor a Cubic Non-Linearity in Pitch and
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Fig 6.9: Phase Plane of a Period 1 Oscillation from Cubic Non-Linearity in Pitch Only,from
Wong et al [7]
that, for freeplay non-linearities, the amplitude of the oscillations increases rapidly close to
the flutter velocity with, in theory, infinite amplitude at the boundary itself.
A bifurcation diagram for period is shown in figure 6.11. In this figure, again taken from Wong
et a1. [7], the periodicity of the oscillations can be clearly seen. If a system evolves from a
period 1 oscillation with harmonic (P-l-h) in to a period 2 oscillation with harmonic (P-2-h)
the period approximately doubles, and the evolution is, therefore, a period doubling bifurcation
and can be seen in the figure. In the figure chaotic regions are labelled but cannot be plotted
on the figure as the period is infinite because chaos is a non-repeating orbit. Also labelled in
the figure are the period 1 harmonic (p-l-h) and period 2 harmonic (P-2-h) oscillations.
Comparison between the bifurcation diagrams of Wong et al. [7] and the boundary identi-
fication technique are shown in figure 6.12 and 6.13 for pitch and period respectively. The
figures show that good correlation exists between both techniques, which is expected as the
techniques are based around a similar method. However, the technique adopted in this work
requires far fewer analysis stages to be performed and allows identification of both unstable
and stable branches. Figure 6.14 is the period 1 branch from figure 6.13 and illustrates how
stability can be inferred from the nature of the solutions as branching from the main solution
branch infers a change in stability of the given solutions (as described in Chapter 3). This is il-
lustrated in the figure by the stable solutions appearing as solid lines and the unstable solutions
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Fig 6.10: Pitch Bifurcation Diagram for a Freeplay Non-linearity
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Fig 6.J 2: Maximum Pitch LCO Amplitude using Boundary Identification Compared with
Results of Wong et al. [7l
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Fig 6.14: Inferred Stability for Boundary Identification Technique for a Period 1 Oscillation
Applying a tanh approximation to the freeplay non-linearity resulted in a good correlation
between bifurcation diagrams as shown in figures 6.15 and 6.16. Using the continuation soft-
ware to solve the state-space representation also allowed the stability of the solutions to be
directly determined with solid and hollow circles representing stable and unstable solutions
respectively. Additional benefits of using the solutions of the ODEs is that any parameter can
be selected for the bifurcation diagram without requiring additional equations, as is required in
the boundary identification technique. It should also be noted that identical results were gen-
erated using a logarithmic approximation to the freeplay. As the software used [50] allows the
user to select specific points along the bifurcation diagram and plot the result against time or
against any other system state. This allows phase-plane diagrams to be rapidly generated and
therefore allows more direct access to solutions by the user. Figure 6.17 shows a phase-plane
plot for a period 1 motion with a harmonic solution (plh). This figure shows results taken
from a logarithmic representation alongside results generated from boundary capturing time
simuJations. These figures are shown to match exactly therefore validating the continuation
technique used. In generating the results it was found that using the tanh functions it was very
difficult to capture the period 2 harmonic (p-2-h) branch between the two chaotic areas. This
is due to the tanh function having positive gradients around the discontinuities which numeri-
cally effects the solutions. Overall, fewer problems were found using the logarithmic function
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Fig 6.17: A Phase Plane of a Period 1 with Harmonic at O.72UL
In figure 6.16, the period 2 harmonic branch between the chaotic regions is assessed to be
unstable by both the tanh and logarithmic representation of the freeplay when in actual fact,
if time simulations are performed, the solutions are stable. The reason for this erroneous solu-
tion is that all the states are symmetrical, with the pitch being symmetrical about 0.5 degrees.
This symmetry leads to the co-existence of equal but symmetrical solutions for all solutions
as shown in figure 6.18. The symmetry of such solutions is determined, in the continuation
software, by the eigenvalues of the Jacobian matrix. Figure 6.19 shows which of the sym-
metrical solutions the system remains on depending on initial conditions for a period 1 when
a small change in the continuation parameter, velocity, is made. Figure 6.20 shows a similar
plot to Figure 6.19 for the period 2 harmonic solution that cannot be captured. Comparing the
figures shows a much more patchy region of attraction for this case. As the Jacobian matrix
is constructed from the solutions with small perturbations in initial conditions it seems likely
that the unstable branch is detected because the regions of attraction are too small within the
calculations. This was validated when using a more dense analysis where small areas of stable
solutions are observed.
The analysis of the non-linear aeroelastic problem as defined by Wong et al. [7] has shown
that the continuation techniques both accurately and rapidly identify the correct solutions (see
figure 6.21). Discrepancies in the magnitudes within the figures are credited to the data from
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Fig 6.19: Basin of Attractions at Close Velocitiesfor Stable Calculated Solutions, Blue-

























Fig 6.20: Basin of Attractions at Close Velocities for Unstable Calculated Solutions, Blue -
Stable LCOs at O.4UL and Green - Stable LCOs at O.41UL
et al. [7] are presented for one set of initial conditions only and therefore the existence of two
stable solutions for a given velocity is not presented in their work.
The boundary identification technique was found to be an extremely accurate and rapid method
of identifying all the various forms of oscillations with only a limited number of time integra-
tion runs being required to generate the initial conditions for the continuation. However, the
requirement for the addition of extra equations to generate bifurcation diagrams is a disadvan-
tage in that for every degree-of-freedom two extra equations are required, one to identify the
maxima and another to identify the time at which the maxima occurs. For the cases studied in
this thesis with only two or three structural degrees-of-freedom this poses only a minor prob-
lem, in higher order systems this could pose a significant computational penalty. Additionally,
if higher harmonics are required, the number of equations to be solved is doubled every time a
period doubling is encountered. This second point is only fairly minor for mechanical systems
in that damping tends to eliminate most higher order oscillations.
The continuous representation of a freeplay non-linearity is seen to allow rapid generation of
bifurcation diagrams with a level of accuracy that depends on the f. parameter in the approxi-
mation. The solution for coarser approximations was seen to generate results in a much shorter
time than was found using a more accurate representation. The benefits of using continuous
functions over a boundary identification technique are clear in that the software already exists
to perform the calculations, analyse stability and generate any figures that may be appropriate.
127
CHAPTER 6. RESULTS
- Boundary Identification :
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Fig 6.21: A Comparison of Boundary Identification and Continuous Approximation LCO
Periods for a Low-Speed 2-DOF Aeroelastic System
The results presented in this section have validated the boundary identification and ODE con-
tinuation as a way of analysing continuous non-linear and piecewise non-linear aeroelastic
systems. The applicability of the results is not certain, however, as the aerodynamic theory
mandates a small angle approximation which is not applicable for all cases as the oscillations
captured have amplitudes up to 20°.
6.3 Testcase 2 - Ground Vibration Test Cases
6.3.1 Description
The simulations of Ground Vibration Tests (GVTs) is demonstrated with the following test-
cases. This work demonstrates a more rigorous mathematical analysis of a general dynamics
problem and uses testcases from the paper by Lee et al. [35]. The first equation studied is the
single degree-of-freedom Duffing equation that contains a cubic non-linearity,
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Fig 6.22: Response Curves for DUffingEquation described by Equation 6.3
1.4
where the parameters are set to c = 0.1, k = 1, ,8 = 0.1 and F = 0.4. The second testcase
is analogous to the two degree-of-freedom aerofoil system with cubic non-linearities in both
heave and pitch. Using an excitation force in the pitch degree-of-freedom gives the equations,
0.25a" +~"+ 0.25f +~+ 0.25e = 0
a" + 0.25~" + 0.25a' + a + 0.25a3 = F sin(wt)
These results are also compared with the uncoupled system,
a" + 0.25a' + a + 0.25a3 = F sin(wt)
by setting the ~ dependant terms to zero.
(6.4)
(6.5)
In all the cases outlined above the response of the system is to be studied for its dependency
on excitation frequency and amplitude.
6.3.2 Results
Using continuation methods to analyse the basic Duffing equation as defined by equation 6.3
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Fig 6.23: Response of Decoupled Dynamic System described by Equation 6.5
This figure shows the response to a sinusoidal forcing with an amplitude of 0.4, results are
also presented from analyses performed by Mickens [102], who performed early work of the
non-linear problem, and Kryloff and Bogoliuboff [103] who derived equations that give an
accurate representation for the relationship between response and input, and the exact solution
of the Duffing equation. The continuation technique is shown to give an excellent correlation
with the exact solution, with the added benefit that the solution stability is indicated directly.
For this particular case the stability could be directly derived as the loss of stability is due to
turning points in the curve.
The response of the decoupled dynamic model represented by equation 6.5 is shown in figure
6.23 for excitations ofO.5, 1.5 and 3.0 in magnitude.
This figure illustrates the non-linear behaviour of the system response in that, for a given
frequency of excitation w, a doubling in the excitation amplitude does not lead to a doubling in
the systems response. The regions of instability are also seen not to vary linearly thus requiring
such complicated analysis. This decoupled system is similar in form to that of figure 6.22 as
the system is another form of Duffing equation.
The responses of the dynamic system represented by equation 6.4 to sinusoidal forcing in the
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The non-linear nature of the response introduced into the system through the inclusion of cubic
stiffening in both degrees-of-freedom is clear from the figures. In the figures the results of Lee
et a1. [35] are also shown for a forcing amplitude of 1.5. The close correlation between both
solution methods is shown in these figures. The ability of the continuation technique to identify
the stable solutions directly is clearly shown. For these complicated motions, the technique
adopted by Lee et al. [35] is unable to determine the stability directly without further analyses
being performed.
From the analysis of coupled and uncoupled dynamic equations it is clear that the ability to
identify oscillations rapidly in high order systems requires more sophisticated analyses than
the simple relationships derived by Lee et al. [35]. The method of Lee et a1. [35] reduces
the equations to a simple relationship between the pitch and plunge for a given value of w. In
their analysis it is assumed that the response of higher order harmonics is negligible in systems
containing low-order polynomial stiffening. However, it was found that their method, being
based on basic algebraic manipulation, become complicated for higher order systems and not
possible for discrete non-linearities.
These results show that the use of continuation for the analysis of forced dynamic problems
is a relatively simple task and enables results to be generated accurately and rapidly. The
extension to higher order systems is possible by the addition of extra equations of motion but
can create computational penalties due to the size of Jacobian required to be generated.
The system responses in figures 6.24 and 6.25 are seen to be highly non-linear but also seem
to show some form of relationship with the results of the uncoupled response shown in 6.23.
However, after exhaustive analysis simple relationships between the response curves could not
be ascertained.
6.4 Testcase 3 - Low Speed Three Degree-of-Freedom Case
6.4.1 Description - Low-Speed Three degree-of-freedom Aeroelastic Anal-
ysis with a freeplay Non-linearity
Conner et al. [44] analysed a three degree-of-freedom aeroelastic system using the aerody-
namic model of Edwards et a1. [2]. The parameters used were generated from an experimental
set-up with the damping model extracted from a wind-off linear model vibration analysis. The
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parameters used in the analysis were,
b = 0.127m, ah = -0.5, Gp = 0.5, m = 0.62868kg, ma = 0.18597kg,
So. = 0.08587kgm, Sp = 0.00395kgm, Xo. = 0.434, xfJ = 0.01996,
IQ = 0.01347kgm2, t,= 0.0003264kgm2, To. = 0.7321, Tp = 0.11397,
It = 0.03984, Ko. = 14868-2, Kp = 155s-2, Kh = 18098-2,
(a = 0.01626, (p = 0.0115, (h = 0.0113
From their tests, Conner et a1. [44] calculated the flutter velocity at 23.9ms-1 whereas the
experimental model had a flutter velocity of 20.6ms-t• These values correspond to a non-
dimensional velocity of 3.249 and 2.825 respectively. Three freeplay gaps are used, and cor-
respond to those of the authors, they are ±1.15°, ±1.83° and ±2.12°. The freeplay gaps occur
in the flap degree-of-freedom only and have no preload applied.
6.4.2 Results - Low-Speed Three degree-of-freedom Aeroelastic Analysis
with a freeplay Non-linearity
Unfortunately, comparative results for the technique described by Conner et a1. [44] could
not be generated. The parameters given were used within the calculations but did not seem to
duplicate Connor's results. The author was contacted with regard to the discrepancies but no
adequate explanation was reached.
In order to isolate the problem an analysis was firstly performed using a linear aeroelastic
model described by Edwards et a1. [2]. This model was chosen as it was the aerodynamics as
derived by Edwards that were used by Conner et a1. [44]. Varying the velocity the systems
eigenvalues were plotted, these results compared exactly with the values generated by Edwards
et a1. [2]. From this basis it was therefore surmised that both the aerodynamic and structural
models were correct, the only model that is not validated is the structural damping matrix as
this was not used by Edwards et a1. [2]. Replacing the parameters within the structural matrices
with those used by Conner et al. [44] and including the damping matrices the above process
was repeated over the velocity range applicable. The eigenvalues traces generated showed the
same tendencies as those of Conner et al. [44] but the velocities observed differed with flutter
occurring at 18.1ms-l compared to 23.4ms-l. A better comparison was achieved by using the
uncoupled resonant frequencies within the modal damping matrix but this was still sufficiently
far away to be of any utility.
After varying several parameters it was seen that it was not possible to recreate the results as
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generated by Conner et a1. [44]. By demonstrating the analysis techniques on the two degree-
of-freedom low-speed and the two and three degree-of-freedom transonic model it is thought
that sufficient evidence can be presented in this work for validation to be achieved. The major
drawback to the inability to perform such analyses is that the case presented by Conner et al.
[44] is one of the only cases to present both experimental and theoretical results.
6.5 Testcase 4 - Transonic Analysis
The results in this section provide validation of the Reduced Order aerodynamic Model (ROM)
of Gaitonde and Jones [6]. The ROM has previously been validated for prescribed motions by
Gaitonde and Jones but requires validation when applied to fully coupled aeroelastic systems.
Two testcases are considered with comparisons being made between the ROM, the full Euler
simulation and the work of other authors in the field. The non-linear testcases of Djayapertapa
[85] where not adopted in order to verify the continuation method as the testcases failed to
demonstrate the LCD and chaos phenomena of interest.
In the previous results the computational inefficiency of the boundary identification contin-
uation technique has been highlighted. The remaining results are therefore calculated using
the numerical continuation of continuous ODEs only using approximations to discrete non-
linearities where appropriate.
6.5.1 Description - Two Degree-or-Freedom
The first testcase, taken from the thesis of Djaypertapa [85], is a two degree-of-freedom tran-
sonic aeroelastic testcase as shown structurally by figure 2.11. The model has been previously
studied by many authors, [104, 105, 106] and is based on a NACA64AOIO aerofoil section.
The aerodynamic mesh uses 121 points around the aerofoil (191 including the wake) and 36
points normal to the aerofoil which go from the aerofoil surface to the far field boundary ap-
proximately 20 chords away. The whole grid is shown in figure 6.26 with detail around the
surface shown in figure 6.27. The structural model parameters are,
ah = -0.2, Xa = 0.2, Ta = 0.5, Wh/Wa = 0.3, p. = 23.48 (6.6)
In this testcase the flutter boundary in the transonic regime is studied and found to vary with
the Mach number selected. Only the finite volume coupled method from section 2.3.3 and the
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Fig 6.26: Farjield View of the Finite Volume Grid usedfor the CFD Solution Procedure
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Fig 6.28: Comparison of Flutter Boundariesfor a Transonic Two Degree-of Freedom
Aeroelastic System using Different Analysis Techniques
Reduced Order Model (ROM) of 2.3.4 are used to analyse the testcase as the other method-
ologies described in this work, sections 2.2.2.1 and 2.2.2.2, are limited in applicability to the
analysis of low-speed aerodynamic flows and are thus not valid in this case.
6.5.2 Results - TwoDegree-of-Freedom
The main criterion for validating the ROM is the correct identification of the flutter boundary.
The flutter boundary is defined on a graph of Mach number (M(xJ versus speed index (U*).
The Mach number gives a relationship to the velocity whereas the speed index is related to the
magnitude of the wing loading as it is a function of the air density. The flutter boundary for
this testcase is presented in figure 6.28 alongside other results generated by Djayapertapa [85],
Isogai [104], Alonso and Jameson [105] and Kousen and Bendiksen [106].
The flutter boundary itself denotes a change in system stability from stable, below the bound-
ary, to unstable above the boundary. Such figures are used in industry to calculate the flight
envelope of an aircraft with appropriate safety factors being applied.
From figure 6.28 it can be seen that the results from the ROM are within the tolerances of the













. .. .........: :. .
0.6 .
•
0.4'----__ --L ....L- .L.- __ __. --L- -'-- __ ---'L-- __ ---'- -'
0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9 0.92
Mach Number (MJ
Fig 6.29: Flutter boundary for a Transonic TwoDegree-of Freedom Aeroelastic System
a rapid increase in the speed index on the flutter boundary. For further clarity figure 6.29
shows the results from the ROM and those generated using the fuJJ Euler code which are
identical to those of Djayapertapa [85]. In this figure it can be seen that the method also
predicts the upper limit of the flutter boundary as captured by Djayapertapa. The accuracy to
which the ROM correlates to the full Euler code is seen to reduce at higher Mach numbers
when compared to the lower Mach numbers. The loss of fidelity is attributed, mainly, to the
non-linear aerodynamic characteristics not being captured within the ROM. To overcome the
oscillatory problems artificial dissipation was increased to damp out the oscillations but this
resulted in a smoothing of pressures throughout the mesh and therefore the shock phenomenon
becomes more distributed. However, in general a good correlation is seen and if any errors of
concern are observed then a full Euler simulations can be performed.
Figure 6.30 and 6.31 show sample time simulations for U* = 0.86 and U* = 0.50 respectively
at a Mach nwnber of Moo = 0.8. Figure 6.30 shows results of a strong and weak coupled
simulation (see chapter 2.3.3), a strong coupled linearised simulation (see chapter 2.2.4.2) and
the ROM all calculated on the same computational mesh. The strongly coupled full Euler so-
lution is the most accurate simulation and is taken as the baseline solution. The ROM is shown
to predict the damping of the system more accurately than the weak coupled simulation but
suffers from a difference in the frequency of the solution. During the Eigenvalue Realisation
Algorithm (ERA) the eigenvalues of the system are estimated and any errors in the magnitude
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Fig 6.30: TIme Simulation Results Comparison at Moo = 0.8 and U* = 0.86
the fact the ROM solution is slightly more divergent than the linearised solution which is also
symptomatic of discrepancies in the eigenvalues. Additionally, in reducing the model certain
modes are not captured therefore some differences in time simulation would be expected. As
the eigenvalues are defined by a limited number of points from the impulse responses, they
may be identified with an error. Comparative results between the strong coupled and ROM
only are shown in figure 6.31, this figure also shows discrepancies in both amplitude and fre-
quency, however these are much smaller. In this case the oscillation is decaying and omitted
modes are damped out whereas in the first case they could either be very slowly decaying or
even growing so the error is larger.
The chosen model provides useful information due to the elastic centre of the ection being
located ahead of the leading edge. Such a testcase enables the simulation of highly swept all
moving tailplanes where, at a given section, it is possible that the structure could twist about
a position ahead of the leading edge. The positioning of the elastic axis mean that any mall
variation in lift on the main surface results in relatively large changes in pitching moment due
to the length of the moment arm. As a result any discrepancies in the EuJer m del or the ROM
are accentuated.
The order of the aerodynamic model used for these ana.lyses is small, with the state space
matrix (A) being between lOxiO and 13x13 in size depending on the Mach Number. A
the structura.l equations add 2N equations, where N is the number of degrees-of-freedom, the
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Fig 6.31: Time Simulation Results Comparison at Moo = 0.8 and U* = 0.50
freedom system. This represents a major reduction in calculation time compared to full Euler
solutions and gives the engineer a more useful predictive tool. Additionally, the format of
the system allows structural modifications to be made freely as the ROM requires no a priori
knowledge of the structural model.
6.5.3 Description - Three Degree-of-Freedom
The second testcase taken from Djayapertapa's thesis [85] is a three degree-of-freedom model
with the same NACA64AOIO aerofoil section as for testcase 3a. The three degree-of-freedom
parameters are,
ah = -0.2, Xa = 0.2, Ta = 0.5, Wh/Wo = 0.3, M= 23.48
x/3 = 0.008, T/3 = 0.06, wfJ/wo = 1.5, CfJ= 0.5 (6.7)
where the flutter velocity is dependent on the Mach Number. The finite volume meth d



















Fig 6.32: Flutter Boundary for a Transonic Three Degree-of Freedom Aeroelastic System
6.5.4 Results - Three Degree-or-Freedom
The flutter boundary for the three degree-of-freedom aeroelastic model described in the section
above is shown in figure 6.32. In the figure results of Schulze [107] and Djayapertapa [85] are
presented alongside the results from the ROM and the strong coupled Euler analysis. Similar
to the two degree-of-freedom testcase, the results show a good correlation between all four
models. The largest differences between models occurs between Moe = 0.8 and Moo = 0.86
where the curve gradients are relatively large. The differences are attributed to the shock loca-
tion being on the flap to main aerofoil interface. The shock moves on and off the flap surface
and the prediction of the loads is dependent on the method and grid used. Finer grids and
solution adaptive meshes would yield a better resolution of this phenomenon. Although a grid
refinement study was outside the scope of this work, the results available demonstrate adequate
agreement with other published data. The discrepancy between the ROM and Euler simula-
tions, from which the ROM is derived, suggests that the ROM did not capture all the important
system properties. It can be noted that discrepancies in the boundary position of the Euler
simulation may be attributed to the time integration runs not being allowed to run for sufficient
time to ascertain whether the system is in fact neutrally stable, divergent or convergent. This
second effect is thought to be only very minor component of any inaccuracy.
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6.6 Testcase 5 - Transonic Analysis with Structural
Non-Linearities
In the following sections various forms of non-linearities are analysed and presented for two
and three degree-of- freedom transonic aeroelastic models. The parameters for the models are
those as presented in sections 6.5.1 and 6.5.3 for the two and three degree-of-freedom sections
respectively.
6.6.1 Description - Twodegree-of-freedom Aeroelastic Analysis with Non-
linearities
The two degree-of-freedom models studied contain non-linearities in the pitch degree-of-
freedom. This is equivalent to the actuated freedom within an all-moving tailplane or canard.
Only brief results are presented as the more general three degree-of-freedom case to be pre-
sented later has been the primary focus of this study.
The non-linearities to be applied to the system are freeplay and hysteresis non-linearities within
the pitch degree-of-freedom. The freeplay is defined by the non-linear stiffness G(a)
G(a) = 0 for - 0.25° ~ a ~ 0.25°
for a> 0.25°
for a < -0.25°
and as such is a symmetrical freeplay about the zero pitch position as shown in figure 6.33.
The hysteresis non-linearity is shown in figure 6.34 and is symmetrical about the neutral posi-
tion. The non-linearity is defined by,
G(o:) =
a-0.25 fora> 0.125 and it < 0
a + 0.25 for a < -0.125 and it> 0
0.125 for -0.125 ~ 0: ~ 0.375 and it > 0
(6.9)
-0.125 for -0.375 ~ a ~ 0.125 and it < 0
a - 0.25 for a > 0.375 and it > 0
a + 0.25 for a < -0.375 and it < 0
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Fig 6.35: Pitch and Plunge Aerofoil Section with a FreepZayNon-linearity, Heave Bifurcation
Diagram at Moo = 0.845
6.6.2 Results - Two degree-of-freedom Aeroelastic Analysis
Figures 6.35 and 6.36 show bifurcation diagrams for the heave and pitch degrees-of-freedom
with a freeplay non-linearity at Moo = 0.845. Some areas show no solutions, at these point
the bifurcation solution program, AUTO, could not find solutions for the standard solution
sequence. However, it was found to be possible to identify most solutions if small arclength
steps were taken. However, using such small steps led to excessive computational times.
From the bifurcation diagram a sample point ofU* = 0.236 is taken and a compari on of the
time integration analyses made, this is shown in figure 6.37 for the pitch fre dom. The figu.re
shows that the same basic trends as exhibited by the linear system can be observed with slight
differences in amplitude and frequency being present. However, the ROM is seen to generate
good results with the oscillations being within acceptable tolerances. For the hystere i non-
linearities a sample phase plane diagram was generated at U* = 0.504 and i h wn in figure
6.38. The figure shows the almost exact matching of the continuous approximation t the hy -
teresis non-linearity when compared to the time simulation. This shows that the continuation
technique is generating accurate resu.lts for the ROM when compared to time imulations u ing
the ROM. The errors that are shown in the figure are believed to be due to difference between
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Fig 6.36: Pitch and Plunge Aerofoil Section with a Freep/ay Non-linearity, Pitch Bifurcation
Diagram at Moo = 0.845
and are thought to be due to some of the full Euler model modes not being included in the
ROM representation.
The bifurcation diagrams for the hysteresis non-linearity are shown in figures 6.39 and 6.40
for the heave and pitch degrees-of-freedoms. As any oscillations that exist must pass entirely
around the hysteresis loop the existence of sub-harmonics is not observed. Additionally, the
speed index values at which oscillations occur are close to the flutter boundary as it i only
at these levels of wing loading that it is energetically possible for the oscillations to be main-
tained.
From both the freeplay and hysteresis non-linearities it is seen that the ROM and Euler method
agree closely with onJy small differences existing. It is expected that, for the results pre ented,
the discrepancies could be further attributed to the large oscillations that are ob erved. The
oscillations seen were in the region of 6 degrees and, at such level ,the lineari ation requir d
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Fig 6.39: Pitch and Plunge Aerofoil Section with Hysteresis Non-linearity, Heave Bifurcation




Fig 6.40: Pitch and Plunge AeroJoil Section with Hysteresis Non-Linearity, Pit h Bifurcation
Diagram at Moo = 0.845
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6.6.3 Description - Three degree-of-freedom Transonic Aeroelastic Anal-
ysis with Non-Iinearities
Using the three degree-of-freedom aeroelastic model as outlined in section 6.5.3, various forms
of structural non-linearities were studied to determine the effects ofnon-linearities on transonic
dynamics. The testcase is primarily performed at Moo = 0.845 with more general results
reported as appropriate.
The first case studied was a freeplay of ±0.1 degrees in the flap degree-of-freedom. Djayaper-
tapa [85] selected a testcase with a larger non-linearity, ±1.0 degrees. This testcase was not
adopted as it showed few LCOs as the freeplay was too large and therefore the combined aero-
dynamic and inertial forces where insufficient to maintain oscillations such that the system
tended to rest at one of the extremities of the freeplay. A second freeplay testcase of ±0.25
degrees is also tested in this section for a range of Mach numbers such that an overall LCD
map can be generated.
A hysteresis non-linearity is also considered for the three degree-of-freedom testcase with the
non-linearity again applied in the flap degree-of-freedom. The non-linearity is shown in figure
6.41 and is described by,
{3 + 0.5 for {3 < -0.25 and /3 > 0
{3 - 0.5 for {3 > 0.25 and /3 < 0
0.25 for -0.25 :$ (3 ~ 0.75 and /3 > 0
N({3) =
for -0. 75 ~ {3 :$ 0.25 and /3 < 0
(6.10)
-0.25
f3 - 0.5 for {3 > 0.75 and /3 > 0
{3 + 0.5 for {3 < -0.75 and /3 < 0
If any oscillations exist wholly within the hysteresis loop it is assumed that the stiffness is the
equivalent linear oscillation that intersects the comers of the hysteresis box. Such restrictions
also effect the sub-harmonics such that they also cannot exist solely within the hysteresis
loop. The method as discussed by Breitbach [31] where the hysteresis loop scales down if the
oscillations act completely within the loop is not widely adopted for analyses and, as such, is
not considered here. Additionally, these scaling effect would complicate the way in which the
non-linearities are represented and requires further in-depth study.
A combined cubic and freeplay non-linearity is also to be studied without preload applied. As
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Fig 6.41: Transonic, Three Degree-of Freedom Testcase Hysteresis
of a freeplay of ±O.l degrees is studied with various weightings applied to th.e cubic term.
The cubic non-linearities to be studied are restricted to stiffening types as these are the most
common forms found within aircraft structures. It is expected that, due to the incorporation of
such non-linearities, both pre- and post-flutter oscillations occur.
An extensive study has been made using the ROM continuation technique to allow rapid gen-
eration of bifurcation diagrams. Full Euler studies have been used at various points so a to
enable assessment of the validity of the coupled ROM system.
6.6.4 Results - Three degree-of-freedom Aeroelastic Analysis with Non-
linearities
6.6.4.1 Results - Three degree-of-freedom Aeroelastic Analysis with a FreepJay Non-
linearity
The first non-linear testcase to be studied for the three degree-of-freedom, transonic aer ela tic
system is that of a symmetrical freeplay. Figures 6.42 to 6.44 show bifurcation diagram for
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Fig 6.42: Maximum Heave LCO Amplitudefor a Three Degree-of Freedom Aerofoil with a
FreepZayNon-Linearity at Moo = 0.845
freestream Mach number of Moo = 0.845. The figures were generated using a continuous ap-
proximation to the freeplay non-linearity. This approximation shows a much simpler response
than observed with the low-speed aerodynamic models and is due to the strong aerodynamic
damping effects. The discontinuities observed within the solutions occur due to transition be-
tween various periodic forms e.g. p-l to p-I-h. Figure 6.44 shows, unlike for the low speed
testcases, a region near the flutter speed index (U* = 0.485) where the LeOs disappear before
reappearing as the flutter speed is approached. The oscillations disappear when the amplitude
of the LCO is equal to or less than the amplitude of the freeplay i.e. 0.1 degrees or 0.001745 ra-
dians. As the aerodynamics are linearised, the motions with an amplitude less than the freepJay
are within an entirely linear regime and therefore oscillations cannot exist.
Using the boundary identification technique similar, although more complex, results were gen-
erated as shown in figure 6.45. As can be seen in the figure, the problems were encountered as
the identification of change of stability points did not work causing many spuriou branches
to be generated. Additionally, generating the bifurcation diagram was found to be computa-
tionally expensive with 32 simultaneous equations being solved. As the code utili ed - AUTO
[50] - is a general bifurcation analysis system it is believed that a specifically optimi ed cod
would generate solutions much more quickly, likewise for the continuation of the continuous
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Fig 6.43: Maximum Pitch LCO Amplitudefor a Three Degree-of-Freedom Aerofoil with a
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Fig 6.44: Maximum Flap LCO Amplitudefor a Three Degree-of-Freedom Aerofoil with a
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Fig 6.45: A Comparison of the Bifurcation Diagrams Generated by the Boundary
Identification Method and the Continuous Approximation.for a Freep/aying System at
Moo = 0.845
identification the remaining results are presented for the continuous approximations only.
As was mentioned earlier, the main freeplay testcase ofDjayapertapa [85] used a larger freeplay
gap (±1.0 degrees). With this level offreeplay, oscillations were only observed near the flutter
speed index where the combined inertial and aerodynamic forces were sufficient to maintain
the motions. This is explained by the gap that is observed for the small freepJay testcase shown
in figure 6.44 which would become very large for large amplitude oscillations.
From the bifurcation diagram generated by the continuous approximation technique (figure
6.44) phase plane plots for the flap at various values of speed index were selected. This
approached enabled an assessment of the accuracy of the continuation meth.od to be made.
Figures 6.46 to 6.50 show phase plane plots for speed indexes 0.176, 0.295, 0.320, 0.396 and
0.450 respectively.
The figures show comparisons between time-integration and continuation solution using the
ROM and full Euler solutions. The continuation method is validated as the plots show that
for the ROM continuation and ROM time-integration solutions, close correlation is achieved.
Differences between ROM and full Euler simulations are observed at high values of speed
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Fig 6.50: Phase Plane Plot/or a Flap with a Freeplay Non-linearity at ~Moc= 0.845 and
U* = 0.450
of-freedom linear and non-linear testcases. The deficiency is attributed to the eigenvalue reali-
sation algorithm that uses a least squares difference method for eigenvalue assessment. Using
ERA with an output optimisation algorithm, an improvement in the accuracy with which the
eigenvalues can be isolated could be made. This would increase the accuracy of the solutions
but the fact that some modes are not included would mean that some differences would always
be observed.
From the analyses performed in these studies a better understanding of the boundary identifica-
tion problem has been found. Conner et al. [44] cited that incorrect identification of switching
points resulted in incorrect solutions being achieved. The nature of this inaccuracy is in that
the rigid speeds over which LCOs are found become smoothed such that solutions away from
the LCO onset have negligible error when comparing coarse approximations to the boundary
identification techniques whereas near the boundaries errors occur. Accordingly, the logarith-
mic approximation to the non-linear problem is seen to be sufficient to generate oscillatory
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Fig 6.51: Maximum Flap LCO Amplitude for VariousMach Numbers
6.6.4.2 Results - Three degree-of-freedom Aeroelastic Analysis with a Hysteresis Non-
linearity
The hysteresis non-linearity in the flap degree-of-freedom defined by equation 6.10 was ap-
plied to the transonic testcase. The initial study was performed at M = 0.845. The bifur-
cation diagram created by such a non-linearity is extremely simple as shown in figure 6.52
for the flap degree-of-freedom. The oscillations observed were simple period one LeOs. The
oscillations took this form as sub-harmonics are prevented, since the hysteresis does not take
into account the motion if it occurs within the hysteresis loop alone. This factor i explained in
the phase plane of figure 6.53, which demarks the boundaries of the freeplay regions for posi-
tive and negative velocities. The definition of the hysteresis mandates that, for LeOs to exist,
each of the boundaries must be crossed in the correct order shown in the figure, i.e. boundary
1 to 4 consecutively. As sub-harmonic oscillations usually occur over switching point bound-
aries, it would be impossible to cross the boundaries sequentially i.e. boundary i cannot b
crossed twice in a row during an oscillation. As the period amplitude of the oscillation is f
the magnitude of the hysteresis it means only super-harmonics could exi t.
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Fig 6.52: Flap Bifurcation Diagram for a Three Degree-of Freedom Aeroelastic Model with a
Hystersis Non-Linearity at Moo = 0.845
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Fig 6.54: Heave LCD Amplitude/or a Freeplay and a Combined FreepJay/Cubic
Non-Linearity
gions are much stiffer than the freeplay areas. This particular feature was highlighted in figure
6.44 where the penetration of oscillations in to relatively stiffer regions is negligible except
close to the flutter boundary.
6.6.4.3 Results - Three degree-of-freedom Aeroelastic Analysis with a Combined Freeplay
and Cubic Non-linearity
The combination of a freeplay and cubic non-linearity is thought to demonstrate a more phys-
ically realistic implementation of the analytical technique. Figures 6.54 to 6.56 show bifurca-
tion diagrams in heave, pitch and flap rotation for the combined non-linearity at M oc = 0.845,
where the freeplay is ±O.l degrees and 'l/J3 = 107• For comparative purposes the basic freeplay
bifurcation diagram is also shown in these figures. As can be seen the addition of the cubic
stiffening reduces the amplitude of the LeO motion compared to the basic freeplay motion.
Additionally, figure 6.57 shows an extension to the flutter velocity when the cubic non-linearity
is included. This system therefore shows both pre- and post-linear flutter velocity phenomena.






















2 . .... ;
Re~ = Freepl~y Non-linearity
Blu~ = Combined Fraeplay & Cubiti Non-linearity
........... ; : .
















Speed Index - U·
3.5 , ..R~d·~ F~eeplay Noi,-lInearlty:
Blue = G.omblned f'reeplay & :Cubic No~lInearlty :
.....: : .
...: ~ :.. , .
. ,! ~.... . .
· .:.. . " ~ : ~.. .
· .· .· .
o~ ~ ~ ~ ~ -L -L ~~L-~ --'
0.05
. . . . .......~ :' :. .: : :- : .
0.4 0.45 0.5
Fig 6.56: Flap LCO Amplitude for a Freeplay and a Combined Freeplay/Cubic Non-Linearity
. .., : -; .
0.5
. ......................................... ,. . .
0.1 0.2 0.3 0.350.15 0.25






















............. ; : .
- Freeplay
- Combined Free la & Cubic Non-lineari
OL----L--~~--~--~---~--~-----'
0.43 0.44 0.45 0.46 0.47
Speed Index - U·
0.48 0.49 0.5
Fig 6.57: Flap LCO Amplitudes Near the Linear Flutter Speed Indexfor a Freeplay and a
Combined Freep/ay/Cubic Non-Linearity
major differences are not highlighted until '1/13 is taken to relatively high values. If ¢3 is in-
creased the pre- and post-linear flutter phenomena are clearly observable, as shown in figure
6.58 where ¢3 = 1010. With this non-linearity implemented the flap oscillations extend, only
slightly, into the linearly stiff region. The flutter boundary extension shown in the figure is
much clearer than the previous examples. With such a large stiffness parameter used the stiff
region becomes more like a rigid stop.
6.7 Control- Limit-Cycle Attenuation and Flutter Suppres-
sion
The implementation of control systems within the context of an aeroeJastic system is per-
formed for two reasons:
• control of the linear three degree-of-freedom aeroelastic system as defined in section
6.5.3 such that the flutter boundary can be extended; and
• the control of the same three degree-of-freedom aeroelastic system both below the flut-
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Fig 6.58: Comparison of Combined Freeplay/Cubic Non-Linearities with Various Strengths
ter boundary, where LeOs are encountered, and above the boundary where unsteady
oscillations occur.
The aerodynamic model used within the context of this work is the ROM.
As the systems oscillatory frequencies were found to be relatively low in the area of concern
the inclusion of full actuator dynamics is not made as its effects would be negligible and would
be beyond the central scope of this work.
6.7.1 Fixed Gain Control- Linear Aeroelastics
Fixed gain control was applied to the three degree-of freedom transonic aeroelastic system
in order to assess its influence on the linear flutter boundary. The fed back terms were the
heave and pitch degrees-of-freedoms and their associated rates. The first control systems im-
plemented are single term feedback control, i.e. pitch or pitch rate etc. Positional feedback i.e.
heave or pitch, provided little attenuation to post flutter boundary motion but was seen to pro-
vide damping to the divergent motion. Pitch rate feedback, however, successfully attenuated
post flutter oscillations and with a gain set to -8.0 the flutter boundary could be successfully
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Fig 6.59: Effect of Single Fixed Gain Feedback on the Flutter Boundary
Control systems conventionally rely on the feedback of rates to provide the major damping
with positional feedback added if required. Applying heave and pitch rate feedback indepen-
dently with gains of +3.0 and -8.0 was shown to provide good extension to the flutter boundary
particularly above Moo = 0.8. The results ofthe implementation are shown in figure 6.59 along
with the open loop flutter boundary. In the figure pitch rate feed back of -8.0 is only shown
down to Moo = 0.8 because below this level the feedback causes self induced oscillations far
below the flutter boundary. Additionally, many ofthe systems exhibited unstable zones at very
low values of speed index. This is due to the density at low speed indexes not allowing the
generation of sufficient forces to counter displacement.
The use of multiple feedback systems were then analysed with the aim of extending the flutter
boundary even further beyond its current limits. As rate feedback was seen to be the most
effective form of suppression, combined pitch rate and heave rate control was then imple-
mented. Such a system was chosen by Djayapertapa [85] as it successfully extended the flutter
boundary by up to 20% over a large range of Mach numbers. The system implemented by
Djayapertapa set both of the rate gains to -3.0. The flutter boundary provided by such a system
is shown in figure 6.60. The feedback of combined heave and pitch proved to be less effective
than the combined rate feedback with motions taking much longer to decay. Various combi-
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Fig 6.60: Effect of Combined Fixed Gain Feedback on the Flutter Boundary
of up to 44%.
As with single rate feed back, the inclusion of a pitch rate feedback of -8.0 caused instabilities
far below the linear flutter speed index. The system described by Djayapertapa [85] was found
to be one of the best, providing some extension to the flutter boundary at high Mach numbers
without pre flutter instabilities being excessive. However, the system did show instabilities at
very low speed indexes for the reasons described previously. The results from both the single
and multiple rate feedbacks both showed little extension to the flutter velocities below Mach
0.8 without excessive penalties at higher Mach numbers.
Further analysis showed that the inclusion of pitch and pitch-rate feedback at speeds below
Mach 0.8 was the cause of many of the oscillations below the actual flutter boundary. Pitch-
rate was seen to be the most susceptible with very large areas of instability being encountered.
Figure 6.61 shows an example of the instabilities that exist prior to flutter with the pitch and
pitch-rate terms fed back.
The analysis of such fixed gain control systems proved to be somewhat arbitrary as the large
number of control gains that could be varied prohibited a thorough analysis and control system
optimisation. However, single state feedback optimisation was possible by selecting a desired
flight speed index level and using continuation to vary the gains until stability is found, a
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Fig 6.61: Regions of Stability for a Closed Loop Three Degree-of-Freedom System
similar technique was used to vary gains of multiple state feedback control systems. The
variation of the gains required for different Mach numbers is also seen as a problem as set
gains cannot be used, instead, some form of Mach number gain scheduling was seen to be
required. To solve all these problems by simple selection of various gains is highly impractical
and therefore alternative means of generating the gains were used, as described in the following
sections.
6.7.2 MCS Adaptive Control- Linear Aeroelastics
The Minimal Control Synthesis (MCS) algorithm was applied to the flutter boundary exten-
sion problem. The technique automatically varies the gains in order to attain improved system
performance. As the system is constantly changing the application within continuation soft-
ware is not possible since the gain would never reach a steady state condition and, additionally,
the system requires historical data which cannot be simply implemented under a state-space
formulation. The analyses presented were performed at Moo = 0.845 only.
The MCS algorithm was first implemented at U* = 0.54 which corresponds to 1.1 times the
linear flutter speed index. The algorithm was initially applied to the pitch rate and heave rate
as, as mentioned in earlier sections, these factors usually provide the best attenuation. Figure
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Fig 6.62: Gain Adaptation for a Three Degree-of Freedom Aerofoil Control at 1.1 Times the
Linear Flutter Speed Index at Moo = 0.845
quickly adapt and settle down at a steady state value.
The corresponding system response to the gain adaptation is shown in figure 6.63. In this
figure the oscillations are seen to initially build up until the gains reach a value sufficient to
damp out the motions.
The MCS algorithm was then applied to the system at 1.2 times the linear flutter speed index.
For this case MCS was incapable of suppressing the oscillations as the speed of adaptation of
the gains was very sensitive to the asses parameter described in section 5.3.3. However, if
an initial estimate of the gains is added at time zero, the system was capable of adapting and
controlling the motions. The corresponding gains and structural motions are shown in figures
6.64 and 6.65 respectively.
For both the cases shown, the gains are seen to settle to a stable finite level. As the system is
linear and contains no noise once the system has reached a steady state there is no requirement
for the gains to increase. For realistic systems noise and turbulence would cause the system
to keep adapting, increasing the gains constantly. This characteristic is unacceptable, as the
control system would eventually saturate. Implementation would therefore require the gains
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Linear Flutter Speed Index at 1v[00 = 0.845
not occur. If the gains are updated at regular intervals it would seem that the application of
MCS would be practical. This would be particularly useful when system properties change,
for example when stores are dropped.
6.7.3 Optimal Control Systems - Linear Aeroelastics
Using the Linear-Quadratic Regulator (LQR) as described in section 5.3.2 it was possible to
design an optimised control system that would allow the linear aeroelastic system to operate
beyond the flutter boundary. The optimised system firstly required that some combination of
states and control inputs were used as minimisation parameters. As many of the states within
the matrix are aerodynamic states, the weightings were restricted to the structural freedoms
and rates as well as the control surfaces demanded position. The weightings were initially
placed on the heave, pitch and flap rotations with the ratio of 1: 1:1 respectively. A speed index
then had to be chosen about which the system is optimised. The value was selected as the
linear flutter speed index. Applying the system within MATLAB gave a set of gains that were
applied to all the system states but allowed optimisation as prescribed. The gains that were
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Fig 6.66: Closed Loop Flutter Boundary Optimised at the Flutter Speed Index
system. Figure 6.66 shows the flutter boundary for the linear aeroelastic system with the above
criteria applied.
As can be seen an extension in speed index is achieved over that of the open loop case. Ex-
tending the system further such that the control system is optimised around 1.2 times the linear
flutter speed index with the same weightings (1: 1:1) is shown in figure 6.67
As with the fixed gain analysis, the susceptibility to pitch and pitch-rate feedback induced
oscillations below the flutter boundary was also seen. For both the LQR optimised systems
studied above pre-flutter oscillations were only seen at Mach numbers of Moo = 0.8 and below.
Removing the pitch-rate feedback from these optimisation resulted in much reduced pre-flutter
oscillation pockets but with detrimental effects upon the flutter boundary extension, as shown
in figure 6.68.
In order to further study the effects of the control in the pre-flutter regime an optimisation
was performed at 0.4 times the linear flutter speed index. The resultant change in the flutter
boundary is shown in figure 6.69.
From this scheme the flutter boundary is extended negligibly or even reduced. However, it is
observed that the large areas of pre-flutter instability no longer exist. For all these methods, a
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Fig 6.67: Closed Loop Flutter Boundary Optimised at 1.2 Times the Flutter Speed Index
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Speed Index
the shock positioning giving the controller particular effectiveness.
Extending this system further, a linear spline was placed between the gains at 0.4 and 1.2
times the flutter speed index in an attempt to extend both the flutter boundary and eliminate
the pre-flutter oscillations.
Using the weighting parameters of Vipperman [25], analyses were again performed at 0.4, 1.0
and 1.2 times the linear flutter speed index. The weightings were set to 1:5:1 for heave, pitch
and flap respectively. Figures 6.70, 6.71 and 6.72 show the results for the respective speed
indices with comparisons made to their equally weighted forms. The extra weighting on pitch
is particularly relevant to aeroelastic systems as the important aerodynamic drag characteristics
are more dependant on the twist of the wing than the vertical displacement.
The results from these comparisons tended to show that the best performing system is achieved
when equal weightings (1: 1:I) are used in the LQR routine with a lower boundary observed
for the 1:5:1 weighting. At higher Mach Number, however, the 1:5:1 controller showed better
performance than the equally weighted equivalent.
As the LQR algorithm used generated gains for aerodynamic derivatives that cannot be directly
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6.7.4 Control of Freeplaying Aeroelastic Systems
6.7.4.1 Basic Dynamics
Application of control within freeplaying systems has often been misinterpreted when applied
to modem aeroservoelastic analysis, [85, 57]. As the freeplay within an actuated degree-of-
freedom is attributed to free movement within the control system the non-linearity is always
about the actuators defined position and not the actuated degree-of-freedom position. This phe-
nomenon is illustrated in figure 6.73, where the boundaries of the freeplay region are marked
out by two sinusoidal waves which are b above and below the sinusoidal actuator position.
Figure 6.73 also shows the motion of a flap within the system for a low speed index (and
therefore low density and loading). The flap is seen to be stationary until it enters the stiff
region and it is moved along with the freeplay boundary until the change in direction. Figure
6.74 shows the same systems response to a more rapid actuator motion.
The high frequency motion acts more like a impact, driving the system with large velocities
between the different stiff zones. If the low frequency motion is repeated at a higher values of
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Fig 6.75: Low frequency Control Surface Excitation at Large Values of Speed Index
the stiff domain due to the aerodynamic forcing effects.
As the correct system dynamics are now understood it becomes possible to apply control sys-
tems to the non-linear aeroelastic problem to assess the possibility of LCD suppression.
6.7.4.2 Non-linear Aeroeservolastic Response
Fixed gain, adaptive and optimal control was applied to a freeplaying, transonic aeroelastic
system. The aeroelastic model used for the problem is as defined in section 6.5.3, with the
freeplay gap set to ±O.l degrees. The bulk of the analyses were performed at Moo = 0.845
so that detailed information on the system could be attained with broader analyses presented
where required. Presently there are few control systems developed to optimise for non-linear
aeroelastic phenomenon. Therefore, the control designed for the linear systems was applied to
ascertain its applicability to more realistic systems than the linear aeroelastic model. The con-
trol analyses were performed using the continuation method with a logarithmic approximation
to the freeplay non-linearity coupled with the ROM to model the aerodynamics. The excep-
tion is the adaptive control system where gain wind-up prevents stable-solution detection, such
that continuation cannot be used. In these cases time-simulations have been performed as an
alternative.




Blue = Open Loop Response.
Red = Fixed galn on Pitch 1.0
... ·Gree"ri .=.Flxed·ijaln· on·Pitch· 3:0·············
Black = Fixed gain on Pitch ~.o












0.1 0.2 0.3 0.4. 0.5 0.6 0.7
Speed Index - U
Fig 6.76: Application of Single Gain Feedback Control to Freeplaying Systems
shows the flap amplitude variation with speed index.
In the figure the basic bifurcation diagram can be seen, as well as the system with pitch feed
back. The figure shows that suppression of the oscillations can be achieved with good effect
when applying the linearised system's gains to the non-linear problem. The level of suppres-
sion is observed to reduce the oscillation and extend the flutter boundary by up to 25%.
Extending the fixed gain principal to combined gains, figure 6.77 shows the response of the
same aeroelastic systems as discussed previously when using combined gains.
In the figure, various combinations of gains are applied to the systems heave rates and pitch
rates in the ratios of, -3:-3 (as used by Djayapertapa [85]), and -6:-6. The systems exhibited
similar suppression characteristics to those of the linear system with, in general, the best sys-
tems for the linear case exhibiting the best characteristics for the non-linear case. However, at
speed index values far below the flutter value the systems performance altered with some of
the optimal system showing large LCO responses. This is thought to be linked to the pre-flutter
unstable areas observed within the linear systems. Unstable phenomenon and large LCO seen
at lower velocities within the freeplaying system suggests that control surface effectiveness at
controlling motions at low speed is a significant factor in the problem.
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Fig 6.77: Application of multiple Gain Feedback Control to Freeplaying Systems
The optimal control systems designed in section 6.7.3 were applied to the freeplaying system.
The freeplay was set to ±0.1 degrees and tests were performed at Moo = 0.845. Figures 6.78
and 6.79 shows the response of the basic freeplaying system as well as the control systems
optimised at 0.4, 1.0 and 1.2 times the linear flutter speed index, for weighting 1:1:1 and 1:5:1
(heave:pitch:control rotation) as described in section 6.7.3.
From both systems the optimisation at 1.2 times the linear flutter speed index gave the best sup-
pression of oscillations. Studying the full effect on the plunge and pitch degrees-of-freedom
demonstrated that the system with the 1:5:1 weightings gave the best overall response, indi-
cating that pitch is the most important degree-of-freedom to contro1. However, it is noted that,
as for the linear case, this ascertion may not be valid at lower Mach numbers.
Using the MCS adaptive control methodology time simulations were performed at 0.3,0.6 0.9
and 1.2 times the linear flutter speed index. The response of the system after initial transient
and gain adaptation is shown in figures 6.82 to 6.84 for the three lower peeds. The re p n e
of the system at 1.2 times the linear flutter speed index is not shown as the control sy tern wa
incapable of suitable control.
The system applied allowed adaptation in heave, pitch, heave-rate and pitch-rate. The gain
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Fig 6.84: Flap Motionfor Freeplaying System with Adaptive Control at a.gUt and
Moo = 0.845
yses.
The gains presented here for the heave and heave-rate are -2 times the actual values due to the
non-dimensional form of the heave rate used in the analysis. As with the gains, the 1.2 times
the linear flutter speed index results are not shown as they were found to diverge rapidly to
infinity.
6.8 Further Applications - Fatigue
Pre-flutter LeOs due to structural non-linearities can have a major effect upon the fatigue
life of aircraft structural components. Using the analysis outlined in the previous s ction it i
possible to determine the amplitude of any oscillations induced by non-linearitie and therefore
predict its fatigue properties. The following section describes a simplistic method by which
simple fatigue analysis can be performed. However, implementation of the analy i within a
structural Finite Element (FE) code would allow more complex structures to be analy ed and
various analyses to be performed using the prescribed motions from the continuation re ult .
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Case
applied to a two degree-of-freedom aerofoil with freedoms in pitch and plunge.
6.8.1 Fatigue Model
Fatigue for components of structures are calculated using fatigue curves as shown in figure 6.88
which is taken from [108]. From these curves the number of cycles that a specified material
could endure when subjected to a sinusoidal oscillating stress can be calculated. However,
systems undergo a number of different amplitude oscilJations throughout their lifecycle and
therefore the damage accumulated is required. The amount of damage sustained is defined as,
(6.11)
where ni is the number of cycles with a stress amplitude indexed by iand N, is the endurance of
the material when subjected to this stress amplitude ias defined in material fatigue curve . The
summation is the total over all possible stress amplitudes taken. If this damage is accumulated


















Fig 6.88: Fatigue Curves for Ti-6Al-4 Vwhen Stressed along Different Crystal Axes
Depending on variation in operational parameters and inclusion of safety factors this life may
be modified according to best practice.
When the motion of a system is not sinusoidal these equations no longer hold and therefore
equivalent sinusoidal motions are used. Many different methods for studying fatigue in non-
sinusoidal oscillating systems have been developed [109]. The accuracy of these models is
dependent on the particular method but for the purposes of this study the Rainflow technique is
used as it is seen to be one of the most effective ways of accurately predicting fatigue life [109].
The method is described in detail by Dowling [109], and results in non-sinusoidal oscillations
being converted into a set of equivalent sinusoids from which the method of predicting life in
equation 6.11 and 6.12 can be used.
6.8.2 Aeroelastic Fatigue Model
As Wong's aeroelastic state space system is non-dimensional [7] the associated fatigue analysis
is likewise non-dimensional. In equation 2.77 the terms before G(~) and M (a.) represent the










The attachment from the surface to a rigid structure, e.g. the attachment between the aerofoil
and the fuselage of the aircraft, considered in this study is a simple cylinder with internal and
external radii given as rin and rout when non-dimensionalised with respect to the semi-chord.
This representation allows the Cartesian and polar second moments of area, I and J to be
calculated as,
7r( 4 4 )1=- r t - r·4 otI an (6.1 S)
(6.16)7r(4 4)J = - r t - r·2 otI an
These parameters allow the Youngs' and Torsional Modula (E and G) can be calculated. Com-
paring the non-dimensionalised Youngs' Modulus with the actual modulus a scaling factor is
obtained for the analysis. For the testcase studied here a forged and annealed titanium alloy
(Ti-6AI-4V) is used with a Youngs' Modulus of(114 GPa).
To use the Rainfiow method for fatigue prediction outlined in [109] the peaks and troughs of
the motion are identified using simple stress theory. The stress is calculated as a combination
of the stress due to torque and that due to vertical displacement. For the simple cylinder studied
here the shear stress due to torque is,
OGR
T=--L (6.17)
where 0 is the angle through which the cylinder is turned, R is the maximum distance away
from the axis of rotation i.e. rout. and L is the length from the fully fixed root to the point at
which the cylinder is rotated through an angle of (}when non-dimeasionalised with respect to
the semi-chord i.e. the distance from the aerofoil to the fuselage attachment point. The stress
due to vertical displacement is calculated as,
3EeR
(Jl=- L2 (6.18)
where e is the vertical displacement. Using the theory of maximum principal stress [110], the
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Fig 6.89: Cubic Stiffening Non-Linearity
6.8.3 Testcase
The testcase chosen for this system is that of a polynomial stiffness spring where the non-
linearity is of the form,
( .20)
i=l
This is a general case for a non-linearity in the pitch degree-of-freedom. The pecific ea e to be
studied is a structural stiffening in the pitch degree-of-freedom. Such stiffening is represented
by a cubic equation,
This non-linearity is quite a strong non-linearity as the system stiffens quickly ut id f the
central range and can be seen in figure 6.89. The heave degree of freedom i linear and imp.ly
represented by,
G(~) = ~ ( .22)
The generalised system parameters to be used in equation 2.77 are,








(a = (~= 0,
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The dimensions of the aerofoil attachment are,
rout = 0.08, rin = 0.06, L = 0.55
6.8.4 Results
A simple fatigue analysis was performed for an acceleration from a velocity of 1.0 to 1.753
(non-dimensionalised with respect to the linear systems flutter velocity) and then a decelera-
tion back down again. The reasons for these velocities being selected are that below the level
of 1.0 no Leos occur. To simulate the acceleration process all the velocities within the range
selected were taken sequentially upwards and then downward to recreate the acceleration then
deceleration. Tests for both a slow (ten cycles at each velocity level) and a fast (one cycle
at each velocity level) sequence were performed to assess the impact of a quick acceleration-
deceleration compared to that of a gradual acceleration-deceleration process, as shown in fig-
ure 6.90 and 6.91 respectively. However, it should be noted that the oscillations seen in these
figures are not sinusoidal. Identifying the peaks and troughs from these calculations coupled
with the Rainflow technique gave the resultant set of sinusoidal oscillations.
Using the equivalent sinusoids the damage incurred (fraction of the time to failure) was cal-
culated as 8.7512 x 10-4 for the rapid form and 5.3367 x 10-3 for the slow form. Assuming
that this motion occurs twice in every flight then this gives a predicted life of 2285 missions
if the acceleration was quick or 374 if it was the slow acceleration. The difference in fatigue
life is a factor of six and not ten as would be generated by many algorithms. The disparity is
because the number of jumps between different oscillatory levels, Le. different velocities, is
still the same and at these junctions much of the fatigue is generated. Additionally, a major
contribution to the fatigue is the major cycle, from absolute minimum to absolute maximum,
this cycle still only occurs twice i.e. once whilst accelerating once whilst decelerating. This
peak loading has the largest alternating stress at 719MPa, where only 1.03 x 104 cycles are
required for a fatigue failure to occur, which, when compared with other stress values that have
cycles to failure of the order 105 and 106, is an order of magnitude worse.
The fatigue example shown here is simplified but demonstrates that it is possible to organise
the system so that velocity, mass ratio, inertias and non-linearity can be altered in the numer-
ical continuation. These factors would allow the simulation of changes in speed, changes of







Fig 6.90: Rapid Fatigue Motion
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This section has demonstrated that analysis of non-linear aeroelastic and aeroservoelastic sys-
tems can be performed both rapidly and accurately.
The method of boundary identification proved to be a highly accurate method of analysing
piecewise linear forms of non-linearities. The efficiency of the method was good for low-
order oscillations e.g. period I, but, when the oscillations where of more complex forms,
e.g. period 2 with harmonics, the solution sequence slowed down considerably. However,
most large, dynamic systems tend not to exhibit high-order oscillations due to the presence of
structural damping.
Combing numerical continuation with tanh and logarithmic functions representing discrete
non-linearities showed to be an efficient way of analysing both piecewise linear and piecewise
non-linear systems. The ability to vary a singe parameter to increase the accuracy of the ap-
proximations proved to be a particularly useful way of analysing discrete non-linearities when
using numerical continuation. Even though the approximations are not exactly the same as the
discrete non-linearity it has been shown to be well within engineering tolerances. Using this
technique, the speed at which solutions are generated is a markedly better than conventional
time integration methods.
The Reduced Order aerodynamic Model (ROM) proved to be an efficient way of capturing the
basic dynamics of the transonic airflow around the aerofoils studied. For structurally linear
models, the flutter boundaries were calculated accurately and within the differences between
other transonic codes. When using the ROM to generate time integration solutions, small
differences in the rates of divergence/convergence and frequencies were observed, this error
was found to increase when non-linear structures were introduced. For these cases the er-
ror was noted to exist within the ROM itself and not the application of continuation as both
time integration and continuation methods agreed. The error is attributed to the ROM not
capturing all the dominant aerodynamic frequencies and damping values as this would create
excessively large matrices. From the studies, the ROM could eventually provide a very use-
ful engineering tool for both conventional linear and non-linear analyses in both normal and
modal co-ordinates.
From the analyses performed here it has been shown possible to generate control systems that
both attenuate Leos and delay flutter onset. It was seen that if controllers were optimised
for linear systems, they would also be close to being the optimal design for non-linear system
controllers. The level to which control of non-linear aeroelastic systems could be studied
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was limited within the scope of this thesis and requires further work to obtain an in-depth
appreciation of the problem. The optimal controller was found to be the best control law as it
proved the best at suppressing LCOs and delaying flutter. The fixed gain controller was found
to be very much more ad hoc method of generating the required gains. The Minimal Control
Synthesis (MCS) adaptive controller was found to be difficult to implement as the gains tended
to constantly wind-up. Delay of flutter onset was found to be possible with MCS but care had to
be taken of the parameters that determined the rate at which the system adjusted. The control
of LCOs was found to be impractical using MCS as the oscillation would never have zero
amplitude and, therefore, the gains would never stop increasing. As the gains are constantly
changing the application of the numerical continuation techniques was found to be impossible
because a steady repeating cycle would never be found. The design of controllers to suppress
aeroelastic phenomena requires further investigation as it was found that the controllers could,
whilst extending the flutter boundary, destabilise other areas below the flutter boundary.
The impact of non-linearities on the fatigue life was briefly highlighted at the end of this
chapter with a simple example given. It is believed that given certain non-linear parameters
can be measured throughout a components life and that flight data is logged, better estimates of
remaining life can be given. The example showed this in a simplified manner but, in principle,
this could be extended to full scale aircraft and detailed structural models.
In summary, the application of numerical continuation to both linear and non-linear aeroelas-
tic problems can both reduCe calculation times and increase the accuracy of solution. Using
boundary identification as a method of analysing piecewise linear systems was shown to be
very accurate and efficient for systems with low periodicity, e.g. period 1, but became ineffi-
cient for systems with higher periodicity. Representing discrete non-linearities with approx-
imations and applying numerical continuation was found to deliver both good accuracy and
good efficiency of solution. The newly developed Reduced Order Model (ROM) showed much
promise with transonic flutter boundaries being found accurately in a fraction of the time that
it would take for conventional analysis methods. In analysing non-linear problems, the ROM
did show some discrepancies in the amplitude of oscillation that requires further investigation.
Control of aeroelastic systems was found to be possible, and the application of numerical con-
tinuation to the problem was also seen to be useful except for adaptive controllers where a
steady state is never reached. It was found that care must be taken in the design of aeroelastic
controllers as they can destabilise the system far below the flutter boundary.
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Summary, Contributions and Future
Work
7.1 Summary
The overall goals of the research in this thesis were: the implementation of efficient meth-
ods for the analysis of general non-linear systems including piecewise linear and non-linear
elements; and the application of these methods to investigate limit-cycle oscillations in the
low-speed and transonic regimes both with and without controllers applied.
To date, the main techniques for the analysis of dynamic system~ with non-linearities, particu-
larly discrete non-linear elements, have been time integration and harmonic balance schemes.
The time integration schemes are slow since a large number of simulations have to be per-
formed not only for different variables e.g. speeds and altitudes, but also for different initial
conditions e.g. initial pitch or pitch-rate. This initial condition dependency has to be analysed
as the non-linear systems could converge on to different amplitude cycles depending on the ini-
tial conditions or perturbation applied to the system. The use of harmonic balance is also com-
monly used to analyse system with weak forms of non-linearities e.g. cubic non-linearities.
However, when analysing piecewise linear sytems the occurence of transient oscillations due
to impacting as the system goes through the discontinuous points has meant that the adoption
of the harmonic balance is restricted.
Little attention has been given to the development of improved methods for the analysis of
challenging non-linear systems with the exception of Wong et al. [7] and associated re-
searchers in Canada .[39, 49, 60, 61, 35, 37, 40]. These authors have developed a range of
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techniques for analysing aeroelastic systems containing either continuous or piecewise linear
elements. Many methods developed to analyse non-linear systems tend to rely on the harmonic
balance technique which mandates that the oscillations are made up of either single or multiple
harmonics which is not always the case for discrete non-linearities where the impacts excite
transients.
The boundary identification technique developed in this work solves the aeroelastic equations
exactly for piecewise linear systems. The method splits the system into different linear zones
and solves the equations of motion exactly at the boundaries of these zones. Solving the
equations exactly at each boundary generates initial conditions for the next linear zone. If, in
performing such analyses, all the states at a given boundary are the same as at a previous time
at that boundary then a periodic solution has been found. By solving the equations in this way
it becomes possible to identify oscillations of different periodicity exactly for different initial
conditions and system parameters.
An alternative solution procedure has also been developed and implemented in this research
that involves the use of continuous Ordinary Differential Equations (ODEs). To generate con-
tinuously differentiable equations the method uses tanh and logarithmic approximations to
represent any discrete non-linearities. Using these approximations allows a single parameter
to be varied in order to change the accuracy of the approximation, in this way the method lends
itself to application within continuation methods, unlike polynomial approximations which re-
quire a change in the order of the system to increase their accuracy.
The use of continuous approximations or boundary identification do not in themselves lead
to any improvements in the efficiency with which the non-linear aeroelastic phenomenon can
be analysed. Efficiency gains for the continuous approximation method arise because the
approximations allow analysis with numerical continuation software, which traces branches of
results rapidly without the requirement for large numbers of repetitive analyses to be performed
as is required when performing analyses using time integration type methods. The boundary
identification method, however, uses numerical continuation in a different way and tracks a set
of solutions by solving algebraic equations that define an oscillation of a specified periodicity
or of a certain number of boundary crossings e.g. period 1 with harmonic. The boundary
identification then allows all the solutions to be identified by combining different types of
periodic solution and combining them to map the whole domain of interest.
The two new methods developed here have been used to analyse various forms of structural
non-linearities including backlash, cubic stiffening, hysteresis and combined backlash/cubic
systems. These testcases cover all major forms of non-linearities that could occur within sys-
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terns Le. continuous, piecewise linear and piecewise non-linear. The results generated using
boundary identification and numerical continuation have been shown to match exactly with
the results generated using more conventional time integration techniques that include bound-
ary capture when discontinuities are present. However, the increased computational efficiency
of applying the boundary identification technique compared to time-integration is small if
solutions have high periodicity. Applying the continuation techniques to sets of ordinary dif-
ferential equations and using continuous approximations to represent discrete non-linearities
has been shown to reduce the time for calculations considerably when compared to time-
integration methods with both the amplitude of the oscillations and the stability of the solution
being calculated.
In much of the published literature, the aerodynamic models used for aeroelastic studies are
based on low-speed assumptions. The assumptions made in these models enable an aerody-
namic model to be generated that is simply a function of the systems states, with the addition
of a low number of extra augmented aerodynamic states. As most modem aircraft cruise in
the transonic regime such low-speed models are inappropriate for modem analysis. Recent
advances in aerodynamic modelling using finite volume schemes has meant that good aero-
dynamic models can now be generated throughout the flight envelope. However, such models
do not lend themselves to application within state space modelling methods because of the
large number of states Le. the unknown velocities and densities at thousands of grid points.
To overcome such difficulties, much effort has been applied to the development of Reduced
Order aerodynamic Models (ROMs) which have fewer unknowns, but still reproduce the be-
haviour of the full system of equations with good accuracy. The models used in this work
were produced by Gaitonde and Jones [6] and are based on the time-linearised Euler equa-
tions. The responses of the linearised Euler equations to a small set of pulse inputs are used
to construct ROMs by using the Eigenvalue Realization Algorithm (ERA) as devised by Juang
and Pappa [79]. Using ERA, ROMs with a much smal1er number of unknowns can be created
in a state-space form.
The coupling of the ROM with a linear structural model and numerical continuation has been
demonstrated to very rapidly and accurately identify the flutter boundary of the aeroelastic
system which would have previously required many time integration solutions of systems with
tens of thousands of degrees-of-freedom. Applying the analysis techniques used for low-
speed models to transonic structurally non-linear aeroelastic problems has been shown to allow
LeOs to be identified within the transonic, coupled system. When comparing the results using
the ROM with those generated using the full Euler simulations, the general behaviour of the
oscillations have been shown to compare well with the amplitudes and frequencies of the
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solutions demonstrated as being in the same region as the actual solutions. It is thought that
the loss of accuracy present is due to many of the aerodynamic modes not being included and
that some of the eigenvalues are not exactly identified within the ERA. For the identification
of flutter boundaries, however, this is not a problem as the boundary is reached when a pair of
dominant eigenvalues - that are usually identified and included - cross the imaginary axis.
In this work, three different forms of Flutter Suppression Systems (FSSs) are demonstrated;
a fixed gain control system, an optimal control system and an adaptive control system. For
aeroelastic models with linear structures, all three algorithms proved successful as a FSS with
the largest flutter boundary extension shown by the optimal control system. The basic control
system showed good results were obtained when heave and pitch rates where fed back in the
three degree-of-freedom system. The selection of the gain levels, however, was somewhat
haphazard with gains being "tweaked" by hand to improve the response. The adaptive control
system showed good attenuation of oscillations up to approximately 20% beyond the open
loop flutter boundary, Beyond this point the rate of departure of the flutter was too fast for
the gains to modify without requiring vel)' careful selection of weighting parameters. How-
ever, this adaptive system did demonstrate a fast method of generating fixed gains for linear
systems as, at a given velocity, the gains rapidly adapted to a fixed value. In real systems this
would not occur as system noise and turbulence would introduce gain wind-up. The Linear
Quadratic Regulator (LQR) optimal control law showed good suppression, well beyond the
flutter boundary, with few limitations on its successful implementation experienced.
In this work it was noted that all the various control systems gave rise to areas of instability
at low values of speed index below the linear flutter boundary. From varying the gains by
hand the size of the unstable region was found to relate to the amount of pitch or pitch-rate
fed back. This demonstrates that when designing systems for flutter suppression the effect
upon the whole envelope must be taken in to account. The MCS adaptive control system used
was not as promising as first expected. It was anticipated that, due to its adaptive nature,
MCS would react rapidly enough to eliminate most oscillations. The requirement for careful
selection of some system parameters within the MCS system far above the flutter boundary
affected its performance quite dramatically as saturation or divergent oscillations were seen.
The design of controllers to suppress LCOs in non-linear aeroelastic systems is a relatively
new field with little literature available. In this work the same control methodologies applied
to the linear systems were applied to non-linear testcases. The control laws behaviour was
quite similar to that of linear systems with, in general, the controllers that were best for de-
laying flutter in the linear cases being the best for the suppression of LCOs for the non-linear
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cases. When implementing the control laws it was shown that not only could the oscillations
be suppressed but the flutter boundary could also be extended by the same amount as the equiv-
alent linear system. This suggests that for both linear and non-linear systems the same modes
became oscillatory unstable in the same way.
For both the control of linear and non-linear aeroelastic systems described above, the appli-
cation of the continuation analysis technique was possible, with the exception of the adaptive
control system. This is expected as the gains in the adaptive case would in theory be constantly
changing throughout any limit-cycles and as such would be non-repeating. In general, it was
found that with the continuation technique adopted results could be generated rapidly in both
the linear and non-linear examples.
Beyond the initial aims of this work, further studies have been performed in the simulation
of Ground Vibration (or resonance) Tests (GVTs) and the analysis of fatigue. In this thesis,
a method to allow mathematical models of the structure to be analysed including any known
non-linearities in a way that could be used for comparison with GVTs was described. The
aerodynamics of the aeroelastic models were replaced with sinusoidal forces and the system's
response examined. This analysis demonstrated that responses could be calculated quickly
and accurately analysed without the need for repeating a number of time-responses at different
forcing amplitude levels. The non-linear tendencies of the system were highlighted in the
results of this work and shown to be very different to results from conventional frequency
response analyses of linear models.
A simplified method for the analysis of fatigue due to structural non-linearities has been
demonstrated on a very basic low-speed testcase in this work. This system uses the peak
values of the oscillations to establish the amount of damage caused. Using the data from such
models and information from flight data recorders should allow an estimation of fatigue to be
made with possible implications on the costs of aircraft operations and component life exten-
sion. The analysis in this work was very basic but shows good potential for improvement when
coupled with more realistic aeroelastic and structural models.
7.2 Contributions
All of the aims outlined in section 1.4 at the start of this thesis have been achieved. This section
lists the main contributions of this work.
Two new methods have been developed for the analysis of non-linear systems including piece-
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wise linear and non-linear systems. These methods reproduce results obtained using existing
time-integration techniques that include discontinuity capture. The boundary identification
method offers small savings compared to time-integration techniques, whereas the use of con-
tinuous approximations and numerical continuation results in major reductions in the com-
putational effort required. This technique is a major advance on existing methods and the
methods demonstrated herein could be applied to other situations including general dynamics,
electrical engineering, population studies etc.
The technique of arranging transonic coupled aeroelastic systems into state-space forms as is
frequently used for low-speed aerodynamic models has been demonstrated by using Reduced
Order Models of the flow. This allows the new analysis methods described above to be im-
plemented thus enabling rapid analysis of structurally linear and non-linear systems in higher
speed regimes.
Ithas been demonstrated that control systems can be designed that are capable of suppressing
flutter beyond the flutter boundary. However, it is shown that whilst these beneficial effects
were achieved the introduction of the control system could lead to regions of instability at
low values of speed index away from the flutter boundary. This has demonstrated the need to
consider the whole of the flight envelope when designing a flutter suppression control system
requiring the possible use of gain scheduling against speed and altitude.
The design of control systems to suppress LeOs in non-linear aeroelastic systems has been
shown. Itwas found that methods that work well for linear systems, in general, work well for
the non-linear systems studied. It was demonstrated that LeOs could be suppressed and the
flutter boundary extended simultaneously.
A method to allow the rapid and accurate generation of non-linear results for comparison
with Ground Vibration Tests (GVTs) has been produced. This method is superior to the more
conventional frequency response approach producing more representative results when non-
linearities are present.
A fatigue analysis method described in this work has demonstrated that the methods developed
in this thesis have applicability beyond the design and test phase of non-linear structures.
Although only a basic study was carried out, it showed the potential to generate useful data on
the life of structures in a rapid and inexpensive manner.
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7.3 FurtherWork
This work has developed a number of mathematical tools for the analysis of a range of non-
linear aeroelastic structures. The software used to perform the analysis was created as a multi
purpose tool that can be applied to a number of mathematical problems. In order to take full
benefit of the continuation analysis method a more specific tool for the aeroelastic problem
should be developed.
A logical extension to the analyses presented in this work is the extension to three-dimensional
aeroelastic models incorporating full wings and then full aircraft. Potential computational
problems may still exist for the continuation software if higher order systems are analysed as
the step sizes used in the predictor-corrector may be restrictively low.
The Reduced Order aerodynamic Model (ROM) has shown great potential in this work with a
large decrease in the time required to generate flutter boundaries and LCO information through
a large range of Mach numbers. Extending the ROM technique to three-dimensional structures
is a logical next step in its development. For such a system, however, impulse responses are
not required in every degree-of-freedom of the structure (which could be thousands), instead
impulses are required in each of the structural mode shapes that are relevant, these may be
generated using modal analysis software available in most FE packages. In theory, for a com-
plete analysis all possible structural modes would be required to be taken but it is thought
that taking approximately the first ten to twenty modes would be sufficient to allow a good
analysis to be performed. As only a limited number of structural modal responses are required
approximately 20 to 40 impulses responses need calculating which would be computationally
viable.
A further extension to the ROM is the implementation of an eigenvalue splining routine. Such
a routine would allow analyses to be performed between the discrete Mach numbers at which
the ROMs are generated. The validity of such a scheme within the highly non-linear transonic
dip region, shown in this work, would require further investigation. The use of splining below
the transonic regime, down to a Mach number ofO.3, could be very beneficial, however, as the
system shows general linearity at these speeds and it is believed that the eigenvalues only vary
slightly such that large spacing between ROMs would be valid.
Comparing results of the ROM with those of the full Euler solution showed some differences
to exist in amplitude and phase. These differences are thought to be due to the accuracy with
which the eigenvalues are identified and the number of aerodynamic modes that are extracted.
Therefore, the way in which the ERA functions should be revisited to assess if further im-
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provements could be made. Additional errors could be introduced due to the amplitude of
the oscillations being beyond the small disturbance approximation of the linearisation. It has
therefore been proposed that impulse responses are taken around two or more static positions
and splining between the resultant state-space formulations is made such that a better response
may be found. The general problem of not enough aerodynamic modes being identified re-
quires further work as it would seem to be a conflicting requirement between accuracy and
speed.
In the field of non-linear aeroelasticity, much of the research is concerned with the simula-
tion of the non-linear systems and comparing results with other theoretical testcases. Ideally,
comparison should be made between the numerical techniques developed and experimental
models. However, modern literature concerned with experimental non-linear aeroelastic struc-
tures is severely limited at present and relatively few papers show comparative results. As
a result, much more emphasis should be put on the need to perform experimental tests with
which the numerical methods could be accurately validated. Such testcases should initially
be two dimensional models to prove analysis techniques before three-dimensional cases are
considered. Furthermore, such techniques have a great advantage over analysis of flutter in
that they are non-divergent so tests can be performed with some confidence that damage will
not occur.
A great deal of work is still required in the design of control laws for both linear and non-linear
aeroelastic systems. The study in this work showed an overall comparison between aeroelastic
controller types with only a small amount of insight gained in to the full nature of the problems
that could be encountered. A thorough analysis of the non-linear aeroservoelastic problem is
still required with implementation of the various forms of controllers.
The use of the LCO information as a predictive fatigue technique is a further recommendation
as only a rudimentary study of the problem has been performed with highly simplified models.
Iffull structural Finite Element (FE) models exist, however, the analysis of the fatigue on such
structures due to non-linearities elsewhere in the structure presents an interesting use of the
techniques developed in this work.
The application of the continuation method to analyse non-linear structures in the form of
sinusoidal forcing is an interesting extension to the analysis problem and allows better com-
parisons to be made with experimental GVTs. The analysis of such forced systems was found
to be very efficient as the aerodynamic complications are removed. Therefore, it is believed
that analyses could be performed in times comparable to those used in generating modal meth-
ods but with the benefit of incorporating non-linearities. However, non-linear systems would
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typically require results to be generated for different forcing amplitudes to capture the full
system properties. Comparative experimental analyses could also be performed for non-linear
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where, from equation 2.17.
"pI = 0.165, "p2 = 0.335, El = 0.0455 and E2 = 0.3
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Aerodynamic Matrices used in the
Generation of Aeroelastic ODEs
The matrices from equation 2.33 are given by,
Mne = [;:. .s: a~} -~~13]
Tl -2Tla(1/1I")Ta
Bne = [~o -,,<a~=1/2} _;,,]
-Tl7 -(1/1I")Tl9
Kne = [o~o~ -~l5]
-(1/1I")Tl8
R = [2,,<a~~1/2)]' sf [ ~ ], Sr [<1/2~ ah}] (B.1)
-Tl2 (1/1I")Tlo (1/211")Tll
where the constants T; are defined by Theodorsen [48] and Theodorsen and Garrick [111] as,
r, = ~J1 - C~(2 +C~) + C{3 cos"? C{3,
T2 = (1- C~) - V1- C~(1+C~) cos"! C/3+C/3(cos-1 Cfj)2,
T3 = - (~+C~) (cos"! CfJ)2 +~C/3V1 - C~ cos"! Cfj{7+ 2C$) - ~(1 - Cl)(5Cl + 4),
T4 = - cos"! C/3+C/3V1 - C~,
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T5 = -(1 - G~) - (cos"! Gp)2 + 2Gp..)1 - G~ cos"! Gp,
T6 = -T2'
T7 = - (~ + G~) cos'? G/3+ ~G/3 ..)1 - G~ cos"! G/3(7 + 2G~),
Ta = ~..)1- G~(2G~ + 1)+ G/3cos"! G/3,
Tg = ~ [~(..)1-G~)3 + ahT4] ,
TlO = ..)1 - G~ = cos" Gp,
Tn = cos"! Gp(1 - 2Gp) + ..)1 - G~(2 - Gp),
Tl2 . ..)1 - G~(2 + Gp) - cos"! G/3(2G/3+ 1),
1
T13 = 2[-T7 - (G/3 - ah)T1],
1 1
Tl4 = 16 + 2ahG/3'
TI5 = T4 + TlO,
1
Tl6 = Ti - Ta - (G/3 - ah)T4 + 2Tn,
Tl7 = -2Tg - Tl + (ah - 1/2)T4,
Additional matrices from equation 2.35 are given by,
N = [O.006825(U/b)2 O.10805(U/b)],
r, = [-O.013~5(U/b)' -O.34:5(U/b)] (8.2)
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Appendix C
Matrices used in the Derivation of
Linearised Euler Equations
The matrices used in the derivation of the linearised Euler equations are given as,
1 0 0 0
(Bl)ijl= -ulp lip 0 0
-vip 0 lip 0
(-y - l)Q -{" - l)u -('}' - l)v '}'-1
4




u p 0 0
B2S =
u2 2pu 0 1
vu pv pu 0
Qu (pe+]i) + pu2 pvu "tul'}' - 1
v 0 P 0
B3S =
uv pv pu 0
v2 0 2pv 1
Qv puv (pe +p) + pv2 '}'15/b - 1)
Q = !(u2 +152) (C.2)2
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The linearised form of the discrete Geometric Conservation Law is given by,
(C.3)
This is solved via the same integration scheme used for the physical perturbation equations.
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AppendixD
Aeroelastic Coefficients used in the
Derivation of Low-Speed Aeroelastic
Model
The coefficients for the state-space coupled equations of motions for equation 2.77 are,
a21 = j( -dsco + csdo), a22 = j( -d3Co + C3dO)' a23 = j( -d4l'-o + c4do)
a24 = j( -d2Co + C2dO), a2S = j( -d6Co + C6do), a26 = j( -d7Co + c7do)
a27 = j( -daCo + cado), a2a = j( -dgCo + egdo),
a41 = j(dsCo - csdJ), a42 = j(d3cI - c3dd, a43 = j(d4Ct - c4dd
a44 = j(d2Co - C2dl), a4S = j(d6cl - C6dt), a46 = j(d7ct - C7dt)
a47 = j(daCo - CadI), a48 = j(dgcl - egd1) (0.1)
where,
(0.2)
c; and di are given in appendix A with the exception of Co, Cl, do and d) that are replaced by,
1
Co = 1+-,
JJ
(0.3)
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