Abstract-A consensus problem consists of a group of dynamic agents who seek to agree upon certain quantities of interest. The agents exchange information according to a communication network modeled as a directed time-varying graph and evolve in a convex metric space; a metric space endowed with a convex structure. In this paper we generalize the asymptotic consensus problem to convex metric spaces. Under weak connectivity assumptions, we show that if at each iteration an agent updates its state by choosing a point from a particular subset of the generalized convex hull generated by the agent's current state and the states of its neighbors, then agreement is achieved asymptotically. In addition, we present several examples of convex metric spaces and their corresponding agreement algorithms.
motivates the investigation of consensus problems under a stochastic framework. Hatano and Mesbahi consider in [7] an agreement problem over random information networks, where the existence of an information channel between a pair of elements at each time instance is probabilistic and independent of other channels. In [21] , Porfiri and Stilwell provide sufficient conditions for reaching consensus almost surely in the case of a discrete linear system, where the communication flow is given by a directed graph derived from a random graph process, independent of other time instances. Under a similar model of the communication topology, Tahbaz-Salehi and Jadbabaie give necessary and sufficient conditions for almost sure convergence to consensus in [25] , while in [26] , the authors extend the applicability of their necessary and sufficient conditions to strictly stationary ergodic random graphs. Extensions to the case where the random graph modeling the communication among agents is a Markovian random process are given in [11] and [12] .
A convex metric space is a metric space endowed with a convex structure. In this paper we generalize the asymptotic consensus problem to the more general case of convex metric spaces and emphasize the fundamental role of convexity and in particular of the generalized convex hull of a finite set of points. Tsitsiklis showed in [31] that, under some minimal connectivity assumptions on the communication network, if an agent updates its value by choosing a point (in IR n ) from the (interior) of the convex hull of its current value and the current values of its neighbors, then asymptotic convergence to consensus is achieved. We will show that this idea extends naturally to the more general case of convex metric spaces. The work in [15] already emphasized the central role played by convexity for proving convergence to consensus. We show that the same idea applies beyond the vector space of real numbers, and that the convex structure provides a systematic way to derive agreement algorithms. Generalizing the convex property to non-Euclidean spaces allows for dropping a number of smoothness assumptions on the dynamics. For example, unlike [15] , no continuity on the maps generating new states is required. Extensions of the results shown in [15] and presented in [33] , where the authors consider convexity in metric spaces more general than the standard Euclidean spaces, 1 and use orthogonal projections on geodesic segments to prove convergence, since they are able to easily characterize contractions of a line segment.
Our main contributions are as follows. First, after citing relevant results concerning convex metric spaces, we study the properties of the distance between two points belonging to two, possibly overlapping convex hulls of two finite sets of points. These properties constitute the base for proving convergence of the agreement algorithm. Second, we provide an upper bound on the (infinity) norm of the vector of distances between the values of the agents. We show that the agents asymptotically reach agreement, by showing that this upper bound asymptotically converges to zero. Third, we emphasize the relevance of our framework, by providing several examples of convex metric spaces and their corresponding agreement algorithms. An initial version of the concepts presented here were introduced in [10] , where due to space limitations almost all proofs were omitted. The current paper refines the respective concepts, includes all the proofs and several new examples of convex metric spaces. In [13] and [14] we extended our work to the case where the communication between agents is based on a randomized gossip algorithm. As a result, the technical approach used for the convergence analysis is completely different, having to deal with the underlying stochastic framework of the problem; namely, stochastic calculus was used to analysis the dynamical properties of a set of stochastic differential equations driven by Poisson counters.
The paper is organized as follows. Section II introduces the main concepts related to convex metric spaces and focuses in particular on the convex hull of a finite set. Section III formulates the problem and states our main theorem. Section IV gives the proof of our main theorem together with some auxiliary results. In Section V we present several examples of convex metric spaces and their corresponding agreement algorithms.
Basic Notations: Given W ∈ IR n×n by [W ] ij we refer to the (i, j) element of the matrix. The underlying graph of W is a graph of order n without self loops, for which every edge corresponds to a non-zero, non-diagonal entry of W . We denote by 1l {A} the indicator function of an event A. Given some set X we denote by P(X ) the set of all subsets of X .
II. CONVEX METRIC SPACES
The first part of this section presents a set of definitions and basic results about convex metric spaces. The second part focuses on the convex hull of a finite set in convex metric spaces.
A. Definitions and Results on Convex Metric Spaces
For more details about the following definitions and results the reader is invited to consult [29] , [30] .
Definition 2.1 [30, pp. 142] :
for all x, y, u ∈ X and λ ∈ [0, 1].
Definition 2.2 [30, pp.142]:
The metric space (X , d) together with the convex structure ψ is called a convex metric space, and is denoted henceforth by the triplet (X , d, ψ) .
Example 2.1:
The most common convex metric space is IR n together with the Euclidean distance and convex structure given by the standard convex combination operation. Indeed, for any x, y, z ∈ IR n and λ
where the last inequality followed from the convexity of the norm operator.
Example 2.2 [30] : Let I be the unit interval [0,1] and X be the family of closed intervals, i.e.,
and define a metric d in X by the Hausdorff distance, i.e.,
More examples can be found in [29] and [30] and the references therein. In Section V, we introduce additional examples of convex metric spaces.
Definition 2.3 [30, pp. 144] : A convex metric space (X , d, ψ) is said to have Property (C) if every bounded decreasing net of nonempty closed convex subsets of X has a nonempty intersection.
Fortunately, convex matric spaces satisfying Property (C) are not that rare. Indeed, by Smulian's Theorem [5, p. 443] , every weakly compact convex subset of a Banach space has Property (C).
The following definition introduces the notion of a convex set in a convex metric space.
Definition 2.4 [30, p. 143] : Let (X , d, ψ) be a convex metric space. A nonempty subset K ⊂ X is said to be convex if ψ(x, y, λ) ∈ K, ∀x, y ∈ K and ∀λ ∈ [0, 1].
Let P(X ) be the set of all subsets of X . We define the set valued mappingψ : P(X ) → P(X ) as
where A is an arbitrary subset of X .
In Proposition 1 [30, p. 143] it is shown that, in a convex metric space, an arbitrary intersection of convex sets is also convex and therefore the next definition makes sense.
Definition 2.5 [29, p. 11] : Let (X , d, ψ) be a convex metric space. The convex hull of the set A ⊂ X is the intersection of all convex sets in X containing A and is denoted by co(A).
Another characterization of the convex hull of a set in X is given in what follows. By defining A m Δ =ψ(A m−1 ) with A 0 = A for some A ⊂ X , it is discussed in [29] [29, pp. 12] : Let (X , d, ψ) be a convex metric space. The convex hull of a set A ⊂ X is given by 
It follows immediately from above that if
A m+1 = A m for some m, then co(A) = A m .
B. On the Convex Hull of a Finite Set
For a positive integer n, let A = {x 1 , . . . , x n } be a finite set in a convex metric space (X , d, ψ), with convex hull co(A) and let z belong to co(A). By Proposition 2.1 it follows that there exists a positive integer m such that z ∈ A m . But since A m = ψ(A m−1 ) it follows that there exist two parents z 1 , z 2 ∈ A m−1 and λ (1, 2) (1, 2) ). Similarly, there exist z 3 , z 4 (parents of z 1 ), and z 5 , z 6 (parents of z 2 ) belonging to A m−2 , and λ (3, 4) , λ (5, 6) (3, 4) ) and z 2 = ψ(z 5 , z 6 , λ (5, 6) ). By further decomposing z 3 , z 4 , z 5 , and z 6 and their parents, we obtain a tree representation of z, which has as leaves the elements of the set A. Using a graph theory terminology, z can be viewed as the root of a weighted binary tree with leaves belonging to the set A. Each node α (except the leaves) has two parents α 1 and α 2 , and are related through the operator ψ in the sense α = ψ(α 1 , α 2 , λ) for some λ ∈ [0, 1]. The weights of the edges connecting α with α 1 and α 2 are given by λ and 1 − λ respectively. Remark 2.1: We would like to point out that a point z in co(A) does not necessarily have a unique tree representation. Indeed, assuming that A = {x 1 , x 2 , x 3 } ∈ IR n , any point z in co(A) can be written as z = w 1 x 1 + w 2 x 2 + w 3 x 3 , where w i ≥ 0, i ∈ {1, 2, 3} and 3 i=1 w i = 1. If in particular we choose A = {1, 5, 2} and z = 3, we can find an infinite number of tree representations of the type shown in Fig. 1 , with weights given by w 1 = 1/2 − w 3 /4, w 2 = 1/2 − 3w 3 /4 and w 3 ∈ [0, 2/3], such that w 1 + 5w 2 + 2w 3 = 3.
From the above discussion, we note that for any point z ∈ co(A) there exists a non-negative integer m such that z is the root of a binary tree of height m, and has as leaves elements of A. The binary tree rooted at z may or may not be a perfect binary tree, i.e., a full binary tree in which all leaves are at the same depth. That is because not all points in A are necessarily at the same level in the tree representation.
Consider now a particular tree decomposition of a point z ∈ co(A) and let m be the height of the respective tree. For this tree decomposition, let n i denote the number of times x i appears as a leaf node, with N i=1 n i ≤ 2 m and let m i l be the length of the i l th path from the root z to the node x i , for l = 1, . . . , n i . We formally describe the paths from the root z to x i as the set 
It can be checked that the weights corresponding to the points {x 1 , . . . , x n } sum up to one, i.e.,
Remark 2.2:
We would like to emphasize that the weights corresponding to the points in A depend on a particular tree representation. A different tree representation implies a different set of weights. The weights definition was inspired by the convex hull definition in IR n . Indeed, in the case of the example presented in Fig. 1 , it can be noticed that W
Definition 2.7: Given a small enough positive scalar ε < 1, we define the following subset of co(A) consisting of all points in co(A) that have at least one tree representation whose weights corresponding to the points in A are lower bounded by ε, i.e.,
Remark 2.3: By a small enough ε, we understand a value such that the inequality W(P z,x i ) ≥ ε is satisfied for all i. Obviously, for n agents ε needs to satisfy ε ≤ 1 n but usually we would want to choose a value much smaller then 1/n since this implies a richer set co ε (A).
Remark 2.4:
We can iteratively generate points for which we can make sure that they belong to co ε (A), with A = {x 1 , . . . , x n }. Given a set of positive scalars {λ 1 , . . . , λ n−1 } ∈ (0, 1), consider the iteration
We note that y n is guaranteed to belong to the interior of co(A). In addition, if we impose the condition
and ε respects the inequality
then y n ∈ co ε (A). We should note that for any n ≥ 2 we can find a small enough value of ε such that inequality (1) is satisfied.
Example 2.3:
To give an intuition on the meaning of the set co ε (A), we make a parallel with IR n . Given that A = {x 1 , . . . , x p } ⊂ IR n , for some positive integer p, the set co ε (A) can be formally deduced to be equal to
which basically states that co ε (A) is a subset of the relative interior of the convex hull of A. Indeed, let lower bounded by ε. In addition, from the definition of the convex structure for X = IR n (see Example 2.1), the point z can be written as z =
Equivalently, the point z can be iteratively written as
. But this implies that z admits a tree decomposition (similar to the one depicted in Fig. 1 ), with W
The next result characterizes the distance between two points x, y ∈ X belonging to the convex hulls of two (possibly overlapping) finite sets X and Y . Proposition 2.2: Let X = {x 1 , . . . , x n x } and Y = {y 1 , . . . , y n y } be two finite sets on X and let ε < 1 be a positive scalar small enough.
(a) If x ∈ co(X) and y ∈ co(Y ), then there exists a set of n x × n y non-negative scalars λ ij , with
, then here exists a set of n x × n y non-negative scalars λ ij , with
(c) If the assumptions of (b) hold and in addition
where the coefficients λ ij are the same as in (3) . Proof: (a) Mimicking the idea introduced at the beginning of this section, since x ∈ co(X) it follows that there exists a positive integer m such that x ∈ X m , where
. Using the definition of the convex structure, it follows that the distance between x and y can be upper bounded by:
y).
Recursively decomposing z 1 , z 2 and their parents, and applying the convex structure definition, it can be easily argued that there exists a set of n x positive scalars λ i , summing up to one, such that
In fact from Definition 2.6, it turns out that the scalars λ i correspond to the weights W
, associated to this particular tree decomposition. We know repeat the above argument and upper-bound each of the terms d(x i , y) that appear in the inequality (5) . We obtain that for each i, there exist n y scalars μ j ≥ 0 with
Combining (5) and (6) it follows that: 
, the inequality (4) follows.
III. PROBLEM FORMULATION AND STATEMENT OF THE MAIN RESULT
We consider a convex metric space (X , d, ψ) and a set of n agents indexed by i which have states taking values in X . Denoting by k the time index, the agents exchange information based on a communication network modeled by a directed, time varying graph G(k) = (V, E(k)), where V is the finite set of vertices (the agents) and E(k) is the set of edges. An edge (communication link) e ij (k) ∈ E(k) exists if node i receives information from node j. Each agent has an initial value in X and, at each subsequent time-slot, it is adjusting its value based on the observations about the values of its neighbors. The goal of the agents is to asymptotically agree on the same value. In what follows we denote by x i (k) ∈ X the value or state of agent i at time k.
Definition 3.1:
We say that the agents asymptotically reach consensus (or agreement) if
Similar to the communication models used in [2] , [16] , [32] , we impose weak assumptions on the connectivity of the communication graph G(k). Basically these assumptions consist of having the communication graph connected infinitely often and having bounded intercommunication intervals between neighboring nodes.
Assumption 3.1 (Connectivity): The graph (V, E ∞ ) is (strongly) connected, where E ∞ is the set of edges (i, j) representing agent pairs communicating directly infinitely many times, i.e.,
Assumption 3.2 (Bounded Intercommunication Interval):
There exists an integer B ≥ 1 such that for every (i, j) ∈ E ∞ agent j sends its information to the neighboring agent i at least once every B consecutive time slots, i.e., at time k or at time k + 1 or . . . or (at latest) at time k + B − 1 for any k ≥ 0.
Assumption 3.2 is equivalent to the existence of an integer B ≥ 1 such that
Let N i (k) denote the communication neighborhood of agent i, which contains all nodes sending information to i at time k, i.e., N i (k) = {j|e ij (k) ∈ E(k)} ∪ {i}, which by convention contains the node i itself. We denote by The following theorem states our main result regarding the asymptotic agreement problem on a metric convex space.
Theorem 3.1: Let Assumptions 3.1 and 3.2 hold for G(k) and let ε < 1 be a positive scalar sufficiently small. If the agents update their states according to the scheme
then they asymptotically reach consensus, i.e.,
The above theorem gives sufficient conditions so that the distances between the state of the agents converge to zero. The next corollary, introduces an additional condition so that the agents converge to the same value as well. This additional condition is similar to the completeness property of metric spaces.
Corollary 3.1: Let Assumptions 3.1 and 3.2 hold for G(k) and let ε < 1 be a positive scalar sufficiently small. If the agents act on a convex metric space satisfying Property (C) and update their states according to the scheme
We will give the proofs for both Theorem 3.1 and Corollary 3.1 in the subsequent section.
Remark 3.1: A procedure for generating points that are guaranteed to belong to co ε (A i (k)) is described in Remark 2.4. The idea of picking
is in the same spirit as the assumption imposed on the non-zero consensus weights in [2] , [16] , and [31] , i.e., they are assumed lower bounded by a positive, sub-unitary scalar. Setting x i (k + 1) ∈ co(A i (k)) may not necessarily guarantee asymptotic convergence to consensus. Indeed, consider the case where X = IR with the standard Euclidean distance. A convex structure on IR is given by ψ(x, y, λ) = λx + (1 − λ)y, for any x, y ∈ IR and λ ∈ [0, 1]. Assume that we have two agents which exchange information at all time slots and therefore
and therefore under inequality (7) asymptotic convergence to consensus is not guaranteed. In fact it can be explicitly shown that the agents do not reach consensus. From the dynamic equation governing the evolution of x i (k), i = 1, 2, we can write
, and we obtain that and therefore it can be easily seen that consensus is not reached for any initial states.
IV. PROOF OF THE MAIN RESULT
This section is divided in three parts. In the first part we use the results of Section II-B regarding the convex hull of a finite set and show that the entries of the vector of distances between the states of the agents at time k + 1 are upper bounded by linear combinations of the entries of the same vector but at time k. The coefficients of the linear combinations are the entries of a time varying matrix for which we prove a number of properties (Lemma 4.1).
In the second part we analyze the properties of the transition matrix of the aforementioned time varying matrix (Lemma 4.2). The last part is reserved for the proof of Theorem 3.1 and Corollary 3.1. In what follows, in addition to indices referring to agents, we introduce indices that refer to pairs of agents. To differentiate between them, we depict the later with a bar on top.
Lemma 4.1: Given a small enough positive scalar ε < 1, assume that agents update their states according to the scheme
x j (k))) for i = j be the N dimensional vector of all distances between the states of the agents, where N = n(n − 1)/2. Then, there exists a time varying N × N matrix W(k), such that
where the matrix W(k) has the following properties: (a) W(k) is non-negative and there exists a positive scalar η ∈ (0, 1) such that In particular if G(k) is completely disconnected (i.e., agents do not send any information), then W(k) = I. Proof: Given two agents i and j, by part (a) of Proposition 2.2 the distance between their states can be upper bounded by 
will appear in the sum of the right hand side of inequality (9) . Hence
If G(k) is completely disconnected, then the sum of the right hand side of inequality (9) will have only the term w
. . , n. Therefore W(k) is the identity matrix.
LetḠ(k) = (V ,Ē(k)) be the underlying graph of W(k) and letī andj refer to the rows and columns of W(k), respectively. Note that under this notation, indexī corresponds to a pair (i, j) of distinct agents. It is not difficult to see that the set of edges ofḠ(k) is given bȳ Proof: It is not difficult to observe that similar to (10),Ē ∞ is given bȳ
(a) Showing that (V ,Ē ∞ ) is (strongly) connected is equivalent to showing that for any (i, j), all other pairs (p, q) have paths connecting to it. Let N i,∞ be the inward neighborhood of node i in the graph (V, E ∞ ), i.e., N i,∞ = {j|(j, i) ∈ E ∞ }. We can also refer to N i,∞ as the set of nodes connected to i in one hop. The nodes connected to nodes i in t hops are given by the set
The one hop inward neighborhood of an arbitrary node
is connected to all the nodes {(p, q)|p, q ∈ {1, 2, . . . , n}, p = q}, which corresponds to all nodes in the graph (V ,Ē ∞ ). But since (i, j) was chosen arbitrarily, it follows that (V ,Ē ∞ ) is strongly connected.
(b) Let ((i, j), (p, q)) be an edge inĒ ∞ or equivalently (i, p) ∈ E ∞ and (j, q) ∈ E ∞ . By Assumption 3.2, we have that for any k ≥ 0
where the scalar B was introduced in Assumption 3.2. But this also implies that We are now ready to prove Theorem 3.1 and Corollary 3.1.
A. Proof of Theorem 3.1
From Lemma 4.1, there exists a non-negative matrix W(k) such that the vector of distances between the states of the agents respects the inequality
where the properties of W(k) are described by Lemma 4.1.
It immediately follows that: Indeed since Φ(s+2B 0 , s) = Φ(s+2B 0 , s+B 0 )Φ(s+B 0 , s), we obtain that 
By Corollary 4.1, it follows that:
It follows that:
where t k = 2kB 0 which shows that the subsequence { d(t k ) ∞ } k≥0 asymptotically converges to zero. Combined with inequality (12), we further obtain that the sequence { d(k) ∞ } k≥0 asymptotically converges to zero. Therefore the agents asymptotically reach consensus.
B. Proof of Corollary 3.1
The main idea of the proof consists of showing that the set co(A(k)), where A(k) = {x i (k), i = 1, . . . , n}, converges to a set containing one point.
We first note that since But since the convex metric space on which the algorithm operates satisfies Property (C), and the sets A(k) are bounded (they have bounded diameter) and closed (by construction), it follows that the set A ∞ is non-empty. That is, A ∞ contains only one point, say
But since
i.e., the states of the agents converge to the same point x * ∈ X .
V. EXAMPLES OF CONVEX METRIC SPACES AND THEIR CONSENSUS ALGORITHMS
In this section, we introduce a number of convex metric spaces on which we define consensus algorithms based on their convex structure mappings. The following examples show how the generalized notion of convexity provides the means to design agreement algorithms that go beyond the standard linear consensus algorithms studied in the literature. Numerical simulations of the agreement algorithms described in what follows are shown at the end of this section. As in the previous sections, we assume that a group of N agents, indexed by i takes values in the set X .
A. Consensus on the Set of Positive Real Vectors
The first example concerns a subset of the vector space of real numbers, namely the cone defined by vectors with positive entries. It was inspired by a consensus algorithm defined on a loglinear system introduced in [33] . The particular metric space in this example is a CAT(0) (see the the first section for the definition), and interestingly it is also a convex metric (14) is a convex structure on (X , d) .
Proof: Let z be a point in X . Using the definition of the mapping ψ together with the four operations defined above, we obtain
and the result follows from the convexity property of the standard Euclidean norm. Using Remark 2.4, we obtain the following agreement algorithm:
where
Assuming that the weights w ij are uniformly lower bounded, Theorem 3.1 ensures that by following iteration (15) , the agents converge to the same value. The above agreement algorithm is rather an academic example since agreement can be obtained using the standard convex combination operator as a convex structure. It is however an interesting nonlinear agreement algorithm based on the generalized notion of convexity.
B. Consensus on the Set of Discrete Random Variables
Let s be a positive integer, let S = {1, 2, . . . , s} be a finite set and let (Ω, F, P) be a probability space. We consider the set X to be the space of discrete measurable functions (random variables) on (Ω, F, P) with values in S. We choose as metric the expected value of the discrete metric, that is
where ρ : IR × IR → {0, 1} is the discrete metric given by
and where the expectation operator is defined with respect to the probability space (Ω, F, P). Since for all X, Y, Z ∈ X , the mapping d satisfies the following properties: (a) d(X, Y ) = 0 if and only if X = Y with probability one;
it is indeed a metric on X . Note that an equivalent definition
is the indicator function of the event {X = Y }. We now introduce the convex structure on X . Let θ ∈ {1, 2} be an independent random variable defined on the probability space (Ω, F, P), with probability mass function P r(θ = 1) = λ and P r(θ = 2) = 1 − λ, where λ ∈ [0, 1]. We define the mapping
The following proposition shows that the mapping ψ is in fact a convex structure, and therefore (X , d, ψ) is a convex metric space.
Proposition 5.2:
The mapping ψ is a convex structure on (X , d).
Proof: For any U, X 1 , X 2 ∈ X and λ ∈ [0, 1] we have
We showed so far that the set of discrete random variables together with the metric (16) and the mapping (17) form a convex metric space. This would be enough to derive an agreement algorithm. As it turn out, we can give more insight into the convex sets defined on this particular convex metric space. The next theorem (whose proof can be found in the Appendix section) characterizes the convex hull of a finite set in X .
Theorem 5.1: Let n be a positive integer and let A = {X 1 , . . . , X n } be a set of points in X . Consider an independent random variable θ defined on the probability space (Ω, F, P) and taking values in the finite set {1, . . . , n}, with probability measure given by P r(ω : θ(ω) = i) = w i , for some nonnegative scalars w i , where
Then the convex hull of the set A is given by
The next corollary characterizes the interior of the convex hull of a set A of X .
Corollary 5.1: Let n be a positive integer and let A = {X 1 , . . . , X n } be a set of points in X . Consider an independent random variable θ taking values in the finite set {1, . . . , n}, with probability measure given by P r(ω : θ(ω) = i) = w i , for some non-negative scalars w i , where
Proof: Follows immediately from Definition 2.7 and Theorem 5.1.
Using the above corollary, the agreement algorithm on the set of discrete random variables can be written as
where each θ i (k) is an independent random variable taking values in the set N i (k), with probability mass function P r(θ i (k) = j) = w ij (k) for all j ∈ N i (k). In addition, j∈N i (k) w ij (k) = 1 and w ij ≥ ε for all i and k. Note that above algorithm ensures that X i (k + 1) ∈ co ε (A i (k)) for all i and k, and therefore, by virtue of Theorem 3.1 we have that
Remark 5.1: Using a probability theory terminology, (19) shows that the random sequences {X i (k)} k≥0 and {X j (k)} k≥0 converge to the same value in probability, for all i = j. Indeed, defining the set B k ( )
and convergence in probability follows. It turns out, that convergence is achieved in the almost sure sense, as well. This follows from the Borel-Cantelli Lemma [6] , by recalling that
converge at least geometrically to zero for all i, j, and therefore
The above algorithm can be applied to problems, where the agents' goal is to agree on a value in a discrete set. Examples of such problems can be found in social networks, where individuals try to agree on the fit of potential new hires or the merits of politicians. The agreement algorithm (18) may appear to be connected with the randomized gossip algorithms studied in [4] and [28] . There are however some important differences between (18) and the respective algorithms. In our case, the randomization comes from applying the convex structure operator, rather than from picking agents at random or from the random clocks associated to the agents. Also, the gossip algorithms are defined on the set of real numbers, rather than discrete sets. Using similar notations as in the case of algorithm (18), a synchronous version of a randomized gossip algorithm (where at each time instant the agents pick randomly one of its neighbors and exchange information) can be expressed as
In this case, X i (k) take real values, θ i (k) is an independent random variable taking values in the set N i (k), with probability mass function P r(θ i (k) = j) = w ij (k), where w ij is the probability of agent i to choose agent j at time k. In the case S = {0, 1}, algorithm (18) is more in the spirit of the binary influence model algorithm, studied in [1] .
C. Consensus on the Collection of Convex, Compact Sets
In this subsection we present a consensus algorithm based on Minkowski sums between convex, compact sets in IR n . For this example we draw inspiration from the analysis of linear dynamics driven by compact, convex sets studied in [22] and [23] . Let X = ComConv(IR n ) denote the collection of convex, compact sets in IR n . Given two sets X ∈ IR n and Y ∈ IR n , the Minkowski sum between the two sets is given
The multiplication of a set X by a scalar is defined as λX
It can be easily checked that for any X, Y ∈ X , we have that λX
It is well-known that X = ComConv(IR n ) endowed with the Hausdorff distance is a complete metric space [27] , where the Hausdorff distance is defined as (21) with L ∈ X a symmetric, non-empty set containing the origin. The mapping ψ is a convex structure on X , with respect to the Hausdorff distance.
Proof: All we have to show is that the following inequality holds:
for all U, X, Y ∈ X and λ ∈ [0, 1]. To simplify the proof, we use the fact that the Hausdorff distance can also be represented in terms of the support function of a closed, convex set. Given that the support function at a point z ∈ IR n is given by
the Hausdorff distance between two closed and convex sets X and Y can be equivalently expressed as
where · is the uniform norm on the unit sphere, that is,
Observing that the support function of a set λX ⊕ (1 − λ)Y can be expressed as
we have that (24) can be further expressed as
where the last equality followed from (23) , and the result follows.
The next result, whose proof can be found in the Appendix section, characterizes the convex hull of a finite collection of compact, convex sets in terms of the Minkowski sum operator.
Proposition 5.4: Let n be a positive integer and let A = {X 1 , . . . , X n } be a finite collection of sets in ComConv(IR n ). Then the convex hull of the set A is given by
A description of an arbitrarily accurate approximation of co(A) that it is guaranteed to belong to its interior is given in the next corollary.
Corollary 5.2: Let n be a positive integer and let A = {X 1 , . . . , X n } be a set of points in ComConv(IR n ). Then
Proof: Follows immediately from Definition 2.7 and Proposition 5.4.
Using the above corollary, the agreement algorithm on the collection of compact, convex sets is given by
where w ij (k) are positive scalars summing up to one, and lower bounded by ε.
D. Numerical Examples
In this subsection, we present instances of executions of three of the algorithms described in the previous section. The graph that constrains the communication between agents has sixty nodes and its structure is shown in Fig. 2 .
Each of the considered algorithms are implemented using the approach described in Remark 2.4, that is, by repeatedly applying the convex structure operator on the neighbors of the agents. We show numerical simulations for two values of the parameter λ used in the convex structure, namely λ = 0.3 and λ = 0.7. For each algorithm we show the evolution of the states and of the distances between agents, for the two values of λ.
The Fig. 3 Simulation results of the agreement algorithm applied on a discrete set of numbers are depicted in Fig. 4(a)-(c) , in which the initial conditions are uniformly chosen from the set {0, 1, . . . , 9}. Note that since the distance on this space is defined as an expectation, the convergence speed of the distances between agents does not necessarily reflect the convergence speed of particular realizations of the algorithm as shown in Fig. 4(a) and (b) .
Finally, Fig. 5(a)-(c) show the behavior of the generalized randomized gossip algorithm applied on the collection of compact, convex sets.
The initial values of the states are polytope approximations of circles with radiuses uniformly chosen from the interval [0. 8, 4.8] and number of edges uniformly picked from the set {3, . . . , 7}. The figures shows how the shape of the sets corresponding to the agents change as the agents interact. For executing the numerical simulation of the agreement algorithm on compact, convex sets, we used the Multi-Parametric toolbox [8] that provides efficient numerical algorithms for computing Minkowski sums of convex sets. In all three examples the agents converge to the same value and the distances between the states of the agents converge to zero, as well. Note also the for the smaller value of λ the rate of convergence was higher compared to the larger value, suggestion that a selfish attitude from the part of the agents does not favor rapid convergence.
VI. CONCLUSION
In this paper, we emphasized the importance of the convexity concept and in particular the importance of the convex hull notion for reaching consensus. We did this by generalizing the asymptotic consensus problem to the case of convex metric spaces. For a group of agents taking values in a convex metric space, we introduced an iterative algorithm which ensures asymptotic convergence to agreement under some minimal assumptions for the communication graph. In addition, we gave several examples of convex metric spaces and their corresponding agreement algorithms. They show that apparently very different algorithms belong to the same class of algorithms; algorithms defined on convex metric spaces. 
whereī
* is the index corresponding to the pair (i * , j * ). The sum of the elements of rowī * of the transition matrix Φ(s + 1, s) can be expressed as 
We can write Φ(s + 2, s) = W(s + 1)Φ(s + 1, s) and it follows that theī * row sum of Φ(s + 2, s) can be expressed as
Note that by Assumption 3.2, a pair (i, j) can exchange information at s = s the earliest or at s = s + B − 1 the latest.
From (26), we obtain that for
and for s = s
From (27) and (28), we get
and the result follows. 
The proof consists of two parts. In the first part, we show that any point in K(A) belongs to the convex hull of A, while in the second part we show that any point in co(A) belongs to K(A) as well.
Let
The random variable θ is defined such that θ(ω i ) = i and P r(ω i ) = w i . Let {θ 1 , . . . , θ n−1 } be a set of independent random variables taking values in {1, 2}, defined on the probability space (Ω, F, P), with probability mass functions given by P r(θ 1 = 1)= w 1 w 1 + w 2 , Pr(θ 1 = 2) = w 2 w 1 + w 2 P r(θ 2 = 1) = w 1 +w 2 w 1 +w 2 +w 3 , Pr(θ 1 = 2) = w 3 w 1 +w 2 +w 3 . . . 
We also make the assumption that ω n = {ω : θ n−1 (ω) = 2}
ω n−1 = {ω : θ n−1 (ω) = 1, θ n−2 (ω) = 2} ω n−2 = {ω : θ n−1 (ω) = 1, θ n−2 (ω) = 1, θ n−3 (ω) = 2}
. . . The above assumptions make sense, since for each row of (30), the measures of the right and left hand sides are equal. This follows from the independence of θ i s and from the definitions of their probability mass functions. Consider now the following iterative expression
for i = 1, . . . , n − 1, with Y 0 = X 1 . By using the independence assumption on θ i s together with (29) and (30), it can be easily We now begin the second part of the proof and show that any point in co(A) belongs to K(A) as well. If Z ∈ co(A), from Section II-B we have that there exists a positive integer m such that Z ∈ A m and therefore Z is the root of a binary tree of height m with leaves from the set A. To simplify the notations and make the argument more clear, we will assume particular values for m and n and a particular tree decomposition. However, as the reader will notice, the principle of the proof used in this particular example can be easily generalized for any value of m and n and any tree representation.
In the following we consider a point Z ∈ A 2 , with a tree representation given in Fig. 6 . We have that there exist the independent random variables θ i ∈ {1, 2}, for i = 1, 2, 3, defined on the probability space (Ω, F, P) and with probability distributions P r(θ 1 = 1) = λ 1 , P r(θ 1 = 2) = 1 − λ 1 , P r(θ 2 = 1) = λ 2 , P r(θ 2 = 2) = 1 − λ 2 and P r(θ 3 = 1) = λ 3 , P r(θ 3 = 2) = 1 − λ 3 , such that
From above, we have that Z can be alternatively written as Z = 1l {θ 3 =1} 1l {θ 1 =1} X 1 + 1l {θ 3 =1} 1l {θ 1 =2} X 2 + 1l {θ 3 =2} 1l {θ 2 =1} X 2 + 1l {θ 3 =2} 1l {θ 2 =2} X 3 .
We now define the following sets: ω 1 = {ω : θ 3 (ω) = 1, θ 1 (ω) = 1} ω 2 = {ω : θ 3 (ω) = 1, θ 1 (ω) = 2}∪{ω : θ 3 (ω) = 2, θ 2 (ω) = 2} ω 3 = {ω : θ 3 (ω) = 2, θ 2 (ω) = 2} and define the random variable θ on the probability space (Ω, F, P), taking values in {1, 2, 3} such that θ(ω 1 ) = 1, θ(ω 2 ) = 2, and θ(ω 3 ) = 3. The probability mass function of θ is given by . Noticing that the approach presented above can be easily generalized for any tree representation of a point Z, we have that co(A) ⊂ K(A), and the result follows.
APPENDIX C PROOF OF PROPOSITION 5.4 The proof follows that same lines as the proof of the previous theorem. We define the set
We can easily note that any element Z ∈ K(A) can be represented using the iteration
for i = 1, . . . , n − 1, with Y 0 = X 1 . Recalling the definition of the convex hull from Proposition 2.1, it follows that Y i ∈ A i , i = 1, . . . , n − 1 and therefore Z ∈ co(A) since Z = Y n−1 ∈ A n−1 . We now show that an element Z ∈ co(A) belongs to K(A) as well. If Z ∈ co(A), from Section II-B we have that there exists a positive integer m such that Z ∈ A m and therefore Z is the root of a binary tree of height m with leaves from the set A, and weights in the interval [0, 1] . Recall that each node X in the tree can be expressed as X = λY ⊕ (1 − λ)Z, where Y and Z are two nodes in the tree at one level lower than X and λ ∈ [0, 1]. Therefore, by recursively representing the top node Z in terms of lower level nodes, we find that Z is given by Z = N i=1 w i X i , where w i are non-negative scalars summingup to one, collecting the contribution of all the weights of the tree. Consequently, Z ∈ K(A) and the result follows.
