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Abstract
The literature provides strong evidence that stock prices can be predicted from
past price data. Principal component analysis (PCA) is a widely used mathe-
matical technique for dimensionality reduction and analysis of data by identify-
ing a small number of principal components to explain the variation found in a
data set. In this paper, we describe a general method for stock price prediction
using covariance information, in terms of a dimension reduction operation based
on principle component analysis. Projecting the noisy observation onto a prin-
ciple subspace leads to a well-conditioned problem. We illustrate our method on
daily stock price values for five companies in different industries. We investigate
the results based on mean squared error and directional change statistic of pre-
diction, as measures of performance, and volatility of prediction as a measure
of risk.I
Keywords: stock price forecasting, principle component analysis, principle
subspace, covariance, performance
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1. Introduction
Stock price prediction is one of the most challenging problems in finance.
Successful forecasting of stock prices can yield significant profit in trading. Tech-
nical traders base their analysis on the promise that the patterns in market
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prices are assumed to recur in the future, and thus these patterns can be used
for predictive purposes[2]. Studies show fundamental variables such as earnings
yield, cash flow yield, size and book to market ratio [3, 4], and macroeconomic
factors such as interest rates, expected inflation, and dividend have some power
to predict stock returns[5, 6].
The literature provides strong evidence that price can also be predicted
from past price/return data as well as other fundamental or macroeconomic
variables. Some studied have found significant auto-correlation for returns over
a short period of time. French and Roll find negative correlation for individual
securities for daily returns [7]. Others find significant positive serial correlation
for weekly and monthly holding-period returns [8]. Studies also demonstrate
stock return correlation over the horizon of several months or years. Fama
and French report that the auto-correlation is weak for the daily and weekly
holding periods common in market efficiency tests but stronger for long-horizon
returns [5]. They find negative serial correlation in returns of individual stocks
and various portfolios over three to five year intervals. Cutler et al. show that
returns are positively correlated over a horizon of several months and negatively
correlated at the three to five year horizon [9]. There are some other studies
that also show correlation in stock returns over a multiple year interval [10, 11]
which all confirm that price/return values are predictable from past price/return
values.
In this paper, we describe a general method for predicting future stock price
values based on historical price data, using covariance information. The covari-
ance matrix of a data set is known to be well approximated with the classical
maximum likelihood estimator [12] or empirical covariance if the number of ob-
servations is large enough compared to the number of predictors. The problem
occurs when the matrix dimension (N) is large relative to the number of ob-
servations (K). In this case the above estimators are not reliable. When K is
smaller than M , the problem is even worse because the matrix is not positive
definite [13]. This problem, which happens quite often in finance, gives rise to
a new class of estimators such as shrinkage estimators. For example Ledoit and
2
Wolf, shrink the sample covariance towards a scaled identity matrix and pro-
pose a shrinkage coefficient distribution that minimizes the Mean Squared Error
between the estimated and the real covariance matrix [14]. Some other studies
in this field include [15, 16, 17]. In our numerical evaluations in this paper we
have sufficient empirical data to produce a reliable empirical covariance matrix,
at least adequate to illustrate the efficacy of our method.
Mean squared error (MSE) is considered an appropriate metric to measure
the performance of predictive tools [2, 6], which is the average squared difference
between the actual and predicted price value. Given historical data, one efficient
way to estimate future prices is by simply using the multivariate conditional
mean as the point estimator, because it minimizes the mean squared error of
the estimate [18]. However, numerical results using this method cannot always
be trusted because of associated ill-conditioning issues. Our main goal is to
propose a method with similar forecasting power that does not suffer from this
issue.
Principal component analysis (PCA) is a well-established mathematical pro-
cedure for dimensionality reduction and has wide applications across various
fields such as time-series prediction [19], pattern recognition, feature extraction,
data compression, and visualization [20]. In the field of quantitative finance,
PCA has relevance in exploring financial time series [21], dynamic trading strate-
gies [22], financial risk computations [23, 22], and statistical arbitrage [24]. In
this work, we employ PCA in forecasting stock prices.
Our method bears similarity with subspace filtering methods. Such meth-
ods are based on the orthogonal decomposition of the noisy data space onto
a signal subspace and a noise subspace. This decomposition is possible under
the assumption of a low-rank model for the data, and on the availability of an
estimate of the noise covariance matrix [25]. This task can be done based on
a modified singular value decomposition (SVD) of data matrices [26]. The or-
thogonal decomposition into frame-dependent signal and noise subspace can be
performed by an SVD of the noisy signal observation matrix or equivalently by
an eigenvalue decomposition of the noisy signal covariance matrix [25].
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We compare the performance of our proposed methods in terms of MSE and
directional change statistic. Directional change statistic calculates the correct
matching number of the actual and predicted values with respect to the direc-
tional change [27]. It is an important evaluation measure of the performance
because predicting the direction of price movement is very important in some
market strategies.
Another important parameter that we are interested in, is standard devia-
tion, one of the key fundamental risk measures in portfolio management [28].
The standard deviation is a statistical measure of volatility, often used by in-
vestors to measure the risk of a stock or portfolio.
As mentioned above, in this paper we focus on forecasting stock prices from
daily historical price data. In Section 2, we introduce our technical metholody,
and in particular estimation techniques using covariance information. In Sec-
tion 3, we describe our method for processing the data and estimating the
covariance matrix from empirical data, including data normalization. We also
demonstrate the performance of our method.
2. Theoretical Methodology
2.1. Estimation Techniques
In this section we introduce a new computationally appealing method for es-
timating future stock price values using covariance information. The empirical
covariance can be used as an estimate of the covariance matrix if enough em-
pirical data is available, or we can use techniques similar to the ones introduced
in the previous section.
Suppose that we are given the stock price values for M days. The overall
goal is to predict the next M + 1 to N data points, which represents company
stock prices over the next N −M trading days using the observed values of the
past consecutive M days. The reason for introducing N will be clear below.
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2.1.1. Gauss-Bayes or Conditional Estimation of z given y
Suppose that x is a random vector of length N . Let M ≤ N and suppose
that the first M data points of vector x represent the end-of-day prices of a
company stock over the past M consecutive trading days. The multivariate
random vector x and can be partitioned in the form
x =
[
y z
]
, (1)
Let random vector y representing the first M data points and z the price of
the next N −M days in the future. We wish to estimate z from y.
The covariance matrix for the random vector x can be written as
Σxx =
Σyy Σyz
Σzy Σzz
 , (2)
where Σyy is the covariance of y and Σzz is the covariance of z. Assuming
that y and z are jointly normally distributed, knowing the prior distribution of
x = [y, z], the Bayesian posterior distribution of z given y is given by
ẑz|y = ΣzyΣ−1yy y
Σ̂z|y = Σzz − ΣzyΣ−1yy Σyz. (3)
The Σ̂z|y matrix representing the conditional covariance of z given y, is also
called the Schur complement of Σyy in Σxx. Note that the posterior covariance
does not depend on the specific realization of y.
The Gauss-Bayes point estimator for the price prediction, the conditional
mean ẑz|y , minimizes the mean squared error of the estimate [18]. It turns
out that for a specific observation y, the inverse of the conditional covariance is
the Fisher Information matrix associated with estimating z from y, and there-
fore Σ̂z|y is the lower bound on the error covariance matrix for any unbiased
estimator of z.
The same set of equations arise in Kalman filtering. Kalmans own view of
this process is as a completely deterministic operation [29], and does not rely
on assuming normality. Although the point estimator ẑz|y is optimal in term
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of MSE, in practice there are numerical complications involved in this method:
The matrix Σyy is typically not well conditioned, so the numerical calculation of
Σ−1yy cannot always be trusted. To overcome this problem, we propose a better
conditioned estimator, which has a behavior close to Gauss-Bayes.
2.1.2. Principal Components and Estimation in Lower Dimension
Principal component analysis (PCA) is a well-established mathematical pro-
cedure for dimensionality reduction of data and has wide applications across
various fields. In this work, we consider its application in forecasting stock
prices.
Consider the singular value decomposition (SVD) of Σxx:
Σxx = V SV
′, (4)
where S is a diagonal matrix of the same dimension as x with non-negative
diagonal elements in decreasing order, and V is a unitary matrix (V V T = IN ).
The diagonal elements of S are the eigenvalues of Σxx.
In general, the first few eigenvalues account for the bulk of the sum of all the
eigenvalues. The “large” eigenvalues are called the principal eigenvalues. The
corresponding eigenvectors are the called the principal components.
Let L < N be such that the first L eigenvalues in S account for the bulk
part (say 85% or more) of the sum of the eigenvalues. Let VL be the first L
column of unitary matrix V . Then the random vector x is approximately equal
to the linear combination of the first L columns of V :
x ≈ VLα, (5)
where α is a random vector of length L. Because L is a small number compared
to N , equation (5) suggests that a less “noisy” subspace with a lower dimension
than N can represent most of the information. Projecting onto this principle
subspace can resolve the ill-conditioned problem of Σyy. The idea is that instead
of including all eigenvalues in representing Σxx, which vary greatly in magnitude,
we use a subset which only includes the “large” ones, and therefore the range of
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eigenvalues is significantly reduced. The same concept is implemented in signal
subspace filtering methods, which are based on the orthogonal decomposition
of noisy speech observation space onto a signal subspace and a noise subspace
[25]. Let VM,L be the first M rows and first L columns of V . We have
y = VM,Lα+ Noise. (6)
Mathematically resolving noisy observation vector y onto the principle subspace
can be written as a filtering operation in the form of
w = Gy, (7)
where G is given by
G = (V
′
M,LVM,L)
−1V
′
M,L. (8)
The vector w is actually the coordinates of the orthogonal projection of y onto
the subspace equal to the range of VM,L. We can also think of w as an estimate of
α based on least squares. Substituting y by w in (3) leads to a better conditioned
set of equations:
ẑz|w = ΣzwΣ−1www
Σ̂z|w = Σzz − ΣzwΣ−1wwΣwz, (9)
because the condition number of Σww is much lower than that of Σyy, as we
will demostrate later. In (9) we have
Σzw = E
[
zw
′]
= ΣzyG
′
, (10)
and
Σww = E
[
ww
′]
= GΣyyG
′
. (11)
If the posterior distribution of z estimated based on (9) has a similar behavior
to the distribution estimated by (3), it can be considered a good substitute for
the Gauss-Bayes method. Our simulation demonstrates that this is indeed the
case, which we will show in Section 3.
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2.1.3. Unconditional Estimate
Perhaps the simplest estimator for z is just to use the (unconditional) mean
and its associated covariance:
ẑUncon = E [z]
Σ̂Uncon = Σzz, (12)
where ẑUncon is the (unconditional) mean and Σ̂Uncon is the sample covariance
of z. Though this estimator ignores the historical prices in y, it is useful for
comparison purposes, as will see in Section 2.3 below.
2.2. Mean Squared Error
To compare the performance of the methods discribed above, we evaluate
the expected value of the squared error between the actual and estimated values.
The mean squared error of an estimate zˆ is given by:
MSE =E
[
‖z − zˆ‖2
]
=E
[
‖z‖2
]
+ E
[
‖zˆ‖2
]
− 2E
[
‖z′zˆ‖
]
. (13)
The MSE can be expressed in terms of the covariance matrices in (2), by sub-
stituting the appropriate form of zˆ. In the unconditional case, when the uncon-
ditional mean is used as an estimate for future values, the point estimator is
zˆ = E [z]. By substituting zˆ in (13), the MSE will become
MSEUnc = trace(Σ̂Unc). (14)
In the Gauss-Bayes method, the point estimator is ẑ = ΣzyΣ
−1
yy y, which leads
to
MSEGB = trace(Σ̂Unc)− trace(Σzy(ΣzyΣ−1yy )′). (15)
Finally in our reduced-dimension method using principle components, the point
estimator can be formulated as ẑ = Cy, where C = ΣzwΣ
−1
wwG. The mean
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squared error then becomes:
MSERD = trace(Σ̂Unc) + trace(CΣyyC
′)
− 2trace(ΣzyC ′). (16)
Alternatively, the mean squared error of an estimator ẑ can be written in
terms of the variance of the estimator plus its squared bias. The conditional
MSE given x is written as
MSEẑ|z = E
[
‖z − zˆ‖2 | z
]
= trace(Σẑ|z)
+
∥∥∥E [zˆ | z]− z∥∥∥2 . (17)
The first term is called the variance, and the second term is the squared bias.
The expected value of MSE over all observations is the actual (unconditional)
MSE, which can be calculated by taking expectations on both sides of (17):
MSE = E
[
E
[
‖z − zˆ‖2 | z
]]
= trace(E
∥∥Σẑ|z∥∥)
+E
[∥∥∥E [zˆ | z]− z∥∥∥2] . (18)
It turns out that Gauss-Bayes estimator is unbiased, which means that the
second term is 0, while the unconditional estimator and the proposed reduced-
dimension methods are biased estimators as we will show next.
We can calculate the bias as follows. In Gauss-Bayes, by writing the esti-
mator as ẑ = Dy where D = ΣzyΣ
−1
yy , the bias is:
BiasGB =E
[∥∥∥E [E[z | y] | z]− z∥∥∥2]
=E
[
‖z − z‖2
]
= 0. (19)
As it was mentioned above, the Gauss-Bayes estimator is unbiased and in fact
the covariance matrix in this method provides the lower limit on the MSE for
all unbiased estimators. In unconditional case:
BiasUnc =E
[∥∥∥E [E[z] | z]− z∥∥∥2]
=E
[∥∥∥E [z]− z∥∥∥2] = trace(Σzz). (20)
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In this case the bias is equal to the MSE value, which means the variance of
the estimator is zero. This is because in this case, we have the same estimator
for different observations. In the reduced-dimension method, the bias in terms
of C is calculated as:
BiasRD =E
[∥∥∥CE [y | z]− z∥∥∥2]
=trace
[
(I − CR)Σzz(I − CR)′
]
(21)
where R = ΣyzΣ
−1
zz .
2.3. Numerical Illustration
To illustrate the discussion thus far, we implement the three different tech-
niques of estimation for the next 10 days (day M + 1 to N where N −M = 10).
Figure 1 shows an example of our stock predictions. Assume that we are given
the price values for the past 20 days M = 20, and we want to use those values
to predict the future prices over the next 10 business days, from day M + 1 to
day N , N = 30. In our reduced-dimension technique, we can get a relatively
smooth plot of the predicted value for a relatively small L, to a plot almost the
same as Gauss-Bayes, for larger values of L.
As mentioned before, the mean squared error (MSE) is a common and appro-
priate measure of performance. Equations for calculating MSE in each case were
introduced in previous sections. For a given (estimate of) covariance matrix, we
implement our reduced-dimension technique for different Ms, and for different
numbers of principal eigenvalues, L. The graphs in this section are only for
the purpose of illustration. The performance of the methods will be evaluated
more comprehensively in the next section. The data used in this section were
normalized and centered, as described in detail later.
To illustrate the performance of the methods, we calculate the sum of MSE
values over all days of estimation. We use General Electric company price data
over a period of 5000 days to calculate the MSE values illustrated in this section.
Figure 2 shows the values of MSE over all days of estimation versus value of
L, for 27 different lengths of observation vector M , from 20 to 800. It turns
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Figure 1: Predicting price for M + 1 to N days, Actual Price - GB –o RD –*
out that MSE value is not that sensitive to the value of L for sufficiently large
L. As we can see, initially, the MSE values fall quickly for small values of L,
but then remain relatively constant, so if we have a particular constraint on
condition number, we do not lose that much in terms of MSE by choosing a
reduced-dimension subspace, which leads to a better conditioned problem.
Figure 3 shows the sum of MSE over all days for our reduced-dimension
method, subject to an upper limit on condition number of Σww. There is a
trade-off between M , length of observation vector, and value of MSE. In general,
by increasing M , more information is available in each observation, resulting in
better performance of the prediction. For each length of M , the values for
MSE are captured based on different constraints of the condition number of
Σww. The top plot in Figure 3 corresponds to the MSE values corresponding
to the Unconditional method. The plot on the bottom corresponds to Gauess-
Bayes’ MSE values, which indicates the optimal performance. The other 4
plots correspond to our reduced-dimension method, subject to 4 different upper
limits on Σww condition number, from 10
3 to 106. We should point out that the
condition number of the Σyy matrices used in these plots were sufficiently small
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Figure 2: MSE versus L in the normalized domain for different Ms
that the calculations for Gauss-Bayes were considered reliable. This is not the
case in general for practical situations.
The performance of the reduced-dimension estimation method is close to
Gauss-Bayes in terms of MSE up to a certain point for all different limits on
condition number. After M = 200, or in other words after roughly 7 months,
the values from reduced-dimension methods start deviating from Gauss-Bayes
in some cases. The first line on top is the best performance of reduced-dimension
method subject to condition number of Σww being less than 10
3 which is about
1000 times better than the condition number of Σyy. However, in this case after
approximately M = 360, the performance of reduced-dimension estimator starts
deteriorating. This illustrates that it is important to choose an appropriate
value of M . A possible explanation for this observation is that when we fix
some constraint on condition number, we are actually limiting the value of L,
and by increasing M , after a certain point, we mostly increase the noise, and
the MSE value gets worse.
Recall that L represents the number of eigenvalues required from the diago-
nal matrix S to represent the bulk part of the information carried in x. Figure 4
shows the value of L corresponding to best MSE for different Ms, subject to
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Figure 3: Best MSE subject to different upper limit on condition number, Unc ... GB –o RD
–*
different limits on condition number. As the upper limit on condition number
increases, the value of MSE improves as M increases, and we need a bigger
subspace, bigger L, to extract the information. However, as the bottom three
plots in Figure 4 show, the value for best L is almost constant after a certain
point, which is consistent with Figure 2.
3. Empirical Methodology and Results
In this section we describe how we estimate the covariance matrix based
on normalized data set, and we evaluate the performance of our method using
empirical data.
3.1. General Setting
Suppose that we have K samples of vector data, each of length N , where
N < K. Call these row vectors x1, x2, ..., xK , where each xi ∈ RN (i = 1, ...,K)
is a row vector of length N :
xi =
[
xi1 xi2 · · · xiN
]
. (22)
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Figure 4: Best L subject to different limits on condition number
We assume that the vectors x1, x2, . . . , xK are drawn from the same underlying
distribution. We can stack these vectors together as rows of a K ×N matrix:
X =

x11 x12 · · · x1N
x21 x22 · · · x2N
· · · · · · · · · · · ·
xK1 xK2 · · · xKN
 .
Let M ≤ N and suppose that we are given a vector y ∈ RM representing the
first M data points of a vector we believe is drawn from the same distribution
as x1, x2, . . . , xK . Again, these M data points represent the end-of-day prices of
a company stock over the past M consecutive trading days. Let z be the price
of the next N −M days in the future. We wish to estimate z from y.
Since the vector xi is a multivariate random vector that can be partitioned
in the form
xi =
[
yi zi
]
, (23)
where yi has length M and zi has length N −M , accordingly the data matrix
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X can be divided into two sub-matrices Y and Z as follow:[
X
]
=
[
Y Z
]
.
We can think of Y as a data matrix consisting of samples of historical data, and
Z as a data matrix consisting of the corresponding future values of prices.
3.2. Normalizing and Centering the Data
In the case of stock-price data, the vectors x1, x2, . . . , xK might come from
prices spanning several years or more. If so, the basic assumption that they
are drawn from the same distribution may not hold because the value of a US
dollar has changed over time, as a result of inflation. To overcome this issue,
a scaling approach should be used to meaningfully normalize the prices. One
such approach is presented here. Suppose that ti = [ti1, ti2, . . . , tiN ]
′ is a vector
of “raw” (unprocessed) stock prices over N consecutive trading days. Suppose
that Q ≤ N is also given. Then we apply the following normalization to obtain
xi:
xi =
ti
ti(Q)
. (24)
This normalization has the interpretation that the xi vector contains stock prices
as a fraction of the value on the Qth day, and is meaningful if we believe that
the pattern of such fractions over the days 1, . . . , N are drawn from the same
distribution. Note that xi(Q) = 1.
For the purpose of applying our method based on PCA, we assume that
the vectors x1, x2, . . . , xK are drawn from the same underlying distribution and
that the mean, x¯, is equal to zero. However because xi represents price values,
in general the mean is not zero. The mean x¯ can be estimated by averaging the
vector xi ∈ RN (i = 1, ...,K),
x¯ =
1
K
K∑
i=1
xi, (25)
and then this average vector is deducted from each xi to center the data.
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4. Experiments
The daily historical price data from 1966 to 2015 for General Electric Com-
pany (GE) was downloaded from finance.yahoo.com. This data set is trans-
formed into a Hankel matrix (defined below) and then centered and normalized
to construct the data matrices, as described earlier. The estimation results
for stock price estimation of other companies from different industries were
also included in this study which includes: Exxon Mobil Corporation (XOM),
Wal-Mart Stores, Inc. (WMT), Intel Corporation (INTC), and Caterpillar Inc.
(CAT) from farm and construction machinery. SPDR S&P 500 ETF (SPY),
which is a fund, following the S&P500 index, was also included. The number of
observations for these companies might be fewer than the number of observa-
tions for GE because less historical price data is available. In this paper we focus
on short-term prediction, meaning just a few days. We compare the estimation
methods based on their out-of-sample performance.
4.1. Constructing Data Matrix
The daily stock price data is transformed into a matrix with K rows, samples
of vector data, each of length N . We get that by stacking K rows (K samples),
each one time shifted from the previous one, all in one big matrix, called the
Hankel matrix.
More precisely, the Hankel matrix for this problem is constructed in the
following format:
x1
x2
...
xK
 =

P (1) P (2) · · · P (N)
P (2) P (3) · · · P (N + 1)
· · · · · · · · · · · ·
P (K) P (K + 1) · · · P (K +N − 1)
 ,
where P (i) represents the price for day i. This is our matrix of data, X,
before normalization and centering.
As explained earlier, we first normalize each row by x(Q) and then subtract
the average vector x¯ from each row. After running the simulation, to make use of
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the predicted values, we should add back the average vector x¯N−M (last N −M
components of x¯) from days M + 1 through N and also multiply the result by
x(Q) to get back to actual stock prices. We tested different values for Q in
terms of MSE and estimation variance. For the purpose of this study, we chose
Q = M because it shows the best results in this setting. Note that xi(M) = 1.
This column is removed from the data matrix because it does not provide any
information. From now on matrix X represents normalized and centered price
data. Then the sample covariance matrix is calculated as Σxx = X
TX/(N −1).
We obtained end-of-day stock prices for General Electric company for about
12500 consecutive days. We then converted this time series into Hankel matrices
with different lengths as described above. We divided the data vectors into
two parts: the first was used to estimate Σxx and the second was used for
performance evaluation. We included 12300 sampled in the data matrix, and
2200 samples are used to evaluate the out-of-sample performance of the methods.
We vary M from 20 to 440, with a 30 day interval, to investigate the effect of
length of observation vector on the results, which means 15 sets of data were
evaluated in this study.
The histogram of normalized data is graphed as a representation of the
distribution of data. Figure 5 represent the first predictor (first column) in
matrix X, and the curve resembles a bell shape.
4.2. MSE Performance
For each of the data sets constructed above, we implement the three different
techniques of estimation described earlier for the next 10 days (day M + 1 to
N).
The general goal, as mentioned above, is an estimation technique that has
a similar behavior as Gauss-Bayes but does not have the associated calculation
difficulties resulting from ill-conditioning. As mentioned before, mean squared
error (MSE) is a common and appropriate measure of performance. We take
the average of MSE values over 2200 samples to evaluate the performance of
the methods. We implement our reduced-dimension technique for different Ms,
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Figure 5: Histogram graph for normalized data
and for different numbers of principal eigenvalues, L.
We are interested in the sum of MSE values over all days of estimation as
shown in Figure 6. The figure illustrates the sum of MSE over all days, subject
to an upper limit on condition number of Σww. As illustrated before, there is a
trade-off between M , length of observation vector, and value of MSE. In general,
by increasing M , more information is available in each observation, resulting in
better performance of the estimation. The almost flat plot in the middle of
Figure 6 corresponds to the MSE values for the Unconditional method, which is
based on the empirical mean of our normalized and centered data set. The plot
on the top corresponds to Gauss-Bayes’ MSE values. When it comes to out-
of-sample performance, the numerical complications overpower the estimation
accuracy of Gauss-Bayes, causing the MSE plot for this method to lie even higher
than the MSE plot for the Unconditional estimator. Finally, the plots at the
bottom correspond to our reduced-dimension method, subject to two different
upper limits on the condition number of Σww, 10
3 and 104. In this case the
MSE values do not improve by increasing the upper limit on condition number
of Σww, so higher condition number limits are not illustrated in Figure 6. Even
18
90 180 270 360 450
M
0.0478
0.048
0.0482
0.0484
0.0486
0.0488
0.049
0.0492
0.0494
M
SE
CN<104
CN<103
Figure 6: Best MSE subject to different upper limit on condition number of Σww, Unc ... GB
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the two plots illustrated here are almost the same except for after M exceeds
roughly 350 days.
As discussed before, when we fix some constraint on condition number, we
are actually limiting the value of L, and by increasing M , after a certain point,
we mostly increase the noise, and the MSE value gets worse. That is why in
the plot for best performance of reduced-dimension method subject to condi-
tion number of Σww being less than 10
3, in Figure 6, the value of MSE starts
increasing after a certain point.
Figure 7 shows the values of condition number for Gauss-Bayes and the
reduced-dimension method. As shown in the graph, the reduced-dimension
method improves the condition number of the problem by orders of magnitude,
resulting in a better performance. In both cases, as M increases, the condition
number increases. This is consistent with the fact that for a bigger M we need a
bigger subspace to extract the information effectively, which results in a bigger
condition number. Table 1 shows the MSE values. The reduced-dimension
method shows better performance than the other two methods.
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of the plot on top, GB –o RD –*
Table 1: MSE for different companies (M=330)
MSE Unc GB RD
GE 0.002358378 0.002421157 0.00229152
INTC 0.00171524 0.001767552 0.001696432
XOM 0.000970769 0.000964532 0.000920936
CAT 0.002761635 0.002840376 0.00269465
WMT 0.00064775 0.000687175 0.000629935
SPY 0.001798499 0.001904198 0.00170225
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Figure 8 investigates the dimension of the target subspace by plotting the
value of L corresponding to best MSE for different Ms, subject to different
limits on condition number (the same case as in Figure 6). Again, L represents
the number of eigenvalues required from the diagonal matrix S to represent the
bulk part of the information.
As the upper limit on condition number increases, the value of MSE im-
proves as M increases, and we need a bigger subspace, bigger L, to extract the
information.
4.3. Directional Change Statistic
Another evaluation metric of interest is called the directional statistic which
measures the matching of the actual and predicted values in terms of directional
change. To be precise, let zˆi =
[
zˆi(M+1) zˆi(M+2) · · · zˆiN
]
be the price
prediction for the next M + 1 to N days. We evaluate the direction of the
prediction compared to z0 or today’s price. For j = M + 1,M + 2, ..., N we
have:
bij =
1, if (zij − z0)(zˆij − z0) > 00, otherwise (26)
21
30 120 210 300 390
M
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
D
ire
ct
io
na
l s
ta
tis
tic
CN<103
CN<104
Figure 9: Best Directional Statistics subject to different upper limit on condition number of
Σww, Unc ... GB –o RD –*
and then Dj , the direction statistic for day j, averaged over K samples, is equal
to
Dj =
1
K
K∑
i=1
bij , (27)
which is a number between 0 and 1 (the higher the better). Figure 9 shows
the average of directional statistic over 10 days of estimation using the same
K = 2200 samples. As the plot indicates, the reduced-dimension method is
superior in terms of directional change statistic. It is interesting to note that
the directional statistic does not significantly depend on M .
Table 2 represent the directional statistic for different companies and SPY
for M = 390 for Σww condition number limited to 10
4. The reduced-dimension
method is superior to the other two methods in terms of directional change
estimation. It is important to notice that the values represented in Table 2 are
associated with a specificM for all different cases. In practice, it is recommended
to choose the appropriate M for each stock to get the best results. For example,
for Intel, for M = 300, the directional statistic is equal to 0.834 for reduced-
dimension method, 0.66 for Gauss-Bayes, and 0.4 for Unconditional estimation,
22
Table 2: Directional Statistics for M=390
Directional Statistic Unc GB RD
GE 0.436363636 0.681818182 0.825
INTC 0.525 0.540909091 0.715909091
XOM 0.452272727 0.681818182 0.856818182
CAT 0.561363636 0.468181818 0.786363636
WMT 0.388636364 0.429545455 0.795454545
SPY 0.431818182 0.484090909 0.731818182
which are better than the values in the table.
4.4. Volatility
Another important parameter that we estimate is the volatility of the predic-
tion, measured in terms of its standard deviation. The squared root of diagonal
elements of the estimated covariance, Σ̂zz, are the estimated standard devia-
tions for individual days of estimation. The estimate of the covariance in each
method is
Σ̂GB = Σ̂z|y = Σzz − ΣzyΣ−1yy Σyz,
Σ̂RD = Σ̂z|w = Σzz − ΣzwΣ−1wwΣwz,
Σ̂Unc = Σzz, (28)
In general the standard deviation values increase moving from day 1 to day
10 of prediction, since less uncertainty is involved in the estimation of stock
prices of days closer to the current day. Figure 10 illustrates an example cor-
responding to the case where the upper bounds on condition number in our
reduced-dimension method are 103 and 104. The standard deviation for indi-
vidual days of estimation are plotted versus M , the length observation vector,
for Gauss-Bayes and the reduced-dimension method for days 1, 5, and 10 of
estimation. The unconditional estimation is also included for comparison. The
standard deviation values decrease as M increases because more information is
provided in each observation. For the first day of estimation, all three different
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Figure 10: Standard deviation of individual days of estimation, Unc ... GB –o RD –*
lines are very close, but as we move up, the unconditional estimation deviates
from other two methods especially as M increases. As illustrated in Figure 10,
the standard deviation values in our reduced-dimension method are very close
to those of Gauss-Bayes values, but after a certain point for days further away
from current day, the values in the reduced-dimension method decrease faster
and then stay the same, which means we can get the same values as Gauss-Bayes
with not only a smaller condition number, but also a smaller M .
5. Conclusion
In this paper, we described a general method for prediction using covariance
information. We illustrated our method on daily stock price values for General
Electric and 5 other companies. The daily historical price data was transformed
into Hankel matrices of 15 different lengths to investigate the impact of length
of observation on estimation power. We describe our method for normalizing
and centering the empirical. The multivariate conditional mean (Gauss-Bayes)
is known to minimize the mean squared error and therefore is used as a suit-
able unbiased estimator of future values; however, the numerical results from
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this method cannot be trusted because the covariance matrix is not well condi-
tioned. We proposed a filtering operation using principle component analysis to
overcome this issue. Resolving the observed data set onto a principle subspace
reduces the dimensionality of the problem and improves the condition number
of the problem by orders of magnitude. The proposed method shows better
out-of-sample performance compared to the multivariate conditional mean in
terms of mean squared error and directional change statistic and therefore is
considered a good substitute for Gauss-Bayes.
The proposed method is easily implemented and can be modified to include
multiple predictors. The significance of the proposed approach will be even
more apparent in estimating the future price values using multiple predictors
because in that case, where observation vectors are mostly longer than the one
in this study, it becomes almost impossible to rely on Gauss-Bayes due to the
severe ill-conditioning of the covariance matrix.
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