Abstract. We compute the number of rational quartics on a general Calabi-Yau hypersurface in weighted projective space P(2, 1 4 ). The result agrees with the prediction made by mirror symmetry.
Introduction
In this note we will compute the number of rational quartics (see §3) on a general Calabi-Yau hypersurface in weighted projective space P(2, 1 4 ). The number was asked for for the first time by Sheldon Katz [8] , and David Morrison [10] computed it using mirror symmetry methods. Our result, which agrees with the mirror symmetry computation, is: Theorem 1.1. There are 6028452 rational quartics on a general CalabiYau hypersurface in weighted projective space P(2, 1 4 ).
The method used can be sketched as follows: We show that the irreducible componentH 4 of the Hilbert scheme of P(2, 1 4 ) containing the rational quartics is smooth and can be embedded into the irreducible component H 4 of the Hilbert scheme of P 4 containing the elliptic quartic curves. There, it can be characterized as one component of the fixed point scheme of a natural involution. On the other hand, H 4 is well-known and explicitly described by Dan Avritzer and Israel Vainsencher [1] . Together, this leads to an explicit description ofH 4 .
The number of rational quartics on a general Calabi-Yau hypersurface is given as the integral of the top Chern class of a certain vector bundle onH 4 . It will be computed by a formula of Bott's, which expresses the integral of a homogeneous polynomial in the Chern classes of a bundle on a smooth, compact variety with a C * -action in terms of data given by the induced linear actions on the fibers of the bundle and the tangent bundle in the (isolated) fixed points of the action. Acknowledgement. I would like to express my thanks to Stein Arild Strømme for many helpful conversations.
Relations between the Hilbert schemes of X and X/Γ
In this section, we investigate relations between the Hilbert schemes of a projective scheme X and its quotient X/Γ = Y w.r.t. the action of a finite group Γ. To each irreducible component H of Hilb X/Γ , we will find a subscheme Z of Hilb X mapping birationally onto H. The morphism ϕ : Z → H is generally no isomorphism, but in the situation interesting us primarily (i.e. H = irreducible component of Hilb P(2,1 4 ) containing the rational quartics), it actually is an isomorphism.
We assume all schemes to be defined over an algebraically closed field k of characteristic 0.
First, we state some nice simple properties of finite quotients ρ : X → X/Γ = Y for later reference. (iii) (ρ * (·)) Γ commutes with cohomology, i.e.
Proof. (i) ρ is a finite map.
(ii) follows immediately from the definition of V /Γ and (i).
(iii) Note that the functors H i (X, ·) Γ and H i (Y, (ρ * (·)) Γ ) are left-exact and equal for i = 0. But the category of quasicoherent O X -modules has enough injectives, so they are equal for all i. Lemma 2.2. Let X be a quasiprojective scheme and Γ a finite group acting on X. Let V ֒→ S × X ↓ ւ S be a family of subschemes of X, flat over S and invariant under the action of Γ. Then V /Γ ⊆ S × X/Γ is flat over S.
Proof. We can assume that S and X are affine, since flatness is a local property and X → Y is an affine map. Write S = Spec A, X = Spec R 0 , R = A ⊗ R 0 . On every R-module M, we define an R For a finite group Γ acting on a quasiprojective scheme H, we can define the fixed point scheme H Γ of the Γ-action as follows: If H = Spec R is affine, then H Γ is defined by the ideal generated by ker(Φ R ). In general, cover H by affine invariant open sets U and let (H Γ ) |U := U Γ . H Γ can be characterized as the maximal subscheme of H having Γ-invariant structure sheaf.
Note that the group Γ acts in a natural way on Hilb X : if [C] ∈ Hilb X and γ ∈ Γ, the action is given by γ(
Let now H Y be an irreducible component of Hilb Y with universal family W. For any open set U ⊆ H Y , denote by W U the restriction of W to U and let ρ U := ρ × id U . The lift of the family W U to X is given by ρ −1
Remark. The existence of such an open set is guaranteed for example if H Y is reduced (cf. [11] , Lect. 8: Flattening stratifications).
U W U is flat. We can assume that U = Spec A. By the universal property of the Hilbert functor, we thus get a morphism ψ : U → H X , where H X is some irreducible component of Hilb X . Moreover, ψ factors through an irreducible component Z of (H X ) Γ . Let V Z ⊆ X × Z be the restriction of the universal family on H X to Z.
If we denote id X × ψ by ψ X etc., it is immediate that ρ U * ψ
Γ ; a simple computation shows then that W U is the pullback of V Z /Γ by ψ.
By Lemma 2.2, V Z /Γ ⊆ Y × Z is flat over Z, therefore we get a morphism ϕ from Z to the same component H Y such that V Z /Γ is the pullback of the universal family W Y .
Since ρ
−1
U W U is flat over U, it is again easy to see that V ϕ −1 U is the pullback of ρ
We can summarize the situation in the following commutative diagram:
Since all maps in the first and second rows are pullbacks by ψ or ϕ, it follows by the universal property of the Hilbert functor that ϕ•ψ = id U and ψ
Example. A simple example showing that the map ϕ : Z → H Y dosen't need to be an isomorphism is the following: Take X = P 2 and Γ = {id, ι}, where Γ acts on P 2 by ιx 0 = −x 0 , and ιx i = x i for i = 1, 2. Then Y = X/Γ is the weighted projective space P(2, 1, 1) (cf. Definiton 3.1). Let H 1 P(2,1,1) be the Hilbert scheme of subschemes of length 1 in P(2, 1, 1), which is isomorphic to P(2, 1, 1) itself, and singular in the point (1, 0, 0). On the other hand, since the inverse image of a general point in P(2, 1, 1) is a pair of points in P 2 , Z lies in the Hilbert scheme H 2 P 2 of subschemes of length 2 in P 2 , which is a P 2 -bundle overP 2 , hence smooth. By Corollary 2.5, Z is smooth too, hence Z can't be isomorphic to P(2, 1, 1). In fact, Z is the blow up of P(2, 1, 1) in the singular point.
The following proposition is certainly well known. Since we didn't find a reference for it, we give a proof. Proposition 2.4. Let H be a smooth scheme and Γ a finite group acting on H.
Proof. (i) Let p ∈ H Γ be a closed point and R = O p,X ; consider the induced action of Γ on R. Then the ideal a Γ of H Γ in R is generated by ker Φ R .
Since H is smooth, R is a regular (noetherian) local ring. We will show that also R/a Γ is regular, which proves the proposition.
Let m ⊆ R be the maximal ideal. Γ induces a linear action on the vector space m/m 2 = V. Letx 1 , . . . ,x d be a base of the subspace of V invariant under Γ, and complete it byŷ 1 , . . . ,ŷ n−d to a base of V , such that theŷ j satisfy Φ R (ŷ j ) = 0. This can be achieved by choosing arbitrary y j and settinĝ y j = y j − Φ R (y j ). By Nakayama's lemma, thex i ,ŷ j lift to generators
Again we can construct new ring elements by averaging: Let
2 arex i ,ŷ j . We conclude that also x i , y j generate m. We will show that a := (y 1 , . . . , y n−d ) is equal to a Γ ; then R/a Γ is a regular local ring, and H Γ is smooth. The ideal a is clearly contained in a Γ = (ker Φ R ). On the other hand, suppose that ker
(this is trivially true for r = 1), and let b = i α i x i + j β j y j ∈ ker Φ R be an arbitrary element. We can write
The first sum is contained in a + m r+1 because α i − Φ R (α i ) lies in ker Φ R ⊆ a + m r . The summands β j y j lie in a. Write now
In the last sum, both factors of the summands lie in ker Φ R , hence Φ R (β j y j ) lies in a+m r+1 , too, and together we have that b ∈ a+m r+1 , hence ker Φ R ⊆ a + m r+1 .
Since r m r = ∅, we get by induction on r that ker Φ R ⊆ a. Definition 3.1. A weighted projective n-space P(k 0 , . . . , k n ) with positive integer weights k 0 , . . . , k n is defined as Proj of the graded ring R := k[y 0 , . . . , y n ], the variables y 0 , . . . , y n having weights k 0 , . . . , k n . We can assume that the k 0 , . . . , k n are coprimal.
There is an isomorphism of graded rings
kn n ], the x i having weight 1, and in the following we will work with the x i rather than the y i .
We will use the abbreviationP for an arbitrary weighted projective space.
Let Γ k be the group of k-th roots of unity, and let Γ := Γ k 0 ×. . .×Γ kn . Γ acts on P n = Proj k(x 0 , . . . , x n ) in the obvious way, namely through the action of Γ k i on the i-th projective coordinate by multiplication.P can then be described as the geometric quotient of P n by this action of Γ:
We denote by ρ the quotient map P n →P, which is a finite ramified covering map, induced by the inclusion k[x
The ramification locus of ρ is the union of the fixed point sets of the non-identity elements of Γ.
The singular points ofP are exactly the points
We can define twisting sheaves in the usual way by setting OP(r) := R(r)˜. In general, these sheaves need not to be invertible, but wheñ P = P(k, 1 n ), then OP(k) is a very ample line bundle and induces a Veronese type embedding ofP into a big projective space P N : the image ofP is the projective cone over the image v k (P n−1 ) of the Veronese embedding of P n−1 by O P n−1 (k). There is a natural projection from the singular point onto
. In P N , this projection is given by projecting the cone down to v k (P n−1 ) from the point (1, 0, . . . , 0).
We will need the following Lemma 3.1. The quotient map ρ : P n → P(k, 1 n ) is flat away from the singular point (1, 0, . . . , 0). 
Then the invariant ring is
and we have
The claim follows from the lemma and by transitivity and base change stability of flatness.
There is no intrinsic notion of degree of a curve in a weighted projective spaceP. In the case of a weighted projective space of typẽ P = P(k, 1 n ), however, we agree to measure the degree of curves (or, more generally, the Hilbert polynomial of subschemes) w.r.t. the embedding described above, i.e. deg C = deg(OP(k) |C ).
Let us now specialize to the caseP = P(2, 1 4 ), the case we are primarily interested in.
) is the quotient of P 4 by the group Γ = {1, ι} ∼ = Z 2 , the action of Γ being given by
We will consider rational quartics, i.e. rational curves of degree (in the above sense) four inP. Let C ⊆P be a rational quartic and
a parametrization of C. The image of C under the embeddingP ֒→ P N induced from OP (2) is parametrized as
and is a degree four curve by definition. Hence f 0 has degree four and f 1 , · · · , f 4 have degree two. Furthermore, we see that the projection of a rational quartic from the singular point to P 3 is a conic in P 3 . We denote byH 4 the irreducible component of HilbP containing the rational quartics. (To see that the rational quartics are really contained in one irreducible component, observe that the parameter space of rational quartic curves (without degenerations) is fibered over the space of conics in P 3 (which is irreducible). Each fiber is irreducible, too, as one can seefrom (3.1) by specifying a parametrization (f 1 , . . . , f 4 ) of a conic and letting f 0 vary. Hence the space of rational quartics is irreducible, andH 4 is the irreducible component of HilbP containing that space.) The universal curve onH 4 will be denoted by C.
Let now C be a general rational quartic inH 4 . The quotient map
C as a double cover of C, and the ramification locus consists of the four points where f 0 = 0 in the parametrization (3.1). By Hurwitz's theorem, ρ −1 C is an elliptic curve, and it is again a quartic because ρ −1 C intersects the hyperplane {x 0 = 0} in four points.
Since C doesn't contain the singular point ofP, there is an open subset U ⊆H 4 containing [C] such that no fiber of C U contains the singular point. By Corollary 3.2, C U lifts to a flat family ρ
Denote by H 4 the component of Hilb P 4 parametrizing the smooth elliptic quartic curves in P 4 and their degenerations. According to Theorem 2.3, there is an irreducible subscheme Z 4 of H 4 mapping birationally toH 4 
. Since H 4 is smooth (see below), it follows by Corollary 2.5 that Z 4 is smooth, too.
Remark. It is clear that the above considerations are valid as well for rational quartics in P(2, 1
3 ) instead of P(2, 1 4 ). Thus, if we denote by H 3 the irreducible component of Hilb P 3 parametrizing the elliptic quartic curves in P 3 , there is a smooth irreducible subscheme
In order to obtain the explicit description of Z 4 that we need for the calculations, and particularly to prove the claimed isomorphy of Z 4 andH 4 , we will have to look at the description of H 4 given by Dan Avritzer and Israel Vainsencher:
) be the Grassmannian of pencils of quadric surfaces in P 3 , and denote by G ′ the image of the (well-defined) map
On G, we have a canonical family of subschemes of P 3 : the fiber in a point g ∈ G is the base locus of the pencil represented by g. In the same way, G ′ gives rise to a family of subschemes of P 3 : the fiber in a point g ′ is the base locus of the linear system of cubic surfaces represented by g ′ . Denote by B the subscheme of G where the family on G is not flat, and denote by D the subscheme of G ′ where the family defined by G ′ is not flat (B consists of pencils with a fixed component, and D is the scheme of planes in P 3 with an embedded subscheme of length 2). Then we have: Proof.
(ii) We have to show that all degenerations of elliptic quartic curves in P 4 span exactly a P 3 . Then the fibration is given by projecting a point [C] ∈ H 4 to the hyperplane it spans.
It is clear that no degeneration can possibly span less than a P 3 , for then this degeneration would already be contained in H 3 . On the other hand, for a general elliptic curve, dim(H 0 (I C (∞))) = ∞; if a degeneration C 0 spanned all of P 4 , then dim(H 0 (I C (∞))) would drop to 0 in C = C 0 , in contradiction to upper semicontinuity of dim(H 0 (I C (∞))). The fibration is locally trivial because PGL(4) acts transitively on P 4 and this action lifts to an action on H 4 .
As a corollary of this theorem we are now able to derive an analogous description of Z 3 and Z 4 . Consider therefore the inclusion of grassmannians
induced by the natural inclusion We turn to the explicit description of Z 3 as a twofold blow up ofG.
A pencil inB =G∩B is a pencil generated by two quadratic polynomials (2)) with a common linear factor, thus we have
= f 2 g, and they must be independent of x 0 . It follows that the scheme described by such a pencil projects to the union of a line and a point in P 2 ∼ = {x 0 = 0} (or a degeneration thereof) under projection from the singular point. The image is described by the same equations
We conclude thatB is isomorphic tǒ P 2 × P 2 and has dimension 4. According to [1] , a plane in P 3 with an embedded subscheme of length 2 has ideal
3 ) up to projective equivalence, depending on whether the subscheme has support in two points or one point. Consequently, ideals inD, the intersection of D with the proper transformG ′ ofG, have, up to Γ-invariant projective equivalence, the form
Geometrically,D parameterizes hyperplanes through (1, 0, 0, 0) with an embedded Γ-invariant subscheme of length 2. By projecting the hyperplane down to P 2 ∼ = {x 0 = 0}, we see thatD is fibered overP 2 , with fiber F isomorphic to P 1 × P 1 . If F is the fiber over the point {x 3 = 0}, the isomorphism is given by
) . SoD, too, is smooth of dimension 4.
Remark. This is another proof of the smoothness of Z 3 . Proof. Since ϕ is birational andH 3 is irreducible, it is enough to show that the tangent map dϕ :
Consider a C * -action on P 3 acting diagonally w.r.t. the coordinates x 0 , . . . , x 3 and having isolated fixed points. We can choose the action in such a way that the induced action on H 3 has isolated fixed points, the fixed points being given by monomial ideals. Furthermore, the action leaves Z 3 invariant, hence descends to an action onH 3 (more about torus actions in §5).
Suppose now that [C] ∈ Z 3 is a point where dϕ is not injective. Then dϕ is not injective in any point of
be a fixed point in the closure. dϕ cannot be injective in [C 0 ] neither, because then it would be injective on a whole neighborhood of [C 0 ] which would contain also points of C * ·[C]. Therefore it suffices to show that dϕ is injective in all points of Z 3 defined by monomial ideals. A sufficient condition for this to happen is given by the following We can check explicitly by looking at all types of monomial ideals, which we will determine in §5, that the assumption of the lemma is always met. This is a boring but simple exercise, and we will only point out the reasoning for one case.
Take for example the fixed curve C with ideal I C = (x 1 x 2 , x 1 x 2 , x 2 0 x 2 ), and let m be a monomial of degree 3 not contained in I C . Since m is invariant, there are two possibilities:
, and x 1 m ∈ I C . All other cases can be treated in a similar way. Thus dϕ is injective everywhere, and the proposition is proved.
It remains to prove the lemma. Let [C] ∈ Z 3 be a point with homogeneous ideal I C = (h 1 , . . . , h r ), the h i being Γ-invariant monomials of degree d i (i.e., they contain x 0 in even power).
There is a natural injection
The resolution of I C defined by I C gives rise to a diagram
for every f ∈ Hom(I C , O C ), and hence to an injective map
which sends f tof . Now let
It is clear that I C and I ′ C both define the same scheme C. Let
be the corresponding surjection, where d Γ to (3.7), we get a surjective map
But when d i is odd, then Φ(h ′ i,0 ) = Φ(x 0 h i ) = 0, and we don't lose anything if we let the sum run only over indices (i, λ) with λ = 0.
The diagram x 3 m, . . . , 0) otherwise.
The tangent space to Z 3 in [C] is equal to (T H∋ ([C])
Γ , and there is a commutative diagram
(recall that I C/Γ = (ρ * I C ) Γ etc.). σ is induced from the functor (ρ X * (·)) Γ . The last two diagrams fit together into a big diagram
The map τ simply forgets the components with indices (i, 0) and is an isomorphism on the complement. Now, in order to prove that dϕ is injective, it suffices to show that the composition τ • κ is injective.
By computing resolutions of all the ideals I C (in Macaulay, for example), we see that they all are at least 3-regular, which means that
Thus it is enough to check that no such monomial is contained in ker(τ • κ). For monomials of even degree this is clear, because τ • κ is the identity on the direct summands 
Proof. We can proceed as in the proof of Theorem 3.3 (ii).
A smooth rational quartic C in P(2, 1 4 ) spans exactly a hyperplane H ∼ = P(2, 1
3 ) (i.e. a hypersurface with a linear equation l(x 1 , . . . , x 4 ); use the fact that the lift of C to P 4 is an invariant elliptic quartic).
Thus, the projection of C to P 3 ⊆ P(2, 1 3 ) from the singular point spans a hyperplane in P 3 , i.e. is a point inP 3 . Again, no degeneration can possibly span less than a hyperplane because it then would already be contained inH 3 . But every degeneration inH 3 spans the whole P(2, 1
3 ). A semicontinuity argument shows again that no degeneration can span more than a hyperplane. Thus the mapH
is welldefined, and clearly a locally trivial fibration.
Consider now the map
which exhibits Z 4 as a locally trivial fibration overP 3 , with fiber Z 3 . But Z 3 is isomorphic toH 3 , so Z 4 is isomorphic toH 4 .
Rational quartics on Calabi-Yau hypersurfaces
From now on, we work over the ground field C. A hypersurface inP = P(2, 1 4 ) given by a polynomial of weighted degree 6 has trivial canonical bundle, i.e., is Calabi-Yau (the following is the only point where the Calabi-Yau comes into play).
Consider the ideal sequence of the universal family p : C →H 4 of rational quartics inP:
By twisting with O(6) and taking direct images under p, we get the sequence
If we assume for a moment that R 1 p * I C ( ) vanishes and that the (zeroth) direct images are locally free, this sequence reduces to
Now take a section of H
which is induced from a generic section F of OH 4 ×P (6) and so represents a Calabi-Yau hypersurface X F . If [C] ∈H 4 is a given curve, then the induced section ρ(F ) of p * O C (6) restricted to the fiber H 0 (C, O C (6)) over [C] ∈H 4 is equal to the restriction of F to C. Hence, ρ(F ) vanishes exactly when C is contained in X F .
Since the rank of p * O C (6) equals the dimension ofH 4 , Kleiman's Bertini theorem (cf. [9] , Remark 6) implies that the zero scheme of the section ρ(F ) is finite and nonsingular; hence the length of this scheme is equal to the number of rational quartics on a generic Calabi-Yau hypersurface inP. This number is given by the integral
c 13 being the top Chern class. It remains to prove the claimed facts about the direct image sheaves.
Proposition 4.1. p * I C ( ) and p * O C (6) are locally free sheaves, and
Proof. We show first that H i (I C ( )) = ′ for all curves [C] ∈H 4 , i ≥ 1, and that dim H 0 (I C ( )) is constant onH 4 . Since dim H i (P, I C (6)) is an upper semicontinuous function onH 4 , we have to show the vanishing of H i (P, I C (6)) only for all degenerations with monomial ideals, and the constantness of dim H 0 (I C (6)) for those and a generic curve. Namely, let [C] ∈H 4 and suppose dim H i (I C ( )) = ⌈. Take a onedimensional torus action onP such that the monomial curves are the fixed points of the action. For all t ∈ C * , the schemes C t := tC are projectively equivalent, hence the cohomology groups have all the same dimension d t = d. But the limit C 0 = lim t→0 C t is a monomial curve, and by semicontinuity, dim H i (I C 0 (6)) ≥ dim H i (I C (6)). As mentioned before, all the ideals of monomial degenerations of elliptic quartics C ′ ⊆ P 4 are at least 3-regular, thus H i (P 4 , I C ′ ( )) = ′ for all i > 0. By Lemma 2.1, it follows that H i (P, I C (6)) = 0 for all i > 0 and all monomial degenerations of rational quartics. The constantness of dim H 0 (I C (6)) can also be verified by an explicit computation. Since O C (6) is flat overH 4 , I C ( ) is a flat sheaf, too. By the previous result and cohomology and base change theorems ( [7] , III 12.11, 12.9) we conclude that R 1 p * I C (6) = 0 and that p * I C (6) and p * O C (6) are locally free.
TheCalculation
We will calculate the integral (4.1) by Bott's formula, as follows (cf. [3] and [5] ; these ideas are largely due to Geir Ellingsrud and Stein Arild Strømme):
Suppose we are given a C * -action onP which induces a C * -action with isolated fixed points onH 4 . This action in turn induces an equivariant C * -action on the tangent bundle TH △ and on p * O C (6). Therefore, in a fixed point x = [C] of the action, the respective fibers TH △ ( §) and p * O C (6) ⊗ C(x) are C * -representations. As torus representations, they decompose into a direct sum of one-dimensional representations. Let w 1 (x), . . . , w r (x) resp. τ 1 (x), . . . , τ r (x) be the corresponding weights. Then Bott's formula says in our context:
Let T ⊆ GL(5) be a maximal torus which acts diagonally onP w.r.t. the coordinates x 0 , . . . , x 4 of P 4 . There are characters λ 0 , . . . , λ 4 on T such that for any t ∈ T , we have t · x i = λ i (t) · x i , and these characters generate the representation ring of T , i.e., if W is a finite representation of T , we can write cum granum salis:
4 . The action of T descends to an action onP = P 4 /Γ. In the following, we will compute the torus representations of the induced T -action onH 4 in the fibers of p * O C (6) and TH △ in all fixed points. It is easy to see that a point x ∈H 4 is fixed exactly when the graded ideal of the corresponding curve is generated by monomials.
Then we choose a one-parameter subgroup C * ⊆ T with no nontrivial C * -weight in the tangent space of any fixed point. Such a oneparameter subgroup is given by a point (w 0 , . . . , w 4 ) in the weight lattice Hom(C * , T) ∼ = Z 5 ; the corresponding characters on C * are given
4 is the character of the C * -representation on an invariant one-dimensional subspace of the tangent space in a fixed point, the corresponding weight is given by
All these weights are nonzero if the weight vector (w 0 , . . . , w 4 ) is chosen to avoid simultaneously all the (finitely many) hyperplanes in the weight lattice defined by the linear forms (5.2). Such a choice is clearly possible. (In the concrete calculation of the integral (5.1) by the Maple-program listed in the appendix, we try randomly chosen weights; if none of the denominators in the summands of (5.1) is zero -which would result in a "division by zero" error -the choice is valid.)
Our choice of the weights guarantees that the C * -action onH 4 has isolated fixed points (in fact, the same fixed points as the action of T ), hence we will be able to apply Bott's formula.
We will first calculate the fixed points and tangent space representations forH 3 and afterwards use the fact thatH 4 is a locally trivial fibration overP 3 with fiberH 3 . This is being done by calculating the fixed points of the T -action and the T -representation on the tangent spaces in each successive step of the blow up, i.e. onG, onG ′ , and finally onH 3 (Note that there are induced T -actions on those spaces and that fixed points lie over fixed points).
To compute the data of a blow up, say, of X with center B, we have to get hold of the fiber N ( §) of the normal bundle N = N B/X to the subvariety B to blow up in each fixed point x ∈ B. We can achieve this by computing T -semiinvariant base vectors of N ( §). Every such vector ξ gives rise to a fixed point x ξ in the proper transform B ′ of B: x ξ is the inverse image of x in the proper transform of a curve tangent to ξ in x.
The tangent space at x ξ in the blow up X ′ = Bl B X is then given as
where L ξ is the span of ξ in the normal space N ( §). The isomorphism is equivariant. (Recall that the exceptional divisor of the blow up with center B is isomorphic to the projective bundle P(N ∨ B/X ), with normal space in x ξ isomorphic to L ξ ; cf. for instance [6] , B. 6.)
Let us now look at the concrete calculations. We denote byB ′ (resp. D ′ ) the proper transform ofB inG (resp. ofD inH 3 ). 
The tangent space in a fixpoint x inG is given by 
Proof. The fixed points x in the grassmannianG are readily determined, their ideals have the form I x = (x i x j , x k x l ) with the obvious restrictions on the indices. Let V 2 := H 0 (OP 3 (2)), V Ix := C·x i x j ⊕C·x k x l . The tangent space in a fixed point x is given by
β λ γ λ δ , the indices being as specified in the proposition.
First blow up. The subvarietyB ⊆G to blow up consists of pencils with a fixed component, and the fixed points inB are of type (x 1 x 2 , x 1 x 3 ) and (x 2 1 , x 1 x 2 ). Consider the fixed point x with ideal I x = (x 1 x 2 , x 1 x 3 ). The tangent space toG in x is given by
First, we will determine a semiinvariant basis for the fiber NB /G ( §) of the normal bundle ofB inG. Let ξ ∈ TG( §) be a semiinvariant tangent vector in x, given as ξ =
Since ξ is semiinvariant, ξ 1 and ξ 2 are scalar multiples of a common Laurent monomial µ ξ in x 0 , . . . , x 3 of degree 0. Furthermore, the torus representation on the subspace spanned by ξ is obtained by formally substituting λ i for x i , i = 0, . . . , 3 in µ ξ . Clearly this monomial in the λ i has to be one of the summands in (5.4). Now I ξ (t) = (x 1 x 2 + tξ 1 x 1 x 2 , x 1 x 3 + tξ 2 x 1 x 3 ) is a curve through x with tangent direction ξ in x. We see that the semiinvariant tangent vectors
are tangent toB; the curves given by I ξ (t) are even contained inB. The vectors
complete the previous ones to a semiinvariant basis of TG( §), thus they represent (modulo TB( §)) a semiinvariant basis of NB /G ( §).
In order to compute the fixed points ofG ′ lying over x, we consider the curves I ξ (t) for ξ in that basis. Each of them defines a flat family of curves over A 1 − {0}. We can extend this family in a unique way to a flat family over A Then the resulting ideal I ′ (t) is flat in t = 0, and the ideal of the fiber is equal to I ′ .
In our case, all g's are monomials and s is equal to 1 in the first step. Furthermore, we are only interested in generators of degree 3, so we can stop the iteration when we have added all monomials of degree 3, and that is the case already after the first step, as can easily be seen.
In concrete terms, the only syzygy
All together, the fixed points in the blow upG ′ lying over x are: TG( §) = 2λ
We will determine (the torus representation of) the normal space N ( §) toD in x.
A curve inG ′ through x tangent to ξ ∈ TG′( §) is given modulo t 2 as
t , and if ξ is semiinvariant, then the ξ i are scalar multiples of a common Laurent monomial µ ξ of degree zero.
Again, by lifting a syzygy relation from I x to I ξ (t) (this can be done modulo t 2 , too), we calculate the monomial f ξ we have to add to I x in order to get the fixed point in the blow upH 3 corresponding to ξ. Since the syzygies of all pairs of monomials in I x generate the whole syzygy module, we only need to consider such pairs.
Suppose that lifting the syzygy of the pair (m 1 , m 2 ) results in the right monomial f ξ ; then f ξ is equal to lcm(m 1 , m 2 ) · µ ξ . This monomial is supposed to have degree four. The two syzygies which can possibly yield a monomial of degree four are those between x 2 and x 1 x ) is again analogous. Now we have determined all fixed points of the torus action onH 3 : they are the fixed points of all stages of the blow up process minus the fixed points lying in the blow up loci. 4 . A fixed curve inP spans a Tinvariant hyperplane ( ∼ = P(2, 1 3 )) inP, which is given by an equation x i = 0, i ∈ {1, . . . , 4}. Thus, if for instance i = 4, we get the ideals of all fixed curves lying in {x 4 = 0} by adjoining the monomial x 4 to the ideals previously determined. The ideals of the remaining fixed points are obtained by cyclically permuting the variables x 1 , . . . , x 4 in these ideals. Thus,H 4 containes 504 fixed points all together.
Fixed points and tangent spaces inH
According to Proposition 3.7,H 4 is fibered overP Finally, the torus representations on the fibers H 0 (O C (6)) of p * O C (6) are easily determined: H 0 (O C (6)) is spanned by those monomials of degree 6 that don't lie in the ideal I C .
Appendix: Program Listing
# Calculation of the number of rational quartics on a general # Calabi-Yau hypersurface in P (2,1,1,1,1 ).
### some setup and utility routines # is_invariant decides whether a monomial is invariant under # var -> -var, i.e. whether the variable var occurs in even power is_invariant := proc(mon, var) mon = subs(var=-var,mon) twist := proc(J,k) local i,j,res,mon,deg;
