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Abst ract - - In  doing the statistical analysis of a bubble-sort program [1], where all computing 
operations were of the same type, we observed that the statistical results tallied fairly well with 
the mathematical claim about the algorithm's computational complexity. In our next algorithm, the 
computing operations are not of the same type. We test and observe that the statistical measure of the 
algorithm's complexity, arguably more 'realistic,' does not tally with its mathematical counterpart. 
(~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this era of speed, the need for faster comput ing will be ever increasing. The main object ive 
always lies in finding an opt imal  a lgor i thm for a given problem. Thus, an excit ing and substant ia l  
area of research in the computer  field is the computat iona l  complexi ty  of algor ithms. We are 
mot ivated to seek a realistic and robust measure fbr the same, as well as to invest igate the inner 
mechanism contr ibut ing to it. Whi le  our hope is to get a proper  guidance in designing the 
a lgor i thms under different scenarios, we t ry  to establ ish the need for a stat ist ica l  approach.  
In our first effort [1], we had considered the bubble sort a lgor i thm in which all comput ing 
operat ions were of the same type inside the main sort ing nested loop. Expectedly,  the stat ist ica l  
results tal l ied with the mathemat ica l  c aim about  the complexity. This exposit ion was necessary 
in order to prove the val id i ty of the stat ist ical  approach. The next a lgor i thm which we; are 
going to stat ist ica l ly  investigate is one in which all the comput ing operat ions are not of the 
same type. From what  we have said before [1], we do not expect the stat ist ica l  measure of 
the a lgor i thm's  complexi ty  to ta l ly  with the mathemat ica l  counterpart .  This  is the wel l -known 
"classical a lgor i thm" for mult ip ly ing two matrices. It  will be sufficient to deal with square 
matr ices only. Let A and B be two n × n square matr ices and P = A × B be the n x n product  
matr ix .  The elements of P are obta ined by the classical a lgor i thm as 
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Pik -~ ~ aij × bjk 
j= l  
(with usual notations). 
The first subscript gives row number and second the column number. The order of complexity 
of such an algorithm mathematically is O(n3). Note that for rectangular matrices, i.e., for Am×n × 
Bn×p = Pro×p, the order of complexity is O(mnp). We write a simple program in GWBASIC, but 
for a change with respect o [1], we shall run this under QBASIC environment, which is compiler 
based. Line numbers are not necessary in such an environment. However, we have given a few 
line numbers only to show the main computational part. As printing of the matrices is optional, 
we have omitted the same. The input matrices (pre- and post-factor matrices) A and B are fitted 
with random integers from 1 to n using the RND function. The clock is fitted with the TIMER 
function, as before. 
2. STATISTICAL ANALYSIS 
ON THE CURRENT 
EXPERIMENTAL RESULTS 
The following is the program: 
PROGRAM FILE NAME BST1.BAS 
REM Program for matrix multipl ication 
CLS 
PRINT "Let A be an mxn matrix" 
PRINT "Let B be an nxp matrix" 
PRINT "This program will compute AxB" 
INPUT "Enter the values of m, n, p"; m, n, p DIM a(m,n), b(n,p), p(m,p) 
RANDOMIZE TIMER 
F0R i=l T0 m : F0R j=l T0 n 
a(i,j) = INT( RND*n )+i 
NEXT j : NEXT i 
F0R i=l T0 n : F0R j=1 T0 p 
b( i,j ) = INT ( RND*n )+i 
NEXT j : NEXT i 
St = TIMER 
I0 F0R i=l T0 m : FOR k=l T0 p 
p(i,k) = 0 
FOR j=l T0 n 
20 p(i,k)=p(i,k)+a(i, j)*b(j ,k) 
NEXT j 
30 NEXT k : NEXT i 
et  = TIMER 
PRINT " Executing Time in sec=" ;et-st 
END 
2.1. Results  and Statist ical Interpretat ion 
For square matrices, m = n -- p. Let y be the execution time in seconds observed for various 
values of n. We form a "difference table" as follows (Table 1). 
n 
20 .4414063 
> 
25 0.7734375 
> 
30 1.320313 
> 
35 2.089844 
> 
4O 3.1914O6 
> 
45 4.449219 
> 
50 6.152344 
> 
55 8.191406 
> 
60 10.609380 
> 
65 13.402340 
> 
70 16.699220 
> 
75 20.60156 
> 
80 24.94141 
> 
85 29.87891 
> 
90 35.43359 
> 
95 41.6875 
> 
100 48.44141 
> 
105 56.08203 
> 
110 64.42969 
Algorithm's Complexity 
Table 1. Difference table. 
y Ay A2y ~3y 
0.3320312 
> 
0.5468755 
> 
0.769531 
> 
1.101562 
> 
1.257813 
> 
1.703125 
2.039062 
> 
2.417974 
> 
2.79296 
> 
3.29688 
> 
3.90234 
> 
4.33985 
> 
4.9375 
> 
5.55468 
> 
6.25391 
6.75391 
> 
7.64062 
> 
8.34766 
0.2148443 
> 
0.2226555 
> 
0.332031 
0.156251 
> 
0.445312 
> 
0.335937 
> 
0.378912 
> 
0.374986 
> 
0.5o392 
> 
0.60546 
0.43751 
> 
0.59765 
> 
0.61718 
> 
0.69923 
> 
0.50000 
> 
0.88671 
> 
0.70704 
0.0078112 
0.1093755 
-0.17578 
0.289061 
-0.109375 
0.042975 
-0.003926 
0.128934 
0.10154 
-0.16795 
0.16014 
0.01953 
0.08205 
-0.19923 
0.38671 
- 0.17967 
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F rom the  dif ference table,  the  first dif ferences of y, i.e., ~y  co lumn shows values incre~sing 
w i th  increas ing n. However ,  in the  co lumn o f /k2y  and /~3y, as we move f rom one va lue of n to 
the next  greater  value, we not ice somet imes  an increasing,  somet imes  a decreas ing va lue in the  
di f ference co lumn.  Both  these co lumns depict  a smal l  var iabi l i ty  w i th in  themselves .  Also, ~3y  
co lumn has both  pos i t ive and negat ive  dev iat ions  about  mean,  which  is close to zero. 
We shall ,  therefore,  approx imate ly  take the  second differences constant  and th i rd  (and higher)  
di f ferences zero. We shall ,  fo l lowing prev ious a rguments  [1], once again fit a quadrat i c  curve 
( rather  than  a cubic  one).  But  th is  t ime we shal l  s tat is t ica l ly  examine  the  goodness  of fit more 
r igorous ly  th rough an ANOVA table.  We shal l  t ry  to  demonst ra te  that  the  sum of squares due 
to regress ion is much  greater  than  the  res idual  sum of squares.  
We def ine a new var iab le  x -- n /10 .  Let  t -- to ta l  number  of observat ions.  We shal l  t ry  to  fit 
a second degree po lynomia l  y = a + bx --}- cx2;  the  constants  a, b, c are to be es t imated  by solv ing 
the  fol lowing three  normal  equat ions:  
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Ey = ta + bEx + cEx 2, 
Exy = aEx + bEx 2 + C~X 3, 
~x2y = aEx  ~ + bF, x 3 + cEx  4. 
(Vide pr inciple of least squares as before.) 
~x  --- 123.5, 
Ex  a = 71956.56, 
Ex 2 = 945.25, 
Ey = 388.8164, 
Ex2y = 32722.72. 
We have 
Ex 3 = 7996.625, 
Exy = 3495.309, 
On solving the three equations as in (1), we obtain 
-- 8.895536, 
- -5.397451, 
= .937727. 
Thus, we can est imate y for a given x given by 
-- 8.895536 - 5.397451x + 0.937727x 2, where 
n 
10 
Now, in order to test the goodness of fit, we take a look at the residual table (Table 2). 
Table 2. Residual table. 
Y -9  y 
Residual 
Since ff = Ey/ t  = 
following. 
(1) 
(2) 
n 
20 2 0.4414063 
25 2.5 0.7734375 
30 3 1.320313 
35 3.5 2.089844 
40 4 3.191406 
45 4.5 4.449219 
50 5 6.152344 
55 5.5 8.191406 
6O 6 10.60938 
65 6.5 13.40234 
70 7 16.69922 
75 7.5 20.60156 
80 8 24.94141 
85 8.5 29.87891 
90 9 35.43359 
95 9.5 41.6875 
100 10 48.44141 
105 10.5 56.08203 
110 11 64.42969 
1.851542 
1.262702 
1.142726 
1.491613 
2.309364 
3.595978 
5.351456 
7.575797 
10.269002 
13.43107 
17.062002 
21.161797 
25.730456 
30.767978 
36.274364 
42,249613 
48.693726 
55,606706 
62.988536 
-1.4140137 
-0.4892645 
0.177587 
0.598231 
0.882042 
0,853241 
0.800888 
0.615609 
0.340378 
-0.02873 
-0.362782 
-0.560237 
-0.789046 
-0.889068 
-0.840774 
-0.562113 
-0.252316 
0.475324 
1.441154 
388.8164/19 = 20.464021, hence, from the residual table, we have the 
19 
Total  sum of squares = ~(Y i  - 9) 2 = 7331.7155. 
i=1 
19 
Sum of squares due to regression ~--~(Yi - 9) 2 = 7321.254. 
i= l  
Algorithm's Complexity 
Residual sum of squares, defined as ~(Y i  - ~)i)2 ] 
| 
is °btained bY subtracting the sum °ifslquares / 
due to regression from the total sum of squares ) 
We immediately form an Analysis of Variance (ANOVA) table for regression analysis. 
Table 3. ANOVA table for regression analysis. 
= 7331.7155 - 7321.254 = 10.4615. 
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Sources of 
Variation 
Regression 
Degrees of 
Freedom (d.f.) 
Sum of 
Squares (ss) 
7321.254 
Mean Stun of 
Squares = ss/d.f. 
3660.627 
M S~eg 
16 10,4615 0.6538437 
Residual (By subtraction) (By subtraction) MSres 
Total 18 7331.7155 
Variance Ratio 
MSreg 
MSr~.~ 
3660.627 
0.6538437 
= 5598.627 
NOTE. If a pth degree polynomial is fitted with (p+ 1) constants of the form y = Ao +AlxA2x  2 + 
A3x 3 +. .  • -t-Apx p, the regression S.S. would have p + 1 - 1 = p degrees of freedom. Total S.S. has 
t - 1 d.f. (t = total number of obs.). The variance ratio here follows F distribution with (2,16) 
d.fl From the F table, F.05(2, 16) d.g = 3.63. We have taken the level of significance as 5%. 
3. CONCLUSION AND DISCUSSION 
As the calculated value of variance ratio is much greater than the table value of F, so the 
sum of squares due to regression is contributing significantly to the total sum of squares, ren- 
dering the residual sum of squares comparatively negligible. In other words, the fit is quite 
good at 5% level of significance. Also, if R is the multiple correlation coefficient we have 
/~2 = 7321.254/7331.7155 = .9985731 
Hence, R = .9992862, which is very nearly unity. (Note 0 <= R <= 1. R gives the correlation 
between the observed and estimated value of y and R 2 can be computed as above by dividing 
the sum of squares due to regression by the total sum of squares.) 
100R 2 = 99.85731 (coefficient of determination). Hence, about 99.86% of variation in y call be 
explained by x. 
Thus, the order of complexity of the classical algorithm for matrix multiplication for square 
matrices, which is 0(n 3) mathematically is evidently contradicted by 0(n 2) observed statistically. 
This is because, if we look at the portion of the program fi'om line number 10 to 30, we shall 
observe that the actual computations take place in line number 20. 
But two different computing operations, namely addition and multiplication, are together 
present, and these require different executing times, obviously the latter consuming more. He.nce, 
as our statistical approach weighs each operation against he executing time it consumes, it is a 
more realistic measure compared to its mathematical counterpart which simply counts the total 
number of computations. It may be interesting to trace the cause behind the quadratic behaviour 
by fitting a model (for example, some suitable probability distribution or mathematical model) 
to the execution time. In case the execution time is a random variable, which we propose to test 
later on, the scope of such statistical enquiries is wide open. 
The need and importance of a statistical approach is thus established and we shall next propose 
to study more algorithms and accomplish the tasks indicated under "future work" in the previous 
paper [1]. 
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