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Abstract
This paper proposes to make a first step towards compatible and hence reusable net-
work components. Rather than training networks for different tasks independently,
we adapt the training process to produce network components that are compatible
across tasks. In particular, we split a network into two components, a features
extractor and a target task head, and propose various approaches to accomplish
compatibility between them. We systematically analyse these approaches on the
task of image classification using CIFAR-10 and STL-10. We demonstrate that we
can produce components which are directly compatible without any finetuning or
compromising accuracy on the original tasks. Afterwards, we demonstrate the use
of compatible components on three applications: Unsupervised domain adaptation,
transferring classifiers across feature extractors with different architectures, and
increasing the computational efficiency of transfer learning.
1 Introduction
In computer vision we often train a different neural network for each task, where reuse of previously
learnt knowledge typically remains limited to pre-training on ImageNet (ILSVRC-12) [63]. However,
human knowledge is composable and reusable [73]. Therefore it seems prudent to give neural
networks these properties too. Similar to what humans do, computer vision methods should reuse and
transfer from previously acquired knowledge in the form of previously trained models [85, 55, 19, 1].
For example, when a model can recognize cars in daylight, this knowledge should help recognizing
cars by night through domain adaptation [6, 68]. In addition, when a model expands its knowledge, e.g.
through more training examples or by learning a new concept, these improvements should be easily
transferable to help improve related tasks.
We believe that a general way to achieve network reusability is to build a large library of compatible
components which are specialized for different tasks. For example, some would extract features from
RGB images, depth images, or optical flow fields. Other components could use these features to
classify animals, localize cars, segment roads, or estimate human body poses. The compatibility
of the components would make it easy to mix and match them into a highly performing model for
the task at hand. Besides domain adaptation and transfer learning, this would also enable training
a single classifier which can be deployed on various devices, each with its own hardware-specific
backbone network. We make a first step in this direction by devising a training procedure to make the
feature representations learnt on different tasks become compatible, without any post-hoc fine-tuning.
On the long term, we envisage a future where the practice of building computer vision models will
mature into a state similar to the car manufacturing or building construction industries: with a large
pool of high-quality and functionally well-defined compatible parts that a designer can conveniently
recombine into more complex models tailored to new tasks. The compatibility of components saves
the designer the effort to make them work together in a new combination, so they are free to focus on
designing ever more complex models.
Our quest for reusable components is related to the question of how similar the representations of
independently trained networks are, when they are trained on similar data [42, 46, 48, 50, 52, 54, 79].
Instead of such a post-hoc analysis, we make a first step towards training neural network that are
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Figure 1: Experimental setups for the analysis and the applications. Our method enables recombining
network components, which benefits domain adaptation, classifier transferability and efficient transfer learning.
directly compatible, rather than only similar (e.g. in terms of feature correlation [48, 54]). For the
purpose of this paper, we define components by splitting a neural network into two parts: a feature
extractor and a target task head. We say two networks are compatible if we can recombine the feature
extractor of one network with the task head of the other while still producing good predictions,
directly without any fine-tuning after recombination (Fig. 1). When network components become
perfectly compatible, they can be interchanged at no loss of accuracy. It is important to note that
compatibility does not require learning identical mappings, as in feature distillation [61]. As an
extreme case, we could not distill the features from a network for street view images to a network
for underwater images. Instead, by only requiring compatibility as defined above, each network can
learn a feature extractor that is appropriate for its task.
Concretely, we introduce three ways to alter the training procedure of neural networks to encourage
compatibility (Sec. 3): using a shared auxiliary head which discriminates common classes (Sec. 3.1),
using a shared self-supervised auxiliary head which predicts rotation [25] (Sec 3.2), and starting
training from identical initial weights (Sec. 3.3). We systematically analyse how well our methods
make components compatible for the case of two image classification networks, one for CIFAR-
10 [43] and the other for STL-10 [13] (Sec. 4). We also demonstrate that compatibility comes at no
loss of accuracy on the original tasks. Finally, we demonstrate the use of compatible components
on three applications: Unsupervised domain adaptation (Sec. 5.1), transferring classifiers across
feature extractors with different architectures (Sec. 5.2) and increasing the computational efficiency
of transfer learning (Sec. 5.3).
2 Related Work
Representational similarity analysis. Several works investigate whether neural networks learn
different projections of the same high-level representations, when trained independently and poten-
tially on different datasets [48, 50, 52, 54, 79, 46, 42]. If the only difference was the order of the
features, a simple permutation would suffice to map the representation space of one network to the
space of the other [48, 46]. In practice, the low-level features of early layers tend to be repeatedly
learned [46], while later layers learn high-level representations which are less similar [42]. Closest to
our work, [46] analyze representational similarity via the performance of networks after recombining
their components. As they start from independently trained networks, they require adding a stitching
layer and training the recombined network with a supervised loss for several epochs. Instead, we
alter the process for training the networks, so that their components are directly compatible and can
be recombined, without the need for post-hoc fine-tuning.
Per-example feature alignment. Methods for feature alignment aim at training two networks so that
they map a data sample to the same feature representation. Inspired by knowledge distillation [7, 34],
feature distillation trains a network to approximate the feature activations of another network [61].
Instead, methods for multi-modal embeddings learn to map multiple views of the same example to a
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common representation [21, 69, 38, 26]. Examples include methods for image captioning, which rely
on (image, caption) pairs for training [38], or cross-modal distillation [26] which maps a depth image
to the same representation as its corresponding RGB image. In contrast, our notion of compatibility
does not require both networks to be trained from the same data, nor to see paired views of the same
data, and is thus more generally applicable.
Continual learning. Network compatibility relates to domain adaptation and transfer learning. We
apply our method to these in Sec. 5, where we discuss their related work. Incremental learning [59, 20]
is also related. There, the core challenge is to preserve compatibility between existing classification
heads and a feature extractor that gets updated over time. This is often addressed by penalizing
changing important weights [40, 87, 2, 3], or changing predictions of the model on previous tasks [49,
67, 53]. Instead of just preserving compatibility between initially identical networks, we propose a
method that produces compatible networks even if they have different architectures, are trained on
different datasets, or start from different initializations (Sec. 4 & 5).
3 Method
We consider neural networks formed by the combination of two components: A feature extractor
f(·) and a target task head h(·), parameterized by Φ and Θ, respectively. In standard supervised
learning, one trains a neural network on task t by minimizing a task loss `t(h(f(xi;Φt);Θt),yi)
over all examples xi with label yi in dataset Dt. We denote a standard network trained on task t,
using the feature extractor and target head of task t, as ntt(xi).
When independently training two networks on tasks a and b by minimizing their respective losses `a(·)
and `b(·), the resulting networks are incompatible: Recombining their components into a new network
nab(xi) = h(f(xi;Φa);Θb) or nba(·) produces random or systematically wrong predictions (Sec. 4).
This happens because the two feature extractors generally learn features responding to different image
patterns, with different scaling of activation values, and even equivalent feature channels will appear
in arbitrary orders [46, 42].
Compatibility. Our goal is to achieve compatibility between networks, directly after training. We
define compatibility based on the performance of the recombined networks nab(·) and nba(·). When
these network performs at chance level, we say that the components of naa(·) and nbb(·) are in-
compatible. Instead, they are compatible when nab(·) and nba(·) directly output predictions that
are significantly better than chance, without any fine-tuning after recombination. Generally, the
recombined networks will not exceed the performance of the vanilla networks naa(·) and nbb(·),
trained and tested on their own task without recombining any component. Thus, we define this
performance as the practical upper bound. When the recombined networks reach this upper bound,
they are perfectly compatible, which allows to use their components interchangeably. To achieve
compatibility, we introduce some degree of dependency between the training processes of naa(·) and
nbb(·). Specifically, we encourage compatibility between the features produced by their extractors
f(xi;Φa) and f(xi;Φb). As many different parameterizations of a neural network produce compa-
rable performance [11, 50], we hypothesize that we can make networks more compatible without
decreasing the performance on their original task (confirmed in our experiments in Sec. 4).
Next, we introduce three different methods to encourage compatibility. For clarity of exposition, we
describe the case for two networks, but our methods works with any number of networks (Sec. 5.2
& 5.3). Similarly, while we denote the model components with f(·) and h(·) for simplicity, our
method also handles the case where networks naa and nbb have a different architecture (Sec. 5.2).
3.1 Compatibility through Discriminating Common Classes (DCC)
We propose to make components compatible via an auxiliary task head c, which discriminates among
the classes common to the two tasks a and b. This auxiliary task has its own head, but operates on the
features produced by the extractors of the respective target tasks (Fig. 1a), i.e. its prediction function
is c(f(x;Φt);Θc), where Θc are the parameters of the auxiliary task head. During training, we
minimize the target task losses and the auxiliary task loss for both tasks:∑
t∈{a,b}
∑
(xi,yi)∈Dt
[`
t (h (f (xi;Φt) ;Θt) ,yi) +`c (h (f (xi;Φt) ;Θc) ,yi) · 1 [yi∈C]
]
(1)
where `c is the auxiliary task loss. It is computed only over examples in the set of common classes C
(1 is an indicator function returning 1 if its argument is true and 0 otherwise). While there are target
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task parameters Φt and Θt specific to each task, we tie the auxiliary task parameters Θc across tasks.
This forces the feature extractors f(xi;Φt) of each task t to produce features that are compatible
with the same auxiliary task head. We hypothesize that this will produce feature extractors that are
compatible more generally, allowing to recombine the feature extractor of one with the target task
head of the other.
Trade-offs. This method requires the target tasks to share some common classes. Depending on the
scenario, the target tasks might actually have few or even no common classes.
3.2 Compatibility through Self-Supervision (RP)
When tasks a, b have no common classes, we cannot achieve compatibility through above method.
Hence, we propose a more generally applicable auxiliary task, by using a self-supervised objective.
Self-supervision relies on supervised learning techniques, but the labels are created from the unla-
belled data itself. Several self-supervision methods create labels by applying some transformation on
input x and the task is to predict which transformation was applied [56, 15, 25].
We transform an image x with g (x, s), a function which applies transformation s. We use that trans-
formed image for training the auxiliary task head, whose objective is to predict what transformation
was applied (its label). We use the original image for training the target task head. Specifically, we
minimize the following loss:∑
t∈{a,b}
∑
(xi,yi)∈Dt
[`
t (h (f (xi;Φt) ;Θt) ,yi) +
1
|S|
∑
s∈S
`s (h (f (g (xi, s) ;Φt) ;Θs) , s)
]
(2)
where S is set of possible transformations that are applied, Θs are the parameters of the auxiliary
task head, and `s its associated loss.
Choice of self-supervision task. Throughout this work we use rotation prediction [25]. The input
image is transformed by rotating it with an angle S = {0◦, 90◦, 180◦, 270◦} and the task is to
classify which rotation angle was applied. For simplicity we refer to this method as compatibility
through rotation prediction (RP), but any other self-supervised objective can be used here. We discuss
considerations for choosing a suitable self-supervised task in Appendix A.
Trade-offs. This compatibility method is very general. It only requires the shared self-supervised
task to be both meaningful and non-trivial [71, 75]. While such a task can be defined on almost
any dataset, the quality of the induced compatibility depends on how much the target task and the
auxiliary task rely on the same features.
3.3 Compatibility through Identical Initial Weights (IIW)
Zhang et al. [90] demonstrated that for many layers in a trained network, resetting the weights of that
layer to their initial values leads to a limited loss in accuracy. This suggests that the initialization
defines a set of random projections which strongly shape the trained feature space. Hence, we propose
to encourage compatibility simply by starting the loss minimization of both tasks from identical
initial weights (IIW). For this method, we initialize using either identical random weights or identical
pre-trained weights (Sec. 4).
Trade-offs. This method only works when both tasks have identical network architectures. Moreover,
it only acts at the start of training, where it makes networks identical and thus perfectly compatible.
3.4 Training schemes
For DCC and RP we consider two training schemes: joint training and incremental training.
In joint training, we minimize (1) (or (2)) by alternating between tasks a and b, each time minimizing
the loss over a single minibatch. Hence, this can be considered a form of multi-task training [15, 51],
except that each task has its own feature extractor. By training jointly, both target tasks a, b influence
the auxiliary task head parameters and use that head to solve the auxiliary task.
In incremental training, we first train the network naa by minimizing (1) (or (2)) over task a only.
This also learns the parameters of the auxiliary task head. Later, we train the network nbb on task b,
but use the auxiliary task head with its parameters frozen. This encourages compatibility between
naa and nbb, without requiring both of them to be trained at the same time.
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inde-pendent10.6
identical initial weights 25.1
rotation prediction 50.1
identical initial weights + rotation prediction 61.8
discriminating common classes 65.8
identical initial weights + discriminating common classes 71.7
rotation prediction + discriminating common classes 74.2
identical initial weights + rotation prediction + discriminating common classes 76.7
Upper bound
85.6
Figure 2: Recombination accuracy for different methods. We report recombination accuracy with standard
deviations over 10 runs (horizontal line segments). Results for each dataset seperately are given in Appendix C.6.
4 Analysis of compatibility
We now analyse the induced compatibility of our methods introduced in Sec. 3: discriminating
common classes (DCC), rotation prediction (RP), and initializing networks with identical initial
weights (IIW).
Experimental setup. Fig. 1a illustrates our basic experimental setup when using a single auxiliary
task (DCC or RP). As network architecture we use ResNet-56 [32], which consists of 3 stages
with 9 ResNet blocks of two layer each. We split this into a feature extractor and target task head
directly after the second stage (results for other splits are in Appendix C.4). We train one network
on CIFAR-10 [43] train and one on STL-10 [13] train. These datasets have 9 classes in common.
For simplicity we mostly train networks jointly in this analysis. We also briefly explore incremental
training (Sec. 3.4) which we use extensively in Sec. 5.
An important detail is that our network components use Batch Normalization (BN) [36]. At training
time, BN normalizes the features in each batch to have zero mean and unit variance. At test time,
features are normalized using aggregated statistics over the train set. However, DCC and RP encourage
compatibility in the training regime of single-batch statistics, which may vary wildly per task. This
makes the aggregated training statistics unreliable for any recombination of components. Therefore
we use batch statistics at test time in all experiments (see Appendix C.1 for more discussion and
Appendix E for implementation details.).
As a metric we define recombination accuracy: We recombine the CIFAR-10 feature extractor with
the STL-10 classification head and measure accuracy on the CIFAR-10 test set on the 9 common
classes. We measure accuracy immediately after recombination, without any fine-tuning. We do the
analogue for STL-10 and report the average over the two test sets.
Evaluation of methods to encourage compatibility. We compare the different methods to produce
compatible features in Fig. 2, using recombination accuracy. While the independently trained
networks perform at chance level (10.6%), our proposed methods achieve good levels of compatibility:
DCC works best (65.8%), followed by RP (50.1%). We note that RP is more generally applicable,
since it does not not require any common classes. We investigate recombination accuracy as a
function of the number of common classes in Appendix C.5.
Interestingly, there is even some compatibility between networks just by starting from identical initial
weights and then separately minimizing the task loss on the two different datasets (IIW: 25.1%). The
experiments also show that all three methods are complementary: using all methods together reaches
76.7% recombination accuracy.
As upper bound, we use the classical setting of training and testing a network on each task separately.
For fairness, we give each network its own rotation prediction head, which improves results but does
not encourage compatibility. This results in an upper bound of 85.6% accuracy. Considering that the
tasks are different, we consider IIW+RP+DCC (at 76.7%) to come rather close to this upper bound.
Importantly, we achieve compatibility without compromising accuracy on the original tasks. Using
IIW+RP+DCC on the original networks and measuring accuracy on their own target tasks without
recombination reaches 86.3%. This is slightly higher than our upper bound, likely because of
beneficial regularization.
Starting from pre-trained models. It is common to start from a model pre-trained for ILSVRC-12
classification [16, 66, 60, 31]. Therefore we repeat the above experiments in this scenario. For our
IIW experiments we initialize both networks using the same pre-trained weights. When not using
IIW, we need to initialize the two networks with different pre-trained weights. Hence we produce
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two different pre-trained models by training from scratch twice with different random initialization.
Furthermore, since STL-10 [13] contains ImageNet images, we create pre-trained models using
self-supervised rotation prediction only (i.e. ignoring class labels).
Initializing networks using the same pre-trained weights (IIW) strongly encourages compatibility
and already leads to a recombination accuracy of 74.3%. The strongest compatibility is achieved by
combining IIW with DCC (82.7%).
Experiments not using IIW exhibit a counter-intuitive effect. For RP we reported 50.1% recombination
accuracy when initializing the two networks using different random weights (Fig. 2). Now, when
initializing using different pre-trained weights, recombination accuracy drops to 19.7%. Similarly,
for DCC recombination accuracy drops from 65.8% to 52.3%. This suggests it is harder to make
networks compatible after they are already independently (pre-)trained. Compatibility should thus be
encouraged from the beginning of the training process.
Joint vs. incremental training. So far we trained the two networks jointly. But for many practical
applications it is important to train a new network which is compatible with an existing one (Sec. 5).
Therefore we analyze here what happens when we train networks incrementally (Sec. 3.4). We first
train a network on CIFAR-10 with auxiliary task heads DCC and RP. We then freeze the DCC and
RP heads. Finally, we train a new network on STL-10 starting from identical initial weights (IIW)
and also using the frozen DCC and RP heads. We repeat the analogue starting from STL-10.
Compared to joint training in Fig. 2, results decrease moderately from 76.7% to 72.7%. This
demonstrates that we can make new networks compatible with existing ones.
Feature cross-correlation and compatibility. Various analysis papers measure cross-correlation
between features to understand whether two networks activate on similar image patterns and hence
learn similar representations [48, 50]. Our experiments found that a higher cross-correlation does not
necessarily result in a higher recombination accuracy (see Appendix C.2 for details).
Reaching the compatibility upper bound. While we achieved high compatibility in our experiments
involving CIFAR-10 and STL-10 (Fig. 2), we did not reach the upper bound and hence our components
are not perfectly compatible. However, a classification head optimized for CIFAR-10 is not expected
to yield top accuracy on STL-10 (and vice versa). To remove the task mismatch, we repeat all
experiments using CIFAR-10 for both tasks. In this setting, several combinations of methods reach
the upper bound: IIW+RP, IIW+DCC, and IIW+RP+DCC (see Appendix C.3). This shows that our
methods are in principle strong enough to achieve perfect compatibility, when the data allows it.
5 Applications
5.1 Unsupervised domain adaptation
Application. We apply our compatible networks to unsupervised domain adaptation. The goal is to
transfer knowledge from a source domain with labeled data, to a target domain with unlabeled data.
Related work. There are two dominant approaches to unsupervised domain adaptation [80, 91]:
(i) train one model that works on both the source and the target domain, (ii) train a model on the
source domain and then adapt it to the target domain. Approaches for (i) typically try to make the
features produced by the model domain invariant, e.g. using a domain discriminator [76, 22, 91, 44].
Approaches for (ii) often rely on pseudo-labels created from confident predictions of the source
model applied on the target domain [64, 91]. This approach is computationally faster than (i) when a
pre-trained source model exists, as it does not require joint training on both domains. In addition,
it works for non-conservative domain adaptation, where there does not exist a single classifier that
can perform well in both domains [6, 68]. We follow (ii) but use self-supervision, rather than
pseudo-labels. This is simpler and avoids error accumulation due to training with incorrect labels [9].
Experimental setup (Fig. 1b). We first train a model on the source training set consisting of a feature
extractor, a classification head and an auxiliary rotation prediction head RP (initialized by training
for rotation prediction on ILSVRC-12 [63]). We then want to adapt the feature extractor of this
source model to the target domain while preserving compatibility with the original classification head.
We do this by freezing the RP head while fine-tuning the feature extractor on the unlabeled target
training set. For this we minimize the self-supervised RP loss for 1000 steps. Finally, we recombine
this updated feature extractor with the source domain classification head to predict classes on the
target domain. We report average class accuracy on the target test set. We evaluate adapting between
CIFAR-10 and STL-10, as is common in this area [24, 68, 71]. We use here a larger WRN-28 [84]
architecture as in [71] (see Appendix E).
6
Method Source: CIFAR-10 STL-10 Avg.Target: STL-10 CIFAR-10
VADA [68] 78.3 71.4 74.9
VADA+Co-DAbn [44] 81.3 76.3 78.8
DTA [45] 82.6 72.8 77.7
Joint w/ rotation [71] 81.2 65.6 73.4
Joint multi-objective [71] 82.1 74.0 78.1
Our source model 77.2 52.9 65.1
Our source model w/ test BN 82.0 71.3 76.7
Ours w/ adaptation through RP 82.6 73.1 77.9
Table 1: Test accuracy (%) for unsupervised domain adapta-
tion.
0 10 20 30 40 50 60 70 80 90 100
Average accuracy on all classes of CIFAR-10
91.6 93.3
91.7 94.6
91.9 94.9Wide ResNet-56
ResNet-56
MobileNet V2
upper boundlower bound
Figure 3: Accuracy when transferring a classifica-
tion head to compatible feature extractors.
Results (Tab. 1). We compare our method to previous approaches and two baselines based on our
source model. One baseline uses the model as is. The other updates BN statistics at test time, which
performs significantly better. This confirms their importance, as discussed in Sec. 4 and observed
by [47]. Our method improves performance further and matches the state-of-the-art on adapting from
CIFAR-10 to STL-10 [45] (82.6%). The methods [44, 71] perform best for adapting from STL-10 to
CIFAR-10. On average over both adaptation directions, our method is a close second (78.8% for [44]
vs. 77.9% for us).
Importantly, our method is simpler and faster than [68, 44, 45, 71]. The state-of-the-art [44] combines
multiple models, includes a domain discriminator [22, 23], employs a custom network architec-
ture [68], and trains for 80000 steps on the joint source and target training sets. Instead, we use a
single ResNet model and fine-tune only for 1000 steps on the target domain, which makes our method
computationally faster. Finally, [71] gets significant gains by combining multiple self-supervised
objectives, which we could potentially include as well.
5.2 Compatibility across feature extractors with different architectures
Application. We want to achieve compatibility between feature extractors having different archi-
tectures, thus enabling transferring task heads across them. As a practical application we consider
a single classification task which runs on many devices, each with a hardware-tailored network
architecture (e.g. a powerful server, a standard desktop, a mobile phone). Normally, every time the
set of classes to be recognized changes, all networks need to be retrained. Instead, if their feature
extractors are compatible, only one extractor and its corresponding classification head need to be
retrained. We can then transfer that classification head to all other models. This greatly facilitates
deployment of the updated classifier to all client devices.
Related work. Many works propose specialized architectures for devices with low computational
power [28, 35, 65, 72]. A few works propose architectures whose computational efficiency can be set
at inference time by reducing width [82] or depth [86]. Our approach handles feature extractors with
different architectures and focuses on easy deployment of an updated classifier. Distillation [7, 34] is
often used for training efficient architectures [34, 61, 78]. However, distilling logits does not induce
any network compatibility. Distilling features [61] would be possible, but is non-trivial in our setup
where spatial resolutions differ across architectures.
Experimental setup (Fig. 1c). We consider three feature extractor architectures: ResNet-56 [32],
Wide ResNet-56 [84], MobileNet V2 [65]. We combine these with a DCC head based on MobileNet
V2. In this application, DCC not only encourages compatibility but also directly solves the target task
(as there is just one task). We split MobileNet V2 into components after the 11-th inverted ResNet
block (out of 17). To fit all extractors to a single DCC head, we add a 1x1 convolution layer which
changes the number of channels to 64. Differences in spatial resolution are resolved by the average
pooling in the penultimate layer of the MobileNet V2 DCC.
At first, we assume that we only have data for the first 5 classes of CIFAR-10. We use these to jointly
train the three feature extractors with the DCC head. At this point, each ‘feature extractor plus DCC’
network addresses the target task for a particular device. Next, suppose we obtain labeled data for 5
new classes (resulting in the full CIFAR-10 training set). Instead of re-training everything, we only
want to update the DCC head. To do so, we first extend the classification layer of the DCC head to
handle 10 classes. Then, we choose the trained Wide ResNet-56 as the reference feature extractor.
We freeze it, attach the DCC head, and fine-tune this combination on CIFAR-10 training set. Finally,
we attach the updated DCC to each individual extractor and evaluate on CIFAR-10 test. Note that
in this process we updated none the feature extractors after the initial training phase (updating it is
investigated in Appendix D).
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Figure 4: Average class accuracy of recombined components as a function of fine-tuning steps (log scale, up to 5
epochs). We overlay accuracy values directly after recombination and after 1 epoch. Through training with RP,
components are compatible, enabling direct recombination.
Results (Fig. 3). As upper bound we train the individual networks on CIFAR-10 (also with a rotation
prediction head). As optimistic lower bound we consider perfectly discriminating the first five classes,
leading to 50% accuracy. As Fig. 3 shows, recombining either ResNet-56 or MobileNet V2 with the
updated DCC head lead to excellent accuracy of 91.7% and 91.6% respectively. While the upper
bounds are even higher at 94.6% and 93.3%, our method requires much less computation and greatly
facilitates deployment. Part of the gap to the upper bound can be attributed to changes in architectures:
we added 1x1 convolutions and use mixed architectures with a simple MobileNet head. If we redo
the upper bound using these changed architectures, we get accuracies between 92.7% and 92.8%.
This suggests that optimizing architectures would lead to even better results.
5.3 Faster transfer learning
Application. In transfer learning, the goal is to improve results on a target task by reusing knowledge
derived from a related source task. In the deep learning era, the standard approach is to reuse the
feature extractor of a model trained on the source training set. This source feature extractor and a
randomly initialized task-specific head are combined into a new model, which is then fine-tuned on
the target training set. When there are many possible source tasks to transfer from, this process is
computationally expensive and wasteful. Instead, we propose to train an initial target task head and
reuse it when exploring different source tasks to transfer from (Fig 1d). For this, we recombine the
source feature extractor and the initial target task head into a new model. When these components are
compatible, the benefits of transferring from a potential source can be evaluated and capitalized on
with no or little fine-tuning on the target training set.
Related work. The current de-facto standard for transfer learning is to simply reuse the feature
extractor of a model trained on ILSVRC-12 [16, 66, 60, 31]. What the best source task is however
depends on the target task [85, 55, 19, 1, 81]. In [85], they proposed a computational framework
to find good source tasks. But this is expensive: finding good (source, target) task combinations
consumed 50’000 GPU hours to train 3000 transfer functions. Very recently, [19, 1] propose methods
to predict what tasks to transfer from. This allows to only transfer and test the most promising feature
extractors, thus saving computation [19]. Instead of making source task selection more efficient by
estimating transfer performance, we make transferring more computationally efficient by reducing
the amount of fine-tuning necessary to achieve good performance on the target task.
Experimental setup (Fig. 1d). We study transferring from a model trained on ILSVRC-12 as the
source task. For this, we simply replace the feature extractor of the target task model with the source
one, while keeping the target task head. We make these components compatible by training with
rotation prediction (RP) and an incremental training scheme (Sec. 3.4). In this scheme, we first need
to set the weights of RP (Θs), which we obtain by training a model on CIFAR-100 [43]. Then, the
source and target models are trained with this frozen rotation prediction head, forcing their feature
extractor to produce features that work with that same rotation prediction head.
We compare our method against re-initializing the target task head or recombining independently
trained components. For these baselines, we also use rotation prediction as an auxiliary task for
fair comparison, but initialize the weights of its head randomly for each network. We evaluate
transferring a feature extractor trained on ILSVRC-12 [63] to different target tasks, here CIFAR-
10 [43], STL-10 [13], or CIFAR-100 [43]. We measure transfer efficiency as the accuracy directly
after recombination, and after a few epochs of fine-tuning on the target task.
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Results (Fig 4). Our method achieves strong results in terms of accuracy on the target task, even
without any fine-tuning. Here, the networks are trained separately and only made compatible via
RP and optionally IIW. Nonetheless, our method achieves 40.0%-66.4% recombination accuracy,
despite the differences in the datasets and their class vocabularies. Instead, the baselines yield random
performance before fine-tuning, as expected. After 1 epoch of fine-tuning our methods are still
significantly better than the baselines. They converge only after fine-tuning for several epochs (Fig 4).
In summary, our method reduces the need for fine-tuning when transferring components. As this is a
core part of existing transfer learning methods [85, 19, 1, 81], our method can help speed these up.
6 Conclusion
We have demonstrated that we can train networks to produce compatible features, without compromis-
ing accuracy on the original tasks. We can do this through joint training, or by making new networks
compatible with existing ones, through iterative training. By addressing three different applications,
we demonstrated that our approach is widely applicable.
Broader impact statement
Our work aims at simplifying model reuse, mainly by removing or reducing the need for retrain-
ing/finetuning after recombining network components. This has the potential to save computation on
a large scale when adopted broadly, which has financial and environmental benefits [70]. In addition,
it will make deep learning more accessible to researchers and engineers who lack the hardware
infrastructure, financial means, or expertise to train large models on large datasets.
We envision that it will be easier and more common to reuse existing components. Reuse however
poses the risk of not only transferring the knowledge, but also the biases of a model. When model
components are reused widely, it thus becomes even more important to measure and prevent bias in
the data and the models resulting from training on that data [29, 14].
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A Choice of self-supervision task
As discussed in Sec. 3.2, we use rotation prediction [25] as a self-supervised auxiliary task. We
selected this task due to its simplicity and since it has been shown to work well for feature learning [25,
88, 71, 89]. Our method could however also be used with other standard self-supervised tasks, such
as solving jigsaw puzzles [56], colorization [56] or exemplar classification [17]. Importantly, self-
supervised learning is continuously improved [30, 10, 74, 37], where contrastive prediction has
recently gained popularity [27, 17, 57, 5, 30, 10]. We hypothesize that these improvements will also
translate to stronger compatibility when adopted in our method.
Generally, to induce high compatibility, a self-supervised task should: (i) require the same features
and (ii) be as related to the target task as possible. This ensures that the features that are important for
the target task are made compatible and avoids conflicting objectives. A counter example would be to
use a reconstruction objective, which requires accurate localization, together with a classification
objective, which is invariant to the exact location and instead requires semantic reasoning.
In theory, an weakly related or orthogonal self-supervised auxiliary task could negatively affect the
performance of the network on the target task. In practice, it often improves performance when the
two tasks are related to some extent [88, 33]. In our experiments we also observe a positive effect on
performance when adding rotation prediction. In addition, methods to prevent conflicting gradients
exist [18, 83] and could be applied to our method.
B Positioning Among Related Work
In addition to the discussion in Sec. 2, we provide a structured comparison of compatibility against
related methods in Tab. 2.
Representational
similarity
Distillation Continual
learning
Domain adap-
tation
Compatibility
Core references [48, 50] [34, 61, 26] [40, 49] [6, 22]
Analysis/application Analysis Application Application Application Both
Paired data [26] Yes Yes No No No
Identical output space No No No Yes No
Identical architecture No No Yes Yes No
Needs old weights Not applicable Yes Yes Yes No
Feature space align-
ment method
Post-hoc, per
example
Per-example Various Distribtion
matching
Compatibility
w.r.t. a head
Table 2: Positioning compatibility w.r.t.on analysing representational similarity and in comparison to
related applications.
C Analysis of Compatibility: Additional experimental results
In this section we provide additional experiments for Sec. 4 of our paper.
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0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
BN: aggregated train stats 32.4
BN: aggregated test stats 71.5
BN: single batch stats 71.7
Layer Norm 17.2
Instance Norm 60.4
features: unit length transformation 40.7
features: unit length loss 33.1
Figure 5: Recombination accuracy for BatchNorm alternatives. We explore different strategies for fixing the
problem with unreliable BN statistics. We do this for IIW+DCC. Using batch-statistics at test time works best.
independent: 0.02
permuted independent: 0.34
random IIW: 0.15
RP + random IIW: 0.38
DCC + random IIW: 0.19
pre-trained IIW: 0.69
RP + pre-trained IIW: 0.76
DCC + pre-trained IIW: 0.69
0.8 0.4 0.0 0.4 0.8
Figure 6: Cross-Correlation between features produced by our two feature extractors. The blocks visualise
the per-channel cross-correlations, sorted by correlation. The number reports the cross-correlation averaged over
the channels.
C.1 Using batch statistics at test time and other variants
As noted in Sec. 4, our network components use Batch Normalization (BN) [36]. By default, BN
uses the statistics aggregated at training time for normalizing examples at test time. This however
leads to an incorrect normalization when recombining components. In our main paper we therefore
normalize features based on batch statistics of the test examples, in all our experiments. We explore
variants here.
First of all, we tried the standard Batch Normalization which aggregates BN statistics over the training
set. Next, we tried recomputing BN statistics after recombination, by aggregating them over the
complete test set, which primarily affects the BN statistics of the target task head. Note that updating
BN statistics requires only images, not labels. Additionally, there exist alternative approaches to
normalize feature statistics, which do not require any aggregated training statistics. In particular, we
experimented with Layer Norm [4] and Instance Norm [77]. Finally, another way to make the feature
representations of the feature extractors compatible, is to ensure they have a certain magnitude. We
experimented with adding an L2 normalization layer after the feature extractors, which makes the
features to become unit length. Additionally, we tried adding a loss to encourage these features to
become unit length. Results are in Fig. 5.
First of all, we observe that using the normal aggregated training statistics works significantly worse
than using batch statistics: we only get 32.4% recombination accuracy. This shows that it is important
to use accurate statistics when recombining network components. Next, using the aggregated statistics
over the whole test set and simply using statistics per batch perform best, outperforming alternatives
by a significant margin. Therefore we use single batch statistics at test time throughout our paper.
C.2 Feature cross-correlation
Another possible way to measure compatibility is to measure the cross-correlation between the
features produced by the two feature extractors [48, 50]. This requires feeding the same images to
both feature extractors, for which we use the complete CIFAR-10 and STL-10 test sets. We display
the average and per-channel cross-correlations in Fig. 6.
Unsurprisingly, two independently trained networks produce uncorrelated features. However, several
analysis papers investigate if features are similar under some transformation [42, 46, 48, 50, 52, 54,
79]. In particular, [48] observe that there is no natural ordering of channels and suggest to measure
correlation under an optimal permutation. We follow this approach and after the permutation we
measure an average cross-correlation of 0.34 (this is in line with what [48] measured when training
two networks independently on the same dataset). Instead, we want to obtain feature extractors
that produce features which are directly compatible. Hence, for our methods we correlate the
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features directly, without any permutation. Fig. 6 shows that RP leads to more strongly correlated
features (0.38) than DCC (0.19), even though DCC leads to a higher recombination accuracy (Fig. 2).
Similarly, when using pre-trained weights, IIW yields the same correlation as IIW+DCC, yet the latter
yields 8.5% higher recombination accuracy (Fig. 2). This demonstrates that a higher cross-correlation
does not necessarily translate to more compatible features as measured by recombination accuracy.
This might be due to the classification head being robust to differences in some features, but sensitive
to others [8]. In addition, this highlights the difference between aiming to learn identical mappings
(as e.g. in [61]), and compatibility: Learning compatible feature extractors does not require that
they learn an identical mapping function and learning more similar mappings does not correspond to
learning more compatible ones.
When using IIW, there is perfect correlation directly after initialization. When using IIW with
pre-trained weights, subsequent optimization keeps much of this correlation intact and results in 0.69
correlation. This suggests that the pre-trained network weights already produce features that work
well for the task. Hence the weights change little from their initial values. This corroborates the
findings in [90].
C.3 Reaching the compatibility upper bound
To study our compatibility methods in a controlled setting, we repeat the analysis of the main paper
(Sec. 4), this time training both networks on the CIFAR-10 dataset. As the tasks are identical in this
setting, the components of the two networks could, in principle, become perfectly compatible. In
contrast, when the networks are trained on different two datasets, a classification head optimized for
one is not expected to yield top accuracy on the other.
We show results in Fig. 7. In this controlled setting, any combination of two or three of our
compatibility methods allow to recombine network components into a new network nab(·) or nba(·)
without a significant loss of accuracy: They all perform within 1.1% of the upper bound of using
the networks naa(·) and nbb(·) directly. This shows that our methods are strong enough to achieve
perfect compatibility, when the data allows it. In addition, advances in self-supervised learning could
be used in our method to further improve this compatibility method (Appendix A).
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
inde-pendent9.0
identical initial weights 43.7
rotation prediction 85.8
identical initial weights + rotation prediction 93.5
discriminating common classes 91.7
identical initial weights + discriminating common classes 93.6
rotation prediction + discriminating common classes 93.8
identical initial weights + rotation prediction + discriminating common classes 94.4
Upper bound
94.6
Figure 7: Recombination accuracy for different methods when training both networks on CIFAR-10. The
numbers are an average over 3 runs.
C.4 Best layer for making features compatible
We study where to split the network into a feature extractor and a classification head in order to
obtain the best compatibility for IIW+RP (Fig. 8). The results show that splitting at later layers
leads to slightly lower recombination accuracy until the first block of stage 3. Splitting even later
results in considerable drops in recombination accuracy. This suggests that early features are the most
compatible and re-usable across datasets, while mid-level features can also be made compatible quite
well. Instead, we hypothesize that late features are already highly specific to the trained network, and
therefore harder to make compatible. Similar observations were made in analysis papers [48, 52, 42],
where a recurrent result is that early network layers consistently learn the same features, while later
layers learn increasingly specialized and different features, even if networks are trained on the same
dataset.
C.5 Varying the number of common classes
When we use DCC to produce compatible components, we use all 9 classes that STL-10 and CIFAR-
10 have in common. Here, we investigate what effect the number of common classes in the DCC
head has on performance, where we vary the classes used from 2 to 9.
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Figure 8: Effects of where to split the network. We plot recombination accuracy averaged over 5 runs for
IIW+RP, while varying the layer at which we split the network into a feature extractor and target task head.
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
number of shared classes: 2 30.1
number of shared classes: 3 39.9
number of shared classes: 4 45.8
number of shared classes: 5 52.6
number of shared classes: 6 59.4
number of shared classes: 7 67.5
number of shared classes: 8 71.8
number of shared classes: 9 72.4
Figure 9: Recombination accuracy when varying the number of common classes. The numbers are an
average over 3 runs for IIW+DCC, where we vary the number of classes on which the shared DCC head is
trained.
Fig. 9 shows results. We find that the number of classes in the DCC head has a major effect on
compatibility. Going from 9 to 8 classes leads to a minimal effect on performance. Instead, reducing
to 6 classes or less has a strong negative effect on the recombination accuracy (≤ 59.4%). In this
regime, DCC is outperformed by RP (61.8%). Note that while DCC trains only on the images with
common classes, RP always trains on all all images. It is unclear whether the drop in accuracy is
caused by a lack of diversity in classes, or by using less training data. We plan to investigate this in
future work.
C.6 Per-dataset results for our analysis
In our main paper, we reported averages over the CIFAR-10 and STL-10 datasets (Fig. 2). For
completeness and for better reproducability, we report also the per-dataset results in Fig. 10.
D Classifier Transferability: Additional experimental results
In Section 5.2 of our paper we demonstrated that we can transfer a classification head to multiple
different backbones. In that experiment, we froze the feature extractor in the finetuning phase to
maintain compatibility. Here, we also explore an alternative version. In particular, during the initial
training phase (Fig. 1c), we add a (MobileNet V2) RP head. During fine-tuning, we freeze this RP
head and use it encourage maintaining compatibility, while we allow the feature extractor to update
its weights. Results of the orginal experiment (feature extractor frozen) and the just described variant
(RP frozen) are shown in Fig. 11.
We see that both variants achieve strong accuracy for all network component combinations. However,
there is a trade-off: freezing RP allows the reference feature extractor to change, resulting in a
higher accuracy for the reference combination. In contrast, freezing the reference feature extractor
ensures better compatibility with the other extractors, resulting in slightly higher accuracy for the
non-reference recombinations. Nevertheless, this shows that our method works well for maintaining
compatibility, even when the parameters of the feature extractor are allowed to change.
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0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
inde-pendent 10.8
identical initial weights 26.8
rotation prediction 47.8
identical initial weights + rotation prediction 60.4
discriminating common classes 73.1
identical initial weights + discriminating common classes 77.8
rotation prediction + discriminating common classes 78.3
identical initial weights + rotation prediction + discriminating common classes 80.2
Upper bound
93.9
(a) Recombination accuracy, results on CIFAR-10 only.
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
inde-pendent10.3
identical initial weights23.4
rotation prediction 52.3
identical initial weights + rotation prediction 63.2
discriminating common classes 58.4
identical initial weights + discriminating common classes 65.6
rotation prediction + discriminating common classes 70.1
identical initial weights + rotation prediction + discriminating common classes73.1
Upper bound
77.2
(b) Recombination accuracy, results on STL-10 only.
Figure 10: Recombination accuracy. In this figure we show the individual results of CIFAR-10 and STL-10
(averages are in Fig. 2). All numbers are averages over 10 runs, while the bars represent standard deviations.
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Average accuracy on all classes of CIFAR-10
RP frozen: 91.2
FE frozen: 91.6 93.3
RP frozen: 91.5
FE frozen: 91.7 94.6
RP frozen: 92.3
FE frozen: 91.9 94.9Wide ResNet-56
ResNet-56
MobileNet V2
upper boundlower bound
Figure 11: Accuracy when transferring classifier to compatible feature extractors.
E Implementation details
Resolution of the datasets. In order to have a consistent resolution we scale all datasets to 32× 32,
the resolution of the CIFAR-10 and CIFAR-100 datasets [43]. We bilinearly downscale STL-10 [13] .
Instead, for ILSVRC-12 classification [63], we use the 32× 32 resolution version of [12].
Hyperparameters. We investigated varying the relative weighting of the target task and the auxiliary
task for discriminating common classes and rotation prediction and found that a large range of values
works well. Hence, we set the weight for both of them to 1 for all experiments. For all experiments
we trained using an Adam optimizer [39] with a learning rate of 0.01 and a weight decay of 10−7,
unless mentioned otherwise. We use a batch size of 512 images and train for 20’000 steps, where we
decrease the learning rate by a factor of 10 every 5’000 steps. These hyper parameters were set by
reproducing the performance reported for a ResNet-56 trained and evaluated on CIFAR-10 [32]. In
the transfer learning experiments we use the same hyperparameters when training the initial models.
When fine-tuning, we set the weight decay to zero for simplicity. We did not observe any significant
performance difference, similar to [41].
Analysis of Compatibility: common classes of CIFAR10 and STL10. CIFAR-10 and STL-10
only have 9 out of 10 classes in common. Thus, while we always train on all 10 classes, we cannot
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evaluate on 10 when testing a CIFAR-10 classification head on the STL-10 test set (and vice-versa,
see Fig. 1a in the main paper). Hence we ignore this class and only evaluate on 9 classes.
However, there is one exception: when we test whether the accuracy of the original task is compro-
mised, we evaluate each network on the task which it is trained on and report accuracy on all 10
classes.
Unsupervised Domain Adaptation. For the domain adaptation experiments we use a wide ResNet-
28 [84] of width 16, i.e. 3 stages of 4 blocks, where the stages consist of layers with 256, 512 and 1024
channels, respectively. This corresponds to the architecture used in [71]. When training this model on
the source, we train it with a batch size of 64 for 70’000 steps, reducing the learning rate by a factor
of 10 every 20’000 steps. As proposed in [84] we train our model using SGD with momentum [58]
and a weight decay of 0.0005. We adapt the model to the target domain by fine-tuning for 1’000
steps with a learning rate of 0.00001, the final learning rate of training on the source training set.
During adaptation we set the weight decay at 0. As CIFAR-10 and STL-10 only overlap in 9 out of
10 classes, we train and test only on 9 classes, as is common in the literature [44, 68, 45, 62, 71].
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