Abstract-Abstracts of research papers are meant to provide a brief condensed overview of respective research topics. This includes a glimpse of the new idea that the paper proposes. The aim of the research presented here is to investigate the feasibility of the effect of text position in the idea identification. The abstracts are structured in the form of introduction, body, and conclusion. It is hypothesized that research ideas tend to be phrased in conclusion section of paper abstracts. 25 abstracts of the scientific papers were used to automatically identify the position of ideas within abstract sections. The results support the notion that the conclusion of the abstracts significantly represents the ideas.
I. INTRODUCTION
Idea identification in the text has became a common research subject due to its contribution to solve research problems [1] . Many research have shown that identifying idea is crucial in order to determine the most important points in the text [2] . There is an increase interest in identifying ideas from a text or the Web by using idea mining techniques [3, 4, 5, 6] . The ideas can be contained in many forms such as abstract of publications, websites, and patents [3, 7, 8, 9] . Although these techniques have successfully identified the ideas, it is still difficult to determine which pieces of information are actually relevant [10] .
Many of the idea identification techniques have been evaluated on the scientific corpus such as research papers and patents [7] . Such a corpus is written systematically based on certain structure that makes it easier for human to identify the idea within the text, such as in the abstract. The abstract is usually self-contained, and the most important information discussed in the paper are summarized in it. In reality, majority of readers consider the abstract as the important part of the paper to be viewed when they search for potential idea [11] . As such, it is reasonable to focus on the abstract for identifying the idea from text.
Scientific abstracts are similar in terms of their information structure. Some of the abstracts contain the background of the study, the methods used in the study, and the conclusion that describes the obtained results [12] . In this paper, it is assumed that idea can be identified within the abstract of a paper. As such, the outcome of an idea identification method will suggest part of the abstract that contain the idea discussed in the paper. The suggestion is judged by human experts to evaluate the performance of the method [13] .
Although a robust technique should be able to identify idea anywhere within a text, it is interesting to discover whether the position of the text within the abstract has any roles in the idea identification problem. In particular, this paper investigates the feasibility of using position as addition feature for idea identification. The abstract can generally be divided into introduction, body and conclusion, and the investigation will attempt to discover which of these position have higher likelihood to contain the idea.
The next section will review related work of idea identification and discuss the particular structure of the scientific abstracts this research intends to detect the idea from. In section III, the process of idea identification from the abstract is explained. Then, analysis of the results that are based on a heuristic idea mining measure are reported in Section IV. Finally, the concluding remarks are presented in Section V.
II. RELATED WORK A. Automatic identification of idea
Recent developments in the field of idea discovery have shown an increase interest to extract and evaluate potential ideas from text. Many approaches used abstracts related to patents as means to extract new ideas [9, 14, 15] . [7] . Abstracts of the references of individual papers are also aggregated to support the detection of potential ideas.
Some approaches for identifying an idea from the text have been investigated from different domains. In [9] , the authors proposed a text extraction technique to automatically detect the idea from online text. An idea web mining approach was proposed in [3] for extracting new idea from the Web. The authors in [5] adopted a text mining technique to extract the ideas by using crowdsourcing application. The heuristic approach for automatically identifying the potential ideas is used in this study. For this, the idea text miner application developed by [7] 1 is used to extract the potential ideas using a set of abstracts from scientific publications with their references's abstracts. Therefore, it is becoming extremely hard to ignore the existence of the relationship between terms which can affect the idea identification.
B. Idea position
Many researchers in information retrieval assumed that the term's position in text is very important in order to improve retrieval performance [16] . The relevant information can appear anywhere within the text. The most important extracted ideas in the abstract would be at the beginning of the text [17] . Similarly, [18] claimed that the abstract is a good representation of a text and that authors summarize their ideas here. Most recent studies revealed that the abstract state the idea at the introduction section and then emphasize it by restating it in other words later in the end of the text [19] .
C. The structure of abstracts
Recent studies, mostly defined the abstract as a summarized contents of a particular knowledge of the paper [20, 21] . A comprehensive definition of the abstract is given by [22] : ''the abstract is a time-saving device that can be used to find a particular part of the article without reading it all; that knowing the structure in advance will help the reader to get into the article, and finally that as a summary of the article it can serve as a review or as a clue to the contents; if comprehensive enough, it might replace reading the article''. These definitions emphasize the importance of the contents of the abstract, however, [23] argued that the content of the abstract unlikely to be used as a replacement for the whole paper. Therefore, the abstract filters the most important information contained in the paper.
There are many types of abstract classification. [24] Classified the abstracts based on their usage as indicative, informative and critical abstracts. Each type of these abstracts is functionally similar. Another type of classification is based on the structure of the abstract [25] . In terms of abstract structuring, the vast majority of abstracts of scientific papers are formally structured within a word count of 200-250 words.
Existing research recognizes several sections that have been developed to represent important information in scientific papers. The traditional sections defined in a structured abstract are the introduction, methods, findings, and conclusions [11, 12, 23, 26] . A more detailed of the abstract's sections can be described as follows:
This section represents the shortest part of the abstract 1 Idea Web Miner application, available at http://www.text-mining.info and brief outline the description of the subject and smoothly lead into a description of the methods used in the next section. However, if the background section is longer, hence, the remaining space will be less which will affect the presentation of the other section. The reader is interested in the paper because of its findings, and not because of its background [11] .
• Methods section:
The methods section contains a lengthy information that describes the proposed approach that can solve the problem of the research paper and on the other hand, it explains the method.
The results section is the most important part of the abstract, which contains as much detail about the findings as the allowed word count permits. This section usually is combined with the conclusion section [23] .
This section contains the precise worded sentences. It becomes the supplementary part of the result section, which provides a summary of the results obtained. Often, the main idea can be mentioned here related to the outcome of the findings because the perspective of the author, and an additional opinion about the importance of the findings for the subject can be expressed in this section.
Due to the brevity in both sections and their containment of complementary contents, this study combined the two sections into a conclusion section and the contents will be handled based on that. In this study, the sections will be named as the introduction, body and the conclusion. Respectively, INTR, BOD and CON are used as abbreviations of each section in this study. An example of the abstract annotation is taken from [27] that shows the distribution of the abstract sections as depicted in Figure 1 . 
A. Idea identification method
The framework for idea identification discussed in this paper is as depicted in Fig. 2 . It is based on the assumption that an idea is comprised of either unknown solution to a known problem or known solution to unknown problem. The problem is further simplified as finding part of a text that potentially contains both terms (or words) that are known and unknown to the user (or reader) as indication of interesting idea within the text. In the framework, the NewText is the piece of text that may contain the idea and the CollectionText is a collection of other texts used as the context to identify idea within the NewText. In this investigation, the NewText is an abstract of a selected published research paper and the CollectionText are those abstracts from the references of that selected paper. It is based on the assumption that the idea being written in a paper may have originated from a collection of papers in the reference list. As such, the framework aims to identify part of an abstract from a paper as the idea.
A pre-processing is applied and text patterns are created for both the NewText and the CollectionText. The text pattern is an overlapped slice of the entire text created based on heuristic by using predefined stop words, similar to windowing method in text mining. Those text patterns generated from the NewText are the candidates for the idea and the idea mining approach aims to rank them such that the top-ranked text patterns will be identified as the idea. In general, each text pattern from the NewText is compared against all text patterns from the CollectionText and a score is calculated based on the balancing of the known terms (terms occurs in both text patterns) and the unknown terms (terms that are unique in both text patterns). A modification of the technique is also investigated in this paper by taking into account the relation between words in the balancing of known and unknown terms [13] . It is expected that the text patterns containing the interesting idea will be ranked at the top.
The process of idea mining approaches consists several steps. After the creation of the text patterns, term vectors are built representing those text patterns. The term vectors from the NewText are compared to term vectors from the CollectionText by using the Euclidean distance as the similarity measure. Then, term vectors from the NewText are compared to their most similar term vectors from the CollectionText using the idea mining measure.
The idea mining measurement, mentioned earlier in section II-A, is applied to extract the best idea. Several ideas can be found in each abstract based on the created text patterns. All repeated text patterns will be discarded and they are ranked based on the idea mining scores. In this paper, the top-10 text patterns are selected to be the interesting idea from the abstract.
B. Splitting text into sections
Many text mining models focus on the extraction of information from certain parts of the abstract [28] . It is the Fig. 2 . The process of idea position identification focus of this paper to discover the effect of text position in the idea identification. Therefore, in this investigation, the abstract is divided in three sections, the introduction, body and conclusion, in order to observe which of these sections will most likely to contain the idea.
The position of the idea extracted based idea mining models is determined by calculating the number of the text pattern and locate its position in the structure of the abstract. The algorithm 1 determines the number of each idea pattern by the system to be distributed among the abstract's sections. The first step in automatic identification of idea position is to define the position of the text patterns by the sections where the text begins and ends. Each abstract will be divided into three equal sections, then the Top 10 extracted text pattern will be employed in the corpus as the selected ideas. All Top 10 will be classified based on their position as to be followed by (INTR, BOD or CON) sections.
In general, the abstract is composed of one paragraph without a clear indication of introduction, body or conclusion, but it must be in that sequence. In order to simplify the task, the abstract is equally divided into three sections. Since the text patterns generated from the abstract are in sequence, they are divided into three; the first set of text patterns will be considered as the introduction (INTR), the next set of text patterns will be indicated as the body (BOD) and the final set of text patterns are the conclusion (CON).
In order to ensure that the assumptions are sound in practice, this feasibility study is conducted based on the technique proposed in [7] as the baseline method and the modification of the method by modeling lexical relation between known and unknown terms [13] . The observation will be focused on the distribution of the top-10 text patterns in INTR, BOD and CON as ranked by the system. Then, the effectiveness of the system is measured by using the precision of the top-10 (P@10) as labeled by human expert. Table I . Table II shows the distribution of the top-10 text patterns in the INTR, BOD and CON sections of the abstract. The observation aims to discover the capability of both systems in identifying idea based on the position of the text. Based on the table, the baseline technique [7] tends to identify more ideas in INTR section (40%) and as compared to BOD (28%) and CON (31%). In contrary, the modified model based on modeling lexical relation between known and unknown terms finds the CON section contains (36%) slightly more than the distribution in INTR (34%), and there is noteworthy difference between the distribution in BOD for both systems (baseline = 28%, modified model = 29%). As a result, the system is indifference in term of identifying idea based on the position of the text. Table III shows the effectiveness of the proposed model against the baseline on the basis of their distribution of the relevant ideas as labeled by human expert. While it retrieved more in INTR for the baseline system, the relevant ideas are less. However, there is a significant difference (System = 40%, Human = 24%) between the two results. It is apparent from this table that there are few relevant ideas can be identified in BOD section (baseline = 18%, modified model = 24%). The most striking result to emerge from the Table III is that the correlation between the result of the modified model and as indicated by human reveals a clear trend to be overlapped. This implies the observation supports the hypothesis that the CON section of the abstract most likely contains the ideas. Figure 3 depicted unanticipated finding of a low corresponding between the System and the Expert of the baseline. This applies to the results of both BOD, CON sections and the results in INTR in particular.
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In Figure 4 , there is a clear trend of the correlation between the System and the Expert of the modified model. The results provide further support for the hypothesis that the correspondence in CON section revealed that the idea located more in this section. Thus, it appears that each section in the new model outperforms the baseline section in term of effectiveness, which is visualized in Figure 4 . This study sets out to discover the effect of the position of the text in idea identification problem. A dataset of 25 abstracts consists of 2567 text patterns (as ideas) is used. The results revealed that within the abstract of a paper the idea located more in CON section. Overall, the findings show that the position of text may have a positive impact to the idea identification for the modified model but not for the baseline. As such, the position of text has a potential to be an effective feature for idea identification problem for the modified model that is based on modeling lexical relation between known and unknown terms. As a future work, we foresee the incorporation of idea position as part of the proposed modified model, could enhance the effectiveness of idea extraction from text.
