High-throughput single-cell RNA-Seq (scRNA-Seq) is a powerful approach for studying heterogeneous tissues and dynamic cellular processes. However, compared to bulk RNA-Seq, single-cell expression profiles are extremely noisy, as they only capture a fraction of the transcripts present in the cell. Here, we propose the k-nearest neighbor smoothing (kNN-smoothing) algorithm, designed to reduce noise by aggregating information from similar cells (neighbors) in a computationally efficient and statistically tractable manner. The algorithm is based on the observation that across protocols, the technical noise exhibited by UMI-filtered scRNA-Seq data closely follows Poisson statistics. Smoothing is performed by first identifying the nearest neighbors of each cell in a step-wise fashion, based on partially smoothed and variance-stabilized expression profiles, and then aggregating their transcript counts. We show that kNN-smoothing greatly improves the detection of clusters of cells and co-expressed genes, and clearly outperforms other smoothing methods on simulated data. To accurately perform smoothing for datasets containing highly similar cell populations, we propose the kNN-smoothing 2 algorithm, in which neighbors are determined after projecting the partially smoothed data onto the first few principal components. We show that unlike its predecessor, kNN-smoothing 2 can accurately distinguish between cells from different T cell subsets, and enables their identification in peripheral blood using unsupervised methods. Our work facilitates the analysis of scRNA-Seq data across a broad range of applications, including the identification of cell populations in heterogeneous tissues and the characterization of dynamic processes such as cellular differentiation. Reference implementations of our algorithms can be found at https://github.com/yanailab/knn-smoothing. 8 27 48 methods aimed at analyzing scRNA-Seq data, assumptions about the noise characteristics determine 49 which approach can be considered the most appropriate. All aforementioned approaches have assumed 50 an overabundance of zero values, compared to what would be expected if the data followed a Poisson 51 or negative binomial distribution. However, in the absence of true expression differences, the analysis 52 by Ziegenhain et al. (2017) has suggested that across scRNA-Seq protocols, there is little evidence of 53 excess-Poisson variability when expression is quantified by counting unique UMI sequences ("UMI 54
INTRODUCTION 28
Over the past decade, single-cell expression profiling by sequencing (scRNA-Seq) technology has ad-cells belonging to each cluster (Shekhar et al. 2016; Baron et al. 2016 ).
Fundamental to any statistical treatment are the assumptions that are made about the data. For Algorithm 1: K-nearest neighbor smoothing for UMI-filtered scRNA-Seq data Input: p, the number of genes. n, the number of cells. X, a p × n matrix containing the UMI counts for all genes and cells. k, the number of neighbors to use for smoothing. Output:
S, a p × n matrix containing the smoothed (aggregated) UMI counts. for j = 1 to n do // empty matrix S 11:
for i = 1 to p do 12:
S ij = 0 13: end for 14:
end for 15:
for j = 1 to n do // go over all cells 16: for v = 1 to k step + 1 do // go over all nearest neighbors (including self) return S 25: end procedure Notes: For a two-dimensional matrix X, X ij refers to the element in the i'th row and j'th column of X. COPY(X) returns an independent memory copy of X (not a reference). MEDIAN-NORMALIZE(X) returns a new matrix of the same dimension as X, in which the values in each column have been scaled by a constant so that the column sum equals the median column sum of X. FREEMAN-TUKEY-TRANSFORM(X) returns a new matrix of the same shape as X, in which all values have been Freeman-Tukey transformed (f (x) = √ x + √ x + 1). PAIRWISE-DISTANCE(X) computes the pair-wise distance matrix D from X, so that D ij is the Euclidean distance between the i'th column and the j th column of X. For a matrix D with n columns, ARGSORT-ROWS(D) returns a matrix of indices A that sort D in a row-wise manner, i.e., D jAj1 ≤ D jAj2 ≤ ... ≤ D jAjn for all j.
that the hierarchical clustering of the smoothed expression profiles accurately grouped cells by their cell 205 type (see Figure 4d , top panel). Moreover, compared to the unsmoothed data, the expression patterns of 206 these marker genes appeared significantly less noisy (see Figure 4d , bottom panel). Finally, we repeated cells had to belong to other clusters, and using their expression values for smoothing resulted in less 285 accurate expression profiles. To confirm that cluster size determined whether or not cells benefitted from 286 smoothing with very large k, we examined the average accuracies of cells from the three largest and 287 smallest clusters for different k. In both datasets, we observed that as predicted, accuracies started to drop 288 off whenever k was chosen larger than the cluster size (see Figure 6e ,f).
289
To obtain a more detailed view of the results of kNN-smoothing, MAGIC, and scImpute, we selected 290 a representative cell from the largest cluster in the PANCREAS dataset (n=662), and examined the 291 correlation of the smoothed profiles with the true cluster profile using scatter plots. For kNN-smoothing, 292 we examined the results for k=15 and k=511, whereas for MAGIC and scImpute, we picked the parameter 293 settings that achieved the best median PCC across all cells. The correlations for this particular cell 294 mirrored the overall results (see Figure 6g -j), which showed that kNN-smoothing with either setting of k 295 produced more highly correlated profiles than either of the two other methods. However, whereas the 296 PCC for both MAGIC and scImpute was 0.88, the values reported by MAGIC were merely noisy and 297 non-linear, while the scImpute results also exhibited some obvious smoothing artifacts (see Figure 6j ).
298
Finally, we observed that for k=3, the median PCC of kNN-smoothing was sometimes lower than 299 that for k=1. We believe this surprising result is related to size biases by the algorithm in the selection 300 of neighbors (cells) to be used for smoothing (further discussed below). In conclusion, our evaluation 301 of different smoothing methods on two simulated datasets showed that kNN-smoothing outperformed 302 the other methods by a large margin for most choices of k, and in some cases recovered cell expression 303 profiles with near-perfect accuracy.
304
Other variants of kNN-smoothing are less accurate and exhibit stronger size selection 305 bias in simulated datasets 306 In the design of our smoothing algorithm, we made several decisions based on theoretical considerations, 307 as well as our intuitions. We therefore aimed to examine whether the performance of the resulting 308 algorithm retrospectively validated these decisions. Specifically, we aimed to compare the kNN-smoothing 309 algorithm to a variant in which neighbors are identified in a single step, as opposed to a step-wise approach.
310
Second, we aimed to test whether the choice of calculating cell-cell distances on median-normalized 311 and FT-transformed data performed better than using the more commonly employed TPM normalization, 312 followed by a log-transformation. We refer two these two variants as the "single-step" variant and the 313 "log-TPM" variant, respectively.
314
To test the accuracy of the different variants of the smoothing algorithm, we again relied on our 315 simulated datasets (see above), and determined, for a range of different k, the fraction of cells with 316 incorrect neighbors for each variant. We found that the log-TPM variant performed very poorly in both 317 datasets, resulting in approximately 80% and 20%, respectively, of cells having an incorrect neighbor 318 even for k = 1 in SIM-PANCREAS and SIM-PBMC (see Figure 7a of the smoothed "cells" (expression profiles) sometimes deviated significantly from the true UMI count of 323 each cluster, which could only be explained by a size bias in the way in which neighbors were selected for 324 each cell (the sizes of cells belonging to the same cluster varied due to our simulation of efficiency noise; 325 see Methods). To examine whether kNN-smoothing and the two variants exhibited different size biases, 326 we compared the distribution of smoothed profile sizes for a range of different k, focusing only on cells 327 from the largest cluster in each dataset (see Figure 7c ,d). We found that the algorithms exhibited strikingly 328 different behaviors. Most notably, the one-step variant exhibited a strong systematic bias towards selecting 329 "large" cells as neighbors (i.e., cells with a large total UMI count), resulting in smoothed cells that on 330 average contained a much larger UMI count than the cluster profile that was used as the basis for the 331 simulation of these cells. Since the first step of kNN-smoothing is identical to that of one-step smoothing 332 with k=1, it shared this bias for large cells in its first step. Astonishingly, the opposite was true for 333 neighbors selected in its second step (k = 3), when smoothed cells exhibited smaller-than-average sizes.
334
However, by the fourth step (k = 15), the average sizes were very close to the true cluster values in both 335 datasets. The log-TPM variant exhibited similar behavior, but the distribution of sizes was generally much 336 more spread out. Based on theoretical considerations, we think that it is undesirable for an algorithm 337 to exhibit an overly strong size bias, as it will make very uneven use of the information available (see 338 Discussion). We therefore believe that the near-convergence of the average cell size to the true cluster 339 UMI count, as achieved by the kNN-smoothing algorithm for k ≥15, represents a desirable property that 340 again makes kNN-smoothing preferable to the algorithm variants examined. In summary, our evaluation 341 of the effects of our initial design decisions validated those decisions, as they resulted in an algorithm that 342 provides more accurate results, and makes more even use of information from cells that differ in their 343 total UMI counts (e.g., due to efficiency noise).
344
The kNN-smoothing algorithm fails to accurately identify neighbors in scRNA-Seq data 345 containing distinct T cell subsets 346 In the results presented above, the kNN-smoothing algorithm was applied to datasets comprising cell 347 populations with very different expression profiles. For example, PBMCs consist mostly of monocytes, T 348 cells, and B cells, and each of these cell types exhibits an expression profile that is very distinct from those 349 of all the others. To obtain scRNA-Seq data for cells with known identities and very similar expression belonged to genes encoding ribosomal proteins (see Figure S6a ). When we combined all T cell datasets 353 (see Methods) and performed PCA, we noticed that the first two PCs appeared to represent differences in 354 ribosomal gene expression levels (see Figure S6b ). To guard against the possibility that these differences 355 represented batch effects rather than genuine biological differences, we decided to remove ribosomal 356 genes from the data. A PCA on the remaining data no longer displayed obvious batch effects. However, 357 the first PC still appeared correlated with the ribosomal gene content in the original data (see Figure S6c ), 358 suggesting that perhaps different T cell subsets exhibit differences in ribosome content.
359
To test the ability of kNN-smoothing to accurately identify neighbors in datasets containing cells from 360 populations with very similar expression profiles, we combined expression profiles from the downloaded 361 datasets to create three artificial datasets (see Methods). Each artificial dataset consisted of 1,000 profiles 362 from naive CD4 T cells and 1,000 profiles from a different population, namely naive CD8 T cells (the first 363 dataset), memory CD4 T cells (the second dataset), and B cells (the third dataset, serving as a control). In 364 terms of their transcriptome, naive CD4 T cells were more similar to naive CD8 T cells than to memory 365 CD4 T cells, however all three T cell subsets were much more similar to each other than to B cells (see 366 Figure S7a ). We first performed PCA on the unsmoothed data, which showed that the first PC perfectly 367 separated the two cell populations for the B cell dataset (see Figure S7f , left), but not for the other 368 two datasets(see Figure 8a , left, and Figure S7c , left), again highlighting that B cells were much more 369 easily distinguishable from naive CD4 T cells than either naive CD8 T cells or memory CD4 T cells. In 370 particular, the first two PCs captured only 2.7% and 1.4% of the total variance in the data, respectively, for 371 the naive CD8 and memory CD4 T cell datasets, suggesting that technical noise, rather than the difference 372 between the two cell populations, was the dominant source of variance. We then applied kNN-smoothing 373 to each dataset, expecting that the smoothed expression profiles from the two populations were more 374 clearly separated in principal component space than the unsmoothed profiles. However, for the naive CD8 and memory CD4 T cell datasets, smoothing led to a blurring, rather than a separation, of profiles from the 376 different T cell subsets (see Figure 8a , center, and Figure S7c , center), demonstrating that the algorithm 377 failed to consistently select neighbors from the same population when smoothing each expression profile.
378
In contrast, the algorithm had no difficulties smoothing the expression profiles for the B cell dataset (see 379 Figure S7f , center), suggesting that the problem originated from the fact that the various T cell subsets 380 exhibited very similar expression profiles.
381
An improved smoothing algorithm accurately identifies neighbors in scRNA-Seq data 382 containing distinct T cell subsets 383 For closely related cell types, such as naive CD4 and CD8 T cells, it is reasonable to assume that most 384 expressed genes are expressed at identical or near-identical levels in both cell types. Therefore, when 385 datasets are composed of cells from either type, most expressed genes contain little or no information 386 to help establish an accurate set of nearest neighbors for each cell. At the same time, those genes still Algorithm 2: K-nearest neighbor smoothing 2 for UMI-filtered scRNA-Seq data Input: p, the number of genes. n, the number of cells. X, a p × n matrix containing the UMI counts for all genes and cells. k, the number of neighbors to use for smoothing. d, the number of principal components to use for determining neighbors. Output:
S, a p × n matrix containing the smoothed (aggregated) UMI counts. for j = 1 to n do // empty matrix S 12:
for i = 1 to p do return S 26: end procedure Notes: Differences to the first version of kNN-smoothing (Algorithm 1) are highlighted in pink. LEADING-PC-SCORES(X, d) returns the principal component scores of the observations in X (contained in the columns) for the first d principal components. For additional notes, see Algorithm 1. the median total UMI count across cells (Model I in Grün et al.) , in order to counteract the differences in capture efficiency ("efficiency noise"). Median-normalization consists of calculating the total UMI count 761 per profile (cell or droplet), t j = i u ij , calculating the median t med = median{t 1 , ..., t n }, and then 762 multiplying each u ij by the factor t med /t j .
763
Based on the results by Grün et al., we hypothesized that median-normalized data would be ap-764 proximately Poisson-distributed, as long as the differences in capture efficiency were not too extreme. 765 Therefore, we let N i1 , ..., N in represent the UMI counts for the i'th gene after median-normalization, and 766 assume them to be i.i.d. Poisson(λ i ).
767
For Poisson-distributed variables, the variance is always equal to the expectation (defined by λ). Let N i ∼ Poisson(λ i ). For the coefficient of variation (CV) of N i , we have:
Taking the logarithm on both sides gives:
Therefore, the relationship between log E(N i ) and log CV (N i ) is linear with a slope of -0.5. This is 768 indicated by the gray lines in Figure 1a -f.
769
The probability of observing a count of zero for N i is given by the Poisson PMF:
x! Therefore, P (N i = 0) = e −λi values are shown as the orange lines in Figure 1g -i.
770
If a computational pipeline used to determine UMI counts reports systematically inflated values, then the median-normalized UMI counts for the i'th gene can be approximately represented by a scaled Poisson variable N inf i = cN i , where c is the inflation factor. N inf i then has mean cλ i and variance c 2 λ i , so for CV (N inf i ), we have:
Taking the log on both sides gives:
Therefore, the relationship between log E(N inf i ) and log CV (N inf i ) will still be linear, but with an y-axis 771 intercept of 0.5 log c instead of 0, which is consistent with Figure 3b ,e.
772
Prediction of the effect of aggregating scRNA-Seq expression profiles from technical 773 replicates 774 We again assume that for droplets containing identical pools of pure mRNA, the median-normalized UMI counts N i1 , ..., N in
Similarly, for averaged UMI counts A i = j N ij /n:
This effect is demonstrated in Figure 2 . Axis labels indicate the fraction of variance explained. Cell types were identified based on the smoothed data, using ad-hoc expression thresholds for the marker genes listed in Baron et al. (2016) . Beta cells were defined as having expression of INS ≥ 40,000 TPM (UMI-filtered transcripts per million); alpha cells, GCG ≥ 5,000 TPM; delta cells, SST ≥ 20,000 TPM; acinar cells, CPA1 ≥ 1,000 TPM. Cells that exceeded none of the thresholds, or more than one, were labeled as "other / unclassified". b Heatmap showing clustered and standardized expression data for the 1,000 most variable genes, after smoothing. Figure 4 . Cell types in (a) were identified based on the smoothed data, using ad-hoc expression thresholds for a list of marker genes compiled from the literature (see Methods). T cells were defined as having expression of CD83D ≥ 500 TPM (UMI-filtered transcripts per million); CD14+ monocytes, CD14 ≥ 250 TPM; B cells, CD79A ≥ 1,000 TPM; dendritic cells, FCER1A ≥ 500 TPM. Cells that exceeded none of the thresholds, or more than one, were labeled as "other / unclassified". Due to technical limitations of the visualization library used, only a random subset of 2,000 cells (out of the 4,340 cells in the dataset) is shown in (b). d Expression of selected marker genes for the major cell types present in the data, with (top) and without (bottom) smoothing. Figure 6 . Accuracy of kNN-smoothing in comparison to other smoothing methods for simulated scRNA-Seq data. a, b Accuracy on SIM-PANCREAS dataset. c, d. Accuracy on SIM-PBMC dataset. (a) and (c) show relative accuracy of log 2 -transformed expression profiles, quantified using the Pearson correlation coefficient (PCC). (b) and (d) show absolute accuracy of log 2 -transformed expression profiles, quantified using root mean squared error (RMSE). Box plots summarize the distributions of values for all cells in the data. The three methods were each run with various different parameter settings, indicated on the x-axis (see Methods for details). e,f Average accuracy (PCC) of cells in the three largest and smallest clusters of the SIM-PANCREAS dataset (e) and SIM-PBMC (f) dataset, respectively, for different settings of k as indicated on the x-axis. g-j Correlation between true and smoothed expression profile for a representative cell from the largest cluster in the SIM-PANCREAS dataset, for kNN-smoothing, scImpute, and MAGIC, with parameter settings indicated above each panel. Figure 7 . Accuracy and size bias of kNN-smoothing in comparison to two variants of the algorithm, for simulated scRNA-Seq data. a, b Accuracy quantified as the fraction of cells with "incorrect" neighbors selected by the smoothing algorithm when applied to the SIM-PANCREAS (a) and SIM-PBMC (b) datasets, respectively, with different settings of k, as indicated on the x-axis. A cell has an "incorrect neighbor" when at least one cell "neighbor" from a different cluster was included in the calculation of its smoothed expression profile. c, d Size bias measured by the total UMI count per cell in the SIM-PANCREAS (c) and SIM-PBMC (d) datasets, respectively, after smoothing with different settings of k, as indicated on the x-axis.
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Figure 8. Accuracy of kNN-smoothing 2 for datasets containing subsets of T cells. a PCA plot for a dataset consisting of 1,000 profiles each from naive CD4 and CD8 T cells, respectively. Left, before smoothing; middle, after smoothing with kNN-smoothing; right, after smoothing with kNN-smoothing 2. A random subset of 250 cells from each population are shown to improve the readability of the figure. b Expression levels of four genes overlaid on a PCA plot of the cells after smoothing with kNN-smoothing 2. c Quantitative analysis of the smoothing accuracy for the CD4/CD8 T cell data using a differential expression metric. Shown are the differential expression scores, ranked from high to low, after smoothing with different parameters. d Same analysis as in (c), but for a dataset consisting of naive CD4 and memory CD4 T cells. Figure 9 . Identification of T cell subsets in a peripheral blood pan-T cell data using kNN-smoothing 2. a Analysis of 4,583 pan-T cell expression profiles. Top, heatmap of hierarchically clustered data after application of kNN-smoothing 2 with k=127 and d=5. Below, expression of naive and memory T cell marker genes in the smoothed and unsmoothed data, using the same ordering of cells as in the heatmap above. Bottom, correlation with expression profiles from isolated subsets of naive and memory T cells, using the same ordering of cells as in the heatmap above (see Methods for details). b Analysis of a subset of 1,656 profiles identified as naive T cells, using kNN-smoothing with k=127 and d=4. Panels are organized as in a. Figure 10 . Performance and memory footprint of kNN-smoothing and kNN-smoothing 2 for datasets of different sizes. a, b Runtimes of Python implementations of the kNN-smoothing and kNN-smoothing 2 algorithms, respectively, when applied to datasets obtained by subsampling different numbers of cells (n) from a scRNA-Seq dataset of human peripheral blood mononuclear cells (PBMCs), published online by 10x Genomics. Smoothing was performed on 21,415 genes with expression. Settings of k are indicated on the x-axes. c Predicted memory footprint of the kNN-smoothing algorithms as a function of the number of cells in the dataset (n). See Methods for details.
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