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Corrosion of aircraft structures is of utmost concern to operators of aging aircraft 
fleets. Ongoing research abounds in methods to control, prevent, and detect corrosion 
damage. For corrosion which inevitably manifests on an aircraft surface, however, 
removal of the corrosion products by mechanical means is a necessary action. This study 
examines the effects of such corrosion blends on the overall buckling resistance of 
integrally stiffened upper wing skin panels. 
Damage parameters considered in this study include center-of-panel blends on the 
outer skin surface ranging from depths of 0% to 75% of the skin thickness. A relationship 
was found between the lost load carrying capability of a blended panel and a function of 
its lost cross-sectional area. It was also found that this relationship can be closely 
approximated through minor modifications to traditional analytical methods, without the 
need for more complex numerical methods such as finite element analysis. Although the 
finite element method is capable of explicitly addressing local surface blends, 
experimental validation of such results is often expensive, time consuming, and 
unavailable to the typical structures analyst. 
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1.1 Aging Aircraft 
 
The problem of aging aircraft fleets presents unique challenges to the engineering 
community. Fleet-wide inspection programs must be capable of detecting the products of 
aging, and maintenance programs must be capable of addressing them. The Federal 
Aviation Administration has identified the following as some of its primary areas of 
concern: widespread fatigue damage, degradation of electrical wiring and fuel tank 
sealant, damage tolerance-based inspection and repair programs, and corrosion 
prevention and control [1]. One need only survey recent conference proceedings on the 
subject of aging aircraft to see that the problem of widespread fatigue damage and 
associated damage tolerance analysis methodologies are ubiquitous research subjects. 
Corrosion research, for its part, often revolves around prevention, detection, and better 
understanding of corrosion-fatigue synergism [2]. This approach is attractive from a 
research standpoint as well as an axiomatic mindset (i.e., an ounce of prevention is worth 
a pound of cure). It cannot be overstated, however, that repair methodologies are 
necessary for the inevitable damage that presents itself despite our best efforts to the 
contrary. 
It is important to note that aging effects can be time-based (sealant degradation), 




combination of the above. Thus, single-factor approaches to reduce the effects of aging, 
such as simply reducing flight hours or flight severity, do not fully address or solve what 
is often a more complex set of problems. In other words, maintenance costs can be 
expected to increase with aircraft age, even if aircraft usage remains within the original 
design service objective (DSO). An illustration of this trend is seen in Figure 1 for a 
sampling of large transport aircraft. 
The data points in Figure 1 show a rough trend of depot maintenance costs  
 
doubling approximately every ten years. The shaded area along the X-axis implies a 20 to  
 








severity make direct comparisons between time in service and DSO problematic. Civil 
and military organizations continue to struggle with both the safety and economic 
concerns (which are not necessarily exclusive of one another) inherent to aging aircraft 
fleets. The Federal Aviation Administration has codified a series of associated 
maintenance and repair requirements to address many of these concerns [5]. The United 
States Air Force, however, has presented possibly the most comprehensive evaluation 
regarding the economic consequences of aging on an aircraft fleet. Its Scientific Advisory 
Board has the following to say on the subject of parts supportability and obsolescence 
[6]: 
Diminishing Manufacturing Sources become an increasing sustainment issue as 
aircraft age and Original Equipment Manufacturer (OEM) involvement is 
reduced… 
 
Remanufacturing is expensive. One has to take the aircraft apart and reassemble it 
in order to accomplish the task and it cannot always be done without complete 
removal and reinstallation of systems in order to rebuild the structure around these 
systems. Thus, remanufacturing is very manpower intensive involving much 
“touch” labor and few opportunities for automation. The consequence of these 
actions is that costs for each Programmed Depot Maintenance cycle are increased 
markedly as the platform ages. Depot cycles are planned around parts 
obsolescence and usage – fatigue crack initiation and growth. But, aging 
(corrosion, sealant and wiring degradation, and exposure to ultraviolet light) adds 
additional failure modes and life limitations that reduce planned maintenance 
intervals or increase the work associated with maintaining these components. In 
addition, life extension requires continued airworthiness assessments and 
qualifications, involving structural life extension programs and many other 
expensive activities… 
 
Commercial airlines maintenance procedures differ from those used in the USAF. 
They maintain aircraft at flight capable rates exceeding 90% (K. Davis, Senior 
Principal Engineer, Delta TechOps, Personal Communication, March 24, 2011) 
versus the 65-70% rates seen for large transport aircraft in the USAF. They do as 
much repair and maintenance in the field as possible and minimize depot 
maintenance, and they document the predicted depot maintenance so they know 
what parts are required before the aircraft ever hits the tarmac at the depot. This 
allows commercial airlines to run aircraft through the depot in 30-45 days (versus 




induction as the prior is rolled out the door (K. Davis, Personal Communication, 
March 24, 2011). They have as few aircraft on the ground at the depot as possible 
because aircraft on the ground do not earn money. It is a different paradigm than 
the Air Force where every aircraft costs the USAF money whether it flies or not. 
(Emphasis added.) 
 
An obvious conclusion from the above excerpts is that significant cost savings can 
be expected through actions that include (but are not limited to) salvaging damaged 
aircraft structure without replacing it and performing aircraft maintenance in a manner 
which requires as little structural disassembly as possible. One of the ways in which these 
actions can be accomplished is through simple material removal. Oversizing of damaged 
holes and blending of damaged structure (often due to corrosion damage and/or tool 
strikes) are two of the more common examples. Given conservative engineering 
assumptions during an aircraft’s design phase, positive safety margins in its stress reports, 
and/or more accurate (i.e., less conservative) repair analysis methodologies, it may be 
possible to verify safety of flight following removal of structural material without the 
need for repair doublers or other means of restoring lost load carrying ability. 
 
1.2 Structural Considerations 
 
1.2.1 Sturdy Integrally Stiffened Panels 
 
Aircraft wing loading generally decreases in magnitude from inboard to outboard. 
This change in loading along the span of a wing has implications to the design of the 
wing structure. An inefficient design carries penalties in both cost and weight, whereas an 
efficient design requires thorough analysis to optimize the structure [7]. This optimization 
is typically achieved through reductions in cross-sectional area as the loading magnitude 
decreases. Integrally stiffened panels have become a common structural feature in aircraft 




a built-up structure of extruded shapes bolted or riveted to a plate-style skin) [7]. See 
Figure 2 for an example of a five stringer section of integrally stiffened panel. This 
example is a section cut from between wing rib stations; a typical panel would be much 
longer in the axial (extruded) direction. 
Although integrally stiffened panels are prevalent on both upper and lower wing  
 
skin structures, the nature of the loading on these structures is quite different (as is the  
 
nature of associated analysis and repair strategies). Tension loading generally dominates  
 
in lower wing skins where an understanding of fatigue behavior is necessary [8].  
 
Conversely, compressive loading generally dominates in upper wing skins where an  
 
understanding of inherent cross-sectional stability becomes more important. There are a  
 
number of accepted analytical methods for determining the compressive load carrying  
 
capability of an integrally stiffened panel, as well as newer numerical approaches such as  
 
the finite strip method and finite element method. These methods are examined in further  
 








report is loosely defined as “when the proportions of a stiffener are such that it is sturdy 
with respect to the plate which it is stiffening” [9]. 
 
1.2.2 Corrosion Blends 
 
Removal of corrosion products from aircraft surfaces by mechanical means (i.e., 
blending) is both a standard and necessary practice, and appropriate maintenance 
procedures are well documented [10]. The basic principle involves removing all 
corrosion products from the aircraft surface, as well as any fatigue cracks which may 
have formed concurrent with the corrosion. By tapering the blend back into the 
surrounding structure, stress concentrations due to blending can be reduced to as low as 
1.1 for a 20:1 taper ratio [11]. Taper ratios of 10:1 or greater are typically utilized in the 
direction of primary loading, whereas taper ratios as low as 5:1 may be authorized in the 
transverse direction [10]. Illustrations of various blend strategies are shown in Figure 3 
and Figure 4. 
 
1.3 Project Overview 
 
Appropriate analysis methods to account for the presence of surface blends are  
 
uncommon, especially in the context of compressive loading and structural stability. A  
 
review of applicable literature revealed very little in the way of research into this subject  
 
despite its obvious similarities to the problem of cutouts in compression structure, a  
 
design feature described as “one of the most troublesome problems in stress analysis”  
 
[11]. Although the stability impacts of local changes in cross section are examined in  
 
several studies, the conclusions are typically presented in a manner that does not support  
 














or finite strip method) [7], [12], [13]. Other studies have focused on developing 
computationally inexpensive methods for stability analysis, but with a focus on 
simplifying the optimization of panel shapes for new design (i.e., local changes in cross 
section are not explored) [14], [15]. 
This study attempts to characterize the impacts to the compressive load carrying 
capability of an integrally stiffened panel due to blending of corrosion damage, and to do 
so in a manner conducive to use in analytical rather than numerical methods. That said, 
finite element analysis simulations are used to generate the bulk of the comparative data. 
Although finite element analysis is generally known to be capable of accurately 
predicting buckling loads for complex shapes, it is also generally accepted that 
experimental validation of computer simulations is appropriate. Thus, this study includes 
both finite element simulations and experimental evaluations. Additionally, this study 
compares the finite element results to the results of more traditional closed-form analysis 
methods (which are typically unable to account for local changes in cross section such as 
those due to a surface blend). 
Structural stability is highly influenced by both the shape of a structure as well as 
its material properties [7]. While material properties are readily available in engineering 
databases, such references typically utilize statistically conservative values [16] which 
may not correlate well with experimental results. Therefore, material property testing is 
added as a necessary component of this study. 
Due to the nature of this study, all numerical simulations rely solely on nonlinear 
finite element methods. Neither the finite strip method nor eigenvalue (linear) buckling 




element method, and it is of limited value in simulating geometric features which are not 
constant along the axial length of the specimen (such as a local blend and/or sections of 
tapering thickness) [13]. Eigenvalue buckling analysis is equally unsuitable for the 
purposes of this study due to its inability to predict postbuckling phenomena [12], [14]. 
There are a nearly infinite number of possible permutations of panel shapes, 
stringer types, blend shapes, blend sizes, and blend locations available for examination. It 
is therefore necessary to place limitations on the scope of this study. Panel geometry and 
stringer type are limited by the materials available for study. The experimental portions 
of this study utilize integral stiffeners which were cut from the upper wing skin of an 
operational aircraft (the aircraft type is intentionally omitted for the purposes of 
protecting sensitive and/or proprietary design information). Previous studies have 
highlighted the difficulties in drawing stability-related conclusions from a small sample 
size [12]. Therefore, each stringer panel was cut into a series of “pi shaped” dual-stringer 
sections with the intent of maximizing the number of specimens available for testing. 
Blend location for all specimens is placed at the center of the panel on its outer skin 
surface. Multiple blend shapes, sizes, and taper ratios are considered in this study. All 
blends taper to a single point at their geometric center. 
Ultimately, it is intended that the results of this study will support engineering 
analyses for maintenance and repair of the aircraft type from which the skin specimens 
were cut. It is not within the scope of this study to develop empirical data in support of all 
possible panel geometries and/or blend shapes (a rather massive undertaking). However, 
it is hoped that this study can be used as a baseline for further evaluations of alternate 




valuable in validating future finite element studies, a conglomeration of which may be 
used to expand the amount of data available for empirical evaluation. 
 
 CHAPTER 2 
 
 
TEST SETUP AND EQUIPMENT 
 
 
2.1 Test Phases 
 
 The experimental portion of this study was broken into three test phases: 1) 
compression testing of aircraft skin specimens; 2) compression testing of bar specimens; 
and 3) compressive modulus testing. Basic details of the test phases are provided below, 
with more specific specimen details following in later sections. 
Phase 1 (compression testing of aircraft skin specimens) produced the primary 
data of interest. Ten specimens were tested in total. Five of these specimens were tested 
in nominal condition (as cut from the aircraft) and five specimens were tested with 
machined blends of varying depth. 
Phase 2 (compression testing of bar specimens) is included in this study due to the 
simplicity of analytical evaluations of rectangular cross sections (i.e., no local buckling 
effects). The results are intended to provide verification of the elastic restraint utilized in 
the test specimen fixturing. Three bar specimens were tested, each in an unblended 
condition. 
Phase 3 (modulus testing) was included in order to determine various material 
properties for each of the test materials. The primary data of interest is the compressive 
modulus (Ec) and the compressive yield stress (Fcy), though the stress/strain data are used 




significance of these values in closed-form buckling calculations [11], [17], it is 
imperative that the analyses performed in this study utilize experimentally verified values 
rather than statistically conservative values from material databases. The difficulty in 
validating finite element results against experimental results without specific material 
testing is also noted [12]. Six specimens were tested in this phase, including two from the 
forward aircraft skin, two from the aft aircraft skin, and two from the bar specimen 
material stock. 
It is noted that test phase 3 is probably more appropriately titled “stress/strain 
testing” rather than “modulus testing” due to the actual data captured from this test phase. 
Nevertheless, both the test setup and the coupon design are representative of standard test 
methods for modulus determination, regardless of the results which are ultimately 
derived. Therefore, for the purposes of simple and consistent verbiage, this report utilizes 
a “modulus” qualifier for all relevant details of test phase 3 (e.g., “modulus testing” and 
“modulus specimens”). 
 
2.2 Test Specimens 
 
2.2.1 Aircraft Skin Specimens 
 
In order to reduce specimen manufacturing costs, as well as provide direct 
applicability to an existing aircraft design, all aircraft skin specimens were cut directly 
from an upper wing skin retired from an operational aircraft. The particular wing selected 
for this experiment had previously been removed from operational service for unspecified 
reasons. In the interests of limiting the distribution of potentially sensitive aircraft design 
data, the aircraft type is intentionally omitted from this report, as are geometry details 




All skin specimens were cut from the aircraft’s upper wing skin, which itself is 
made up of a forward skin panel and an aft skin panel. The forward and aft panels are 
both manufactured from 7075-T76511 aluminum alloy extrusion and include a series of 
integral stiffeners. Although the forward and aft skin panels are of the same alloy and 
temper, they are not necessarily from the same material or production lots. Rough 
sections were cut from between wing rib and spar locations. These rough sections were 
then further divided into multiple “pi shaped” (dual-stringer) test specimens. This 
geometry was chosen in order to maximize the number of test specimens which could be 
obtained, while also allowing for a high resistance against out of plane buckling (Iyy >> 
Ixx). Therefore, lateral edge support was deemed unnecessary during compression testing. 
Several factors limited the number of specimens which could be utilized for 
testing, including the presence of fuel line holes and access panel cutouts on the as-
manufactured wing skins, noncontinuous thicknesses (e.g., chemical milled steps), 
existing service damage and associated repairs, and attaching/mating structure (see 
Figure 5 for examples of some of these features). Only ten specimens could be obtained 
which, in the judgement of this author, were reasonably continuous so as to not introduce 
unpredictable geometric irregularities. Overall specimen cross-sectional geometry is 
detailed in Figure 6, with specific dimensions for each specimen listed in Table 1. 
Dimensions shown are only for the portion of each specimen located within the test 
section (i.e., the unsupported column). 
 
2.2.2 Bar Specimens 
 
As previously noted, the bar specimens utilize a simple, rectangular cross section  
 











































2B Linear Taper 0.222-0.202 
Linear Taper 





2C Linear Taper 0.222-0.202 
Linear Taper 





3B Linear Taper 0.308-0.279 
Linear Taper 





3C Linear Taper 0.307-0.277 
Linear Taper 





5B 0.312 0.196 8.085 2.037 4.038 2.010 2.527 18.89, 19.75 21.33 
5C 0.313 0.199 8.081 2.014 4.071 1.996 2.543 16.00, 17.00 21.24 
7B Linear Taper 0.275-0.240 
Linear Taper 





7C Linear Taper 0.273-0.239 
Linear Taper 





8B Linear Taper 0.236-0.217 
Linear Taper 





8C Linear Taper 0.238-0.217 
Linear Taper 











                                                 
1 See Appendix A for fuel vent hole geometry overview. 




material is 7075-T7651 aluminum plate with an approximate cross section of 0.50 x 1.75 
in. These dimensions were chosen to ensure that structural instability (column failure) 
occurs in the elastic range, with a moment of inertia ratio (Iyy / Ixx) similar to that of the 
aircraft skin specimens. See Table 2 for full geometry details. As before, the length 
dimension includes only the portion of each specimen located inside the test section. 
 
2.2.3 Modulus Specimens 
 
Specimens intended for modulus testing were taken from “leftover” phase 1 and 
phase 2 materials. Two modulus specimens were obtained from each of the primary test 
materials (forward wing skin, aft wing skin, and bar specimen material stock), for a total 
of six modulus specimens. Modulus specimen geometry is shown in Figure 7. 
 
2.3 Specimen Preparation 
 
2.3.1 Final Machining 
 
Requirements for specimen processing and finishing were necessary to prevent  
 
skewing of test results. Ideally, the loaded edges of all specimens were to be flat and  
 
parallel within 0.0005 in/in and perpendicular to the lateral edges within 0.05°, with  
 
fixturing (or “bearing blocks”) machined flat and parallel within 0.0002 in/in before  
 
beginning each test [17]. Postmachining specimen quality measurements revealed that 
 
 
Table 2 Bar Specimen Geometry 









FP-1 0.504 1.749 0.8815 0.0187 0.1455 21.79 
FP-2 0.503 1.748 0.8792 0.0185 0.1452 21.66 





Figure 7 Modulus Specimen Geometry 
 
 
end plane flatnesses were within the 0.0005 in/in recommendation for all but one 
specimen (specimen 7C), with a worst case flatness measurement of 0.0052 in 
(approximately 0.0006 in/in). However, parallel measurements between the opposing end 
faces averaged 0.0053 in (approximately 0.0006 in/in), with a worst case parallel 
measurement of 0.0103 in (approximately 0.0013 in/in, or 2.5 times the recommended 
allowance), also for specimen 7C. Due to the test program budget and schedule, final 
machining of the test fixtures was not performed and specimen final surface finish was 
not specified in the test plan. Despite test specimen quality being below the 
recommendations of ASTM International [17], the time and expense necessary for 
additional, more intricate machining, especially considering the nonstandard shape of the 
specimens, could not be justified. Overall, the test specimen quality was deemed 
acceptable by the testing organization. 
Final preparation details for the bar and modulus specimens were not directed in 
the test plan and were primarily determined by the testing organization. Quality 




report. The testing organization utilized ASTM standards E9 and E111 for general test 
guidance; its compliance with all necessary specimen preparation recommendations is 
assumed. 
 
2.3.2 Surface Blends 
 
Half of the aircraft skin specimens received a surface blend which was intended to 
simulate the cleanup and removal of corrosion, tool gouges, or other damage encountered 
during typical aircraft maintenance operations. See Figure 8 for an overview of the blend 
parameters and Table 3 for full blend details and dimensions for each specimen. In order 
to properly locate and size each blend, an electron discharge machining (EDM) notch was 
placed on the outer skin surface and centered on the test specimen within 0.100 in (see 
Appendix B for machining instructions). The EDM notch simulated a corrosion pit and 
established the proper depth for each blend. A circular or elliptical (depending on the 
specimen) surface blend was then cut to the full depth of the EDM notch. Standard 
maintenance and repair practices for corrosion removal [10] dictated the overall blend 
parameters. Blending was only performed on aircraft skin specimens, not bar specimens. 
 
 

























2B 0.1745 N/A 0% N/A 
2C 0.1735 0.08 46% 3.2 
3B 0.1970 N/A 0% N/A 
3C 0.2010 0.08 40% 3.2 
5B 0.1960 N/A 0% N/A 
5C 0.1990 0.14 70% 2.8 / 5.63 
7B 0.2010 N/A 0% N/A 
7C 0.2045 0.11 54% 2.2 / 4.43 
8B4 0.1800 N/A 0% N/A 











                                                 
3 Specimens 5C and 7C were blended with a 20:1 taper in the axial direction and a 
10:1 taper in the transverse direction. 




As noted in Table 3, specimens 5C and 7C utilize a modified blend profile due to 
the depths, and therefore, widths of the blends. The intent of this modification was to 
keep the entire blend profile within the width of the vertical stringer flanges, which could 
not be accomplished with a 20:1 taper ratio in the transverse direction. This, in turn, was 
intended to prevent unnecessary weakening of the corner sections and, hopefully, force 
initial instability to occur in the skin at the center of the blend rather than at a weakened 
skin/stringer “corner.” 
 
2.3.3 Plugging Fuel Vent Holes 
 
The final processing requirement involved plugging open fuel vent holes common 
to the vertical stringer flanges. Each aircraft skin specimen includes two vent holes: one 
per vertical stringer flange. The vent holes are located near the stringer/skin interfaces, 
but do not cut into the corner radii. 
The initial test plan did not specify plugging of any fuel vent holes, primarily due 
to an assumption that the holes would negligibly impact the overall specimen buckling 
load. While the quantitative impact of these holes is examined in greater detail in later 
chapters of this report, visual examination of the initial test specimens revealed an 
interesting trend: buckling in some cases occurred at the vent holes rather than at the 
center of the blend (see Figure 9 for an example). The initial conclusion was that, in some 
cases, the open holes had a greater effect on buckling load than did the presence of a 
surface blend. 
The decision to plug these holes only for the final test specimens (8B and 8C) was  
 
not made lightly. While the test results from these final specimens could definitively  
 






Figure 9 Buckling at a Fuel Vent Hole 
 
 
yet another variable to consider during post-test data analysis. Ultimately, however, the 
usefulness of gathering plugged hole data offset the risks of introducing an additional test 
variable (at least in the opinion of this author). Specifically, the plugged hole data could 
be used to evaluate whether blending decreased the buckling resistance of the test 
specimens below that which had already been “established” by the presence of fuel vent 
holes. The presence of an additional test variable was also hoped to help justify additional 
testing, though funding for such an effort was ultimately not provided. 
Decisions on the ideal plug material and type were necessary to ensure that plugs 
would have the same elastic modulus as the test specimen and would completely fill the 
vent hole. Aluminum rivets provided the simplest solution and the most complete hole 
fill, but were ultimately rejected in favor of press-fit aluminum plugs. The deciding 
advantages of press-fit plugs were the ease of installation, lack of a rivet head and tail, 




2.4 Test Equipment 
 
2.4.1 Compression Specimen Fixturing 
 
Two sets of end cap fixtures were designed for the test specimens: one set for the 
aircraft skin specimens and one set for the bar specimens. The purpose of each fixture 
was to protect the load frame crossheads by distributing contact loads across a larger 
surface area, as well as to provide end restraint for the test specimens. Fixtures were 
manufactured from an unspecified steel alloy and filled with Wood’s metal as a potting 
compound during testing. Dimensions for each of the two specimen fixtures are shown in 
Figure 10 and Figure 11. Due to the lateral stability inherent to the specimen shape (see 
section 2.2.1), lateral edge support was deemed unnecessary for this experiment. 
 
2.4.2 Specimen Potting 
 
Prior to testing, the loaded ends of each compression specimen were centered 
within an appropriate test fixture (see Figure 10 and Figure 11) and potted with Wood’s 
metal. The purpose of potting the test specimens was to provide end restraint without the 
need to design a complex clamping mechanism for the unusual specimen cross section. 
Wood’s metal was chosen as a potting compound over more common epoxies due to 
uncertainty regarding the potential for epoxies to crack at high loads, as well as the 
difficulty or outright inability to reuse test fixtures once filled with epoxy and allowed to 
cure. 
Wood’s metal is a fusible (low melting temperature) alloy comprised of 50%  
 
bismuth, 25% lead, 12.5% cadmium, and 12.5% tin [19]. In addition to the  
 
aforementioned advantages of Wood’s metal over epoxy, Wood’s metal is known for its  
 





















and consistency of mechanical properties both between melt-remelt cycles and 
irrespective of strain rate [20]. Figure 12 details the loaded end of a post-test specimen as 
potted into a test fixture. The ability of the potting material to conform to the specimen 
cross section is clearly shown, as is the ability of the potting material to provide end 
restraint for the specimen (as indicated by the buckled flanges returning to an axial 
orientation near the fixturing). 
The primary disadvantage of Wood’s metal is its low elastic modulus compared to 
the steel test fixtures, and even compared to the aluminum test specimens [16], [20]. In 
other words, Wood’s metal can only provide an elastic end restraint, rather than a true 
“fully clamped” condition. Hence, the inclusion of bar testing (test phase 2) as an attempt 
to characterize this elastic restraint. 
 
 




2.4.3 Load Frames 
 
Preliminary analysis (not detailed in this report) highlighted the need for a load 
frame with a 300 kip capacity and a 30 in minimum clearance in the loading direction. 
The load frame selected for use was a Tinius Olsen Super “L” Universal Testing Machine 
(UTM). The Super “L” is a four column, hydraulically actuated UTM designed for 
vertical load application [21]. The load frame type utilized for modulus testing was not 




Primary load data for the compression tests is based on test fixture hydraulic 
pressure as measured by a Sensotec FPG pressure transducer (part number 060-E641-03). 
Backup load data were obtained from a second pressure transducer wired directly to the 
test frame controller (Tinius Olsen Model CMH 496). The pressure transducers were 
independently calibrated and gave results within approximately 1% of each other. A pair 
of Ametek Rayelco PT-420-2 linear motion transducers (string pots) mounted to 
opposing corners of the test fixtures provided deflection data. Due to the out-of-plane 
deflection and nonlinear behavior inherent to a buckled specimen, strain gages were 
assumed to be a poor choice for determining total specimen deflection and were therefore 
not utilized as a primary data source for compression tests (though some early specimens 
utilized strain gage placements for secondary data evaluation). 
The original test plan called for painting (“speckling”) the test specimens for use 
with digital image correlation (DIC). Unfortunately, however, the time and expense 
necessary for specimen preparation, DIC camera setup, and post-test data processing 




the test specimens was ultimately deemed to be of low importance to the goals of this 
experiment and the effort was abandoned after three specimens. 
Modulus tests utilized a pair of strain gages mounted near the center of each 
modulus specimen on opposite sides. An extensometer provided backup data. Modulus 
tests were performed away from the supervision of this author, and the test organization 
did not provide manufacturer or model information for the instrumentation. 
  
 CHAPTER 3 
 
 
TEST PROCEDURES AND RESULTS 
 
 
3.1 ASTM Testing Standards 
 
The experimental portions of this study were modeled after ASTM standards E9 
and E111 for baseline guidance of compression and modulus testing, respectively. While 
reasonable attempts were made to implement all relevant details of the ASTM standards, 
the overall goals of this experiment neither require nor allow for absolute compliance (the 
most prominent example is this experiment’s goal of intentionally inducing specimen 
instability, a condition which standard E9 seeks to prevent [17]). Therefore, it is noted 
that the ASTM standards were primarily utilized for general test guidance rather than 
step-by-step instruction. 
 
3.2 Test Procedures 
 
3.2.1 Compression Testing 
 
After potting each end of a specimen into a test fixture, the Wood’s metal potting 
material was allowed to cool and solidify for a minimum of two hours. Final 
instrumentation checks and load testing were directed as follows. 
1) Place the fixtured specimen vertically into the load frame and apply a slight 
load to secure the specimen. 




3) Ensure all instrumentation is connected to the data acquisition system and the 
data acquisition system is recording. 
4) Load the test specimen using deflection control at a constant rate of 0.1 in/min 
(approximately 0.005 in/in-min [17]). 
5) Continue loading the test specimen while monitoring real time data 
acquisition system displays (specifically, load vs. time). 
6) Final failure is assumed to have occurred once the load curve peaks and the 
slope becomes negative. At this point, stop crosshead movement, save all test 
data, and remove the test specimen from the load frame. 
Figure 13 shows a fixtured test specimen in the load frame; buckling of the skin is 
evident. The data acquisition system recorded a total of three data channels (deflection 1, 
deflection 2, and load) at a sampling rate of 100 Hz. Although the data acquisition system 
technically captured load frame hydraulic pressure (rather than direct force via a load 
cell), a pressure-to-load algorithm was applied to the data during initial processing. 
Therefore, raw pressure data were not recorded or saved, and all data acquisition system 
outputs displayed load as a primary data channel. Figure 14 shows a sample screenshot 
from the data acquisition system (two channels deflection vs. time on the left, one 
channel load vs. time on the right). Final failure (peak load) is easily visible in Figure 14. 
The load frame controller also displayed system load, but did not record discrete 
data points. Therefore, the only usable data from this system was the maximum (peak) 
load, which was recorded manually and used as a backup data source. Figure 15 details 































3.2.2 Modulus Testing 
 
Procedures for modulus testing were largely the same as those for compression 
testing, with the following exceptions. 
1) Coupons were clamped to the load frame crossheads with grips rather than 
potted into test fixtures. 
2) Crosshead speed was reduced from 0.1 in/min to 0.005 in/min. 
3) Multiple load cycles were performed on each coupon rather than a single load 
application to failure. 
With regard to multiple load cycles, each coupon was loaded three times to an equivalent 
stress of approximately half the expected proportional limit [22]. Coupons were loaded to 
35 ksi, then the crosshead was returned to the “zero” position. Coupons were then loaded 
to 35 ksi a second time, and the crosshead returned to zero again. On the third load 
application, coupons were loaded to 35 ksi, but load ramping continued uninterrupted 
until material yielding occurred. This loading profile can be seen graphically in Figure 
16. Five data channels were recorded for the modulus tests: load, crosshead position, 
extensometer, strain 1, and strain 2. A single strain gage was placed on each side of the 
test coupon (one front and one back) at its geometric center. 
 
3.3 Test Results 
 
With the exception of some lost and erroneous data (discussed in further detail in  
 
section 3.3.2 and section 3.3.3), there are no major test anomalies to report. Instability  
 
occurred near the predicted loads and specimen material properties are determined in  
 
accordance with standard test methods. See Table 4 for stability test results and Table 5  
 





Figure 16 Modulus Test Loading Profile (Typical Specimen) 
 
 
number and letter (e.g., 2B). “B” indicates an unblended specimen and “C” indicates a 
blended specimen (while somewhat counterintuitive, this numbering scheme was 
implemented during the initial machining of test specimens and retained for all later test 
and reporting phases). Bar specimens are identified by the code “FP” (due to initial 
consideration as “flat plate” specimens, which, in the opinion of this author, gives an 
erroneous conception of the test intent). Modulus specimens are identified as follows: 
“AFTM” for specimens from the aft skin panel, “FWDM” for specimens from the 






















2B 24.10 N/A 134394 133090 0.98% 
2C 24.27 0.08 117236 116119 0.96% 
3B 21.33 N/A 179901 178292 0.90% 
3C 21.24 0.08 -- 176784 N/A 
5B 21.77 N/A 199184 197090 1.06% 
5C 22.02 0.14 179741 -- N/A 
7B 21.60 N/A 158443 156653 1.14% 
7C 21.85 0.11 153682 -- N/A 
8B 21.65 N/A 140185 -- N/A 
8C 21.66 0.08 126354 -- N/A 
FP-1 21.79 N/A 14996 -- N/A 
FP-2 21.66 N/A 15352 -- N/A 
FP-3 21.48 N/A 15720 -- N/A 
 
 
Table 5 Modulus Test Results 
Specimen 
ID 
Modulus Data Fcy, 0.2% offset 
(psi) Ec (psi) r2 V1 
AFTM-1 1.067E+07 0.99994 0.022% 66837 
AFTM-2 1.076E+07 0.99993 0.026% 70335 
FWDM-1 1.062E+07 0.99995 0.023% 62362 
FWDM-2 1.090E+07 0.99993 0.027% 63640 
FPM-1 1.102E+07 0.99993 0.026% 65792 





3.3.1 Data Interpretation 
 
Interpretation of compression test data is relatively straightforward, with 
maximum load obtained during the test being the principal data of interest. Primary load 
data were recorded by a standalone data acquisition system, while backup data were 
provided by the load frame controller. The data acquisition system recorded discrete data 
points at 100 Hz, while the controller (backup data) displayed maximum load but did not 
store or export discrete data points. 
Modulus test data require more in-depth analysis in order to obtain usable results. 
Young’s modulus for compression (Ec) is determined by the method of least squares as 
described in standard E111. The coefficient of determination (r2) and coefficient of 
variation (V1) are provided in Table 5 for reference purposes, but are not utilized for any 
experimental purposes within this study. Calculations for each of these values are as 
follows in Equations (1), (2), and (3) [22], 
 
ܧ௖ =
Σ(ܻܺ) − ܭ തܺ തܻ
























ܺ  applied axial stress; 
ܻ  corresponding strain; 
തܺ and തܻ average of all ܺ values and ܻ values, respectively; 




Σ  sum from 1 to ܭ. 
The calculated modulus and associated coefficients for each specimen represent 
average values from multiple datasets. For each modulus specimen, the relevant test data 
are broken up into a series of ten datasets consisting of three load cycles (see Figure 16) 
using two strain gage data channels. (Extensometer data are neglected from modulus 
calculations – see section 3.3.3 for additional details.) Ec, r2, and V1 are calculated for 
each of these ten datasets. The results shown in Table 5 are the averages of the ten 
individual results for each specimen. In order to prevent the possibility of skewed data 
near the beginning and end of each load cycle, only the data between approximately 2 ksi 
and 33 ksi are used for modulus calculations (with 0 ksi and 35 ksi being the approximate 
minimum and maximum stresses for each load cycle). 
Each specimen experienced only one load application beyond the material yield 
stress (Fcy). Therefore, the yield stress data shown in Table 5 are simply the average of 
the results for each of three data channels (extensometer, strain gage 1, and strain gage 2), 
except where otherwise noted in section 3.3.3. A standard offset of 0.002 in/in (0.2%) 
[17] is used for determination of the yield point. This method is shown graphically in 
Figure 17. 
 
3.3.2 Lost Data 
 
Backup load data for the compression tests were not consistently recorded (as 
shown via blank cells in Table 4). Fortunately, these backup data are only required for 
one test: specimen 3C. At a load of approximately 40 kips on this specimen, the primary 
load channel stopped recording and did not resume recording until the load dropped back 





Figure 17 0.2% Offset Yield Stress (Typical Specimen) 
 
 
In order to allow for consistent data analysis in later sections of this report, it is 
necessary to adjust the backup data recorded for specimen 3C. Both primary and backup 
load data exist for five of the compression specimens. These results show an average 
difference between the primary and backup load channels of 1.01%. Therefore, a 1.01% 
adjustment is applied to the backup data for specimen 3C. This correction is shown in 
tabular form for ease of reference in Table 6. 
 














3.3.3 Erroneous Data 
 
As previously mentioned, extensometer data are neglected from all modulus 
calculations. For most specimens, the two strain gage channels correlate well with one 
another. Stress vs. strain slopes for extensometer data, however, are approximately 5% 
lower (on average) than strain gage data. This variation is assumed to be significant 
enough to warrant filtering the data, relying instead on only strain gage data. An example 
of this phenomenon is shown in Figure 18. (Note that data from the two strain gage 
channels overlap sufficiently so as to be indistinguishable within the figure.) 
An additional dataset is neglected from specimen AFTM-2. In this case, one of 
the strain gage channels recorded a stress vs. strain slope which was over 20% greater 
than average slopes from similar specimens (two strain gage channels from specimen 
AFTM-1 and the remaining strain gage channel from AFTM-2). Although the cause of 
this anomaly is unknown, it is likely the result of a misaligned strain gage. A sample of 
stress vs. strain data for this specimen is shown in Figure 19 for visual reference. 
Specimen AFTM-2 is the only specimen which utilized a single data channel for modulus 
calculations. 
In all but two tests (specimens FPM-1 and FPM-2), instability of the modulus  
 
coupons occurred prior to reaching the compressive yield stress. An example is shown  
 
visually in Figure 20. In such cases, one of the strain curves begins to reverse before  
 
crossing the 0.2% offset line. Therefore, the data from that strain gage cannot be used for  
 
determination of the material yield stress. Unlike in the modulus calculations, however,  
 
extensometer data are considered appropriate for yield stress calculations. Discrepancies  
 











































separate 0.2% offset line can be used for each data channel. On average, yield stress 
results from extensometer data and strain gage data are within 1% of each other. 
However, an unknown error resulted in unusable extensometer data for specimen FPM-2. 
Yield stress for this specimen is based on the two strain gage data channels. 
 
 CHAPTER 4 
 
 
ANALYSIS AND DISCUSSION 
 
 
4.1 Material Properties 
 
4.1.1 Comparisons Against Published Data 
 
Common buckling equations rely upon certain material properties, including the  
 
compressive modulus and material yield stress (Ec and Fcy, respectively) [11], [17]. For  
 
reference purposes, this experiment’s material property testing results (Table 7) are  
 
compared to published material property values (Table 8). The published values shown in  
 
Table 8 represent the values which are typically used in aircraft structural  
 
design/analysis; both the grain direction and the statistical basis for evaluation are  
 
important variables. Longitudinal (L-direction) and B-basis values are shown. It is  
 
generally understood that the nature of extrusion processing gives a longitudinal grain in  
 
the axial direction (i.e., the L-direction grain orientation is parallel to the direction of  
 
primary loading). For the statistical basis, B-basis values are typically selected for  
 
analysis of multiple loadpath designs, a criterion which is typically met by designs  
 
incorporating integrally stiffened skin panels [23]. B-basis is defined as “at least 90  
 
percent of the population of values is expected to equal or exceed the statistically  
 
calculated mechanical property value, with a confidence of 95 percent” [16]. Grain  
 
orientation is unknown for the bar specimens, so the most conservative grain direction is  
 




















(psi) (ref. Table 5) 
AFTM-1 1.067E+07 66837 Aft Skin 
Panel 
7075-T76511 
Extrusion 1.072E+07 68586 AFTM-2 1.076E+07 70335 
FWDM-1 1.062E+07 62362 Fwd Skin 
Panel 
7075-T76511 
Extrusion 1.076E+07 63001 FWDM-2 1.090E+07 63640 
FPM-1 1.102E+07 65792 Bar 
Specimens 
7075-T7651 
Plate 1.104E+07 65986 FPM-2 1.106E+07 66180 
 
 

















Aft Skin Panel 7075-T76511 Extrusion 1.070E+07 1.072E+07 0.17% 67000 68586 2.37% 
Fwd Skin Panel 7075-T76511 Extrusion 1.070E+07 1.076E+07 0.54% 67000 63001 -5.97% 





defined as “the specification minimum value specified by the governing industry 
specification” [16]. 
Table 8 reveals some unexpected anomalies in the material property test results. 
First is the 4.18% increase in compressive modulus over published values for 7075-
T7651 aluminum plate, especially considering the <1% increase for both of the aircraft 
skin materials. Although discussion on the consistency of Young’s modulus in aluminum 
is outside the scope of this report, it is noted that individual test results for the bar 
specimens are highly consistent. The standard deviation in modulus calculations across 
two test specimens, each with two strain gages and five loads/unloads (20 individual 
results), is only 0.6% of the average; the total range (maximum result minus minimum 
result) is less than 2%. Thus, this anomaly does not appear to be due to errors in data 
interpretation and/or strain gage placement and it is assumed that the test results 
accurately represent the state of the material. 
The second anomaly is the 11.84% increase in compressive yield stress over 
published values, also for the 7075-T7651 aluminum plate. Although this is a significant 
increase considering the importance of this material property to engineering analysis, 
closer examination reveals that the result is not surprising. As previously mentioned, the 
published value represents the S-basis, or the minimum specification allowance [16]. It 
follows, then, that any given sample of 7075-T7651 should meet or exceed the published 
value. Additionally, the reported value is the minimum of all possible grain orientations. 
If the test specimens were confirmed to be cut to length in the long-transverse (LT) grain 
direction, for example, the variance between the published value and test result would be 




includes material property test results (tensile ultimate and tensile yield stresses) in the 
range of 7%-10% greater than published values (see Appendix C for the material 
certification test report). Thus, the test results documented in this report appear to be 
consistent with the test results documented on the material certification report. 
Finally, perhaps the most unexpected result is the 5.97% decrease in compressive 
yield stress as compared to published values for the forward skin panel’s 7075-T76511 
aluminum extrusion. Test results are 5.97% lower than published B-basis values and 
3.08% lower than A-basis values (representing the lower 90th percentile and lower 99th 
percentile, respectively, both with 95% confidence) [16]. Thus, the statistical likelihood 
of any given sample of 7075-T76511 extrusion having a lower material strength than the 
published value is quite low. A review of the consistency of test results across two test 
specimens, each with strain gage and extensometer data channels (four individual 
results), shows a standard deviation of only 1.3% of the average and a total range of 
3.7%. While not as consistent as the bar specimen test results, the total range of test 
values is still less than the difference between the test result and the published B-basis 
value (3.7% vs. 5.97%), and not a single test result exceeds even the A-basis value 
(65,000 psi [16]). As with the previous anomalies, the variation in results does not appear 
to be due to errors in data interpretation and/or strain gage placement. Potential causes for 
such low material strength can only be speculated upon, but residual stresses due to 
peening of the panel surfaces at manufacture (for the purposes of shape forming and 





4.1.2 Stress-Strain Curve Manipulation 
 
In order to present the data in as smooth and consistent a form as possible, a series 
of modifications and manipulations are performed on the material property test results. 
This step is especially important for use in later finite element analysis setup. The 
Ramberg-Osgood relationship is deemed to be both a simple and effective means to 
convert raw stress/strain curves into smooth profiles which can be easily compared 
against published data. Only two additional data points are needed from each raw 
stress/strain curve: the 70% and 85% secant yield stresses (commonly referred to as F0.7 
and F0.85). The Ramberg-Osgood factor (n) is found via the following equation [24]: 
 





Using this factor, the tangent modulus (Et) at any given stress can be found [24]: 
 ܧ௧ =
ܧ






With the tangent modulus known at any given stress, a simple manipulation of the point-






which can be rewritten as 















engineering stress and strain values to true stress and strain when nonlinear material 
response is assumed. The following equations are utilized for conversion of engineering 
stress/strain to true stress/strain (though it is noted that without accurate coupon cross-
sectional area measurements, the results are only approximations) [25]: 
 ߪ௧௥௨௘ = ߪ௘௡௚൫1 + ߝ௘௡௚൯ (7)
 
 ߝ௧௥௨௘ = ln൫1 + ߝ௘௡௚൯ (8)
 
See Table 9 and Table 10 for the results of Equations (4) through (8). The 
displayed values for F0.7 and F0.85 are based on average results from all applicable test 
data (similar to the method used to calculate Fcy – see section 3.3.1). Note, however, that 
the stress and strain values shown in Table 9 and Table 10 were calculated prior to 
rounding F0.7 and F0.85 to whole numbers. Slight variations may therefore be expected 
during attempts to verify and/or duplicate the full results of the tables. For reference 
purposes, graphical comparisons between test data, Ramberg-Osgood modifications, and 
true stress/strain approximations for the aft and forward panels are shown in Figure 21 
and Figure 22, respectively. 
 
4.2 Finite Element Analysis Setup and Validation 
 
This study utilizes finite element analysis (FEA) as a means to examine the 
effects of various blend shapes and sizes on overall compressive load carrying capability. 
FEA results were first validated against physical testing before expanding the scope of 
the simulations to a wider range of blend geometries. All FEA simulations are performed 

















(ref. Table 8) 
68586 











0 10720000 0.0000 0 0.0000 
3000 10720000 0.0003 3001 0.0003 
6000 10720000 0.0006 6003 0.0006 
9000 10720000 0.0008 9008 0.0008 
12000 10720000 0.0011 12013 0.0011 
15000 10720000 0.0014 15021 0.0014 
18000 10720000 0.0017 18030 0.0017 
21000 10720000 0.0020 21041 0.0020 
24000 10720000 0.0022 24054 0.0022 
27000 10720000 0.0025 27068 0.0025 
30000 10720000 0.0028 30084 0.0028 
33000 10720000 0.0031 33102 0.0031 
36000 10720000 0.0034 36121 0.0034 
39000 10719999 0.0036 39142 0.0036 
42000 10719991 0.0039 42165 0.0039 
45000 10719906 0.0042 45189 0.0042 
48000 10719180 0.0045 48215 0.0045 
51000 10713750 0.0048 51243 0.0047 
54000 10677706 0.0050 54272 0.0050 
57000 10466229 0.0053 57304 0.0053 
60000 9442864 0.0056 60339 0.0056 
63000 6329249 0.0061 63385 0.0061 
66000 2494397 0.0073 66483 0.0073 
69000 686047 0.0117 69807 0.0116 
72000 173230 0.0290 74089 0.0286 
75000 44647 0.0962 82215 0.0919 


















(ref. Table 8) 
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0 10760000 0.0000 0 0.0000 
3000 10760000 0.0003 3001 0.0003 
6000 10760000 0.0006 6003 0.0006 
9000 10760000 0.0008 9008 0.0008 
12000 10760000 0.0011 12013 0.0011 
15000 10760000 0.0014 15021 0.0014 
18000 10760000 0.0017 18030 0.0017 
21000 10760000 0.0020 21041 0.0019 
24000 10760000 0.0022 24054 0.0022 
27000 10760000 0.0025 27068 0.0025 
30000 10760000 0.0028 30084 0.0028 
33000 10759998 0.0031 33101 0.0031 
36000 10759974 0.0033 36120 0.0033 
39000 10759758 0.0036 39141 0.0036 
42000 10758115 0.0039 42164 0.0039 
45000 10747290 0.0042 45188 0.0042 
48000 10684586 0.0045 48214 0.0045 
51000 10368096 0.0048 51242 0.0047 
54000 9088554 0.0051 54274 0.0051 
57000 5907546 0.0056 57319 0.0056 
60000 2446821 0.0068 60409 0.0068 
63000 762446 0.0108 63677 0.0107 
66000 221745 0.0243 67603 0.0240 
69000 65746 0.0699 73824 0.0676 
72000 20328 0.2175 87659 0.1968 
75000 6575 0.6737 125531 0.5151 















4.2.1 FEA Setup and Methodology 
 
Preliminary analysis of both simulated and real-world test results revealed 
significant departures from pure linear-elastic behavior. Therefore, the primary findings 
of this study are based on nonlinear simulation methods. Linear (i.e., eigenvalue) 
buckling analysis is not explored or detailed within this report. 
FEA models duplicate the physical specimen measurements and material property 
test results to the maximum extent possible. All simulations utilize the “Static Structural” 
utility within ANSYS Workbench. Individual data modules are setup as shown below 
(default properties can be assumed when not specifically detailed herein). 
1) “Engineering Data.” The Isotropic Elasticity and Multilinear Isotropic 
Hardening properties are utilized in order to simulate nonlinear material 
behavior as follows: 
a) isotropic elasticity: i) defined by: Young’s Modulus (Ec, per Table 9 
and Table 10); ii) Poisson’s Ratio = 0.33 [16]; 
b) multilinear isotropic hardening: tabular data (per Table 9 and Table 10, 
true stress and true strain utilized [25]). 
2) “Geometry.” 3D solid models for each specimen were created in Solidworks  
 
and imported into ANSYS. Model geometry is as shown in Table 1 and  
 
Appendix A. Blend dimensions are per Figure 8 and Table 3. Due to the  
 
difficulty in accurately modeling an elliptical blend with a radiused base, all  
 
blends are idealized as a cone (i.e., taper to a single point rather than a  
 
radiused base). This idealization is shown graphically in Figure 23.  
 






Figure 23 Blend Idealization 
 
 
skin/stringer interfaces in order to better represent the physical skin panel 
specimens (this fillet is neglected from all reported section properties and 
analytical calculations). 
3) “Model.” This study utilizes ANSYS’ automated mesh generation using a 
combination of brick (quad) and tetrahedral (tri) elements (ANSYS codes 
Solid186 and Solid187, respectively). The presence of geometric 
irregularities, including vent holes, surface blends, and corner radii, preclude 
the use of an all quad mesh. See the convergence study results in section 4.2.2 
for additional details. Specific options selected are: a) hex dominant method 
(quad/tri); b) 0.1 in element size. 
4) “Setup.” Setup options are as follows. 
a) Analysis settings: 
i. Step controls: time steps are applied in order to reduce  
 
computation time and ensure a high-fidelity solution at the  
 
point of maximum load. Steps are assigned in deflection  
 




assigned up to five substeps, increasing to up to 50 substeps at  
 
the point of maximum load. Note that maximum load is  
 
attained in either step 5 or step 6 in all simulations. 
 
ii. Auto time stepping: on (define by: substeps). 
iii. Large deflection: on. 
b) Supports: 
i. Fixed support: a fixed support is applied to one of the end faces 
of the model. This simulates a potted specimen at the fixed side 
of a test frame. 
ii. Remote displacement: as with physical testing, FEA 
simulations are run via a displacement-controlled method. A 
remote displacement is applied to the opposite face of the 
model from the fixed support. All displacements and rotations 
are fixed except for the Z-direction (axial). 
 Z displacement: 0.05 in per step; 
 Behavior: rigid (to prevent “twisting” of the end face 
due to flange buckling). 
5) “Solution.” Axial load and deflection are the only required data for 
comparison against experimental results. Hard drive storage was extremely 
limited and could not support full data saves for all specimens. 
a) Force reaction: applied at the fixed end (for functionality similar to a 
load cell). 




similar to a stringpot or extensometer). 
 
4.2.2 Convergence Studies 
 
As previously mentioned, hard drive storage was limited on the computers 
available to the author (8 GB). In many cases, especially for high element counts, this 
was insufficient to store full stress and strain data for a single simulation. For this reason, 
as well as a desire to reduce required computation time, it was necessary to reduce the 
element count as much as possible while still ensuring an accurate solution. 
Two primary variables are examined in this section: element type (quad vs. tri) 
and element size. Additionally, two specimens are chosen for analysis. Specimen 2C is 
chosen due to its greater number of geometric features than other specimens, including a 
surface blend, fuel vent holes, and the presence of a stepped stringer shape (as opposed to 
a constant taper); see Appendix A for additional details of the stepped stringer shape. 
Specimen 8B is chosen as the other validation specimen due to its lesser degree of 
geometric features than other specimens, namely the lack of fuel vent holes and surface 
blends. It was initially assumed that these two specimens represent, respectively, the 
lowest and highest quad:tri element ratios for a given element size. Although this was 
later proven untrue (specimens 3B, 5B, and 7B all mesh with higher quad:tri ratios than 
8B, most likely due to their greater thicknesses, and therefore higher total element 
counts), the results of specimens 2C and 8B are deemed consistent enough so as to not 
require additional convergence testing. 
The same analysis setup and conditions as described previously in section 4.2.1 
are utilized, except for the element meshing options. Convergence testing requires 




Results are shown in Table 11 and Table 12. 
As can be seen in these tables (specifically, the column for percent change in 
maximum load), the hex dominant mesh shows a greater degree of convergence at a 0.1 
in element size than the tetrahedron mesh achieves even at 0.08 in. Stated another way, 
the hex dominant method shows better convergence at approximately half the number of 
total elements. This is especially important considering the limited computing power and 
storage space available to this author (as shown by the failed solution in Table 12). 
For the purposes of this study, an element size of 0.1 in is assumed to give a  
 
converged solution. In both test cases, this element size (using the hex dominant method)  
 
results in a less than 0.2% change in maximum load despite a nearly twofold increase in  
 
the total number of elements of a larger element size. For easier comparison, the  
 
convergence test results are presented graphically in Figure 24, Figure 25, Figure 26, and  
 
Figure 27. Figure 24 and Figure 25 are shown in terms of maximum load vs. element  
 
size. Although a less common method of displaying convergence results, the element size  
 
represents a reasonable method for modifying the mesh density of an auto-meshed model  
 
(as opposed to the total number of elements, which is not directly defined by the user).  
 
More typical representations of convergence using maximum load vs. the total number of  
 
elements are shown in Figure 26 and Figure 27. Especially at smaller element sizes, it is  
 
clearly shown that a relatively small change in element size can result in a significant  
 
change in the total number of elements. It is also clearly shown that that the hex dominant  
 
meshes provide for more rapid converge than tetrahedron-only meshes, at least for the  
 
geometries tested in this study. For graphical comparison, Figure 28 shows specimen 2C  
 





















0.5 4242 128080 -- -- 
0.4 5641 120150 -7930 -6.19% 
0.3 9114 115330 -4820 -4.01% 
0.2 18142 112380 -2950 -2.56% 
0.15 37366 111280 -1100 -0.98% 
0.125 51560 111020 -260 -0.23% 
0.1 80851 110700 -320 -0.29% 
0.09 111261 110460 -240 -0.22% 
0.08 163276 110250 -210 -0.19% 
Specimen 8B 
0.5 3670 155600 -- -- 
0.4 4949 149650 -5950 -3.82% 
0.3 7278 147660 -1990 -1.33% 
0.2 17117 143380 -4280 -2.90% 
0.15 28022 142450 -930 -0.65% 
0.125 46825 141800 -650 -0.46% 
0.1 73347 141650 -150 -0.11% 
0.09 100658 141460 -190 -0.13% 


























0.5 2161 Unknown 116960 -- -- 
0.4 3775 Unknown 116560 -400 -0.34% 
0.3 5111 Unknown 112690 -3870 -3.32% 
0.2 11794 8.0 111420 -1270 -1.13% 
0.15 29570 5.7 110340 -1080 -0.97% 
0.125 50710 7.9 110030 -310 -0.28% 
0.1 93844 7.8 109890 -140 -0.13% 
0.09 112656 10.6 109880 -10 -0.01% 
0.08 160593 11.0 Could not solve (insufficient memory) 
Specimen 8B 
0.5 2250 3.8 150250 -- -- 
0.4 2580 8.2 146090 -4160 -2.77% 
0.3 3792 16.6 142590 -3500 -2.40% 
0.2 10116 14.4 141610 -980 -0.69% 
0.15 20190 16.0 141420 -190 -0.13% 
0.125 38948 27.8 141070 -350 -0.25% 
0.1 77268 12.5 141000 -70 -0.05% 
0.09 97671 12.5 141000 0 0.00% 



































the blend is visible. 
 
4.2.3 FEA Validation 
 
Validation of FEA results is an important step in ensuring that the simulation 
setup is appropriate. Physical/experimental test results are documented previously in 
Table 4 and Table 6. Comparisons against tabular FEA data are shown in Table 13. These 
results are compared visually in Figure 29 with ±10% error bands against the 
experimental data. 
All FEA results are within 8.7% of the associated experimental result; the average 
variance is 3.6%. The worst correlations are for specimens 2B and 2C (the average 
variance drops to 2.6% if these results are excluded). It is unknown why both of the “2-
series” specimens are the worst correlators, but may be due to the nonstandard geometry 
of these specimens. The stringers of specimens 2B and 2C contain a stepped profile 
which is difficult to measure, and therefore model, with a high degree of accuracy. Note 
also that specimens 8B and 8C are modeled without fuel vent holes in order to simulate 
the plugged vent holes on the associated physical test specimens. 
An interesting phenomenon to note is the conservative nature of the FEA results 
as compared to experimental findings. Only two specimens (7B and 8B) show the FEA 
results to be unconservative, and even then by a margin of less than 0.6% in both cases. 
This is surprising for a few reasons. First, FEA simulations utilize fully rigid end 
restraints against deflection, rotation, and deformation in general. In contrast, the Wood’s 
metal potting compound used in physical testing is an elastic restraint, less rigid than both 
the steel fixturing and the aluminum test specimens (see also section 2.4.2). Secondly, the 

































2B 134394 122700 -8.7% 0.2475 91576 8.9 
2C 117236 109890 -6.3% 0.2350 93844 7.8 
3B 179901 174080 -3.2% 0.2500 83494 12.8 
3C 178570 167400 -6.3% 0.2400 91310 10.0 
5B 199184 192090 -3.6% 0.2850 82084 13.9 
5C 179741 173430 -3.5% 0.2325 94073 9.1 
7B 158443 158870 0.3% 0.2525 80997 13.0 
7C 153682 151290 -1.6% 0.2350 88880 10.0 
8B 140185 141000 0.6% 0.2375 77628 12.5 

















Figure 29 FEA Validation 
 
 
loaded edges, as well as imperfect alignment into the load frame. In theory, this should 
have reduced their ability to resist buckling as compared to the “perfect” geometry and 
loading of the FEA simulations. One factor that may have contributed to this effect is that 
the physical test specimens were cut from an upper wing skin with slight aerodynamic 
curvature. Although the radius of curvature for each specimen is assumed sufficiently 
large as to be insignificant [24], its absence may have resulted in an “artificial” reduction 
in strength for the FEA simulations. 
Nevertheless, it is important to note that absolute errors between experimental and 
FEA results are less important than the relative differences between each blended and 
unblended specimen pair. In other words, the stated purpose of this study is to predict 




blended and unblended pairs are detailed in Table 14 (with reference to Table 13 for the 
buckling load of each specimen). Despite an 8.7% maximum and 3.6% average variation 
between experimental and FEA results for absolute load carrying capability, Table 14 
shows only a 4.0% maximum and 1.3% average variation between experimental and FEA 
results for reductions in load carrying capability. Note that these results include a variety 
of blend depths (0.08 to 0.14 in), blend shapes (circular and elliptical), and plugged vs. 
open fuel vent holes (see also section 2.3.2 and section 2.3.3). 
 
4.3 Analysis of Test Variables 
 
Additional finite element simulations and closed-form calculations are  
 
documented in order to determine the effects of various test variables. Specifically, a  
 
series of blend shapes, blend depths, and plugged or unplugged fuel vent hole  
 
configurations are analyzed. All FEA simulations are set up as previously discussed in  
 
section 4.2.1. Although some of the simulations closely mirror geometries and results  
 
previously reported in the FEA validation studies, the below sections represent  
 
independent analysis phases. 
 
 





















2B/2C 17158 12810 12.8% 10.4% -2.3% 
3B/3C 1331 6680 0.7% 3.8% 3.1% 
5B/5C 19443 18660 9.8% 9.7% 0.0% 
7B/7C 4761 7580 3.0% 4.8% 1.8% 




4.3.1 Effects of Blend Shape 
 
Both circular and elliptical blends are considered in this study. As discussed in 
section 2.3.2, all blends are modeled at a 20:1 blend ratio in the axial direction. For 
circular blends, the transverse ratio is also 20:1. However, for elliptical blends this ratio is 
reduced to 10:1 in the transverse direction in order to simulate an alternate blend shape 
which may be considered during real-world aircraft repair. The real-world intent would 
likely be to reduce the total blend width, which for deep blends may be excessively wide 
and/or extend over substructural features (such as integral stringer flanges). Therefore, 
elliptical blends are only simulated for deeper blends (60% and 75% of the skin 
thickness). 
Ultimately, FEA simulations show negligible differences between the two blend 
shapes when compared against certain sectional properties (namely, lost cross-sectional 
area and lost moment of inertia of the section). This is not to say that structural stability is 
irrespective of blend shape, but rather that blend shape does not appear to affect overall 
correlations with lost area and/or inertia. Therefore, results of the blend shape analyses 
are combined with those of the blend depth analyses and are reported together in section 
4.3.2. 
 
4.3.2 Effects of Blend Depth 
 
In order to quantify the effects of blend depth on buckling resistance, a series of 
finite element simulations are performed on each of the five blended specimen 
geometries (specimens 2C, 3C, 5C, 7C, and 8C). Simulations are performed for each 
geometry with circular blends at depths of 0%, 15%, 30%, 45%, 60%, and 75% of the 




elliptical blends (10:1 ratio in the transverse direction) with depths of 60% and 75% of 
the skin thickness. All simulations are performed with open fuel vent hole configurations. 
Results of these simulations are compared against various sectional properties 
including skin thickness (t), cross-sectional area (A), moment of inertia (I), and radius of 
gyration (ρ). It is assumed that these properties, and associated methods of calculating 
them, are commonly known among the engineering community. It is also assumed that 
determination of section properties for other-than-simple geometries is often performed 
via computer modeling rather than hand calculations. In fact, the complexities of 
detailing the variables and equations necessary to duplicate hand calculations for each of 
the 40 specimen models considered in this section make such a table impractical to 
include in this report. Therefore, in the interests of brevity, hand calculations for section 
properties are not shown in this report (though all displayed values can be verified, if 
desired, by referring to the geometries and blend shapes detailed in Table 1, Table 3, and 
Appendix A). Only the data of importance to this study (i.e., the relative change in each 
section property due to the presence of a surface blend) is shown. Note that most of the 
specimens include tapering skin and stringer thicknesses; all section properties are 
therefore calculated at the center of the blend (which corresponds to the center of each 
specimen along its axial length). See Table 15 for full details. In order to more easily 
visualize these results and any associated correlations, results are shown graphically in 
terms of lost thickness (Figure 30), lost area (Figure 31), lost inertia (Figure 32), and 
increase in radius of gyration (Figure 33). 
As previously discussed, the circular and elliptical blend data are nearly  
 

































2C 20:1 0% 0.000 0.00 125530 0.00% 0.00% 0.00% 0.00% 0.00% 
2C 20:1 15% 0.026 1.04 126140 -0.49% 14.99% 0.64% 0.36% 0.14% 
2C 20:1 30% 0.052 2.08 118250 5.80% 29.97% 2.53% 1.41% 0.57% 
2C 20:1 45% 0.078 3.12 110370 12.08% 44.96% 5.67% 3.14% 1.34% 
2C 20:1 60% 0.104 4.16 104290 16.92% 59.94% 10.08% 5.60% 2.46% 
2C 20:1 75% 0.130 5.20 98036 21.90% 74.93% 15.73% 8.94% 3.95% 
3C 20:1 0% 0.000 0.00 177930 0.00% 0.00% 0.00% 0.00% 0.00% 
3C 20:1 15% 0.030 1.20 178310 -0.21% 14.93% 0.62% 0.45% 0.09% 
3C 20:1 30% 0.060 2.40 176980 0.53% 29.85% 2.48% 1.78% 0.36% 
3C 20:1 45% 0.090 3.60 163920 7.87% 44.78% 5.58% 3.99% 0.83% 
3C 20:1 60% 0.121 4.84 153510 13.72% 60.20% 10.07% 7.32% 1.52% 
3C 20:1 75% 0.151 6.04 143600 19.29% 75.12% 15.67% 11.76% 2.29% 
5C 20:1 0% 0.000 0.00 193210 0.00% 0.00% 0.00% 0.00% 0.00% 
5C 20:1 15% 0.030 1.20 193810 -0.31% 15.08% 0.59% 0.46% 0.06% 
5C 20:1 30% 0.060 2.40 185970 3.75% 30.15% 2.35% 1.82% 0.27% 
5C 20:1 45% 0.090 3.60 175380 9.23% 45.23% 5.29% 4.09% 0.63% 
5C 20:1 60% 0.119 4.76 165730 14.22% 59.80% 9.23% 7.26% 1.08% 
5C 20:1 75% 0.149 5.96 155930 19.30% 74.87% 14.47% 11.72% 1.60% 
7C 20:1 0% 0.000 0.00 162390 0.00% 0.00% 0.00% 0.00% 0.00% 
7C 20:1 15% 0.031 1.24 160300 1.29% 15.16% 0.73% 0.46% 0.13% 
7C 20:1 30% 0.061 2.44 159960 1.50% 29.83% 2.80% 1.75% 0.54% 
7C 20:1 45% 0.092 3.68 146330 9.89% 44.99% 6.36% 3.96% 1.27% 
7C 20:1 60% 0.123 4.92 135850 16.34% 60.15% 11.36% 7.18% 2.33% 
7C 20:1 75% 0.153 6.12 125830 22.51% 74.82% 17.57% 11.46% 3.64% 
8C 20:1 0% 0.000 0.00 134770 0.00% 0.00% 0.00% 0.00% 0.00% 
8C 20:1 15% 0.026 1.04 135130 -0.27% 14.86% 0.60% 0.37% 0.12% 
8C 20:1 30% 0.053 2.12 128710 4.50% 30.29% 2.48% 1.48% 0.51% 
8C 20:1 45% 0.079 3.16 119250 11.52% 45.14% 5.49% 3.26% 1.17% 
8C 20:1 60% 0.105 4.20 112170 16.77% 60.00% 9.70% 5.81% 2.13% 
8C 20:1 75% 0.131 5.24 104860 22.19% 74.86% 15.08% 9.25% 3.38% 
2C 10:1 60% 0.104 2.08 111650 11.06% 59.94% 5.04% 2.65% 1.25% 
2C 10:1 75% 0.130 2.60 108060 13.92% 74.93% 7.87% 4.09% 2.03% 
3C 10:1 60% 0.121 2.42 165740 6.85% 60.20% 5.03% 3.47% 0.82% 
3C 10:1 75% 0.151 3.02 159510 10.35% 75.12% 7.84% 5.38% 1.32% 
5C 10:1 60% 0.119 2.38 177780 7.99% 59.80% 4.62% 3.45% 0.61% 
5C 10:1 75% 0.149 2.98 171580 11.20% 74.87% 7.23% 5.40% 0.98% 
7C 10:1 60% 0.123 2.46 148430 8.60% 60.15% 5.68% 3.37% 1.21% 
7C 10:1 75% 0.153 3.06 142180 12.45% 74.82% 8.78% 5.18% 1.95% 
8C 10:1 60% 0.105 2.10 120960 10.25% 60.00% 4.85% 2.76% 1.09% 






















correlations which are applicable to a wide range of blend shapes and sizes, these two 
data series are considered the most relevant for further investigation. Various correlations 
are attempted in an effort to provide for better data fits against common section 
properties, with the relationship to skin thickness proving the most reliable. Results of 
some of the better correlations against lost load carrying capability are shown in Table 
16. The obvious trend from Table 16 is that greater powers of tskin in the denominator 
tend to increase the coefficient of determination. When plotted visually, however, some 
interesting trends are noted which are difficult to quantify numerically. See Figure 34 and 
Figure 35 for examples. 
In both of these figures, data correlations are strongest through the middle of the  
 
data range, but begin to diverge and become unconservative at the upper ranges (which  
 
correspond to deeper blends of up to 75% of the skin thickness). Perhaps the most  
 
interesting anomaly is the tightly packed nature of the data in Figure 35, with the  
 
exception of specimen 7C. In fact, if data from specimen 7C is neglected, the r2 
 
correlation for this dataset increases from 0.986 to 0.993, though it is not the intent of this  
 
study to disregard anomalous data. Therefore, despite the numerically superior r2 values  
 
 





%Alost / tskin 0.990 
%Alost / tskin2 0.991 
%Ilost 0.963 
%Ilost / tskin 0.975 













associated with exponential skin thickness factors, these data appear to be unreliable for 
deeper blends. 
Considering the above, the best data fit for analytical use appears to be a function 
of the lost cross-sectional area divided by skin thickness. This conclusion is primarily 
based on four assumptions: 1) calculation of the cross-sectional area, especially for 
blended geometry, is significantly simpler and less prone to error than moment of inertia 
calculations; 2) the resulting r2 value is the second highest of all the attempted 
correlations, and even then by only the slightest of margins (0.990 vs. 0.991); 3) although 
the dataset is slightly unconservative near the middle of the data range, it tends to be 
conservative at both the lower and upper ends of the range; and 4) the data appear to be 
converging rather than diverging at the upper end of the data range. These trends can be 
seen visually in Figure 36. 
Experimental data are shown in Figure 36 for reference purposes only. Because 
each data point is based on stability testing of two separate specimens with slightly 
different geometries, the lost cross-sectional area and skin thickness calculations are 
imperfect. The equation for the curve fit shown in Figure 36 is as follows: 














In terms more likely to be used in stress analysis, Equation (9) can be rewritten as 
follows: 
 


















௣ܲ௥௘ௗ௜௖௧ predicted buckling load of the blended specimen; 
଴ܲ  calculated buckling load of the unblended specimen; 
ܣ௟௢௦௧ lost cross-sectional area (measured at center of blend); 
ܣ଴  nominal (unblended) cross-sectional area at the center of the blend; 
ݐ௦௞௜௡  nominal (unblended) skin thickness at the center of the blend. 
Interestingly, the quadratic relationship described by Equations (9) and (10) bears 
similarities with one of the primary variables, K, in Niu’s method for “Cutouts in Skin-













unnoticed. The material properties G (shear modulus) and E (Young’s modulus) and 
geometric property b (stringer spacing) in the above equation are not examined in this 
study due to similarities in geometry and material properties among the specimens 
available for testing. The remaining variables, t and A (thickness and area), are the same 
variables, at the same exponential-power ratio as those identified herein to best describe 
the effects of a surface blend (though their relationship is inverted). Niu’s method is, 
however, a stress-based rather than load-based analysis. 
Table 17 and Table 18 compare buckling loads as predicted by Equation (10) 
against experimental test results and FEA validation results, respectively. The blended 
and unblended test results are as previously reported in Table 4, Table 6, and Table 13. In 
terms of variance between predicted results and test results, a positive value indicates that 
the prediction is unconservative and a negative value indicates a conservative prediction. 
 
4.3.3 Effects of Fuel Vent Holes 
 
Although determining the effects of vent holes is not one of the stated purposes of 
this study, it is a variable that was introduced into the test program and is therefore 
subject to evaluation (see also section 2.3.3). Specimens 8B and 8C are the only 
specimens evaluated in this section. Results of this evaluation are shown in Table 19. 
Although based on a small sample size, the data indicates that vent holes may  
 
affect blended specimens more than unblended specimens. Perhaps not surprisingly,  
 
Figure 30 through Figure 32 show specimens 2C and 8C as tending to have the greatest  
 
loss in load carrying capability for a given loss in cross section (the data for specimen 8C  
 
in these figures are for open vent hole configurations). These specimens are the only two  
 







Table 17 Comparison of Experimental Results to Predicted Buckling Loads 











2B/2C 134394 2.1658 2.0250 0.1735 118902 117236 1.42% 
3B/3C 179901 2.8882 2.7871 0.2010 169554 178570 -5.05% 
5B/5C 199184 3.0392 2.8790 0.1990 182299 179741 -1.42% 
7B/7C 158443 2.6467 2.5494 0.2045 149055 153682 -3.01% 
8B/8C 140185 2.3218 2.1522 0.1750 122470 126354 -3.07%5 
 
 
Table 18 Comparison of FEA Results to Predicted Buckling Loads 











2C 122700 0.1285 2.1535 0.1735 109570 109890 -0.29% 
3C 174080 0.1285 2.9156 0.2010 161666 167400 -3.43% 
5C 192090 0.1964 3.0755 0.1990 172747 173430 -0.39% 
7C 158870 0.1213 2.6708 0.2045 147402 151290 -2.57% 
8C 141000 0.1285 2.2807 0.1750 126763 121470 4.36%5 
 
 














8B 140185 141000 139470 1.09% 
8C 126354 121470 118980 2.05% 
  
                                                 
5 Experimental and finite element analysis results for specimens 8B and 8C as 




holes are at least 4 in from the blend center on all other specimens, as measured along the 
axial length of the specimen). 
However, specimens 2C and 8C are also the only two specimens from the aft skin 
panel. It is therefore possible that the greater losses in load carrying capability are due to 
material properties rather than vent hole locations. Ultimately, attempts to improve the 
overall data fit by incorporating material property factors (Ec and Fcy) were unsuccessful. 
This is not surprising since the data in question are losses in load carrying capability of a 
given structure as opposed to its absolute load carrying capability. In other words, 
material properties are accounted for during evaluation of the nominal strength of an 
unblended specimen, and should not need to be reintroduced in order to predict 
percentage-based strength losses. Nevertheless, it is impossible to quantitatively 
determine the effects of vent hole location relative to blend location without significant 
departures from the stated scope of this study. Fortunately, the data fit described by 
Equation (10) accounts for the presence of fuel vent holes on all specimens with a 
correlation coefficient of 0.990. Thus, the results are considered applicable to a range of 
vent hole locations and there is little justification for expanding the scope of this study to 
include further evaluation. 
 
4.4 Comparisons Against Closed-Form Stability Methods 
 
One of the stated goals of this study is to compare the results of finite element 
analysis to traditional analysis methods. The ability of traditional analysis methods to 
account for a surface blend is otherwise unknown. The following sections lay out the 




4.4.1 Elastic End Restraint 
 
Many stability analysis methods, especially those focused on global rather than 
local failure modes, allow for various end restraint conditions as an analysis variable. The 
simplest conditions are free, pinned (i.e., simply supported), and fixed/clamped. More 
complex conditions may involve elastic end restraints. The potting compound used in the 
experimental portion of this study, while well suited for the complexities of testing, is far 
from rigid. Some form of data analysis is necessary in order to account for the elastic 
restraint provided by this potting. 
The bar testing phase of this study was included primarily for this reason. By 
performing a series of easily analyzed tests (i.e., Euler buckling), it was hoped that an 
elastic restraint coefficient could be determined. Three specimens were tested of a 
material similar to that of the aircraft skin specimens. Overall test methods and results are 
discussed in previous chapters. More in-depth analysis of these results is provided in 
Table 20 (with reference to geometry and modulus as shown in Table 2 and Table 7, 









4.4.2 Analytical Comparisons Against FEA Data 
 
While the equations and tables which drive closed-form stability analysis methods  
 
often apply to a wide range of structural geometries, none are known which accurately  
 
account for local changes in cross section. A major challenge in the use of such methods  
 
























FP-1 1.104E7 14966 0.8815 16978 0.1455 21.79 3.495 -1.55% 
FP-2 1.104E7 15352 0.8792 17460 0.1452 21.66 3.566 0.44% 
FP-3 1.104E7 15720 0.8797 17869 0.1452 21.48 3.589 1.09% 
Avg: 3.55  
 
 
smoothly tapering specimen, for example, the location of highest stress is at the thinnest 
cross section, which is likely at one of the ends of the column. Yet it is extremely 
unlikely for local buckling failure to occur at this location (immediately adjacent to the 
end fixturing). Simply assuming failure by a maximum stress criterion is therefore not 
always a reliable method. In order to provide for a consistent methodology in this report, 
all predictions utilize the stress calculated at the center of the blend (which is the 
midpoint of the column for all models in this study). Reported section properties are 
calculated at the same location. 
Three commonly-used analysis approaches are evaluated; each is briefly 
described below. Material properties for all analyses are based on the Ramberg-Osgood 
relationship as detailed in Table 9 and Table 10. Model geometry is as shown in Table 1 
and Appendix A. Unless otherwise noted, all analyses assume a circular blend shape 
(20:1 taper in all directions) which is idealized as shown in Figure 23. 
Approach 1 – column failure: 



















Johnson-Euler equation [27]: 
 











In each of the above equations, the radius of gyration (ρ) is the geometry variable which 
changes due to the presence of a blend. Additionally, the cross-sectional area is modified 
for stress-to-force conversions. Each of the three equations requires use of an end 
restraint coefficient (C), chosen as 3.55 in this study (reference Table 20). Although 
physical testing and FEA simulations discount column failure as a likely failure mode for 
the geometries chosen in this study, the Euler-Engesser equation is known to support 
analysis of extruded cross sections, even at the short to intermediate column lengths 
examined herein [28]. It is therefore worth examining. Figure 37 compares results of the 
Euler-Engesser equation to the FEA curve fit defined in section 4.3.2. Results for the 
Rankine and Johnson-Euler equations are visually similar to the Euler-Engesser results, 
and are therefore not shown. 
Figure 37 shows that the Euler-Engesser equation (in addition to the Rankine and  
 
Johnson-Euler equations), consistently underpredicts the lost load carrying capability for  
 
a given loss in cross section. Although alternative methods do exist to predict column  
 






Figure 37 Results of Euler-Engesser Equation 
 
 
conservative than those examined herein. Therefore, column failure is not further 
examined in this report. 













ߟ௖ plasticity reduction factor: (ܧ௧ ܧ⁄ )଴.ହ [11]; 
݇௖ buckling coefficient from geometry-specific charts; 
ߥ Poisson’s ratio (assume 0.33 [16]); 
ݐ skin thickness; 
ܾ distance between stringers. 




The OEM structures manual for the aircraft chosen for this study utilizes the Bruhn 
method, albeit with some factors taken out of the driving equation and added to a 
modified kc calculation (though it gives the same end result and is based on the same 
source data from [9]). Ultimately, the only difference between the Niu and Bruhn 
methods is the plasticity reduction factor, ηc; the driving equation and kc determination 
are identical. More direct comparisons of these two methods are provided in section 4.5. 
It is noted that Equation (15) has no direct ability to account for the presence of a 
blend: the only geometry variables are the skin thickness (t) and spacing between 
stringers (b). However, modification of the cross-sectional area during stress-to-force 
conversions can be used to account for changes in cross section. Results of such an 
approach are shown in Figure 38. The nominal (unblended) skin thickness is used for all 
stress calculations; the modified cross-sectional area due to blending is used for stress-to-
force conversions. 
The results of Figure 38 are similar to those shown in Figure 37 for the Euler-
Engesser equation: lost load carrying capability is consistently underpredicted. Possibly 
the most intuitive method to modify the results of Equation (15) is to reduce the assumed 
skin thickness, t. A highly conservative approach is to simply assume that the skin 
thickness is fully reduced by the depth of the blend. This approach is shown graphically 
in Figure 39. Analytical results are shown in Figure 40. 
As expected, the results of a full thickness reduction are highly conservative.  
 
Additionally, the limited number of data points in Figure 40 is due to limitations in the 
 
data which support the stiffened panel analysis method. Specifically, the method does not  
 



















Figure 40 Results of Stiffened Panel Analysis (Full Thickness Reduction) 
 
 
exceeding 2.0. As a blend gets deeper, the skin thickness is reduced beyond this threshold 
and the analysis method becomes unsupportable. 
The previously discussed relationship between lost area and lost strength suggests 
an additional method of reducing the skin thickness. In this method, the skin thickness is 
reduced such that the calculated loss in cross-sectional area is equal to the loss in area due 
to blending. In equation form, this method is as follows: 
 ܣ௕௟௘௡ௗ = ܣ௥௘ௗ௨௖௧௜௢௡ = ݐ௥௘ௗ௨௖௧௜௢௡ ∗ ݓ௣௔௡௘௟ (16)
 
Graphically, this method is shown in Figure 41. Analysis results are shown in Figure 42. 
Results show that the stiffened panel equation using an equivalent skin thickness is still 
unconservative, but to a much lower degree than in previous methods (with a worst-case 
























Figure 42 Results of Stiffened Panel Analysis (Equivalent Skin Thickness) 
 
 







As with the stiffened panel equation, the crippling equation has no direct method to 
account for the presence of a blend. This section examines the effects of analytical 
modifications to the assumed skin thickness as previously described in the stiffened panel 
approach. Results for the nominal skin thickness, full thickness reduction, and equivalent 
skin thickness are shown in Figure 43, Figure 44, and Figure 45, respectively. 
As might be expected, Figure 43 shows unconservative results, while Figure 44  
 
shows overconservative results. Similar trends are noted for the stiffened panel approach. 
 
However, the equivalent skin thickness method yields results which are quite similar to 
 















Figure 45 Results of Crippling Analysis (Equivalent Skin Thickness) 
 
 
results have thus far been based on two-stringer sections. It is unknown how well these 
results correlate to wider panels. 
 
4.5 Analysis of Wide Panels (Five-Stringer Sections) 
 
This section expands the scope of this study to wide panels (i.e., geometries more 
appropriate for actual aircraft design). Analytical methods which are further examined 
include the stiffened panel equation, Equation (15) (both the Niu and Bruhn versions), 
and the crippling equation, Equation (17), both utilizing an equivalent skin thickness as 
previously described. Finite element analyses are performed as in section 4.2.1, except 
the element size is increased from 0.1 in to 0.15 in due to limitations in computer 
memory. Examination of selected geometries shows that the increased element size yields 




which is consistent with the convergence testing previously reported in Table 12. The 
new element size is therefore deemed acceptable for use. Material properties are assumed 
from the forward skin panel (see Table 10). 
The skin and stringer thicknesses chosen for analysis in this section are based on 
an average of the physical test specimens and are constant along the length (no tapering 
of thicknesses). Assumed geometry is shown in Figure 46. A single-stringer section is 
shown; additional stringers are simply added together (i.e., a single-stringer section is 4.1 
in wide, a two-stringer section is 8.2 in wide, and so on). In order to document the effects 
of increasing numbers of stringers, Figure 47 compares the critical stresses for panels 
consisting of one to five stringers. Analytical results for both stiffened panel equations 
and the crippling equation are shown for reference. 
As can be seen, the critical stress for sections of two to five stringers remains  
 
relatively constant. In other words, a five-stringer section can be assumed to fail at 
 
approximately the same stress as a two-stringer section (note that the integrally stiffened  
 









Figure 47 Critical Stress vs. Number of Stringers (Unblended Structure) 
 
 
the FEA results lie nearly evenly between the analytical results for the Niu and Bruhn 
stiffened panel calculations, which are themselves separated by approximately 6% (at 
least for the geometry chosen in this analysis). The crippling calculation shows highly 
conservative results despite its apparent effectiveness in predicting losses in load carrying 
capability due to blending (as shown in Figure 45). 
Blending of a five-stringer section is examined analytically and numerically, 
though funding could not be obtained for physical validation testing. As with the two-
stringer geometries, both circular and elliptical blends are considered. However, only a 
single blend depth is considered (at 50% of the skin thickness, or 0.095 in). Instead of 
varying the blend depth, circular blends are simulated at taper ratios of 10:1, 20:1, 35:1, 




relative to the overall panel width (e.g., a 100:1 blend ratio gives a blend width of 
0.095*100*2=19 in, as compared to the overall panel width of 20.5 in). Elliptical blends 
are simulated at a blend ratio of 20:1 in the axial direction and 10:1, 35:1, 50:1, 75:1, and 
100:1 in the transverse direction. Note that the five-stringer simulations examine elliptical 
blends with the major axis in the transverse direction, whereas the two-stringer 
simulations in previous sections examine elliptical blends with the major axis in the axial 
direction. An overview of all simulated blend geometries is shown in Figure 48. A 
comparison of analytical evaluation results is shown in Figure 49. 
It is noted that the results of Figure 49 (five-stringer section) are nearly 
indistinguishable from the results of Figure 42 and Figure 45 (two-stringer sections), 
although the two-stringer datasets are omitted from Figure 49 for the purposes of clarity. 
Therefore, the equivalent skin thickness approach appears to show consistency regardless 
of blend ratio, blend depth, blend shape, panel width, and number of stringers. 
Additionally, of the three methods shown, the crippling equation still provides the best 
data fit. Figure 50 details strength losses in a five-stringer section as predicted by the 
crippling equation compared to FEA results. 
The results shown in Figure 50 highlight three main points. First, the FEA data  
 
shows lower than expected losses in load carrying capability for small blends. This effect  
 
is also seen for some of the two-stringer sections detailed in Figure 36. The cause of this  
 
effect is unknown, but ensures that analytical predictions for small blends are  
 
conservative. Second, the FEA data for circular and elliptical blends are highly consistent 
 
except at one data point (corresponding to an elliptical blend of taper ratios 20:1 axial and  
 

































Finally, and perhaps most importantly, both FEA datasets are highly consistent with 
analytical predictions based on the crippling equation (except for the recently discussed 
conservative data points). 
One final comparison is made of the crippling equation’s ability to account for 
losses in load carrying capability as compared to the integrally stiffened panel (ISP) 
equations. Figure 51 shows the critical stress for a five-stringer section with an equivalent 
skin thickness using only the integrally stiffened panel equation (both the Niu and Bruhn 
versions). Figure 52 shows the same FEA data, but with different analytical predictions; 
nominal (unblended) panel strength is from the integrally stiffened panel equation, but 
strength losses are determined from the crippling equation. 
The obvious trend is that the ISP-only data becomes unconservative (for both the 
Niu and Bruhn equations) at area losses above approximately 5%. Conversely, the ISP-
plus-crippling method gives results that are conservative through the entire data range (at 
least for Niu’s equation; the Bruhn equation gives unconservative results through the 
entire data range). In fact, the slope of the FEA curves is remarkably similar to the ISP-
plus-crippling predictions. Although the ISP-only methods may only be unconservative 
by a few percent, it is important to note that stability of structures can often be highly 
variable from one specimen to the next. Thus, it is recommended that unconservative 
analytical methods, no matter how slight, be avoided. The Niu equation is consistently 









Figure 52 Critical Stress Predictions (Equivalent Thickness, ISP-Plus-Crippling Method) 








After evaluating the full results of this study, the following conclusions are 
reported. 
1) This study examines the effects of blending on sturdy, integrally stiffened 
panels with blade-type stringers. Consistent results are reported across a wide 
range of blend depths, blend ratios, blend shapes, panel widths, and number of 
stringers. 
2) The bulk of this study’s findings are based on finite element simulations. 
Experimental validation of the two-stringer sections shows that nonlinear 
finite element analysis accurately predicts reductions in buckling resistance 
due to blending (within 4% of experimental test results). Results of the five-
stringer simulations are not experimentally validated, but are consistent with 
the two-stringer results. 
3) Traditional closed-form analysis methods are shown to be poorly suited for 
analysis of blended structure. However, the use of an equivalent skin 
thickness in equations which predict local buckling failure (e.g., stiffened 
panel, crippling) yields accurate results while retaining reasonable 




skin thickness is reduced by an amount equal to the lost area due to blending. 
(See also Equation (16) and Figure 41.) 
4) The following is reported as the preferred method for analytical evaluation of 
blended structure: 
a. Determine the analysis location. If the blend is symmetric, use the 
location of the blend center. If the blend is not symmetric, use the 
location of maximum cross-sectional area loss. All further calculations 
will utilize the cross-sectional geometry at this location. 
b. Calculate an equivalent skin thickness for analysis based on the 
blend’s cross-sectional area at the location determined in step a. (See 
also Equation (16) and Figure 41 of this report.) 
c. Calculate the critical stress for the nominal (unblended) cross section 
using the stiffened panel method reported by Niu [11]. (See also 
Equation (15) of this report.) 
d. Recalculate the critical stress of the nominal (unblended) cross section 
using the crippling method reported by Niu [11]. (See also Equation 
(17) of this report.) 
e. Calculate the critical stress of the blended cross section using the 
crippling method reported by Niu [11]. Assume an equivalent skin 
thickness as calculated in step b. for all skin “flanges.” 
f. Divide result e. by result d. This is the percent reduction in buckling 
resistance. 




cross section. If desired, conversion to a critical load is possible at this 
point using the true (blended) cross-sectional area at the location 
determined in step a. 
Note: the above procedures assume that the blended cross section is the 
critical cross section, which may be untrue for a panel of tapering thickness. 
These procedures further assume that local buckling (a.k.a. short-wave 
buckling) is the critical failure mode. Analysis of column failure/long-wave 
buckling interaction is well documented, to include sections of nonconstant 
cross section, and is not discussed in detail in this report. Engineering 





Recommendations for follow-up research, as well as cautionary recommendations 
for use of the findings included herein, are as follows. 
1) The results of this study are based on simulations of blade-type, integral 
stringers. Further research is recommended before applying these results to 
additional stringer geometries (e.g., z-stringers or bulbed stringers). Similarly, 
it is unknown if the findings of this study correlate to built-up panels 
consisting of stiffeners riveted or bolted to the skin. 
2) This study only examines center-of-panel blends. For local buckling failure, 
the axial location of a blend is assumed to be irrelevant (panel length is not 
considered in either the crippling or stiffened panel equations). The transverse 




study are consistent for both two-stringer and five-stringer geometries. 
Therefore, it is assumed that the failure stress of a blended panel is 
independent of the number of stringers. A five-stringer panel with an off-
center blend can easily be modeled as, for example, a two-stringer panel with 
a centered blend. Similarly, a wide panel with multiple blends in a single cross 
section can easily be modeled as a series of narrower panels, each with a 
single blend. However, it is recommended that all analytical models utilize a 
panel width with a minimum of two stringers. Single-stringer sections (i.e., tee 
extrusions) are not considered stiffened panels and cannot be assumed to fail 
at similar stresses (see also Figure 47). 
3) 7000-series aluminums are assumed as the most common material for 
compression-dominated structure in metallic aircraft designs [11]. In addition, 
FEA simulations in this study revealed consistencies in lost load carrying 
capability between two panel materials, despite a more than 8% difference in 
material yield stress. This conclusion appears to be supported by a similar 
study reported in [12]. That study compared two 7000-series aluminum 
tempers with a 14.8% difference in yield stress, but only a 3.3% difference in 
lost load carrying capability for a blended structure. Therefore, the results of 
this study are assumed applicable to all 7000-series aluminums. However, for 
nonaircraft use (i.e., other than 7000-series aluminums) additional sensitivity 
studies may be prudent. 
4) The presence of fuel vent holes is shown to have a minor, but noticeable, 




physical test specimens utilized in this study include geometries with vent 
holes located adjacent to a blend, geometries with vent holes located away 
from a blend, and geometries without vent holes. Ultimately, the findings of 
this study are consistent across all three scenarios. Thus, vent hole location is 
not recommended as a variable in predicting the buckling resistance of 
blended structure. 
5) In FEA simulations, four of the five two-stringer geometries examined show 
increased buckling resistance for blend depths of 15% of the skin thickness (a 
phenomenon noted and briefly discussed in a similar experiment [12], but not 
further speculated upon herein). Two specimens also show greater than 
expected buckling resistance at a 30% blend depth. Similar results are 
reported for the sole five-stringer geometry examined. Thus, the results of this 
study may be overly conservative for blends which are small relative to the 
overall panel size. Additional research which is focused on small blends may 
yield improved results in this area. However, the proximity of fuel vent holes 
to a blend is anticipated to be of significantly greater importance in such 
attempts to reduce the conservatism of small blend analyses. This factor 
should not be neglected. 
6) Shear loading was neglected from this study despite being present to some 
degree under true flight loads. Evaluation of the magnitudes of shear loads in 
a given aircraft structure may be prudent before applying the results of this 
study to real-world design. 




yielding. Although such factors are known to be significantly affected by the 
presence of a surface blend [12], their use as failure criteria in traditional 
aircraft stability analysis and design is assumed to be uncommon. The results 
of this study are applicable only to the maximum load carrying capability of 
an integrally stiffened panel (i.e., final failure). Alternate failure criteria are 
incompatible with the findings of this study. 
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Table 21 Specimen 2B Geometry (Aft Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.222 0.2120 0.202 dhole (in) 0.375 
t2 (in) 0.177 0.1745 0.172 L1 (in) 15.00 
w1 (in) 8.062 8.062 8.062 L2 (in) 16.00 
w2 (in) 1.995 1.995 1.995 Lcolumn (in) 24.10 
w3 (in) 4.079 4.079 4.079 
w4 (in) 1.988 1.988 1.988 
h1 (in) 2.0325 1.9645 2.1210 
For Stepped Sections Only: 
h2 (in) -- -- 1.740 
L3 (in) -- -- 4.357 
L4 (in) -- -- 3.070 
Section Properties: 
A (in2) 2.2508 2.1658 2.1741 
I (in4) 0.7795 0.6819 0.8175 

















Table 22 Specimen 2C Geometry (Aft Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.222 0.2120 0.202 dhole (in) 0.375 
t2 (in) 0.177 0.1735 0.170 L1 (in) 13.13 
w1 (in) 8.074 8.074 8.074 L2 (in) 14.19 
w2 (in) 1.999 1.999 1.999 Lcolumn (in) 24.27 
w3 (in) 4.084 4.084 4.084 
w4 (in) 1.991 1.991 1.991 
h1 (in) 2.0210 1.9486 2.1090 
For Stepped Sections Only: 
h2 (in) -- -- 1.726 
L3 (in) -- -- 4.983 
L4 (in) -- -- 3.090 
Section Properties: 
A (in2) 2.2479 2.1535 2.1559 
I (in4) 0.7673 0.6659 0.8033 
ρ (in) 0.5842 0.5561 0.6104 
With 0.08" Blend (20:1 Ratio): 
A (in2) -- 2.0250 -- 
I (in4) -- 0.6440 -- 
















Table 23 Specimen 3B Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.308 0.2935 0.279 dhole (in) 0.375 
t2 (in) 0.200 0.1970 0.194 L1 (in) 17.19 
w1 (in) 8.095 8.095 8.095 L2 (in) 18.13 
w2 (in) 2.024 2.024 2.024 Lcolumn (in) 21.77 
w3 (in) 4.039 4.039 4.039 
w4 (in) 2.032 2.032 2.032 
h1 (in) 2.5090 2.4005 2.2920 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 3.0414 2.8882 2.7411 
I (in4) 1.8290 1.5574 1.3151 

















Table 24 Specimen 3C Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.307 0.2920 0.277 dhole (in) 0.375 
t2 (in) 0.205 0.2010 0.197 L1 (in) 15.19 
w1 (in) 8.080 8.080 8.080 L2 (in) 16.25 
w2 (in) 2.025 2.025 2.025 Lcolumn (in) 22.02 
w3 (in) 4.049 4.049 4.049 
w4 (in) 2.006 2.006 2.006 
h1 (in) 2.5203 2.4125 2.3047 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 3.0780 2.9156 2.7594 
I (in4) 1.8557 1.5786 1.3318 
ρ (in) 0.7765 0.7358 0.6947 
With 0.08" Blend (20:1 Ratio): 
A (in2) -- 2.7871 -- 
I (in4) -- 1.5289 -- 
















Table 25 Specimen 5B Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.312 0.3120 0.312 dhole (in) 0.375 
t2 (in) 0.196 0.1960 0.196 L1 (in) 18.89 
w1 (in) 8.085 8.085 8.085 L2 (in) 19.75 
w2 (in) 2.037 2.037 2.037 Lcolumn (in) 21.33 
w3 (in) 4.038 4.038 4.038 
w4 (in) 2.010 2.010 2.010 
h1 (in) 2.5270 2.5270 2.5270 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 3.0392 3.0392 3.0392 
I (in4) 1.8744 1.8744 1.8744 

















Table 26 Specimen 5C Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.313 0.3130 0.313 dhole (in) 0.375 
t2 (in) 0.199 0.1990 0.199 L1 (in) 16.00 
w1 (in) 8.081 8.081 8.081 L2 (in) 17.00 
w2 (in) 2.014 2.014 2.014 Lcolumn (in) 21.24 
w3 (in) 4.071 4.071 4.071 
w4 (in) 1.996 1.996 1.996 
h1 (in) 2.5430 2.5430 2.5430 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 3.0755 3.0755 3.0755 
I (in4) 1.9176 1.9176 1.9176 
ρ (in) 0.7896 0.7896 0.7896 
With 0.14" Blend (10:1 Ratio): 
A (in2) -- 2.8790 -- 
I (in4) -- 1.8261 -- 
















Table 27 Specimen 7B Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.275 0.2575 0.240 dhole (in) 0.375 
t2 (in) 0.211 0.2010 0.191 L1 (in) 17.50 
w1 (in) 8.092 8.092 8.092 L2 (in) 18.50 
w2 (in) 2.027 2.027 2.027 Lcolumn (in) 21.60 
w3 (in) 4.046 4.046 4.046 
w4 (in) 2.019 2.019 2.019 
h1 (in) 2.3023 2.1820 2.0617 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 2.8576 2.6467 2.4435 
I (in4) 1.3362 1.0854 0.8701 

















Table 28 Specimen 7C Geometry (Forward Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.273 0.2560 0.239 dhole (in) 0.375 
t2 (in) 0.215 0.2045 0.194 L1 (in) 0.375 
w1 (in) 8.079 8.079 8.079 L2 (in) 15.63 
w2 (in) 2.022 2.022 2.022 Lcolumn (in) 16.63 
w3 (in) 4.053 4.053 4.053 
w4 (in) 2.004 2.004 2.004 
h1 (in) 2.3145 2.1940 2.0735 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 2.8833 2.6708 2.4657 
I (in4) 1.3525 1.1000 0.8832 
ρ (in) 0.6849 0.6418 0.5985 
With 0.11" Blend (10:1 Ratio): 
A (in2) -- 2.5494 -- 
I (in4) -- 1.0702 -- 
















Table 29 Specimen 8B Geometry (Aft Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.236 0.2265 0.217 dhole (in) 0.375 
t2 (in) 0.190 0.1800 0.170 L1 (in) 12.63 
w1 (in) 8.083 8.083 8.083 L2 (in) 13.50 
w2 (in) 2.006 2.006 2.006 Lcolumn (in) 21.65 
w3 (in) 4.078 4.078 4.078 
w4 (in) 1.999 1.999 1.999 
h1 (in) 2.1449 2.0935 2.0421 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 2.4585 2.3218 2.1866 
I (in4) 0.9614 0.8636 0.7729 

















Table 30 Specimen 8C Geometry (Aft Skin Panel) 
Inboard Center Outboard Vent Holes 
t1 (in) 0.238 0.2275 0.217 dhole (in) 0.375 
t2 (in) 0.184 0.1750 0.166 L1 (in) 10.50 
w1 (in) 8.081 8.081 8.081 L2 (in) 11.50 
w2 (in) 2.005 2.005 2.005 Lcolumn (in) 21.66 
w3 (in) 4.075 4.075 4.075 
w4 (in) 2.001 2.001 2.001 
h1 (in) 2.1309 2.0795 2.0281 
For Stepped Sections Only: 
h2 (in) -- -- -- 
L3 (in) -- -- -- 
L4 (in) -- -- -- 
Section Properties: 
A (in2) 2.4136 2.2807 2.1496 
I (in4) 0.9450 0.8464 0.7552 
ρ (in) 0.6257 0.6092 0.5927 
With 0.08" Blend (20:1 Ratio): 
A (in2) -- 2.1522 -- 
I (in4) -- 0.8181 -- 
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