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Abstract
Particle image velocimetry (PIV) is an experimental technique used to measure fluid flow
fields. However, PIV fields often have spurious and missing velocity vectors that degrade
subsequent analyses. Standard post-processing involves the identification and replacement of
outliers based on local information. We present a method to identify and fill in erroneous or
missing PIV vectors using global information via robust principal component analysis (RPCA),
a statistical technique developed for outlier rejection. RPCA decomposes a data matrix into a
low-rank matrix containing coherent structures and a sparse matrix of outliers. We explore
RPCA on a range of fluid simulations and experiments of varying complexity. First, we ana-
lyze direct numerical simulations of flow past a circular cylinder at Reynolds number 100 with
artificially added outliers, alongside similar PIV measurements at Reynolds number 413. Next,
we apply RPCA to a turbulent channel flow simulation from the Johns Hopkins Turbulence
database, demonstrating that dominant coherent structures are maintained and the turbulent
kinetic energy spectrum remains largely intact. Finally, we investigate PIV measurements be-
hind a two-bladed cross-flow turbine that exhibits both broadband and coherent phenomena.
In all cases, we find that RPCA extracts dominant fluid coherent structures and identifies and
fills in corruption and outliers, with minimal degradation of small scale structures.
1 Introduction
The ability to understand and control fluid flows is foundational to advancing technologies in
health, transportation, energy, and defense. The challenges these fields pose are not easily solved
by first principles analysis without intense simplification. Instead, we rely on data from simula-
tions and experiments (Taira et al., 2017; Duraisamy et al., 2018). The fidelity of both approaches
have improved dramatically, generating vast and increasing volumes of data. Although simula-
tions have become central in fluids research and design, experimental measurements still provide
the ground truth for high Reynolds number flows with complex geometry, as are found in real-
world settings. Improvements in PIV hardware, including more powerful lasers, higher resolu-
tion cameras, advanced image processing technology and the development of tomographic PIV
are providing unprecedented views into real flows (Willert & Gharib, 1991; Adrian, 1991, 2005;
Adrian & Westerweel, 2011; Westerweel et al., 2013; Raffel et al., 2018). However, there is a fun-
damental tradeoff between the quantity and quality of PIV data, in both space and time, and
researchers continue to push the resolution limits of current systems. Thus, flow fields acquired
with PIV often have outliers and missing measurements. These missing vectors may occur in clus-
ters, presenting a challenge for standard vector validation methods (Westerweel & Scarano, 2005).
∗ Corresponding author (ischerl@uw.edu).
Matlab code: github.com/ischerl/RPCA-PIV
Videos: tinyurl.com/RPCA-PIV
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In this work, we leverage global coherent structures to identify and replace spurious values in PIV
data with RPCA (Cande`s et al., 2011).
Experimental techniques to measure fluid flows have evolved rapidly over the past century,
with the ultimate goal of acquiring full fluid flow fields with high spatial and temporal resolution.
With the advent of the laser, non-invasive point measurements became possible with laser Doppler
velocimetry (Yeh & Cummins, 1964; Foreman Jr et al., 1965). Laser-based imaging techniques have
since evolved from point measurements to 2D and 3D field measurements with PIV. In PIV, neu-
trally buoyant and reflective particles are illuminated with a laser and imaged to identify particle
motion (Willert & Gharib, 1991; Adrian, 1991, 2005; Adrian & Westerweel, 2011; Westerweel et al.,
2013; Raffel et al., 2018). PIV has rapidly become a cornerstone of experimental fluid mechanics,
providing non-intrusive fluid velocity field measurements in a wide range of applications.
Despite the undeniable success of PIV, there are several well-known challenges to acquiring
clean and accurate data. To measure a velocity field, a laser illuminates the flow seeded with
passive tracer particles, and precisely timed image pairs are acquired with one or more cameras.
Image pairs are then synthesized into velocity fields on a discrete grid via post-processing using
cross-correlation and vector validation algorithms to estimate particle motion. Multiple factors
in the PIV data acquisition and processing pipeline can contribute to velocity vector outliers that
degrade the resulting velocity fields. These include inadequate illumination and irregularities
in the light field, background speckle, seeding density and non-passivity of the particles, optical
issues such as alignment and aberration, limited resolution and shot noise in the image recording,
and out of plane motion of the particles (Huang et al., 1997; Adrian & Westerweel, 2011).
While many analysis techniques for the resulting flow fields are robust to corrupt velocity
fields, such as finite-time Lyapunov exponents (FTLE) and Lagrangian coherent structures (LCS)
(Haller, 2002; Shadden et al., 2005, 2007; Green et al., 2011; Raben et al., 2014; Farazmand & Haller,
2012), other techniques, such as dynamic mode decomposition (DMD) (Schmid, 2010; Kutz et al.,
2016) are sensitive to outliers (Dawson et al., 2016; Hemati et al., 2017). Even proper orthogonal
decomposition (POD) (Berkooz et al., 1993; Towne et al., 2018), also known as principal component
analysis (PCA), may be biased by outliers (Cande`s et al., 2011). Importantly, these methods all
require velocity fields without missing regions, so interpolation must be used to fill in missing
vectors. There are several processing techniques to improve the quality of PIV data (Hart, 2000;
Nogueira et al., 1997; Garcia, 2011), including predictor-corrector schemes (Schrijer & Scarano,
2008) and spatial filtering (Discetti et al., 2013). The identification of spurious vectors has been
studied extensively (Westerweel, 1994; Duncan et al., 2010), and the normalized median filter is
a robust and well-used method (Westerweel & Scarano, 2005). This approach can handle large
outliers and does not require a model of the physics, but it is a local filtering technique that does
not consider global correlations in the data.
In this work, we investigate the use of RPCA (Cande`s et al., 2011), a robust variant of PCA (Taira
et al., 2017; Brunton & Kutz, 2019), to validate PIV data, identify outliers, and fill-in missing data
using information about the global structure of the flow. RPCA leverages global spatial corre-
lations and sparse regression to remove outliers from data with underlying coherent structure.
RPCA was popularized as the outlier rejection technique underlying the Netflix matrix comple-
tion algorithm for its recommender system and has been widely used for image and video pro-
cessing (Bouwmans & Zahzah, 2014). Figure 1 demonstrates the ability of RPCA to uncover and
isolate the dominant low-rank coherent structure from sparse outliers in flow data. We explore
the method on data from several simulations and experiments where the flow physics are well-
known.
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Figure 1: Schematic of RPCA applied to corrupt flow field data. Corrupted snapshots are arranged
as column vectors in the matrix X, which is decomposed into the sum of a low-rank matrix L and
a sparse matrix of outliers S. (Videos: tinyurl.com/RPCA-PIV)
2 Robust extraction of fluid coherent structures
Extracting coherent structures from data has been a central challenge in fluid mechanics for decades.
POD is a leading method to identify spatially correlated flow structures from data. In snapshot
POD, a data matrix X =
[
x(t1) x(t2) · · · x(tm)
]
is formed by reshaping flow snapshots into
column vectors x. The singular value decomposition (SVD) X = UΣVT is used to identify dom-
inant correlated structures, which are arranged hierarchically in the columns of U. However,
techniques based on least-squares regression, such as POD are highly susceptible to outliers and
corrupted data. To mitigate this sensitivity, Cande`s et al. (2011) have developed a robust principal
component analysis that seeks to decompose a data matrix X into a structured low-rank matrix L
and a sparse matrix S containing outliers and corrupt data:
X = L + S. (1)
The principal components of L are robust to outliers and corrupt data in S.
Mathematically, the goal is to find L and S that satisfy the following:
min
L,S
rank(L) + ‖S‖0 subject to L + S = X. (2)
The rank(L) and the ‖S‖0 terms are non-convex, making this optimization intractable. Instead,
we solve for L and S with high probability using a convex relaxation of (2):
min
L,S
‖L‖∗ + λ0‖S‖1 subject to L + S = X, (3)
where ‖ · ‖∗ is the nuclear norm, given by the sum of singular values, a proxy for rank and λ0 =
λ/
√
max(n,m). The solution to (3) converges to the solution of (2) with high probability if λ = 1,
where n and m are the dimensions of X, given that L is not sparse and S is not low-rank. In the
examples below, these assumptions may only be partially valid, so the optimal value of λ may
vary slightly. The convex problem in (3) is known as principal component pursuit (PCP), and may
be solved using the augmented Lagrange multiplier (ALM) algorithm. Specifically, an augmented
Lagrangian may be constructed:
L(L,S,Y) = ‖L‖∗ + λ0‖S‖1 + 〈Y,X− L− S〉+ µ
2
‖X− L− S‖2F . (4)
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Figure 2: (left) Example flow field data. (right) Singular value spectrum for each data set. Mean
flow travels from left to right in all cases.
We then solve for Lk and Sk to minimize L, update the Lagrange multipliers Yk+1 = Yk + µ(X−
Lk−Sk), and iterate until convergence. In this work an inexact ALM implementation from Sobral
et al. (2015) is used. The alternating directions method (ADM) (Lin et al., 2010; Yuan & Yang, 2009)
provides another simple procedure.
3 Model Flows
We demonstrate the RPCA algorithm on several example data sets of varying complexity, drawn
from direct numerical simulations (DNS) and PIV data from experiments. Figure 2 provides an
overview of the four example flow fields.
3.1 Cylinder flow
Flow past a cylinder is a canonical example in fluid mechanics. We consider data from DNS at a
diameter-based Reynolds number of 100, and from PIV measurements at Reynolds number 413.
The PIV data has an interrogation window spanning 135 × 80 grid points with a resolution of
8 points per cylinder diameter. Data is sampled at a rate of 125 times the shedding frequency
with m = 8, 000 snapshots saved. The DNS provides a benchmark, where the uncorrupted flow
field is known, to quantitatively assess RPCA performance with added salt & pepper corruption.
Corrupted pixels are chosen randomly at a given rate, and both the u and v velocity components at
each selected location are randomly assigned ±10 standard deviations of the streamwise velocity
data. Because vorticity is calculated from velocity fields using a finite-difference derivative, there
is a higher rate of corruption in the vorticity fields than was introduced in the velocity fields.
The DNS data is generated using the immersed boundary projection method of Taira & Colo-
nius (2007) and Colonius & Taira (2008). Each grid contains 449 × 199 points with a resolution of
50 points per cylinder diameter. The data is sampled at 30 times the vortex shedding frequency
with m = 150 snapshots saved.
4
3.2 Turbulent channel flow
For a more complex and multi-scale flow, we consider DNS data from a forced, fully developed
turbulent channel flow data at Reynolds numberReτ = 1, 000, from the Johns Hopkins Turbulence
Database (JHTDS) (Graham et al., 2016). This example provides a test case to see how turbulent
kinetic energy at various scales is filtered depending on the level of added noise. The addition
of noise is similar to the cylinder DNS where randomly selected pixels of the streamwise and
cross-stream velocity fields are assigned a value of ±10 standard deviations of the streamwise
velocity data. Due to the extreme scale of the data, we only consider two-dimensional fields on
the mid-plane, with a 512 × 512 grid of three component velocity measurements spanning the
channel width. Data is sampled at a rate of 966 times the mean flow-through time with m = 1000
snapshots.
3.3 Cross-flow turbine wake
Finally, we consider PIV data from a cross-flow turbine experiment conducted in the Alice C. Tyler
Flume at the University of Washington. This flow exhibits both coherent and broadband phenom-
ena, and provides a challenging test-case for the RPCA algorithm. The interrogation window is
158 × 98 grid points, at a resolution of 99 points per rotor diameter. Data is sampled at a rate
of 32 times the blade-pass frequency with m = 1000 snapshots. Vectors were calculated using
a multi-grid, multi-pass algorithm with adaptive image deformation (Scarano, 2001). Resulting
vector fields were then validated using a normalized median filter with potential replacement by
secondary correlation peaks. The cross-correlation and validation steps result in missing data in
regions of high velocity and shear. To apply RPCA, these missing values are randomly assigned a
value of ±10 standard deviations of the streamwise flow data, making them outliers.
4 Results
We now use RPCA to isolate and remove corrupt entries from several flow fields.
4.1 Cylinder flow
Figure 3 shows the results of RPCA for flow past a cylinder, providing a side-by-side compari-
son of artificially corrupted DNS data with PIV data. Although the Reynolds numbers differ by
a factor of four, the flow fields are qualitatively similar, characterized by periodic, laminar vortex
shedding. Salt and pepper noise is artificially added to 20% of the values of the DNS velocity
fields, and these corrupted fields are processed with RPCA. For λ = 1, RPCA correctly segments
the coherent flow into L and the sparse corruption into S. When λ is too small, RPCA is overly
aggressive, incorrectly including relevant flow structures in S, and when λ is too large, the algo-
rithm does not identify any of the corruption. The mean error and rank of the low-rank matrix L
compared to the true, uncorrupted data X, is shown in Fig. 4 for a varying percentage of corrupt
entries. RPCA is remarkably robust to corruption of greater than 50% of the data.
The DNS with artificial corruption (left) provides a comparison for the results of RPCA on the
experimental PIV data in Fig. 3 (right). For the experiments, the optimal value for λ is less clear.
The low-rank field L for λ = 0.1 is smoother than the field with λ = 1, but the sparse matrix S
contains a significant portion of the wake structures for λ = 0.1, indicating over-filtering; this fil-
tering becomes more pronounced in the movies, where it is clear that much of the high-frequency
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involved in gusts and agile manoeuvres make small wings susceptible to unsteady
laminar separation, which can either enhance or destroy the lift depending on the
specific manoeuvre. For example, certain insects (Birch & Dickinson 2001; Zbikowski
2002; Sane 2003; Wang 2005) and birds (Videler, Samhuis & Povel 2004) use the
shape and motion of their wings to maintain the high transient lift from a rapid
pitch-up, while avoiding stall and the substantially decreased lift that follows. The
enhanced performance observed in bio-locomotion relies on unsteady mechanisms
that will be important for model-based control of MAVs (Zbikowski 2002; Pines &
Bohorquez 2006). The overarching goal of this analysis is to gain an understanding of
the underlying unsteady flow physics of pitching and plunging aerofoils and to develop
tractable reduced-order models suitable for feedback control.
The most important parameter for quantifying the trend towards smaller, slower
vehicles is the dimensionless Reynolds number, Re = cU1/⌫, where c is the chord
length of the wing, U1 is the free stream velocity and ⌫ is the kinematic fluid
viscosity. Small, lightweight vehicles typically experience low Reynolds number, both
because of shorter wing chord length and because lighter weight leads to a lower stall
velocity. Flow over an aerofoil at low Reynolds number is characterized by a thick
laminar boundary layer that may have a stable separation bubble for moderate angles
of attack. The effect of Reynolds number and aspect ratio on stationary small wings is
discussed in Torres & Mueller (2004) and Kaplan, Altman & Ol (2007).
Unsteady aerodynamic forces are readily excited for small vehicles at low Reynolds
numbers, in response to a gust disturbance, aggressive manoeuvring or high-frequency
wing motion. The non-dimensional parameters governing unsteadiness in the flow
over a pitching and plunging rigid aerofoil are the Strouhal number and the reduced
frequency. The Strouhal number is given by St = fA/U1, where f is the frequency of
oscillation and A is the peak-to-peak amplitude of the aerofoil motion. Triantafyllou,
Triantafyllou & Grosenbaugh (1993) and Anderson et al. (1998) demonstrated that
for a pitching or plunging aerofoil, the Strouhal number is typically in the range
of 0.25–0.35 for efficient propulsion, although aspect ratio has been shown to play
a significant role (Buchholz & Smits 2008; Green & Smits 2008). The reduced
frequency, k = ⇡fc/U1, is frequency non-dimensionalized by chord length. Both non-
dimensional frequencies increase with higher frequency oscillations and smaller free-
stream velocities, and they both decrease with smaller wing size. Reduced frequency
unsteadiness is excited by very rapid manoeuvres, regardless of amplitude, while
Strouhal number unsteadiness is excited by a combination of fast and large motion.
Flight dynamic time scales are shorter for MAVs than for traditional aircraft,
because MAVs are lighter and more compact. Therefore, smaller vehicles are able
to perform aggressive manoeuvres without the body inertia attenuating the motion, as
is the case for large aircraft. As flight dynamic and aerodynamic time scales become
comparable, it is more difficult to simultaneously meet various control objectives. This
highlights the need for accurate low-order models that are compatible with both flight
dynamic models and with modern, robust feedback control techniques.
Ahuja & Rowley (2010) demonstrated that the flow past a stationary flat plate, with
2% thickness at Re = 100, undergoes a supercritical Hopf bifurcation at a critical
angle of attack, ↵c ⇡ 27 . Above this angle, the flow is characterized by periodic,
laminar vortex shedding. They go on to develop feedback controllers, based on
balanced proper orthogonal decomposition (BPOD) models (Rowley 2005), to suppress
vortex shedding at large angles of attack; their actuation is a localized body force near
the trailing edge and the sensors measure velocity at two locations in the near-wake.
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Figure 3: RPCA removes noise and outliers in the flow past a cylinder, from DNS (left) with 20%
of velocity field pixels corrupted with salt and pepper noise, resulting in 36% corrupt vorticity
pixels, and PIV m surements (right). As the parameter λ is decreased, RPCA is more aggressive,
eventually incorrectly identifying coher nt flow structures as outliers.
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Figure 4: Error and rank of the low rank matrix L compared with the uncorrupted data X for
varying percentage of corruption.
“noise” in the bypass flow is actually free-stream turbulence, which is consistent with the tur-
bulence intensity of the experiments. Thus, we find that applying RPCA to PIV data involves a
tradeoff between filtering ambient free-stream turbulence and coherent structures of interest.
4.2 Turbulent channel flow
We further investigate the tradeoff between filtering corruption and small-scale structures with the
turbulent channel flow DNS from the Johns Hopkins Turbulence Database. Unlike the cylinder
wake, this flow field contains broadband phenomena. Figure 5 shows RPCA for various levels of
corruption, sweeping across the tuning parameter λ. The corresponding turbulent kinetic energy
(TKE) is shown in Figure 6, providing a summary of the various scales that are filtered. The
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Figure 5: RPCA decomposition for turbulent channel flow data with various levels of added noise
and tuning parameter λ. The turbulent kinetic energy (TKE) provides a summary of the filtering
that occurs at various scales. η represents the percentage of corrupted pixels in the velocity fields
and the border colors are consistent with the plots in Figure 6.
trade-off between filtering noise and coherent structure is readily apparent and the value of λ
that preserves the true TKE spectrum varies with the degree of velocity field corruption. It is not
surprising that the optimal value of λ is not 1 because the channel flow data is not truly low rank.
4.3 Cross-flow turbine wake
As a final example, we consider the use of RPCA to identify outliers and fill in missing PIV data
collected in the wake of a cross-flow turbine, as shown in Fig. 7. There are several stages in the PIV
processing pipeline where RPCA could be applied, including after initial cross-correlation, after
conventional normalized median filter vector validation, and after linear interpolation. The first
two stages have enough missing velocity vectors (23% and 20%, respectively) to degrade the effec-
tiveness of a median filter. In contrast, RPCA provides flow fields that capture dominant coherent
structures while filling in missing vectors; in all examples, we use λ = 1.6, which is chosen so that
the variation in the freestream velocity in the bypass flow visually matches the unprocessed data.
RPCA produces similar results whether performed on cross-correlated or median filtered fields.
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involved in gusts and agile manoeuvres make small wings susceptible to unsteady
laminar separation, which can either enhance or destroy the lift depending on the
specific manoeuvre. For example, certain insects (Birch & Dickinson 2001; Zbikowski
2002; Sane 2003; Wang 2005) and birds (Videler, Samhuis & Povel 2004) use the
shape and motion of their wings to maintain the high transient lift from a rapid
pitch-up, while avoiding stall and the substantially decreased lift that follows. The
enhanced performance observed in bio-locomotion relies on unsteady mechanisms
that will be important for model-based control of MAVs (Zbikowski 2002; Pines &
Bohorquez 2006). The overarching goal of this analysis is to gain an understanding of
the underlying unsteady flow physics of pitching and plunging aerofoils and to develop
tractable reduced-order models suitable for feedback control.
The most important parameter for quantifying the trend towards smaller, slower
vehicles is the dimensionless Reynolds number, Re = cU1/⌫, where c is the chord
length of the wing, U1 is the free stream velocity and ⌫ is the kinematic fluid
viscosity. Small, lightweight vehicles typically experience low Reynolds number, both
because of shorter wing chord length and because lighter weight leads to a lower stall
velocity. Flow over an aerofoil at low Reynolds number is characterized by a thick
laminar boundary layer that may have a stable separation bubble for moderate angles
of attack. The effect of Reynolds number and aspect ratio on stationary small wings is
discussed in Torres & Mueller (2004) and Kaplan, Altman & Ol (2007).
Unsteady aerodynamic forces are readily excited for small vehicles at low Reynolds
numbers, in response to a gust disturbance, aggressive manoeuvring or high-frequency
wing motion. The non-dimensional parameters governing unsteadiness in the flow
over a pitching and plunging rigid aerofoil are the Strouhal number and the reduced
frequency. The Strouhal number is given by St = fA/U1, where f is the frequency of
oscillation and A is the peak-to-peak amplitude of the aerofoil motion. Triantafyllou,
Triantafyllou & Grosenbaugh (1993) and Anderson et al. (1998) demonstrated that
for a pitching or plunging aerofoil, the Strouhal number is typically in the range
of 0.25–0.35 for efficient propulsion, although aspect ratio has been shown to play
a significant role (Buchholz & Smits 2008; Green & Smits 2008). The reduced
frequency, k = ⇡fc/U1, is frequency non-dimensionalized by chord length. Both non-
dimensional frequencies increase with higher frequency oscillations and smaller free-
stream velocities, and they both decrease with smaller wing size. Reduced frequency
unsteadiness is excited by very rapid manoeuvres, regardless of amplitude, while
Strouhal number unsteadiness is excited by a combination of fast and large motion.
Flight dynamic time scales are shorter for MAVs than for traditional aircraft,
because MAVs are lighter and more compact. Therefore, smaller vehicles are able
to perform aggressive manoeuvres without the body inertia attenuating the motion, as
is the case for large aircraft. As flight dynamic and aerodynamic time scales become
comparable, it is more difficult to simultaneously meet various control objectives. This
highlights the need for accurate low-order models that are compatible with both flight
dynamic models and with modern, robust feedback control techniques.
Ahuja & Rowley (2010) demonstrated that the flow past a stationary flat plate, with
2% thickness at Re = 100, undergoes a supercritical Hopf bifurcation at a critical
angle of attack, ↵c ⇡ 27 . Above this angle, the flow is characterized by periodic,
laminar vortex shedding. They go on to develop feedback controllers, based on
balanced proper orthogonal decomposition (BPOD) models (Rowley 2005), to suppress
vortex shedding at large angles of attack; their actuation is a localized body force near
the trailing edge and the sensors measure velocity at two locations in the near-wake.
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Figure 6: Turbulent kinetic energy spectra for various levels of corruption and filtering. As cor-
ruption increases, the filtering remove more high-frequency information along with outliers.
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Figure 7: RPCA of cross-flow turbine wake PIV data. The standard PIV processing pipeline (top
row) includes several steps where RPCA can be applied (bottom row). In the cross-correlated
velocity field (top left), 23% of the velocity vectors are missing. Vector validation reduces the
missing vectors to 20%. Finally, linear interpolation is used to fill in these missing vectors. In
all cases, RPCA captures the relevant phase-averag d coher nt structures with fewer outliers and
missing data, which ap ear as dark spots in the st ndard deviation.
By investigating the standard deviation of all reconstructed flow fields collected at a given turbine
angular position, it is c ear that th RPCA fields mitigate the effect of spurious velocity vectors as
compared to linea interpolation. Thi is consistent with the intuition that v ctor valida ion and
interpolation will fail in these regions where the missing data occurs in large clusters.
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5 Conclusions and discussion
In this work, we have demonstrated the ability of RPCA to effectively recover dominant coher-
ent structures from corrupt flow fields with missing measurements. Unlike standard PCA/POD,
which is based on least squares and is susceptible to outliers and corruption, RPCA utilizes sparse
optimization to separate a data matrix into a low-rank matrix containing correlated structures and
a sparse matrix containing the spurious entries.
We explore RPCA on several fluid flow data sets from DNS and PIV, ranging from laminar vor-
tex shedding behind a circular cylinder, to fully turbulent channel flow DNS, and concluding with
an experimental flow past a cross-flow turbine. These flows exhibit a variety of phenomena and a
range of measurement quality. The DNS examples provide us with a baseline, where it is possible
to add corruption to quantitatively assess the performance of RPCA. In the flow past a cylinder
in DNS, RPCA is extremely effective at separating the true flow field from considerable corrup-
tion, with robust recovery even in flow fields with excess of 70% of the measurements corrupted.
In the experimental counterpart, RPCA is still able to remove large outliers and corruption, al-
though there is a tradeoff between filtering the background turbulence and coherent structures in
the wake. The fully turbulent channel flow DNS provides an opportunity to more fully explore
this tradeoff in a controlled setting, where we can incrementally increase the corruption ratio and
observe the filtering effects on various spatial frequencies. As expected, an increasingly aggressive
filtering leads to degradation at higher wavenumbers, although dominant coherent structures are
robustly preserved. Finally, the wake behind a cross-flow turbine provides a practical real-world
flow that directly benefits from improved PIV processing. Based on these results, we believe that
RPCA can be a valuable algorithm in the arsenal of PIV processing and filtering techniques.
There are a number of future directions motivated by this work. First, RPCA depends on
the hyperparameter λ, and a better understanding of how to choose λ for different conditions is
important. Because RPCA is based on sparse, non-convex optimization, it is also likely that im-
proved optimization techniques may improve speed and robustness. Although this work consid-
ered three-dimensional flows, the data comprised two-dimensional cross-sections, and it would be
interesting to extend the current analysis to flow volumes. In principle, the RPCA method should
generalize, although there may be computational scaling challenges. It would also be interesting
to extend this work to PIV measurements of other turbine configurations (Posa et al., 2016). Finally,
it would be interesting to assess the quality of the RPCA filtered flow fields for downstream anal-
ysis, for example in POD and DMD coherent structure extraction (Taira et al., 2017), in dynamical
systems modeling via Galerkin projection (Noack et al., 2003) or regression (Loiseau & Brunton,
2018) onto the filtered modes, and in control (Berger et al., 2015).
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