Abstract. In this paper estimates for the uniform norm of solutions of parabolic SPDEs are derived. The result is obtained through iteration techniques, motivated by the work of Moser in deterministic settings. As an application of the main result, solvability of a class of semilinear SPDEs is derived.
Introduction
In the present work we consider the following stochastic partial differential equation (SPDE) on [0, T ] × Q,
where the operators L t , and M k t are given by
and Q is a bounded Lipschitz domain in R d . We are interested in boundedness properties of weak solutions. The corresponding problem in the deterministic case, has been extensively studied. The first results are due to [3] and [9] . Boundedness of solutions of SPDEs usually is obtained through embedding theorems of Sobolev spaces. Such results can be obtained from L p −theory, see e.g. [6] , for equations considered on the whole space. This approach requires some smoothness of the coefficients. In [2] , through the technique of Moser's iteration, introduced in [9] , boundedness results are derived without posing smoothness assumption on the coefficients, by staying in the L 2 −framework. This served as a main motivation to our work. However, in [2] , it is assumed that there exist constants λ > β > 0, such that for any ξ ∈ R d , one has a ij ξ i ξ j ≥ λ|ξ| 2 and (72+1/2)σ ik σ jk ξ i ξ j ≤ β|ξ| 2 . In the present paper only the classical stochastic parabolicity condition will be assumed in order to get estimates for the uniform bound of solution.
With the use of our main theorem, existence and uniqueness results for semilinear SPDEs are derived, under a weak condition on the growth of the non-linear term. We construct the solutions, by using comparison techniques, adopted from [4] .
Let us introduce some of the notation that will be used through the paper (for general notions on SPDEs we refer to [12] and [10] ). We consider a complete probability space (Ω, F , P ). It is equipped with a right-continuous filtration (F t ) t≥0 , such that F 0 contains all P -zero sets, and {w k t } ∞ k=1 is a sequence of independent real valued F t -Wiener processes. We denote with H 1 0 (Q) the space of all measurable functions v on Q, vanishing on the boundary, such that v and its generalized derivatives of first order lie in L 2 (Q). The norm on H 1 0 (Q) will be denoted by | · | 2,1 . For p ∈ [1, ∞], the norm in L p (Q) will be denoted by | · | p , while the norm in L p ([0, T ] × Q) will be denoted by · p . The same notation will be used also for the norm in spaces of l 2 −valued functions. We set
where P denotes the predictable σ-algebra. To ease the notation, we use the summation convention with respect to repeated indices, and when it does not cause confusion, for integrals of the type Q f dx and t 0 Q f dxds, we drop the measures and we write Q f and t 0 Q f , respectively. The constants in the calculations, usually denoted by N , may change from line to line, but, unless otherwise noted, they always depend only on the structure constants of the equation (see Section 2) .
The rest of the paper is organized as follows. In Section 2 the assumptions are formulated and the main theorems are stated. In Section 3 preliminary results are collected, which are then used in the proof of the main theorem in Section 4. In Section 5, we apply our result, in combination with the comparison principle, to construct solutions for a class of semilinear SPDEs.
Formulation and Main Results
We pose the following conditions on equation (1.1). 
There exists a constant λ > 0 such that for all ω, t, x and for all ξ = (ξ 1 , ...
We will refer to the constants K, T, λ, d and |Q|, where the later is the Lebesgue measure of Q, as structure constants.
we have with probability one
By [8] , under these assumptions (1.1) admits a unique L 2 −solution. Moreover, the following estimate holds for q ≤ 2,
where
The following is our main result.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 hold, and let u be the unique
3)
Remark 2.1. Notice that by interpolating between (2.2) and (2.3), for any p ≥ 2 and q ≤ 2, one obtains
where N can be chosen to be independent of p. In fact, such a uniform estimate for the L p -norms of the solutions is equivalent to Theorem 2.1 for q ≤ 2.
The arguments in Sections 3 and 4 can be easily applied to equations of other types, even when uniqueness of solutions is not known. In [2] , for instance, the following quasilinear equation is considered:
Here in addition to Assumption 2.1, we assume that the functions f , g, and h are P × B(Q × R × R d )-measurable, with values in R, R d , and l 2 , respectively. Moreover, they are supposed to satisfy the following growth conditions uniformly in ω, t, x:
for some α, β constants, and Assumption 2.2 is modified to
Theorem 2.2. Let the assumptions formulated above hold, and let u be an 5) where
Notice that Theorem 2.1 is not a consequence of Theorem 2.2 and vice versa. However, as mentioned before, Theorem 2.2 can be proved by following the same steps as in the linear case, and therefore the proof is omitted.
Preliminaries
We set γ = (d + 2)/d. The following embedding theorem is an additive version of Theorem 6.9, [5] .
We are also going to use the following result (see Proposition IV.4.7 and Exercise IV.4.31/1, [11] ). Proposition 3.2. Let X be a non-negative, adapted, right-continuous process, and let A be a non-decreasing, continuous process such that
for any bounded stopping time τ . Then for any σ ∈ (0, 1)
The difference between the next lemma and Lemma 8 in [2] , is that we obtain supremum estimates, that are essential for having (3.7) almost surely, for all t ∈ [0, T ]. Therefore, we give a whole proof for the sake of completeness.
Lemma 3.3. Let τ ≤ T be a stopping time, and suppose that u satisfies equation
, and ψ ∈ L p for some p ≥ 2. Then for any 0 < q ≤ p there exists a constant N = N (q, d, K, λ, p), such that
Moreover, almost surely
for any t ≤ τ .
Remark 3.1. The reason why (3.7), and many subsequent calculations are done up to stopping times is to avoid using uniqueness of solutions. This is necessary, for instance, when one wishes to apply these arguments for the proof of Theorem 2.2.
Proof. Consider the functions
Then one can see that φ n are twice continuously differentiable, and satisfy
where N depends only on p and n ∈ N. Let τ 1 ≤ T be a stopping time and set τ 2 = τ 1 ∧ τ . Then for each n ∈ N we have almost surely
for any t ∈ [0, T ] (see for example, Section 3 in [7] ). For the functions φ n we have that for any r ∈ R ,φ n (r) → |r| p , φ ′ n (r) → p|r| p−2 r, φ ′′ n (r) → p(p − 1)|r| p−2 , as n → ∞, and 9) where N depends only on p. Also the following inequalities hold:
φ n (r) By Young's inequality, and the parabolicity condition we have (3.10) where N = N (d, K, ǫ), and m (n) t is the martingale from (3.8). By the properties of φ n and its derivatives, the following hold:
where N depends only on p and ǫ.
Hence by taking expectations we obtain
where N = N (d, p, K, λ) and
By Gronwall's lemma we get
. Going back to (3.10), using the same estimates, and the above relation, by taking suprema up to τ 1 we have
where N = N (T, d, p, K, λ). Hence,
and by Fatou's lemma we get (3.6) for q = p. The q < p case can be covered by applying Proposition 3.2 with σ = q/p. For (3.7), we go back to (3.8) , and by letting a subsequence n(k) → ∞ and using the dominated convergence theorem, we see that each term converges to the corresponding one in (3.7) almost surely, for all t ≤ τ . This finishes the proof.
Corollary 3.4. Let τ ≤ T be a stopping time, and suppose that u satisfies equation (1.1) for t ≤ τ Set p = 2γ n with n ∈ N. Then, almost surely, for all t ≤ τ
where m t is the martingale from (3.7), κ = 4γ/(γ − 1), and N, N ′ are constants depending only on K, d, T, λ.
Proof. By Lemma 3.3, the parabolicity condition, and Young's inequality we have
Then by Young's inequality we have
and for n ≥ 1
The case n = 0 can be covered by taking N = 16N ′′ .
Proof of Theorem 2.1
Proof. Throughout the proof, the constants N in our calculations will be allowed to depend on q as well as on the structure constants. Without loss of generality we assume that the right hand side in (2.3) is finite. In addition, first suppose that for every p ≥ 2,
Let τ ≤ T be a stopping time, and let v satisfy equation (1.1), for t ≤ τ . Recall that γ = (d + 2)/d > 1. By applying Lemma 3.1 tov = |v| p/2 , we have, for any p ≥ 2
To estimate the right-hand side above, first notice that, if p = 2γ n for some n, then by taking supremum in the inequality from Corollary 3.4, we have for any stopping time
where τ 2 = τ 1 ∧ τ . By the Davis inequality we can write
Applying Young's inequality and recalling the already seen estimates for the second term yields
for any ε > 0. With the appropriate choice of ε, combining this with (4.13) and using Corollary 3.4 once again, now without taking supremum, we get
and the last expectation vanishes. Now consider
for a large enough, but fixed C. The argument above gives that
Therefore the condition of Proposition 3.2 is satisfied, and thus for p > q we obtain
Let us choose p = p n = 2γ n for n ≥ 0, and introduce the notation c n = (N p κ+1 n ) q/pn pn pn−q . Upon combining the above with (4.12), for p n > q we can write
. for t ≤ τ n . The new data now satisfy (4.11), therefore by (4.15)
≤ N E( f 
Semilinear SPDEs
In this section, we will use the uniform estimates obtained in the previous section, to construct solutions for the following equation du t = (L t u t + f t (u t ))dt + (M k t u t + g 
