Generalized rank weights : a duality statement by Ducoat, Jérôme
ar
X
iv
:1
30
6.
38
99
v2
  [
cs
.IT
]  
31
 O
ct 
20
13
Generalized rank weights: a duality statement
Jérôme Ducoat
Division of Mathematical Sciences,
School of Physical and Mathematical Sciences,
Nanyang Technological University, Singapore
Email: jducoat@ntu.edu.sg
Abstract
We consider linear codes over some fixed finite field extension Fqm/Fq, where Fq is an arbitrary finite field. In [1],
Gabidulin introduced rank metric codes, by endowing linear codes over Fqm with a rank weight over Fq and studied their
basic properties in analogy with linear codes and the classical Hamming distance. Inspired by the characterization of the
security in wiretap II codes in terms of generalized Hamming weights by Wei [8], Kurihara et al. defined in [3] some
generalized rank weights and showed their relevance for secure network coding. In this paper, we derive a statement for
generalized rank weights of the dual code, completely analogous to Wei’s one for generalized Hamming weights and we
characterize the equality case of the rth-generalized Singleton bound for the generalized rank weights, in terms of the rank
weight of the dual code.
I. Introduction
Let q be the power of some prime number, let m ≥ 1. We denote by Fq (resp. Fqm) the field (unique up to
isomorphism) with q (resp. qm) elements. Then Fqm/Fq is a field extension of degree m.
Let n ≥ 1 and consider the vector space Fnqm . Let (u1, ...., um) be a basis of Fqm , seen as an m-dimensional
vector space over Fq. For every x = [x1, ..., xn] ∈ Fnqm , there exist some coefficients x j,i ∈ Fq for 1 ≤ i ≤ n and
1 ≤ j ≤ m such that, for every 1 ≤ i ≤ n,
xi =
m∑
j=1
x j,iu j.
We then set
λ(x) =
[
xi, j
]
∈ Matn,m(Fq).
Let C be a linear code over Fqm of length n (i.e. a vector subspace of Fnqm). Gabidulin ([1] and also Roth
independently, [5]) defined the rank of a vector x ∈ Fnqm (denoted by rk(x)) to be the rank of λ(x), the rank
distance between two codewords x, y ∈ C to be rk(x − y) and the rank weight of C by
d(λ(C)) = min
x∈C\{0}
rk(x).
In [6], in the framework of linear network coding, Silva and Kschischang proposed the rank distance to
characterize when wiretap network codes achieve perfect secrecy.
A natural question arose then, about the existence of generalized rank weights, in analogy with the
generalized Hamming weights defined by Wei in [8], known to describe the equivocation of the eavesdropper
for wiretap II codes.
A first step in this direction was given by Oggier and Sboui [4] and was completed independently in [3], by
Kurihara, Matsumoto and Uyematsu. We first introduce some tools. For every x = [x1, ..., xn] ∈ Fnqm , we denote
by xq the vector [xq1, ..., xqn]. For every vector subspace V ⊂ Fnqm , we set Vq = {xq | x ∈ V}.
2We then consider the set Γ(Fnqm) = {V ⊂ Fnqm | Vq = V}. For every vector subspace V of Fnqm , we set
V∗ =
m−1∑
j=0
Vq j .
Then V∗ is the smallest subspace containing V and belonging to Γ(Fnqm).
Recall that C is a linear code over Fqm of length n. Let k be its dimension. For every 1 ≤ r ≤ k, a refinement
of the definition proposed by Oggier and Sboui for the rth-generalized rank weight in [4] is
dr (λ(C)) = min
D⊂C
dim D=r
max
x∈D∗
rk (λ(x))
and the definition proposed by Kurihara, Matsumoto and Uyematsu in [3] is
Mr(C) = min
V∈Γ(Fnqm )
dim(C∩V)≥r
dim V.
Notice that the D∗ involved in the first definition means the smallest subspace containing D and stable by
the q-power componentwise, as defined above.
We let the reader note that these two definitions are given in analogy with the rth-generalized Hamming
weight, defined as follows by Wei in [8] : for every 1 ≤ r ≤ k,
dr(C) = min
D⊂C
dim D=r
max
x∈D
| Supp(D) |= min
V∈Λ(Fnqm )
dim(V∩C)≥r
dim V,
where Supp(D) = {i ∈ {1, ..., n} | ∃x = [x1, ..., xn] ∈ D, xi , 0}, | . | denotes the order of a set, and Λ(Fnqm)
is the set of the vector subspaces of Fnqm , generated by elements of the canonical basis. Note that the right
equality is easy to check in that case.
Kurihara, Matsumoto and Uyematsu proved the following ([3], Lemma 11).
Proposition I.1.
Let n ≤ m. For every x ∈ Fnqm , dim (〈x〉∗) = rk (λ(x)) .
This immediately shows that M1(C) = d(λ(C)) = d1(λ(C)). In Section II, we prove that Mr(C) = dr(λ(C))
for every 1 ≤ r ≤ k in the case where n ≤ m.
In [3], Kurihara, Matsumoto and Uyematsu proved the following monotonicity property ([3], Lemma 9):
Theorem I.2. We have 1 ≤ M1(C) < M2(C) < ... < Mk(C) ≤ n.
We also give in Section II a different proof of this statement. Note that the monotonicity property legitimates
these two definitions as a suitable candidate for the notion of generalized rank weight.
In Section III, we continue the analogy with generalized Hamming weights, extending to generalized rank
weights the statement that Wei proved in [8], Theorem 3. Let C⊥ denote the dual code, that is to say the
orthogonal vector subspace with respect to the usual bilinear form
〈., .〉 : ([x1, ..., xn], [y1, ..., yn]) 7→
n∑
i=1
xiyi.
3We then link the generalized rank weights of the dual code C⊥ to the generalized rank weights of C:
Theorem I.3. Let C be a linear code of dimension k over Fqm and of length n. Then
{Mr(C) | 1 ≤ r ≤ k} = {1, ..., n} \ {n + 1 −Mr(C⊥) | 1 ≤ r ≤ n − k}.
As a consequence of this statement, we end this paper by deriving a characterization of the equality case in
the rth-generalized Singleton bound for the generalized rank weights ([3], Proposition 10), in terms of the rank
weight of the dual code.
II. General properties for the generalized rank weights
The aim of this section is to prove that both previously proposed generalized weights are the same.
Proposition II.1. Let n ≤ m. For every 1 ≤ r ≤ k, dr (λ(C)) =Mr(C).
Proof. Let us first prove that dr (λ(C)) ≤ Mr(C). Let V ∈ Γ(Fnqm ) such that dim (C ∩ V) ≥ r. Let D be a subspace
of C ∩ V of dimension r. For every x ∈ D∗, by Proposition I.1,
dim (〈x〉∗) = rk (λ(x)) .
Since D∗ is the smallest invariant subset containing D, then D∗ ⊂ V , so x ∈ V and since V is invariant by the
elevation to the power q, we have 〈x〉∗ ⊂ V , so dim (〈x〉∗) ≤ dim V . Hence, for every x ∈ D∗, rk (λ(x)) ≤ dim V ,
thus
max
x∈D∗
rk (λ(x)) ≤ dim V.
Therefore,
dr (λ(C)) ≤ dim V.
Since this inequality is true for every invariant subspace V such that dim(V ∩ C) ≥ r, we get that
dr (λ(C)) ≤ Mr(C).
We now come to the converse inequality. It follows from the following lemma :
Lemma II.2. Assume that n ≤ m. Let V ∈ Γ(Fnqm ). Then there exists x ∈ V such that V = 〈x〉∗.
Proof. Let l be the dimension of V . Then there exists some basis (e1, ..., el) of V coming from Fq (i.e. every
coefficient of the ei belongs to Fq, see [7], Lemma 1). Let x ∈ V with coefficients x1, ..., xl when x is decomposed
in the basis (e1, ..., el) (these coefficients belong to Fqm). Assume that the family (x1, ..., xl) is free over Fq. Then
a vector y =
l∑
i=1
yiei in V belongs to 〈x〉∗ if and only if there exist some µ0, ..., µm−1 ∈ Fqm such that, for every
i = 1...l,
yi =
m−1∑
j=0
µ jx
q j
i ,
which is equivalent to 
y1
...
yl
 =

x1 x
q
1 · · · x
qm−1
1
...
...
...
xl x
q
l · · · x
qm−1
l


µ0
...
µm−1
 .
4Since the family (x1, ..., xl) is free over Fq, the matrix
x1 x
q
1 · · · x
qm−1
1
...
...
...
xl x
q
l · · · x
qm−1
l

has maximal rank l. Therefore, dim(〈x∗〉) = l = dim V , which proves that V = 〈x∗〉.
This completes the proof of Proposition II.1. 
We continue Section II by giving another proof of the monotonicity property, already stated by Kurihara,
Matsumoto and Uyematsu ( [3], Lemma 9). More precisely, we prove here the following proposition.
Proposition II.3. Let C be a linear code of dimension k and length n over Fqm . Then, for every 1 < r ≤ k,
(qmr − 1)Mr−1(C) ≤ (qmr − qm)Mr(C).
Proof. Let 1 < r ≤ k. Let t denote the quotient q
mr−1
qm−1 . It is well-known that t is the number of (r−1)-dimensional
subspaces in a vector space of dimension r over Fqm (see for instance [2] Exercise 431).
Let D be an r-dimensional subspace of C such that Mr(C) = dim D∗. We enumerate by D1, ..., Dt the list of
all the (r − 1)-dimensional subspaces of D.
We want to show that
(qmr − 1)Mr−1(C) ≤ (qmr − qm)Mr(C),
i.e. that
(qmr − 1) (Mr(C) −Mr−1(C)) ≥ (qm − 1)Mr(C),
which is equivalent to
t (Mr(C) −Mr−1(C)) ≥ Mr(C).
Moreover, Mr(C) = dim D∗ and for every 1 ≤ i ≤ t, dim D∗i ≥ Mr−1(C), so it is enough to prove that
t∑
i=1
(dim D∗ − dim D∗i ) ≥ dim D∗. (1)
Set s = dim D∗. Since D∗ belongs to Γ(Fnqm ), we can find a basis (e1, ..., es) of elements which have
coordinates in Fq (see [7], Lemma 1). For 1 ≤ j ≤ s, let V j be the (s − 1)-dimensional subspace of D∗
generated by the family (e1, ..., ê j, ..., es), where the ê j means that the vector e j is excluded from this family.
These vector spaces V j belong to Γ(Fnqm) (since they have a basis with coordinates in Fq) and have dimension s−1.
Let 1 ≤ j ≤ s and consider the intersection V j ∩ D. Then V j ∩ D ( D (otherwise it would contradict the
minimality of dim D∗). Since D 1 V j, dim(V j + D) > dim V j, then dim(V j + D) = dim D∗ = s and we have
dim(V j ∩ D) = dim V j + dim D − dim(V j + D) = s − 1 + dim D − s = dim D − 1 = r − 1.
Therefore, there exists i j ∈ {1, ..., t} such that Di j = V j ∩ D. Here we catch the reader’s attention on the
fact that the i j might be the same for different indices j. Up to reindexing the basis (e1, ..., es) (and hence the
subspaces V1, ...,Vs), we can assume that there exist some integers t1, ..., ts such that
for every 1 ≤ l ≤ t1, Vl ∩ D = Dit1 ,
for every t1 + 1 ≤ l ≤ t2, Vl ∩ D = Dit2 ,
...
5for every ts + 1 ≤ l ≤ ts = s, Vl ∩ D = Dits ,
with the subspaces Dit1 , ..., Dits two by two distinct.
Thus, we have, for every 1 ≤ j ≤ s, D∗it j ⊂ Vt j−1+1 ∩ · · · ∩ Vt j (with the convention that t0 = 0) and taking
dimensions,
dim D∗it j ≤ s − (t j − t j−1).
Therefore,
s∑
i=1
(dim D∗ − dim D∗it j ) ≥
s∑
i=1
(t j − t j−1) = ts − t0 = s.
Since we have the obvious inequality
s∑
i=1
(dim D∗ − dim D∗it j ) ≤
t∑
i=1
(dim D∗ − dim D∗i ),
Inequality (1) holds, which completes the proof of Proposition II.3. 
As an immediate consequence of the monotonicity property (Theorem I.2), Kurihara, Matsumoto and
Uyematsu stated that the generalized Singleton bounds hold for generalized rank weights ([3], Proposition
10).
Corollary II.4. Keeping the notation above, let 1 ≤ r ≤ k. Then, we have
Mr(C) ≤ n − k + r.
We also remark here that it directly followed from the fact that for every 1 ≤ r ≤ k, Mr(C) is always lower
than or equal to the rth-generalized Hamming weight.
Definition 1. Keeping the notation above, we say that a linear code C of dimension k and length n over Fqm
is rth-rank MRD (or in short r-MRD) if we have Mr(C) = n − k + r.
At the end of Section III, we give a characterization for a code to be r-MRD in terms of the (first) rank
distance of its dual code C⊥.
Note also that for (generalized) Hamming weights, a refinement of the (generalized) Singleton bound, called
Griesmer bound holds (see for instance [2], Theorem 7.10.10). It is then natural to wonder whether such
analogous bounds hold for the generalized rank weights. The answer is positive but due to the constraints on
q, m and n, these bounds are exactly identical to the generalized Singleton bounds.
III. Duality and generalized rank weights : proof of Theorem I.3
Recall that the dual (orthogonal) code of C, denoted by C⊥, is defined as
C⊥ = {x ∈ Fnqm | ∀y ∈ C, 〈x, y〉 = 0},
where 〈., .〉 is the bilinear form defined in Section I. We state the following lemma :
Lemma III.1. Let V ∈ Γ(Fnqm). Then V⊥ ∈ Γ(Fnqm).
6Proof. Let x ∈ V⊥. We need to show that xq ∈ V⊥. Then, let y ∈ V . Let us prove that 〈xq, y〉 = 0. Since
y = [y1, ..., yn] ∈ V = Vq, there exists some z = [z1, ..., zn] ∈ V such that y = zq. Hence, we have∑
1≤i≤n
x
q
i yi =
∑
1≤i≤n
x
q
i z
q
i
=

∑
1≤i≤n
xizi

q
= 0q = 0,
which completes the proof. 
Let us recall the statement of Theorem I.3, which we are to prove here.
Theorem. Let C be a linear code of dimension k over Fqm and of length n. Then
{Mr(C) | 1 ≤ r ≤ k} = {1, ..., n} \ {n + 1 −Mr(C⊥) | 1 ≤ r ≤ n − k}.
Proof. We start with stating the following lemma :
Lemma III.2. Let 1 ≤ r ≤ n − k and let t = k + r −Mr(C⊥). Then,
1) Mt(C) ≤ n −Mr(C⊥);
2) for every ∆ > 0, Mt+∆(C) , n −Mr(C⊥) + 1.
Before proving it, we first show that this lemma is enough to conclude. Lemma III.2 implies that for every
1 ≤ r ≤ n − k and for every s ≥ t,
Ms(C) , n + 1 −Mr(C⊥).
Moreover, for every s < t, by the monotonicity property (Theorem I.2),
Ms(C) < Mt(C) < n + 1 −Mr(C⊥),
hence
{Ms(C) | 1 ≤ s ≤ k} ∩ {n + 1 −Mr(C⊥) | 1 ≤ r ≤ n − k} = ∅.
Furthermore, the cardinality of the union
{Ms(C) | 1 ≤ s ≤ k} ∪ {n + 1 −Mr(C⊥) | 1 ≤ r ≤ n − k}
is equal to k + n − k = n (thanks to the monotonicity property (Theorem I.2) again). Since now both sets are
included in {1, ..., n}, then
{Ms(C) | 1 ≤ s ≤ k} ⊔ {n + 1 −Mr(C⊥) | 1 ≤ r ≤ n − k} = {1, ..., n},
which completes the proof of Theorem I.3.
Let us now prove Lemma III.2 :
Proof. Let 1 ≤ r ≤ n − k.
1) We set t = k + r − Mr(C⊥). We want to show that Mt(C) ≤ n − Mr(C⊥). Let V ∈ Γ(Fnqm) such that
dim(V ∩C⊥) ≥ r and dim V =Mr(C⊥). We have
dim(V ∩ C⊥) = dim V + dim C⊥ − dim(V +C⊥)
=Mr(C⊥) + n − k − dim
((
V⊥ ∩ (C⊥)⊥)⊥)
=Mr(C⊥) + n − k − n + dim(V⊥ ∩C)
=Mr(C⊥) − k + dim(V⊥ ∩C).
7Since dim(V ∩ C⊥) ≥ r, we get that
t = r + k −Mr(C⊥) ≤ dim(V⊥ ∩C).
Therefore,
n −Mr(C⊥) = n − dim V = dim(V⊥) ≥ Mt(C)
(since V ∈ Γ(Fnqm ), then V⊥ ∈ Γ(Fnqm) by Lemma III.1).
2) We make a proof by contradiction in assuming that there exists some ∆ > 0, such that
Mt+∆(C) = n + 1 −Mr(C⊥).
Then there exists V ∈ Γ(Fnqm) such that dim(V ∩C) ≥ t + ∆ and dim V = n + 1 −Mr(C⊥). We have
dim(V ∩C) = dim V + dim C − dim(V + C) = n + 1 −Mr(C⊥) + k − (n − dim(V⊥ ∩C⊥)).
Since dim(V ∩ C) > t, we get that
t < 1 −Mr(C⊥) + k + dim(V⊥ ∩C⊥)
k + r −Mr(C⊥) < 1 −Mr(C⊥) + k + dim(V⊥ ∩C⊥)
r − 1 < dim(V⊥ ∩ C⊥).
Since V⊥ ∈ Γ(Fnqm ) by Lemma III.1 and dim(V⊥ ∩C⊥) ≥ r, we have
dim V⊥ ≥ Mr(C⊥).
However,
dim V⊥ = n − dim V = n − (n + 1 −Mr(C⊥)) =Mr(C⊥) − 1,
which contradicts the previous inequality.
This completes the proof of Lemma III.2 and that of Theorem I.3. 
We can then derive from Theorem I.3 the following characterization of the r-MRD codes in terms of the
rank weight of the dual code :
Corollary III.3. Keeping notation as in Theorem I.3, for every 1 ≤ r ≤ k, the code C is r-MRD if and only if
Mr(C⊥) ≥ k − r + 2.
Proof. Let 1 ≤ r ≤ k. Assume first that Mr(C) = n − k + r. By monotonicity property (Theorem I.2), for all
r ≤ s ≤ k, we have Ms(C) = n − k + s. Hence, for all r ≤ s ≤ k,
n + 1 −Ms(C) = n + 1 − (n − k + s) = k − s + 1
and by Theorem I.3,
{1, 2, . . . , k − r + 1} ⊆ {1, ..., n} \ {Mt(C⊥) | 1 ≤ t ≤ n − k}.
It implies that d(λ(C⊥)) =M1(C⊥) ≥ k − r + 2.
Conversely, assume that d(λ(C⊥)) ≥ k − r + 2. By monotonicity property (Theorem I.2), it means that
{1, ..., k − r + 1} ∩ {Mt(C⊥)|1 ≤ t ≤ n − k} = ∅
and Theorem I.3 implies that
{1, ..., k − r + 1} ⊆ {n + 1 −Ms(C)|1 ≤ s ≤ k}.
Finally, again by the monotonicity property (Theorem I.2), we obtain that
Mk(C) = n, Mk−1(C) = n − 1,. . ., Mr(C) = n + 1 − (k − r + 1) = n − k + r
which proves that C is r-MRD. 
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