Robust regression with covariate filtering: Heavy tails and adversarial
  contamination by Pensia, Ankit et al.
ar
X
iv
:2
00
9.
12
97
6v
1 
 [m
ath
.ST
]  
27
 Se
p 2
02
0
Robust regression with covariate filtering:
Heavy tails and adversarial contamination
Ankit Pensia
University of Wisconsin-Madison
ankitp@cs.wisc.edu
Varun Jog
University of Wisconsin-Madison
vjog@ece.wisc.edu
Po-Ling Loh
University of Wisconsin-Madison
ploh@stat.wisc.edu
September 29, 2020
Abstract
We study the problem of linear regression where both covariates and responses are potentially
(i) heavy-tailed and (ii) adversarially contaminated. Several computationally efficient estimators
have been proposed for the simpler setting where the covariates are sub-Gaussian and uncon-
taminated; however, these estimators may fail when the covariates are either heavy-tailed or
contain outliers. In this work, we show how to modify the Huber regression, least trimmed
squares, and least absolute deviation estimators to obtain estimators which are simultaneously
computationally and statistically efficient in the stronger contamination model. Our approach
is quite simple, and consists of applying a filtering algorithm to the covariates, and then apply-
ing the classical robust regression estimators to the remaining data. We show that the Huber
regression estimator achieves near-optimal error rates in this setting, whereas the least trimmed
squares and least absolute deviation estimators can be made to achieve near-optimal error after
applying a postprocessing step.
1 Introduction
Robust linear regression is a well-studied topic in statistics, both from the viewpoint of theory
and practice [31, 26, 49]. It has long been observed that the introduction of even a handful of
outliers can massively affect the quality of a regression estimator; furthermore, high-leverage points,
which are outlying in terms of their covariate values, have the potential for even more drastic
consequences. Various methods have been proposed to alleviate the effect of outliers in the data,
including diagnostic tests which focus on identifying and removing outliers [14]. On the other hand,
such methods are mostly heuristic and few theoretical results exist in this area.
Much classical work in robust linear regression focuses on developing and analyzing estimators
that are applied aggregately to an entire data set and are relatively insensitive to certain types of
perturbations in the data. These estimators include different families of M -estimators [30], GM -
estimators [48], S-estimators [59], and MM -estimators [70], among others. Notably, most of the
corresponding statistical theory has focused on analyzing i.i.d. data, often assumed to be drawn from
a mixture distribution involving the parametric model and a (possibly heavy-tailed) contaminating
distribution. Recent years have seen a flurry of activity on the somewhat different topic of adversarial
contamination—spurred by advances in the theoretical computer science community and motivated
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by modern machine learning applications—and several approaches have subsequently been proposed
for estimating the mean of a multivariate distribution [21]. An interesting question which has
remained largely unaddressed is whether simpler and seemingly more straightforward approaches
such as M -estimation can be proven to achieve similar error guarantees as the more complicated
proposals which have emerged from this line of work.
On the topic of M -estimation, Sasai and Fujisawa [62] recently derived bounds for linear regres-
sion with a Huber loss when adversarial contamination may be present in the response variables.
Slightly earlier analysis from Bhatia et al. [4, 3] provided guarantees for the popular least trimmed
squares estimator [60] with adversarially contaminated responses. In contrast, no analogous error
bounds have been furnished for the behavior of these or other estimators when the covariates are
adversarially contaminated. Rather, a series of classical results on the low breakdown point of re-
gression estimators [15] established the rather pessimistic message that adversarially contaminating
even a single data point in both covariates and responses may have an unbounded effect on the ac-
curacy of a convex M -estimators such as the Huber or least absolute deviation regression estimators
(see, e.g., Maronna et al. [49] and the references cited therein). Of course, the difficulty in using
nonconvex loss functions is that nontrivial challenges arise in optimization.
We note, however, that the failure of simple M -estimation assumes that all the points are
included in the estimation procedure, whereas a grossly outlying point might easily be flagged
before fitting a moderately robust estimator on the remaining data. In Huber’s textbook [31, p.
152], we find the following comment: “Undoubtedly, a typical cause for breakdown in regression
are gross outliers in the carrier X. In the robustness literature, the problem of leverage points and
groups has therefore been tackled by so-called high breakdown point regression. . . . I doubt that
this is the proper approach. . . . In my opinion, if there are sizable minority components, the task of
the statistician is not to suppress them, but to disentangle them." However, the literature on how
to perform outlier removal in a theoretically rigorous manner is fairly sparse.
Regarding heavy-tailed distributions, the ordinary least squares estimator may be shown to be
highly suboptimal when the additive errors are allowed to be heavy-tailed (cf. Proposition B.2 in
the appendix). Concretely, in a setting with p parameters, n data points, and noise variance σ2, the
ℓ2-error of the ordinary least squares estimator may increase as Θ
(
σ
√
p
nτ
)
with probability τ—in
contrast to the error bound O
(
σ
√
p
n + σ
√
log(1/τ)
n
)
, which may be achieved under sub-Gaussian
distributional assumptions. Starting from the seminal work of Catoni [9], the topic of heavy-tailed
estimation has been an active area of research in theoretical statistics in recent years [51, 52, 46,
42, 27, 45, 17, 28], and for regression, Lugosi and Mendelson [46, 45] introduced an estimator based
on a median-of-means algorithm which achieves the sub-Gaussian error rate even in heavy-tailed
scenarios, provided n = Ω(p). On the other hand, the proposed estimator has running time which
is exponential in the dimension, hence is not computationally feasible for large p. More recently,
Cherapanamjeri et al. [13] proposed a polynomial-time estimator with the desired error rate when
n = Ω˜
(
p
√
log(1/τ)
)
. However, the estimator requires the covariates to satisfy a stronger condition:
a sum-of-squares (SOS) certifiable proof of degree 8. The proposed algorithm uses an SOS hierarchy
and involves solving a large semidefinite program which, although achievable in polynomial time, is
not very practical.
1.1 Our contributions
In this paper, we take a cue from the literature on robust mean estimation under adversarial
contamination, in which the proposed algorithms implicitly involve a filtration or screening step to
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identify and remove outlying data points, after which a (weighted) empirical mean is computed on
the remaining data [40, 18] (cf. Section 2.3 below). The success of these filtering-based algorithms
stems from a useful lemma which states that when the distribution of the uncontaminated data is
isotropic, the empirical mean of a set of data points which have an approximately spherical empirical
covariance matrix will be close to the true mean. The filtering mechanism consequently operates by
iteratively removing data points until the remaining set is approximately isotropic—theoretically,
one can show that the proposed filters do not remove too many uncontaminated data points, while
removing any adversarially introduced outliers that are far from the true mean. A key insight of
this paper is that the condition of approximate isotropy of the empirical covariance (also known
as stability) is in fact a sufficient condition for the success of classical robust regression estimators
such as the Huber M -estimator, least trimmed squares (LTS), and least absolute deviation (LAD)
estimator. Thus, an adversarially contaminated data set may first be preprocessed by applying a
filter to the covariates, and then the classical estimator may be applied to the remaining data to
obtain an overall estimate close to the true regression vector. A careful analysis shows that this
method can be applied to data sets which possess adversarial contamination in both the covariates
and responses. Furthermore, the same method can be used to obtain error guarantees for heavy-
tailed covariates and/or responses. Perhaps it is unsurprising that both adversarial contamination
and heavy-tailed distributions may be treated using similar estimators, since in the latter case,
“outlying" points may be seen as occurring due to randomness naturally present in the sample
rather than having been introduced adversarially.
We will assume throughout our paper that prior to contamination, the covariates are drawn
from a distribution with mean zero, identity covariance, and bounded fourth moments. We will also
assume that the additive noise in the linear model is independent of the covariates and (in most
cases) has finite first or second moments. Note that these assumptions are significantly less restric-
tive than the usual assumptions of sub-Gaussianity, and include various heavy-tailed distributions,
as well. Under these assumptions, we can show that the Huber estimator after filtering achieves the
optimal ℓ2-error rate of O
(
σ
√
p
n + σ
√
log(1/τ)
n
)
, provided the sample size satisfies n = Ω(p log p).
Furthermore, our method is computationally feasible, since we simply need to perform the iterative
filtering algorithm, followed by optimization of a convex objective function. If adversarial contam-
ination is introduced to the covariates and/or response variables, the error bound of the filtered
Huber estimator becomes O
(
σ
(√
p log p
n +
√
log(1/τ)
n + ǫ
1−1/k
))
, provided n = Ω(p log p) and the
covariates satisfy an additional kth moment bound, for k ≥ 4. Note that the dependence on ǫ
matches the lower bound derived in Bakshi and Prasad [1].
We derive error bounds for the LTS and LAD estimators under slightly different assumptions:
When the noise distribution has bounded (k′)th moments, for some k′ ≥ 2, we obtain an error rate
of the form O
(
σ
(
p log p
n + ǫ+
log(1/τ)
n
)1/2−1/k′)
for the LTS estimator, provided n = Ω(p log p).
Assuming a first moment bound of κ on the noise distribution, we can show that the LAD estimator
has ℓ2-error O(κ), provided n = Ω(p log p). Although the error bounds for the LTS and LAD
estimators are somewhat weaker than the bounds we obtain for the Huber regression estimator,
we note that the LTS estimator is extremely quick to compute in practice [4, 3], and the LAD
estimator does not involve any tuning parameters, unlike the Huber estimator (which requires a
tuning parameter for the loss) and the LTS estimator (which requires a tuning parameter specifying
the degree of trimming). Furthermore, we show that a simple postprocessing step involving applying
the robust multivariate mean algorithm to a shifted data set can be used to obtain near-optimal
error guarantees. Lastly, we note that the LTS or LAD estimators may be practically useful for
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initializing a gradient descent algorithm when optimizing the Huber regression objective in order to
save on computation.
1.2 Related work
Several recent works have highlighted significant challenges that appear in the presence of heavy-
tailed responses and/or adversarial contamination in responses [41, 55, 57, 4, 54, 62, 69]. In all of
these works, the covariates are assumed to satisfy strong assumptions: sub-Gaussian tails and no con-
tamination. The preceding works can be loosely categorized into two categories: (i) regularization-
based estimators and (ii) thresholding-based estimators. In the first category, a popular choice is a
penalized Lasso-type estimator that solves the following optimization problem:
min
β,z
{
1
n
‖y −Xβ − z‖22 + λ‖z‖1
}
,
where the variable z accounts for outliers in the response variables. Several works have shown that
Lasso-type estimators can handle contamination or heavy-tailed noise in responses [57, 62]—indeed,
Huber regression is closely related to penalized Lasso-type estimators [63, 62]. The idea of using
the Huber loss for estimation under heavy-tailed error distributions has recently been studied in
the context of mean estimation [9, 53] and regression [25, 65]. Our work on Huber regression is
closely related to Sun et al. [65], and we roughly follow their proof structure. However, we establish
significantly tighter results for heavy-tailed covariates (see Section 3 for more details).
Another popular convex estimator is the LAD estimator with a Lasso penalty [69, 34]. In
the dense setting, Karmalkar and Price [35] studied the LAD estimator minβ ‖y − Xβ‖1, and
showed its robustness to adversarial contamination in the responses. However, their theory imposes
a deterministic condition on the covariates that can be shown to hold with high probability for
sub-Gaussian distributions, but does not necessarily hold for heavy-tailed or corrupted covariates.
As opposed to convex relaxation-based estimators, several recent works have studied alternating
minimization algorithms for robust regression [32, 4, 3, 33]. These algorithms were developed to
optimize the nonconvex objective function corresponding to the LTS estimator [60]. In our paper,
we critically leverage the aforementioned results on LAD [35] and LTS [4, 3] estimation by showing
that the deterministic conditions under which the respective algorithms are guaranteed to succeed
are satisfied with high probability by our preprocessed covariates.
Turning to papers which analyze the setting involving corruption in both covariates and re-
sponses, a general framework for robust convex optimization was considered in Diakonikolas et
al. [20] and Prasad et al. [58] using the robust mean estimation algorithm on gradients of the loss
function. Although these results lead to polynomial-time estimators for several tasks, the result-
ing rates are suboptimal for linear regression. In the Gaussian setting, Diakonikolas et al. [23]
proposed computationally efficient estimators with near optimal-error guarantees under adversarial
contamination in both covariates and responses.
In concurrent work, Zhu et al. [71] and Bakshi and Prasad [1] studied computationally-efficient
algorithms for heavy-tailed robust regression in a more general setting, where the covariance Σ of the
covariates is unknown and the noise may not be independent, with the goal of minimal dependence
on the level of adversarial contamination ǫ. Initiated by Klivans et al. [36], their algorithms are
based in a sum-of-squares framework, and impose a certifiable hypercontractivity assumption on
covariates, which is a somewhat more restrictive than our assumption of hypercontractivity [38, 39].
As the goal in these works is slightly different, the resulting estimators have suboptimal dependence
on sample complexity and probability of error in comparison to ours.
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Recently, Cherapanamjeri et al. [12] and Depersin [16] considered the case of covariates with
bounded fourth moments, and proposed an iterative gradient based procedure for robust regression.
When Σ is unknown and the noise is independent, Cherapanamjeri et al. [12] obtained a near-linear
time estimator (when ǫ is constant) with near-optimal sample complexity, but with a constant error
probability. Depersin [16] studied the case of known Σ and possibly dependent noise, and proposed
a computationally efficient estimator with a sub-Gaussian error rate and a O(
√
ǫ) dependence on ǫ.
However, the error guarantee for the estimator does not improve when higher-order moments are
bounded.
We emphasize that the focus of our work is slightly different from the aforementioned works:
we seek to show that several classical estimators which are known to be robust to corruptions in the
responses can also be made robust to corruptions in the covariates after a simple outlier filtration
step. For each of the Huber, LAD, and LTS estimators, our guarantees for heavy-tailed covariates
(nearly) match their corresponding known results for sub-Gaussian covariates. In addition, we
highlight the fact that our filtered Huber estimator (cf. Theorem 3.8) is the first known polynomial-
time estimator that is near-optimal in all of parameters ǫ, p, τ , and n for the case of isotropic
covariates and independent noise.
1.3 Organization
The rest of the paper is organized as follows: In Section 2, we explain the problem setup and
connection with robust mean estimation. In Section 3, we analyze the Huber regression estimator.
We prove our results regarding the LTS and LAD estimators in Sections 4 and 5, respectively.
Finally, Section 6 contains the details regarding a postprocessing step which can be be used to
improve the accuracy of the LTS and LAD estimators. Section 7 concludes the paper with a short
discussion of open questions.
2 Background and problem setup
We begin by listing some notation that will be used throughout the paper. For a real-valued random
variable z, let ‖z‖ψ2 denote the sub-Gaussian norm of z. We use [n] as a shorthand for {1, . . . , n}.
For a vector b ∈ Rn and m ∈ [n], we say that b is m-sparse if at most m entries of b are nonzero,
and we also write ‖b‖0 = m. For 1 ≤ i ≤ n, we write |b|(i) to denote the ith smallest component of
b according to magnitude. Let Sn−1 denote the unit sphere in n dimensions. For a square matrix
M , we use λmax(M) and λmin(M) to denote the largest and smallest eigenvalues, respectively. We
use ‖M‖2 to denote the spectral norm. For two matrices M1,M2, we write M1 M2 to denote the
fact that M1 −M2 is positive semidefinite.
For a differentiable function f , we use ∇f to denote its gradient. For a scalar x ∈ R, we use
sgn(x) to denote the sign of x, i.e., sgn(x) = 0 for x = 0; sgn(x) = 1 for x > 0; and sgn(x) = −1 for
x < 0. For two sets A and B, let A\B denote the set difference and let A△B denote the symmetric
difference. Let 1(A) denote the indicator function over a set A.
We use c, C, c1, C1, . . . to denote absolute positive constants with values that might change from
line to line. We also use the standard big-O notation to simplify the expressions in two regimes: For
two nonnegative functions f and g with domain D, we say that f = O(g) when one of the following
is true: (i) D = N, and there exists constants C and n0 such that f(n) ≤ Cg(n) for all n ≥ n0; or
(ii) D = [0, 1], and there exists constants C and ǫ0 ∈ (0, 1) such that f(ǫ) ≤ Cg(ǫ) for ǫ ≤ ǫ0. The
setting will be clear from context. We say that f = Ω(g) if g = O(f), and we say that f = Θ(g)
when f = O(g) and f = Ω(g). We also use . and & to hide constants.
We also recall the following definitions:
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Definition 1. (Hypercontractivity) We say that a random vector X ∈ Rp satisfies (k, 2)-hypercontractivity
with parameter σk if for all unit vectors v ∈ Rp, we have(
E|vTX|k
)1/k
≤ σk
(
E(vTX)2
)1/2
.
Definition 2. (Strong convexity) For a convex set X ⊆ Rn, we say that a continuously differentiable
function f : X → R is α-strongly convex if for any x, y ∈ X , we have
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ α
2
‖y − x‖22. (1)
2.1 Linear model
Suppose we have observations drawn from the linear model
yi = x
T
i β
∗ + zi, 1 ≤ i ≤ n, (2)
where β∗ ∈ Rp, the xi’s are sampled i.i.d. from a distribution over Rp, and the zi’s are i.i.d. noise. We
will also use the standard statistical notation to write equation (2) as y = Xβ∗+z, where y, z ∈ Rn,
β∗ ∈ Rp, and X ∈ Rn×p. Our goal is to estimate β∗ from the data set S = {(x1, y1), . . . , (xn, yn)}.
We make the following assumption about the distribution of the covariates:
Assumption 1. The covariates satisfy Exi = 0 and Exix
T
i = I. Moreover, the covariates satisfy
(4, 2)-hypercontractivity with parameter σx,4 ≤ C, for a known constant C.
We assume an identity covariance structure in Assumption 1 because of the computational
statistical query (SQ) lower bound from Diakonikolas et al. [23], stating that in the case of an un-
known covariance matrix, any computationally efficient SQ algorithm requires approximately Ω(p2)
samples to achieve an error rate of o(
√
ǫ) in the strong contamination model (cf. Theorem 3.8).
However, even with an identity covariance matrix, the covariates could have a degenerate distribu-
tion such that, with high probability, all the sampled points have norm 0 and all information about
β∗ would be lost. As a result, we also include the hypercontractivity condition in Assumption 1,
which is a standard assumption in this field. Note that under the identity covariance assumption,
the hypercontractivity condition can simply be written as (E(vTxi)
4)1/4 ≤ C.
Remark 2.1. Note that the assumption that an upper bound C on the hypercontractivity constant
σx,4 is known is necessary for running the algorithms in this paper in practice (e.g., Algorithms 1,
3, and 4 below), since our theory requires the filtering parameter ǫ′ to be smaller than some value
which depends on C.
We also make the following assumption about the additive noise distribution:
Assumption 2. The noise variables {zi} are independent of the covariates {xi}, and Ezi = 0.
The independence assumption on the zi’s and xi’s is somewhat restrictive, but we leave the
study of more general distributions to future work. We will relax this assumption on noise for a
subset of our results: (i) Theorems 3.1 and 3.6 hold even if the first moment of the zi’s is infinite,
and (ii) Theorem 5.2 holds even if the zi’s are dependent on xi’s and have nonzero mean.
In the sequel, we also study the robustness of our estimators when a fraction of data points are
adversarially contaminated. We formally define the contamination model of the adversary below:
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Definition 3. (Strong Contamination Model) We say that a set T is an ǫ-corrupted version of a
set S if |T | = |S| and |T ∩ S| ≥ (1− ǫ)|S|.
This contamination model is called the strong contamination model in the literature, since no
computational or statistical restrictions are imposed on T . In contrast, Huber’s ǫ-contamination
model requires the contamination mechanism to be oblivious and additive, i.e., it can only add
outliers to the uncontaminated i.i.d. data without looking at the inliers.
2.2 Stability conditions
Our technical results will rely on appropriately defined notions of stability. Recall the following
stability condition from the robust mean estimation literature [18, 19, 64, 24, 21, 10, 11]:
Definition 4. (Strong stability) For ǫ < 1/2, we say that a multiset S = {x1, . . . , xn} satisfies
(ǫ, δ)-stability for ǫ ≤ δ with respect to µ and σ2 if for all S′ ⊆ S such that |S′| ≥ (1− ǫ)n, we have
1.
∥∥∥ 1|S′|∑i∈S′ xi − µ∥∥∥2 ≤ σδ, and
2.
∥∥∥ 1|S′|∑i∈S′(xi − µ)(xi − µ)T − σ2I∥∥∥2 ≤ σ2δ2ǫ .
Definition 4 is designed for samples from a distribution with mean µ and covariance Σ  σ2I.
Note that a set which is (ǫ, δ)-stable is also (ǫ′, δ′)-stable for any ǫ′ ≤ ǫ and δ′ ≥ δ. The (ǫ, δ)-stability
condition states that for every large enough subset, (i) the ℓ2-distance between the empirical mean
and µ is at most σδ, and (ii) the spectral distance between the (centered) second moment matrix
and σ2I is at most σ
2δ2
ǫ . Since our primary focus will be on distributions with µ = 0 and σ
2 = 1,
we will not explicitly state these parameters when they are clear from context.
Next, we mention a deterministic condition on the covariates that appeared in the analysis of
least trimmed squares regression in Bhatia et al. [4]:
Definition 5. (Weak stability) Let ǫ ∈ (0, 1). The set {x1, . . . , xn} satisfies (ǫ, L, U)-weak stability
if for every subset S ⊆ [n] such that |S| ≥ (1− ǫ)n, the second moment matrix of S is approximately
isotropic, i.e.,
L ≤ λmin
(
1
n
∑
i∈S
xix
T
i
)
≤ λmax
(
1
n
∑
i∈S
xix
T
i
)
≤ U.
Bhatia et al. [4] established the convergence of an alternating minimization algorithm under the
weak stability condition for a fixed ǫ, provided (i) L = Θ(1) and (ii) U = Θ(1). We will show in
Section 3 that under the same conditions, Huber regression also succeeds with high probability. This
leads to the question of whether weak stability directly holds with high probability for heavy-tailed
covariates; following arguments in Koltchinskii and Medelson [37], it can be shown that condition
(i) holds with high probability [22]. However, known concentration results suggest that condition
(ii) does not hold with high probability for heavy-tailed covariates when S = [n]: The usual matrix
Chernoff bounds [67] would yield U = O(1) with probability 1 − τ if n = Ω(p log(1/τ)), which
may be much larger than the ideal sub-Gaussian sample complexity which is additive rather than
multiplicative in p and log(1/τ).
We note the following simple lemma, which shows that strong stability implies weak stability:
Lemma 2.2. Let S = {x1, . . . , xn} be an (ǫ, δ)-stable set with respect to µ = 0 and σ2 = 1, such
that δ
2
ǫ < 1. Then S is also (ǫ, L, U)-weakly stable with L = (1 − ǫ)
(
1− δ2ǫ
)
and U = 1 + δ
2
ǫ . In
particular, if δ
2
ǫ < 0.5, we have L = Ω(1) and U = O(1).
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Proof. By the definition of strong stability and the triangle inequality, we clearly have∥∥∥∥∥∥ 1n
∑
i∈[n]
xix
T
i
∥∥∥∥∥∥
2
≤ 1 + δ
2
ǫ
,
showing that we can take U = 1 + δ
2
ǫ .
For the lower bound, consider a subset S ⊆ [n] such that |S| ≥ (1 − ǫ)n. By the stability
condition, we know that for any unit vector v, we have
vT
(
I − 1|S|
∑
i∈S
xix
T
i
)
v ≤ δ
2
ǫ
,
implying that
n
|S| · v
T
(
1
n
∑
i∈S
xix
T
i
)
v ≥ 1− δ
2
ǫ
.
Hence,
λmin
(
1
n
∑
i∈S
xix
T
i
)
≥ |S|
n
(
1− δ
2
ǫ
)
≥ (1− ǫ)
(
1− δ
2
ǫ
)
,
giving the desired result. The second result follows by noting that ǫ < 1/2.
Bhatia et al. [4] also defined the following notions in their analysis of LTS:
Definition 6. (SSC and SSS) Let x1, . . . , xn be n points in R
p. For m ∈ [n], we say that the xi’s
satisfy the Subset Strong Convexity (SSC) property at level m with parameter λm if
λm ≤ min
S⊆[n]:|S|=m
λmin
(∑
i∈S
xix
T
i
)
.
We say that the xi’s satisfy the Subset Strong Smoothness (SSS) property at level m with parameter
Λm if
max
S⊆[n]:|S|=m
λmax
(∑
i∈S
xix
T
i
)
≤ Λm.
Note that if a set satisfies (ǫ, L, U)-weak stability, then it satisfies the SSC and SSS properties
at level (1 − ǫ)n with parameters nL and nU , respectively. However, the results of Bhatia et al.
(cf. Lemma 4.1 below) require finer control of the minimum and maximum eigenvalues at different
levels, in addition to the assumption of weak stability.
Our final notion of stability comes from Karmalkar and Price [35]:
Definition 7. (ℓ1-stability) We say a set of data points {x1, . . . , xn} ⊆ Rp satisfies (m,M, ǫ, ℓ1)-
stability if for all subsets S ⊆ [n] with |S| ≥ (1− ǫ)n and all unit vectors v ∈ Rp, the following two
conditions are satisfied:
1. 1n
∑
i∈S |xTi v| ≥M , and
2. 1n
∑
i∈[n]\S |xTi v| ≤ m.
Note that this definition of stability controls the ℓ1-norm of projections, whereas weak stability
(or strong stability) is a statement about ℓ2-norms. This notion of stability was used by Karmalkar
and Price [35] in their analysis of the LAD estimator, and will also be used in our analysis of the
LAD estimator in the present paper. As shown later (cf. Lemma C.4), the upper bound in the
definition of ℓ1-stability can be derived directly from strong stability.
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2.3 Iterative filtering algorithm
A recent line of work in the robust mean estimation literature has led to various algorithms that
succeed when the stability condition holds (see Diakonikolas and Kane [21] for a recent survey). We
choose to work with the iterative filtering algorithm with independent removal [21]:
Theorem 2.3. (Diakonikolas and Kane [21]) Let ǫ < 1/2, and suppose S ⊆ Rp is a multiset such
that there exists a subset S′ ⊆ S such that (i) |S′| ≥ (1 − ǫ)|S| and (ii) S′ is (Cǫ, δ)-stable with
respect to µ and σ2 for a large enough constant C > 1. Let T be an ǫ-corrupted version of the set S.
Then there exists a computationally efficient algorithm that, given T and ǫ as inputs, with probability
at least 1−O(exp(−Ω(nǫ))), outputs a multiset T ′ ⊆ T such that (i) |T ′| ≥ (1− c1ǫ)|T | and (ii) T ′
is (c2Cǫ, c3δ)-stable with respect to µ and σ
2.
Remark 2.4. Note that by the definition of stability, the empirical mean of an (ǫ, δ)-stable set lies
within σδ of µ. Thus, Theorem 2.3 provides a high-probability error bound on the empirical mean of
the filtered data points, when the original data set is an ǫ-corrupted version of a data set containing
a large stable subset.
Stability-based algorithms use the fact that if the empirical covariance matrix has a small
spectral norm, then the empirical mean is itself a good estimate of µ. The algorithm mentioned in
Theorem 2.3 uses this insight to obtain a subset of cardinality (1 − O(ǫ))n such that the resulting
empirical covariance matrix has a small spectral norm, by iteratively removing a certain fraction
of points. At a high level, in each iteration, the algorithm uses the projection of the points along
the leading eigenvector of the empirical covariance matrix (of the remaining points) to define a
distribution over the (remaining) points such that the probability mass over the outliers is greater
than the mass over the inliers. This distribution is then used to remove points stochastically, so that
at each iteration, the algorithm is more likely to remove outliers than inliers. Since the number of
outliers is at most ǫn, it does not remove too many inliers. Whereas prior work has focused on using
the filtering algorithm mentioned in Theorem 2.3 as a subroutine to find an estimate µ̂ for µ (or,
more generally, to robustly estimate the gradient of a function), we emphasize that our motivation in
applying the filtering algorithm is to identify a subset T ′ that satisfies weak stability—indeed, mean
estimation is unnecessary because we already know the covariate distribution is centered around 0.
The probability of success of our preprocessing step will depend on the probability of success
of Theorem 2.3 applied to i.i.d. data from a distribution satisfying Assumption 1. We will use the
following recent result from Diakonikolas et al. [22], which provides a useful guarantee for when the
condition of Theorem 2.3 is satisfied with high probability:
Theorem 2.5. (Diakonikolas et al. [22]) Let S be a set of n i.i.d. points from a distribution in Rp
with mean µ and covariance I. Further assume that the distribution satisfies (k, 2)-hypercontractivity
with parameter σk, for some k ≥ 4. Let ǫ and τ be such that ǫ′ = C
(
ǫ+ log(1/τ)n
)
= O(1), for
a large enough constant C. Then with probability at least 1 − τ , there exists a subset S′ ⊆ S
such that |S′| ≥ (1 − ǫ′)|S| and S′ is (C1ǫ′, δ)-stable, where C1 > 2 is any large constant and
δ = O
(√
p log p
n + σkǫ
1− 1
k + σ4
√
log(1/τ)
n
)
with prefactor depending on C1.
Combining the two theorems above, we see that with probability 1 − τ , we can identify a
large subset S′ ⊆ S, in a computationally efficient manner, such that S′ is (O(ǫ), δ)-stable for an
appropriate choice of ǫ and δ as specified by Theorem 2.5. This rather technical conclusion is the
starting point of our work.
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3 Huber regression
In this section, we will study Huber’s loss for regression. The Huber loss with parameter γ is defined
as follows:
ℓγ(x) =
{
x2
2 , if |x| ≤ γ,
γ|x| − γ22 , if |x| > γ.
This loss function has a long history in robust statistics, starting from the seminal work of Huber [29,
31]. Let ψγ(x) = ∇ℓγ(x) be the gradient of Huber’s loss:
ψγ(x) =
{
x, if |x| ≤ γ,
γ(sgn(x)) if |x| > γ.
We now define Lγ(β) := 1n
∑
i∈[n] ℓγ(yi − xTi β) and let Huber’s M -estimator be defined as
β̂H,γ = argmin
β
Lγ(β).
Note that the Huber objective function is convex, so it is possible to (approximately) obtain the
minimizer β̂H,γ in a computationally feasible manner. Thus, we will begin by analyzing statistical
properties of the Huber regression estimator and then comment only briefly on optimization (cf.
Section 3.4). We present our statistical analysis in increasing levels of complexity: fixed design
covariates satisfying weak stability and i.i.d. symmetric noise (Section 3.1), random i.i.d. covariates
and asymmetric noise (Section 3.2), and adversarially contaminated data (Section 3.3).
3.1 Fixed design and symmetric noise
Our main result in this subsection is the following:
Theorem 3.1. Suppose we have n i.i.d. samples from the following (fixed design) model: yi =
xTi β
∗ + zi, where the covariates {xi} satisfy weak stability with some ǫ, L, and U . Suppose the
errors {zi} are sampled independently from a symmetric distribution. Let β̂H,γ ∈ argminLγ(β).
Let τ be such that log(1/τ)n = O(ǫ). Then setting γ such that P(|zi| ≥ γ/2) = O(ǫ), we have, with
probability at least 1− τ ,
‖β̂H,γ − β∗‖2 . γ
√
U
L
(√
p
n
+
√
log(1/τ)
n
)
, as long as n = Ω
(
U2(p+ log(1/τ))
L2ǫ2
)
.
Furthermore, Lγ(β) is L-strongly convex in a ball of radius Ω(ǫγ/
√
U) around β̂H,γ .
Theorem 3.1 provides an error bound on the Huber regression estimator under a deterministic
condition on the covariates; the probabilistic nature of the theorem comes from the randomness in
the additive errors, which are assumed to be drawn from a symmetric noise distribution. In Theo-
rems 3.6 and 3.8 below, we will show that the weak stability condition holds with high probability
when the covariates are drawn from possibly heavy-tailed, possibly contaminated distributions and
then passed through a filtering algorithm. We will also show how to relax the assumption that the
distribution of zi is symmetric via an appropriate preprocessing step.
Remark 3.2. When Ω(1) = L ≤ U = O(1) and ǫ = Ω(1), the sample complexity reduces to
n = Ω(p) (by assumption, n = Ω(log(1/τ))). Also, the radius of strong convexity is then Ω(γ).
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Remark 3.3. Note that Theorem 3.1 does not require the additive noise to have finite moments.
If the noise distribution has a finite kth moment, however, Markov’s inequality implies that we can
always set γ = Ω(ǫ−1/k(E|zi|k)1/k). In particular, if the zi’s have a finite variance σ2, we can take
γ = Ω(σ/
√
ǫ).
The assumption that P(|zi| ≥ γ/2) = O(ǫ) implies that the parameter γ used to define the Huber
loss needs to be sufficiently large in order for our theory to succeed, in a sense being calibrated to
the tail behavior of the error distribution. Indeed, the heavier the tails of the zi’s, the larger γ would
need to be, leading to a worse error bound. Since it is generally unreasonable to assume that the
scale of the additive noise distribution is known in practice, we will discuss methods for adaptively
choosing γ from the data in our results below.
Proof. We will follow the proof structure of Sun et al. [65]. The proof relies on the fact that
Lγ(β) is a convex function. We first show (Lemma 3.4) that the gradient at β∗ is small, and then
show (Lemma 3.5) that the loss function is strongly convex in a sufficiently large ball around β∗.
Combining these two observations, we conclude that β∗ is close to the empirical minimizer, β̂H,γ .
Our rates are substantially tighter than those of Sun et al. [65] due to the improved guarantees of
Lemmas 3.4 and 3.5 in comparison to the results in that paper.
We now state and prove the two supporting lemmas:
Lemma 3.4. Consider the setting of Theorem 3.1. With probability at least 1− τ , the gradient of
the loss function satisfies
‖∇Lγ(β∗)‖2 . γ
√
U
(√
p
n
+
√
log 1/τ
n
)
.
Proof. We first note that the gradient at β∗ has a simple structure:
∇Lγ(β∗) = − 1
n
n∑
i=1
ψγ(yi − xTi β∗)xi = −
1
n
n∑
i=1
ψγ(zi)xi.
For brevity, we define W := ∇Lγ(β∗) and Wi = ψγ(zi). Note that since the zi’s are symmetric, the
Wi’s are i.i.d. bounded random variables and E(W ) = 0.
We will now show that W has sub-Gaussian concentration around 0. Let v be any unit vector.
Since the Wi’s are bounded by γ, the sub-Gaussian norm of v
TZ can be bounded using Proposition
2.6.1 of Vershynin [68]:
‖vTW‖ψ2 .
1
n
√ ∑
i∈[n]
γ2(vTxi)2 ≤ γ
√
U
n
,
where the last step uses weak stability. Therefore, W is an O
(
γ
√
U
n
)
-sub-Gaussian random vari-
able, so again using the results of Vershynin [68], we have
‖W‖2 = ‖W − EW‖2 . γ
√
U
n
(
√
p+
√
log
1
τ
)
,
with probability at least 1− τ .
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Lemma 3.5. Consider the setting in Theorem 3.1. Let r, U , τ , and γ be such that
C2
(
r
√
U
γ
+ P
(
|zi| ≥ γ
2
)
+
log(1/τ)
n
)
≤ ǫ,
for a constant C2 > 0. Then with probability at least 1 − τ , the loss function Lγ(β) is L-strongly
convex in the ball {β : ‖β − β∗‖2 ≤ r}.
Proof. First note that Lγ(β) is a convex function. The Hessian of Lγ is not defined due to the fact
that the Huber loss is not twice differentiable at γ. However, if we define the matrix
Hn(β) :=
1
n
n∑
i=1
xix
T
i 1
(|yi − xTi β| < γ) ,
it follows that the strong convexity parameter of L(β) is at least λmin(Hn) (see Lemma A.7).
Let W := supβ:‖β−β∗‖2≤r
1
n
∑n
i=1 1
(|yi − xTi β| ≥ γ) and define the event E := {W < ǫ}. By the
weak stability property, we are guaranteed that on the event E , we have λmin(Hn(β)) ≥ L for any
β such that ‖β − β∗‖2 ≤ r.
In the remainder of the proof, we will show that the event E holds with high probability. We
first note that W can be bounded from above, as follows:
W = sup
β:‖β−β∗‖≤r
1
n
n∑
i=1
1
(|yi − xTi β| ≥ γ)
≤ sup
β:‖β−β∗‖≤r
1
n
n∑
i=1
1
(
|xTi (β − β∗)| ≥
γ
2
)
+
1
n
n∑
i=1
1
(
|zi| ≥ γ
2
)
. (3)
We can deterministically bound the first term using weak stability. Using the fact that for x ≥ 0
and y > 0, the inequality 1(x ≥ y) ≤ xy holds, we obtain the following bound for all β such that
‖β − β∗‖2 ≤ r:
1
n
n∑
i=1
1
(
|xTi (β − β∗)| ≥
γ
2
)
≤ 2
γ
∑n
i=1 |xTi (β − β∗)|
n
≤ 2
γ
√√√√ 1
n
n∑
i=1
|xTi (β − β∗)|2
≤ 2
γ
√
U‖β − β∗‖22 ≤
2r
√
U
γ
,
where we also use weak stability and the Cauchy-Schwarz inequality. Altogether, we obtain
W ≤ 2r
√
U
γ
+
1
n
n∑
i=1
1
(
|zi| ≥ γ
2
)
. (4)
Now let W ′ := 1n
∑n
i=1 1
(|zi| ≥ γ2 ). Note that
EW ′ =
1
n
n∑
i=1
E1
(
|zi| ≥ γ
2
)
= P
(
|zi| ≥ γ
2
)
.
Note that W ′ is an empirical mean of indicator random variables. Thus, applying a Chernoff bound
(cf. Lemma A.1), we obtain
W ′ . EW ′ +
log(1/τ)
n
,
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with probability at least 1− τ . Overall, we obtain the following bound on W : with probability at
least 1− τ ,
W .
r
√
U
γ
+ P
(
|z1| ≥ γ
2
)
+
log(1/τ)
n
. (5)
Therefore, the event E (and thus, the desired lower bound on Hn) holds with probability 1− τ , as
long as the right-hand side of inequality (5) is less than ǫ.
With the help of Lemmas 3.4 and 3.5, we are ready to prove the theorem. Throughout the
remainder of the proof, let β̂ = β̂H,γ .
We first verify the conditions for Lemma 3.5. By assumption, we have C2 log(1/τ)n ≤ ǫ3 and
C2P (|zi| ≥ γ/2) ≤ ǫ3 . Therefore, for all r ≤ ǫγ3C2√U := r
∗, the condition of Lemma 3.5 is satisfied,
and the function Lγ is L-strongly convex in the region {β : ‖β − β∗‖2 ≤ r∗}.
For an η ∈ (0, 1], let β̂η be defined as β̂η := β∗ + η(β̂ − β∗), and let η∗ ∈ (0, 1] be the largest η
such that ‖β̂η −β∗‖2 ≤ r∗. Using the convexity of Lγ(β) with Lemma A.6 and the Cauchy-Schwarz
inequality, we have
〈β̂η∗ − β∗,∇Lγ(β̂η∗)−∇Lγ(β∗)〉 ≤ η∗〈β̂ − β∗,∇Lγ(β̂)−∇Lγ(β∗)〉
≤ η∗‖∇Lγ(β∗)‖2‖β̂ − β∗‖2, (6)
where we use the fact that ∇Lγ(β̂) = 0. Using the L-strong convexity of Lγ in the ball of radius r∗
(cf. Lemma A.7) and inequality (6), we obtain
η∗‖∇Lγ(β∗)‖2‖β̂ − β∗‖2 ≥ 〈β̂η∗ − β∗,∇Lγ(β̂η∗)−∇Lγ(β∗)〉 ≥ L‖β̂η∗ − β∗‖22.
We now use Lemma 3.4 and the fact that ‖β̂η∗ −β∗‖2 = η∗‖β̂−β∗‖2 to obtain the following bound:
‖β̂η∗ − β∗‖2 ≤ 1
L
‖∇Lγ(β∗)‖2 ≤ Cγ
√
U
L
(√
p
n
+
√
log(1/τ)
n
)
:= Rn. (7)
Note that Rnr∗ =
3CC2U
ǫL
(√
p
n +
√
log(1/τ)
n
)
, so under the sample complexity assumption n =
Ω
((
p+ log
(
1
τ
))
U2
L2ǫ2
)
, we have Rn ≤ r∗, implying in particular that η∗ = 1 and β̂ = β̂η∗ satisfies
the stated error bound.
The statement about L-strong convexity follows from the triangle inequality, since for sufficiently
large n, we have ‖β̂ − β∗‖2 ≤ Rn ≤ r∗2 , so the function Lγ is L-strongly convex in a ball of radius
r∗
2 around β̂.
3.2 Generalization to random design and asymmetric noise
We now generalize the result of the previous section to the random design model with asymmetric
noise. We proceed by reducing the case of asymmetric noise to symmetric noise: we will randomly
subtract two points so that the additive noise in the new linear model has symmetric noise. Next,
we will show that the iterative filtering algorithm from Diakonikolas et al. [21, 18] (Theorem 2.3)
can be used to obtain a large subset of data points for which the covariates satisfy weak stability.
We will then use Theorem 3.1 to prove the main result of this section.
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Algorithm 1 Huber Regression Asymmetric Noise
1: function Huber_Regression_with_Filtering((xi , yi)i∈[2n], γ, ǫ′)
2: for i← 1 to n do
3: (x′i, y
′
i) ←
(
xi−xn+i)√
2
, yi−yn+i√
2
)
4: end for
5: S1 ← FilteredCovariates((x′i)i∈[n], ǫ′)
6: β̂ ← HuberRegression((x′i, y′i)i∈S1 , γ)
7: return β̂
8: end function
Theorem 3.6. Suppose we have 2n i.i.d. samples {(xi, yi)}2ni=1 from the following (random-design)
model: yi = x
T
i β
∗+zi, where the covariates satisfy Assumption 1 and the noise distribution satisfies
Assumption 2. Let τ be such that log(1/τ)n = O(1). Suppose γ is such that P
(
|z1 − z2| ≥ γ√2
)
≤ c∗
for a small enough constant c∗ > 0, and suppose ǫ′ is equal to a sufficiently small constant. Then
running Algorithm 1 with parameters γ and ǫ′ produces an estimator that, with probability at least
1− 2τ , satisfies
‖β̂ − β∗‖2 . γ
(√
p
n
+
√
log(1/τ)
n
)
, as long as n = Ω(p log p).
Moreover, on the same event, the loss function is Ω(1)-strongly convex in a radius of Ω(γ) around
β̂.
Proof. We first note that by taking pairwise differences, we reduce our case to the symmetric noise
setting analyzed in Section 3.1: Given 2n data points, Algorithm 1 creates a data set {(x′i, y′i)}ni=1
satisfying the linear model y′i = (x
′
i)
Tβ∗ + z′i, where z
′
i =
zi−zn+i√
2
. Note that the new covariates
still satisfy Ex′i = 0 and Ex
′
i(x
′
i)
T = I. Importantly, the errors are now drawn from a symmetric
distribution.
Let S1 be the set returned by the filter algorithm with cardinality Ω(n), and define the event
E = {S1 satisfies weak stability with ǫ = Ω(1), L = Ω(1), and U = O(1)}.
We first give the proof of the theorem statement on the event E . Since the noise is symmetric and
independent of the covariates (thus also of E), we have P (|z′i| ≥ γ/2) = O(ǫ), so Theorem 3.1 applies
and gives the desired result. In the rest of the proof, we will show that E holds with probability
1− exp(−Ω(n)) ≥ 1− τ .
Recall by Lemma 2.2 that if S1 is (ǫ1, δ1)-stable, then it also satisfies weak stability with ǫ =
ǫ1, L = (1−ǫ1)
(
1− δ21ǫ1
)
, and U = 1+
δ2
1
ǫ1
. Therefore, it suffices to show that S1 is (ǫ1, δ1)-stable such
that ǫ1 = Ω(1) and (say)
δ2
1
ǫ1
< 0.5. By Proposition C.2, we know that if ǫ′ < c∗ and n = Ω
(
p log p
ǫ′
)
,
then with probability at least 1 − O(exp(−Ω(nǫ′))), the set S1 is (ǫ1, δ1)-stable with δ
2
1
ǫ1
< 0.2 and
ǫ1 = Ω(ǫ
′). Therefore, choosing ǫ′ to be a small enough constant, say c
∗
2 , we conclude that the
event E holds with probability 1−O(exp(−Ω(n))). This requires that n = Ω
(
p log p
ǫ′
)
= Ω(p log p),
completing the proof.
Remark 3.7. Similar to Remark 3.3, if the kth moment of the noise distribution is finite, we can
set γ = Ω((E|z1 − z2|k)1/k), for any positive k.
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We now briefly discuss how to estimate an appropriate tuning parameter γ from the data. A
natural approach is to estimate the scale of the noise distribution based on residuals yi − xTi β̂0
calculated from an initial estimate β̂0 of β
∗. Indeed, the estimate β̂0 can be quite rough, since only
need to estimate the scale of the noise up to a constant factor. Based on these observations, consider
the following procedure:
1. Split the sample into two equal parts.
2. Using the first part, compute β̂0 via the LAD estimator (cf. Section 5 below).
3. Using the second part, compute the symmetrized data points {(x′i, y′i)}⌊n/2⌋i=1 defined as in the
first step of Algorithm 1. Then compute the residuals w′i = y
′
i − (x′i)T β̂0.
4. Define γ̂ to be twice the
(
1− c∗4
)th
empirical quantile of the |w′i|’s.
Note that by our assumptions on the original data set, the sample-splitting step yields two sets of
i.i.d. points. Thus, we may use Theorem 5.2 below to show that ‖β̂0 − β∗‖2 = O(κ) if we assume
that E|zi| = κ < ∞. Altogether, we can show that our procedure yields an estimator γ̂ such
that P (|Z1 − Z2| ≥ γ̂/2) ≤ c∗ (where Z1 and Z2 are fresh i.i.d. draws from the distribution of the
zi’s) and γ̂ = O(E|zi|), with high probability. Although other methods for choosing a rough initial
estimator β̂0 would also work, we suggest using the LAD estimator for initialization since it is tuning
parameter-free. See Lemma D.1 for more details.
3.3 Adversarial corruption
We will now consider the case of adversarial corruption in both covariates and responses. Let S be
the set of n i.i.d. samples and let T be an ǫ-corrupted version of S in the sense of Definition 3. One
might expect Algorithm 1 to be robust to adversarial contamination, as Huber regression has been
shown to be robust against corruption in responses [62] and the filtering step can handle corruptions
in covariates. In this section, we will crucially use the strong stability condition, and not just weak
stability, to obtain tighter control on deviations. In fact, the following result shows that Huber
regression also achieves near-optimal statistical guarantees in the adversarial setting with a slightly
different choice of parameters.
Theorem 3.8. Let S = {(xi, yi)}2ni=1 be a set of i.i.d. samples drawn according to the same dis-
tributional assumptions as in Theorem 3.6. Also suppose E(z2i ) = σ
2. Further suppose that the
covariates satisfy (k, 2)-hypercontractivity with parameter σx,k = O(1), for some k ≥ 4. Let T
be an ǫ-corrupted version of S. Then running Algorithm 1 on the set T with parameters ǫ′ =
Θ
(√
p log p
n + ǫ+
log(1/τ)
n
)
and γ = Ω(σ) produces an estimator that, with probability at least 1− τ ,
satisfies
‖β̂ − β∗‖2 . γ
(√
p log p
n
+
√
log(1/τ)
n
+ ǫ1−1/k
)
, as long as n = Ω(p log p+ log(1/τ)),
and ǫ is less than a sufficiently small constant. Moreover, on the same event, the loss function is
Ω(1)-strongly convex in a radius of Ω(γ) around β̂.
Remark 3.9. Since the adversarial contamination mechanism might create dependencies between
data points, the analysis of a sample-splitting algorithm to estimate an appropriate parameter γ
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from the data, as in the previous subsection, becomes more complicated. A covering argument akin
to the one employed in the proof of Theorem 6.3 below could be used instead, albeit at the price of
a slightly worse error rate. Another approach would be to tune the Huber parameter using Lepski’s
method [44, 5], at the expense of a slightly worse error probability due to a union bound over a grid
of parameter values.
Remark 3.10. In order to run Algorithm 1 with the theoretical choice of ǫ′ in Theorem 3.8, we
must assume knowledge of the level of adversarial contamination. On the other hand, note that if
T is an ǫ1-corrupted version of S, then T is also an ǫ2-corrupted version of S, for any ǫ2 ≤ ǫ1.
Thus, knowledge of an upper bound on the level of adversarial contamination is sufficient. (The
same remark applies to Theorems 4.3 and 5.2, and Theorems 6.2 and 6.3 below.)
The proof of Theorem 3.8 is rather technical and is provided in Appendix D.2. Briefly, our proof
strategy is similar to the proof of Theorem 3.1: Although the covariates and noise are not necessarily
independent on the filtered set, we can establish modified versions of the structural Lemmas 3.4
and 3.5. In particular, we crucially use the stability property of the filtered set, which is stronger
than the assumption of weak stability.
3.4 Optimization
As noted above, the Huber objective function Lγ(β) is convex in β, so optimization should in prin-
ciple be easy. Taking a closer look, we see that as established in Theorems 3.6 and 3.8, the loss
function is strongly convex in a ball of sufficiently large enough radius Ω(γ) around β̂. Therefore,
running gradient descent yields linear convergence if the initialization is inside that ball [8]. Con-
sidering the case when we set the Huber parameter to be γ = Θ(σ), our theory shows that we can
guarantee such an initialization using the LAD estimator (cf. Theorem 5.2) or LTS estimator (cf.
Theorem 4.3).
If we do not want to use a different robust regression estimator for a warm start, we can always
directly apply the ellipsoid algorithm to the Huber loss. However, running the ellipsoid algorithm
might be undesirable, as its running time, although polynomial, is practically slow [8].
4 Least trimmed squares estimator
In this section, we study the least trimmed squares (LTS) estimator [60]:
β̂LS,m = argmin
β
min
S⊆n:|S|=n−m
∑
i∈S
(yi − xTi β)2, (8)
where m is the trimming parameter. We will establish conditions under which ‖β̂LS,m − β∗‖2 is
small, with very high probability.
Unlike the Huber regression estimator, a significant drawback of the LTS estimator is that the
objective function (8) is nonconvex. Nonetheless, various methods have been developed to efficiently
obtain a local optimum of the LTS objective function, which have been shown to perform well
empirically [61]. In recent work, Bhatia et al. [4, 3] proved that under sufficiently nice assumptions
on the covariates, the alternating minimization algorithm (Algorithm 2) succeeds in finding a good
candidate solution. Here, PX = X(X
TX)−1XT denotes the hat matrix, and the function HTm is
defined as follows:
Definition 8. For any v ∈ Rn and m ∈ [n], let Sm,v ⊆ [n] be the set of cardinality of m such that
for any i ∈ Sm,v and j ∈ [n]\Sm,v, we have |vi| ≥ |vj |. To ensure uniqueness, we choose the smaller
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Algorithm 2 Alternating minimization algorithm
1: function Alternating_Minimization((xi , yi)i∈[n],m, J)
2: b0 ← 0
3: for j ← 1 to J do
4: bj ← HTm(PXbj−1 + (I − PX)y)
5: end for
6: β̂J ← (XTX)−1XT (y − bj)
7: return β̂J
8: end function
indices if ties occur. The m-hard thresholding operator is the function HTm : R
n → Rn defined as
follows: For any v ∈ Rn, we have
(HTm(v))i =
{
vi, if i ∈ Sm,v,
0, otherwise.
In other words, the set Sm,v identifies the indices of the m coordinates of v that are largest in
magnitude, and the HTm function returns a vector that preserves these top m components and sets
the rest to zero. Note that Algorithm 2 is derived by recasting the optimization problem (8) as
min
β∈Rp,‖b‖0≤m
‖Xβ − (y − b)‖22
and alternately minimizing over β and b, where we explicitly solve for β on each iteration (see
Bhatia et al. [3] for more details).
We now state the following deterministic result, which is implicit in Bhatia et al. [3]. For
completeness, we provide a proof in Appendix E.1. Recall the definitions of the SSC and SSS
properties from Definition 6.
Lemma 4.1. (Adapted from Lemma 5 of Bhatia et al. [3]) Suppose y = Xβ∗ + z, where the SSC
and SSS parameters of the xi’s, denoted by {λk} and {Λk}, respectively, satisfy Λ2mλn < 14 and
Λn = O(λn). Suppose z = w + b
∗, for some vector w ∈ Rn and an m-sparse vector b∗ ∈ Rn, and
let G and H be numbers such that such that G ≥ supS′:|S′|≤2m
√∑
i∈S′ w
2
i and H ≥ ‖
∑n
i=1 xiwi‖2.
Then Algorithm 2, after J % log2
( ‖b∗‖2
2G+2H/
√
λn
)
iterations, outputs an estimator β̂ such that
‖β̂ − β∗‖2 . G
√
Λn +H
λn
.
Remark 4.2. The proof of Lemma 4.1 actually implies that for any error level e & G
√
Λn+H
λn
,
Algorithm 2 is guaranteed to output an estimator satisfying the error bound ‖β̂ − β∗‖2 ≤ e after
J & log2
( ‖b∗‖2
e
)
iterations. This form of the result is helpful in settings such as Theorem 4.3 below,
where we can obtain data-driven upper bounds on G and H, and consequently also on the term
G
√
Λn+H
λn
, which hold with high probability. Together with a data-driven upper bound on ‖b∗‖2, this
provides a calculable lower bound on the number of iterations required for Algorithm 2 to succeed in
outputting an estimator with small error.
Note that the statement of Lemma 4.1 is deterministic: In Bhatia et al. [3], it was shown that
when the covariates are i.i.d. Gaussian, the SSC and SSS conditions hold with high probability.
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Algorithm 3 Alternating minimization algorithm
1: function Alternating_Minimization_with_Filtering((x′i , y
′
i)i∈[n], ǫ
′,m, J)
2: T1 ←FilteredCovariates((xi)i∈[n], ǫ′)
3: β̂J ← Alternating_Minimization((x′i, y′i)i∈T1 ,m, J)
4: return β̂J
5: end function
Our main result in this section shows that these conditions hold with high probability for possibly
heavy-tailed, adversarially contaminated covariates after applying our filtering step.
Theorem 4.3. Let S = {(xi, yi)}ni=1 be a set of i.i.d. samples drawn according to the same dis-
tributional assumptions as in Theorem 3.8. Let T = {(x′i, y′i)}ni=1 be an ǫ-corrupted version of S,
where ǫ is less than a sufficiently small constant. Further suppose that the errors satisfy (k′, 2)-
hypercontractivity with parameter σz,k′ = O(1), for some k
′ ≥ 2. Let τ be such that log(1/τ)n =
O(1). With probability at least 1 − O(τ), running Algorithm 3 on the set T with parameters
m = Θ
(
p log p+ ǫn+ log
(
1
τ
))
and ǫ′ = Θ
(
m
n
)
yields an estimator β̂ satisfying
‖β̂ − β∗‖2 . σ
(
σz,k′
(
p log p
n
+ ǫ+
log(1/τ)
n
)1/2−1/k′)
, as long as n = Ω(p log p),
provided J & log2
(‖y′‖2+‖X′‖2‖β∗‖2
α
)
, where α is defined to be the error bound given above.
If we further suppose that the errors satisfy (4, 2)-hypercontractivity with σz,4 = O(1), then
J & log2
( ‖y′‖2(1+‖X′‖2)
α
)
iterations suffice.
Remark 4.4. Note that the error guarantee of the LTS estimator in Theorem 4.3 is weaker than
that of the Huber regression estimator in Theorem 3.8. It is not clear whether the suboptimality of
the LTS error bound is intrinsic to the LTS estimator or an artifact of our analysis; we leave this
question for future work. In the case of sub-Gaussian noise, it can be shown that the guarantee of
Theorem 4.3 matches the guarantee of Bhatia et al. [4, 3] (up to log factors) who assume, in addition,
that the covariates are sub-Gaussian.
The complete proof of Theorem 4.3 is provided in Appendix E.2, but we provide a proof sketch
below.
Proof. To simplify the argument, assume for this proof sketch that no adversarial contamination
is present in the data. Recall that T1 is the output of the filter algorithm with input T and
ǫ′ = Θ(m/n). Let n1 = |T1|. Note that if the covariates in T1 satisfy (ǫ, δ)-stability, then
n1
(
1− δ
2
ǫ
)
≤ λn1 ≤ Λn1 ≤ n1
(
1 +
δ2
ǫ
)
.
Furthermore, by Proposition C.3, we have Λ⌊ǫn1⌋ ≤ 3n1δ
2
ǫ . Suppose T1 is (ǫ1, δ1)-stable such that
|T1|ǫ1 = ǫ1n1 ≥ 2m and n1 ≥ n2 . Thus, if
δ2
1
ǫ2
1
is less than (say) 0.05, the condition Λ2mλn <
1
4 of
Lemma 4.1 holds and the error bound is O
(
H
n +
G√
n
)
. Proposition C.2 shows that this holds if mn
is small enough. We will now sketch how to bound the quantities G and H.
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To bound G, let F be the cdf of the distribution of |zi|, and let F−1 be its inverse. A Chernoff
bound implies that with probability at least 1− exp(−Ω(m)), we have∣∣∣{i : |zi| > F−1 (1− m
8n
)}∣∣∣ ≤ m
4
.
The moment assumption on zi and Markov’s inequality directly imply that F
−1 (m
8n
)
. σz,k′σ
(
m
n
)−1/k′
.
We will define wi to be zero if the corresponding value of zi does not satisfy this condition. Since
G is the maximum ℓ2-norm of any subvector of w with 2m components, we have
G = O
(
σσz,k′
√
m
(m
n
)−1/k′)
.
Consequently, its contribution to the error is O
(
G√
n
)
= O
(
σσz,k′
(
m
n
)1/2−1/k′)
.
Next, we bound H. Consider the random variable xizi, which has mean zero and covariance
σ2I. By Theorem 2.5, we know that with probability 1 − exp(−Ω(m)), there exists a set S′ such
that |S′| ≥ n − m2 and S′ is
(
Cm
n , δ
)
-stable with respect to µ and σ2. Finally, we will define wi to
be zero if i /∈ S′, as well. Using the stability of S′, we can show that H = O(nσδ). Therefore, the
overall bound is of the form O
(
σσz,kǫ
1/2−1/k + σδ
)
, where σδ is smaller than the first term.
The last step is to derive a high-probability upper bound on ‖b∗‖2. An application of the triangle
inequality gives
‖b∗‖2 ≤ ‖y′‖2 + ‖X ′‖2‖β∗‖2,
where T = (X ′, y′) is the corrupted data set. Finally, we show how to obtain a high-probability
upper bound on ‖β∗‖2 which depends on known quantities, under the additional assumption that
the zi’s satisfy (4, 2)-hypercontractivity. We can derive the inequality
E|yi| = E|xTi β∗ + zi| ≥ max{E|xTi β∗|,E|zi|} ≥ max
{
‖β∗‖22
σ4x,4
,
σ2
σ4z,4
}
.
Then the Paley-Zygmund inequality, together with a Chernoff bound, allow us to show that appro-
priately chosen quantiles of the yi’s (and consequently also the corrupted responses) are larger than
a multiple of ‖β∗‖2, with high probability.
Remark 4.5. The two statements in Theorem 4.3 differ in the number of iterations we require to
guarantee that the output of the alternating minimization algorithm will have small ℓ2-error—in order
to obtain a data-driven upper bound on ‖β∗‖2, we impose additional hypercontractivity assumptions
on the noise distribution. As in the case of the Huber estimator (cf. Section 3.4), one might choose
to use the LAD estimator to warm-start the algorithm and save on computation. Theorem 5.2 below
guarantees that the LAD estimator satisfies ‖β̂LAD − β∗‖2 = O(κ) when E|zi| = κ; the runtime of
Algorithm 3 on the shifted data (X, y−XT β̂LAD) would then scale with ‖β̂LAD−β∗‖2 = O(κ) rather
than ‖β∗‖2.
As shown in the proof of Lemma 4.1, we can alternatively run Algorithm 3 until ‖bj − bj−1‖2 =
O(α
√
n), where α is the error bound in Theorem 4.3, to obtain a data-dependent stopping criterion.
Indeed, by inequality (19) below, we have ‖bj+1−b∗‖ ≤ e0+ 12‖bj−b∗‖2, so by the triangle inequality,
‖bj − bj+1‖2 ≥ ‖bj − b∗‖2 − ‖bj+1 − b∗‖2 ≥ 1
2
‖bj − b∗‖2 − e0.
Thus, if the difference between successive iterates is sufficiently small, the error must be small, as
well.
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Finally, we emphasize that although the LTS objective function is nonconvex (8), our theoretical
guarantees are for the output of a particular iterative algorithm which can be performed efficiently.
Importantly, the validity of our theoretical analysis does not require us to assume that the alternating
minimization algorithm converges to a global optimum of the LTS objective.
5 Least absolute deviation
In this section, we study the least absolute deviation (LAD) estimator:
β̂LAD = argmin
β
n∑
i=1
|yi − xTi β|.
Note that the LAD estimator is parameter-free. Although the error bounds we derive for the LAD
estimator have suboptimal error rates compared to the other estimators, the LAD estimator is
useful for initialization for tuning or optimizing the Huber estimator (cf. Sections 3.2 and 3.4), or
initializing the alternating minimization algorithm for the LTS estimator (cf. Remark 4.5).
Our main result relies on the following lemma from Karmalkar and Price [35], who showed that
if the covariates satisfy (ǫ,m,M, ℓ1)-stability, then the LAD estimator is robust to corruption in
responses. We provide a proof for completeness:
Lemma 5.1. (Karmalkar and Price [35]) Suppose the covariates satisfy (m,M, ǫ, ℓ1)-stability such
that M > m. Then
‖β̂LAD − β∗‖2 = O
(∑(1−ǫ)n
i=1 |zi|
n(M −m)
)
.
Proof. We denote β̂ = β̂LAD for brevity. Let S be the set of (1 − ǫ)n indices with the smallest
magnitudes of additive errors. We have the following:
0 ≥
∑
i∈S
|yi − xTi β̂| −
∑
i∈S
|yi − xTi β∗|+
∑
i∈Sc
|yi − xTi β̂| −
∑
i∈Sc
|yi − xTi β∗|
≥
∑
i∈S
|xTi (β̂ − β∗)| − 2
∑
i∈S
|yi − xTi β∗| −
∑
i∈Sc
|xTi (β̂ − β∗)|,
≥ nM‖β̂ − β∗‖2 − 2
∑
i∈S
|zi| − nm‖β̂ − β∗‖2,
where the first inequality follows by the optimality of β̂, the second inequality uses the triangle
inequality, and the third inequality uses the property of (ǫ,m,M, ℓ1)-stability. Rearranging the
inequality and using the fact that
∑
i∈S |zi| ≤
∑(1−ǫ)n
i=1 |z|(i), we obtain the desired result.
Our main result in this section is to show that under our setting, the filtered covariates satisfy
the ℓ1-stability condition of Definition 7, from which we may derive an error bound according to
Lemma 5.1.
Theorem 5.2. Let S = {(xi, yi)}ni=1 be i.i.d. samples from the linear model yi = xTi β∗ + zi, where
the covariates satisfy Assumption 1 and the noise satisfies E|zi| = κ. For an ǫ < c∗, let T be an
ǫ-corrupted version of S. Let β̂ be the output of Algorithm 4 with input T and ǫ′, where ǫ′ is a small
enough constant. Let τ be such that log(1/τ)n = O(1). Then with probability at least 1− τ , we have
‖β̂ − β∗‖2 = O(κ), as long as n = Ω(p log p).
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Algorithm 4 LAD with filtered covariates
1: function LAD_with_Filtering((x′i, y
′
i)i∈[n], ǫ
′)
2: T1 ←FilteredCovariates((xi)i∈[n], ǫ′)
3: β̂LAD ← LAD((x′i, y′i)i∈T1)
4: return β̂LAD
5: end function
Proof. The following lemma shows that the filtered covariates satisfy (m,M, ǫ, ℓ1)-stability:
Lemma 5.3. Let S be the data set described in Theorem 5.2. For an ǫ1 < c∗, let T be an ǫ1-
corrupted version of set S. Let T1 be the output of the filter algorithm on input T and ǫ
′, where
ǫ′ = Θ(1). Then with probability at least 1 − O(exp(−Ω(n))), the set T1 satisfies (ǫ2,m,M, ℓ1)-
stability with ǫ2 = Θ(1), m = Θ(1), M = Θ(1), and M ≥ 2m, and these parameters do not depend
on ǫ1. Moreover, |T1| ≥ n2 .
Proof. We provide a sketch of the proof here; more details may be found in Appendix F.2. We show
that the lower bound (on M) in Definition 7 is satisfied due to the small-ball property [51], and
that the filtering algorithm removes the “outliers” in the data set, leading to the upper bound (on
m). The proof of the lower bound is given in Lemma F.3, which follows similar calculations from
previous work [37, 22]. These arguments show that if n = Ω(p log p), the ℓ1-stability lower bound
holds with M ≥ 1
2σ2
4
. For the upper bound, we use the fact that the filtered set T1 is (ǫ, δ)-stable.
Then Proposition C.4 implies that for T ′ ⊆ T1 with |T ′| ≤ ǫ|T1|, and any unit vector v, we have
1
|T1|
∑
i∈T ′ |xTi v| ≤ 2δ, so the stability upper bound holds with m ≤ 2δ. We choose the parameter
values such that M ≥ 1
2σ2
4
≥ 4δ ≥ 2m = Ω(1).
Lemma 5.3 states that, with probability at least 1 − O(exp(−Ω(n)), the set T1 obtained by
running the filtering algorithm on T satisfies (ǫ2,m,M, ℓ1)-stability, where 2m ≤ M = Θ(m) and
ǫ2 = Θ(1). We assume that ǫ is small enough such that ǫ2 > 4ǫ. Applying Lemma 5.1, we claim
that the ℓ2-estimation error is bounded by a constant times
∑n−ǫ2n1
i=1 |y′−X ′β∗|(i), where we denote
the corrupted data set by T = {(x′i, y′i)}ni=1 and n1 = |T1| = (1 − ǫ′)n. Indeed, the bound in
Lemma 5.1 involves a sum of the (1− ǫ2)n1 smallest residuals in the filtered data set. Each of these
terms appears in the set of residuals {|y′i−x′Ti β∗|}ni=1 for T , so the aforementioned sum is certainly
upper-bounded by the sum of all but the ǫ2n1 largest residuals for T . Furthermore, we have
n−ǫ2n1∑
i=1
|y′ −X ′β∗|(i) ≤
n−ǫ2n/2∑
i=1
|y′ −X ′β∗|(i) ≤
n−ǫ2n/2+ǫn∑
i=1
|y −Xβ∗|(i) ≤
n−ǫ2n/4∑
i=1
|y −Xβ∗|(i),
where the first inequality uses the fact that n1 ≥ n2 , the second inequality uses the fact that T differs
from S in at most ǫn points, and the last inequality uses the fact that ǫ ≤ ǫ24 . Applying Lemma F.2,
we see that the final quantity is at most O
(
nκ
ǫ2
)
, with probability at least 1 − O(exp(−Ω(nǫ2))).
Since ǫ2 = Ω(1), this completes the proof.
Remark 5.4. Note that the guarantees of Theorem 5.2 hold under very general conditions. Unlike
our assumptions on the noise distribution elsewhere in the paper, our theorem does not require the
noise distribution to have zero mean or be independent of the covariates; all we require is that the
first moment E|zi| is finite.
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6 Postprocessing
We now outline a one-step estimator which, given an initial estimator β̂1 such that ‖β̂1−β∗‖2 = O(σ),
returns another estimator β̂2 that has sub-Gaussian rates. In the analysis of this section, we will
assume that Assumption 2 is satisfied and the noise variance E(z2i ) = σ
2 is finite. As shown in
Sections 4 and 5, the LTS or LAD estimators will then satisfy the error bound of O(σ) with high
probability and can be used for β̂1. We note that a similar postprocessing construction has been
leveraged in earlier works [2, 23].
We first state a version of the result for a setting where the estimate β̂1 does not depend on the
data. This can always be achieved by splitting the samples when either (i) there is no contamination,
or (ii) the contamination mechanism does not depend on the data, e.g., in Huber’s contamination
model.
We first recall the median-of-means preprocessing algorithm (see Lugosi and Mendelson [45] for
a recent survey): Given data points {x1, . . . , xn} and a parameter k ∈ [n], construct {z1, . . . , zk},
as follows: Randomly bucket {x1, . . . , xn} into k disjoint buckets of equal size (if k does not divide
n, then remove some samples), and let {z1, . . . , zk} be the empirical means of the points in these
buckets. The following result from Diakonikolas et al. [22] shows that applying the iterative filtering
algorithm to the k data points obtained after running the median-of-means algorithm returns a sub-
Gaussian estimate of the mean of the original sample:
Theorem 6.1. (Diakonikolas et al. [22]) Let S be a set of n i.i.d. samples from a distribution
with mean µ and covariance Σ. Let T be an ǫ-corrupted version of S. For a probability τ , let
ǫ′ = Θ
(
ǫ+ log(1/τ)n
)
, where ǫ′ is less than a small constant. Let k = ⌈ǫ′n⌉. Let Tk := {z1, . . . , zk}
be the set obtained by median-of-means preprocessing on the set T . Then running the filtering
algorithm in Theorem 2.3 with inputs Tk and ǫ
′ = Θ(1) returns a set T ′ such that, with probability
at least 1− exp(−Ω(k)),
‖µ̂T ′ − µ‖2 = O
(√
tr(Σ)
n
+
√
‖Σ‖2ǫ+
√
‖Σ‖2 log(1/τ)
n
)
,
where µ̂T ′ is the empirical mean of the set T
′.
Using the result of Theorem 6.1, we can derive the following theorem:
Theorem 6.2. Let S be a set of n i.i.d. samples from the linear model yi = x
T
i β
∗+zi, where the co-
variates satisfy Assumption 1 and the noise distribution satisfies Assumption 2. Suppose E(z2i ) = σ
2.
Let β̂1 be any estimator which is independent of S, satisfying ‖β̂1 − β∗‖2 = O(σ). Let T be an ǫ-
corrupted version of S, where T might depend on β̂1. Define the set T1 :=
{
β̂1 + (y
′
i − (xi)′T β̂1)x′i : (x′i, y′i) ∈ T
}
.
Suppose ǫ′ = Θ
(
ǫ+ log(1/τ)n
)
= O(1). Then given ǫ, T1, and τ as inputs, the mean algorithm in
Theorem 6.1 returns an output β̂ satisfying
‖β̂ − β∗‖2 . σ
(√
p
n
+
√
ǫ+
√
log(1/τ)
n
)
,
with probability at least 1− τ .
Proof. Throughout the proof, we will condition on the value of the initial estimator β̂1. Let S1 :={
β̂1 + (yi − xTi β̂1)xi : (xi, yi) ∈ S
}
. Since β̂1 is independent of S by assumption, the set S1 consists
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of i.i.d. samples when we condition on β̂1. It is easy to see that T1 is an ǫ-corrupted version of S1
and E
[
β̂1 + (yi − xTi β̂1)xi
]
= β∗. Thus, the desired result follows from Theorem 6.1 if we can show
that the set S1 satisfies the stated conditions. For simplicity, set
wi := β̂1 + (yi − xTi β̂1)xi = β̂1 + xTi xi(β∗ − β̂1) + xizi.
We will work conditionally on β̂1 in the remainder of the proof. Since β̂1 is independent of S,
the wi’s are then conditionally i.i.d. Set ∆ := β̂1 − β∗, so ‖∆‖2 ≤ σ by assumption, and observe
that wi − β∗ = ∆− xTi xi∆+ xizi. Therefore, for any unit vector v, we have
vTΣwiv = E(v
T (wi − β∗))2 = E(vT∆− (vTxi)(∆Txi) + vTxizi)2
. (vT∆)2 + E
(
(vTxi)
2(∆Txi)
2
)
+ E
(
(vTxi)
2z2i
)
. ‖∆‖22 +
√
E(vTxi)4
√
E(∆Txi)4 + σ
2
. ‖∆‖22 + σ4x,4‖∆‖22 + σ2
. σ2. (9)
Therefore, tr(Σw) . σ
2p and ‖Σw‖2 . σ2. This completes the proof. (Observe that if ‖β̂1−β∗‖2 were
much larger than σ, this argument yields an error bound which depends on
√
σ2 + ‖β̂ − β∗‖22.)
We now consider the case when β̂1 might depend on the data. Such a situation might arise if
we were to perform sample splitting on an adversarially contaminated data set, meaning we would
estimate β̂1 from the first half of the data and use it to initialize a postprocessing step on the other
half. Since the adversary is allowed to look at the whole data set, this could lead to dependence
between the two halves. In such a case, the argument used in the proof of Theorem 6.2 cannot be
applied because we do not necessarily have an i.i.d. data set when we condition on β̂1. However, we
may still obtain a looser error bound by taking a union bound over a large enough cover of Sd−1.
We have the following result, proved in Appendix G.1:
Theorem 6.3. Consider the setting and notation in Theorem 6.2, where β̂1 might depend on S. Set
ǫ′ = Θ
(
ǫ+ log(1/τ)n +
p log(pn)
n
)
, where ǫ′ is less than a small constant. Then running the filtering
algorithm in Theorem 2.3 with inputs T1 :=
{
β̂1 + (y
′
i − (xi)′T β̂1)x′i : (x′i, y′i) ∈ T
}
and ǫ′ returns a
set T ′ such that, with probability at least 1− 2τ ,
‖β̂ − β∗‖2 . σ
(√
p log(pn)
n
+
√
ǫ+
√
log(1/τ)
n
)
,
where β̂ is the empirical mean of the vectors in T ′.
Remark 6.4. Compared to the error bound in Theorem 6.2, the error bound in Theorem 6.3 contains
an extra factor of
√
log(pn) in the first term. This arises due to the covering argument we employ,
since we cannot simply condition on β̂1 and argue that we still have i.i.d. data.
7 Discussion
In this paper, we have presented several estimators that are simultaneously robust to heavy-tailed
distributions and adversarial contamination. The main theme of our work is to show that a simple
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preprocessing step applied to the covariates can be used to make classical estimators such as the Hu-
ber regression, LTS, and LAD estimators robust to contamination in both covariates and responses.
Our preprocessing step leverages recent advances in algorithms for robust mean estimation, in which
a filtering procedure was introduced to remove a small fraction of covariates to make the sample
covariance matrix of the remaining points have a small spectral norm. In particular, the modified
Huber regression estimator achieves a near-optimal error guarantee in this setting, whereas the LTS
and LAD estimators can be used for initialization and/or parameter tuning, or augmented with a
preprocessing step to achieve near-optimal error rates.
Aside from the filtering method analyzed in this paper, we note that other algorithms have been
proposed, which—instead of returning a subset T ′ of the input data set T—return a distribution
on T such that the weight at any point is at most 1(1−O(ǫ))|T | [18, 64, 24, 11, 71]. Although we have
not pursued such algorithms here, one might prove analogous results for robust regression using
these alternative methods for preprocessing via one of the following two approaches: (i) discretize
the distribution to obtain a set T ′ satisfying the conclusion in Theorem 2.3; or (ii) study a weighted
form of regression estimators (Huber regression, LAD, or LTS), where the loss at each point is
weighted by the output of these algorithms. We leave a careful analysis of such algorithms to future
work.
Thinking more broadly, it would be interesting to see which other common regression estimators
might benefit from covariate filtering as a preprocessing step. Another important line of future
work is to extend this methodology to settings where β∗ satisfies some structural assumptions, such
as sparsity—this might involve proposing and analyzing a filtering step which would, with high
probability, produce covariates which satisfy a restricted eigenvalue condition. Finally, we have
assumed throughout the paper that the covariates and noise variables are independent, and the
covariates are isotropic; the question of whether our proposed algorithms could be analyzed under
a more general dependency structure and unknown covariance remains open.
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A Auxiliary results
We recall the Chernoff bound below [68, 6]:
Lemma A.1. Let X1, . . . ,Xn be independent {0, 1}-valued random variables. Let µ̂ = 1n
∑n
i=1Xi
be the empirical mean and let µ denote its expectation, i.e., µ = 1n
∑n
i=1 EXi. Then with probability
at least 1− τ , we have
µ̂ . µ+
log(1/τ)
n
.
In particular, for κ ≥ 1, we have µ̂ ≤ 2κµ, with probability at least 1− exp(−cκnµ).
We will use the following version of Talagrand’s concentration inequality regarding bounded
empirical processes [66]:
Lemma A.2. (Theorem 12.5 of Boucheron et al. [6]) Let X1, . . . ,Xn be n i.i.d. vectors such that
for each s ∈ T , we have EXi,s = 0 and Xi,s ≤ Q. Define Z := sups∈T
∑n
i=1Xi,s, and define σ
2 (the
wimpy variance) to be σ2 := sups∈T E
∑n
i=1X
2
i,s. Then with probability at least 1− τ , we have
Z . EZ + σ
√
log(1/τ) + L log(1/τ).
We recall the following lemma from Lugosi and Mendelson [47]:
Lemma A.3. Let X1, . . . ,Xn be n i.i.d. points from a distribution over R
p with mean zero and
covariance I. For an ǫ > 0 such that ǫ = O(1), let Q := C
(√
1
ǫ +
1
ǫ
√
p
n
)
for a large enough
constant C. For a unit vector v, define the set Sv :=
{
i : |XTi v| ≥ Q
}
. Let E be the event E =
{supv |Sv| ≤ ǫn}. Then with probability at least 1− exp(−ncǫ), the event E holds.
We will also use the following results:
Lemma A.4. (Lemma 6.1.2 of Vershynin [68]) Let Y and Z be independent random variables such
that E(Z) = 0. Then for every convex function f , one has
E(f(Y )) ≤ E(f(Y + Z)).
Lemma A.5. Let W and Z be two independent symmetric random variables. Let Y := W + Z.
Then for any r ≥ 0, we have P(|Z| ≥ r) ≤ 2P(|Y | ≥ r).
Proof. Note that
{Z ≥ r,W ≥ 0} ∪ {Z ≤ −r,W ≤ 0} ⊆ {|Y | ≥ r}.
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Thus, by the independence of W and Z and the symmetry of Z, we have
P(|Y | ≥ r) ≥ P(Z ≥ r,W ≥ 0) + P(Z ≤ −r,W ≤ 0)
= P(Z ≥ r)P(W ≥ 0) + P(Z ≤ −r)P(W ≤ 0)
= P(Z ≥ r)(P(W ≥ 0) + P(W ≤ 0))
≥ P(Z ≥ r)
=
1
2
P(|Z| ≥ r),
completing the proof.
We also recall the following result on convex functions from Sun et al. [65]:
Lemma A.6. Let L(β) : Rp → R be a convex function and let β1 ∈ Rp. For some η ∈ (0, 1] and
β2 ∈ Rp, let βη = β1 + η(β2 − β1). Then we have
〈∇L(βη)−∇L(β1), βη − β1〉 ≤ η〈∇L(β2)−∇L(β1), β2 − β1〉.
We will use the following standard properties regarding convexity and strong convexity [56, 7]:
Lemma A.7. For a convex set X ⊆ Rn, let f be a continuously differentiable function f : X → R.
Then the following statements hold:
1. If f is α-strongly convex and continuously differentiable, then for any two points x, y ∈ X , we
have
〈∇f(y)−∇f(x), y − x〉 ≥ α‖y − x‖22.
2. If f is twice continuously differentiable, then ∇2f  αI.
3. If f is α1-strongly convex and g is α2-strongly convex, then f + g is (α1+α2)-strongly convex.
B Lower bounds for OLS and multivariate sample mean
In this appendix, we derive a lower bound on the ℓ2-error of the OLS estimator by first proving a
lower bound on the estimation error of the empirical mean.
B.1 Lower bound for mean estimation
We prove the following result regarding the estimation error of the sample mean. This result
generalizes an analogous univariate result of Catoni [9, Proposition 6.2].
Proposition B.1. For any variance of σ2 > 0, dimension p, sample size n, and probability τ ≤ 14 ,
there exists a multivariate distribution with mean µ ∈ Rp and covariance σ2I such that the sample
mean µ̂ on n i.i.d. samples satisfies the bound
‖µ̂− µ‖22 = Ω
(
pσ2
nτ
)
,
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with probability at least τ . Moreover, the distribution of the random variable µ + ZX satisfies
the bound, where X is uniform on {−1, 1}p and Z is a univariate random variable supported on{−σ√ n2τ , 0, σ√ n2τ } , with
P
(
Z = −σ
√
n
2τ
)
= P
(
Z = σ
√
n
2τ
)
=
τ
n
,
and X and Z are independent.
Proof. Without loss of generality, we will assume that µ = 0. Let ǫ = 1√
2nτ
, so
P(Z = −σnǫ) = P(Z = σnǫ) = 1
2n2ǫ2
and P(Z = 0) = 1− 1n2ǫ2 . Note that Cov(ZX) = E(Z2)I = σ2I.
Let (X1, . . . ,Xn) and (Z1, . . . , Zn) be independent pairs of n i.i.d. random samples drawn from
the distributions of X and Z, respectively. LetWi := ZiXi, so theWi’s are i.i.d. and µ̂ =
1
n
∑n
i=1Wi.
Now note that for all i, we have ‖Xi‖2 = √p. Hence, we can write
P (‖µ̂− µ‖2 ≥ σ
√
pǫ) = P
(∥∥∥∥∥ 1n
n∑
i=1
Wi
∥∥∥∥∥
2
≥ σ√pǫ
)
≥ P (∃i : ‖Wi‖2 ≥ σn√pǫ and ∀j 6= i, ‖Wj‖2 = 0)
= P (∃i : ‖Xi‖2|Zi| ≥ σn√pǫ and ∀j 6= i, ‖ZjXj‖2 = 0)
= P (∃i : |Zi| ≥ σnǫ and ∀j 6= i, Zj = 0)
= n · 1
n2ǫ2
(
1− 1
n2ǫ2
)n−1
≥ 1
nǫ2
(
1− 1
n2ǫ2
)n
.
We now simplify the last term using two simple observations: (i) (1+ x)r ≥ 1+ rx, for x ≥ −1 and
r ≥ 1; and (ii) 1nǫ2 = 2τ ≤ 12 :
1
nǫ2
(
1− 1
n2ǫ2
)n
≥ 1
nǫ2
(
1− 1
nǫ2
)
≥ 1
2nǫ2
= τ.
Thus, we conclude that
‖µ̂− µ‖2 ≥ σ
√
dǫ = σ
√
p
2nτ
,
with probability at least τ .
B.2 Lower bound for OLS
In this section, we state a lower bound for the OLS estimator using reductions to the sample mean.
We consider the following linear model:
yi = x
T
i β
∗ + zi, 1 ≤ i ≤ n,
where xi and zi are independent. We also assume that E(z
2
i ) = σ
2.
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Proposition B.2. (Lower bound for OLS for multivariate distributions) For every dimension p,
sample size n = Ω(p), and probability τ ≤ 14 such that log(1/τ)n = O(1), there exist covariate and
error distributions satisfying Assumptions 1 and 2, such that the OLS estimator β̂OLS satisfies the
bound
‖β̂OLS − β∗‖22 = Ω
(
pσ2
nτ
)
,
with probability at least τ2 . Moreover, the bound is satisfied when the distribution of the covariates
is uniform on {−1, 1}p, and the distribution of the noise is defined as in Proposition B.1.
Proof. Suppose the covariates and noise are sampled according to the stated distributions; we will
show that the lower bound holds. Let the corresponding sampled points be denoted by {(xi, yi)}ni=1.
Note that the distribution of the covariates is O(1)-sub-Gaussian; i.e., for any unit vector v,
we have ‖vTx‖ψ2 = O(1). Thus, Assumption 1 holds. Furthermore, the covariance matrix of
the covariates has exponential concentration near the true covariance I, so if we denote Σn =
1
n
∑n
i=1 xix
T
i and define the event
E1 :=
{
x1, . . . , xn : ‖Σ−1n − I‖2 ≤ 0.1
}
,
then P(E1) ≥ 1− exp(−cn) when n = Ω(p) (cf. Exercise 4.7.3 of Vershynin [68]).
Define Ŵ := 1n
∑n
i=1 xizi, and note that the OLS estimator satisfies β̂ − β∗ = Σ−1n Ŵ . Thus,
‖β̂OLS − β∗‖2 ≥ ‖Ŵ‖2 − ‖(Σ−1n − I)Ŵ‖2 ≥ ‖Ŵ‖2 − ‖Σ−1n − I‖2‖Ŵ‖2.
Let E2 be the event
E2 :=
{
‖Ŵ‖2 = Ω
(√
pσ2
nτ
)}
.
Then on the event E1 ∩ E2, we have
‖β̂OLS − β∗‖2 ≥ 0.9‖Ŵ ‖2 = Ω
(√
pσ2
nτ
)
.
Finally, note that P(E2) ≥ τ by Proposition B.1, so P(E1 ∩E2) ≥ τ − exp(−cn) ≥ τ2 , and the desired
result follows.
C Results regarding stability
In this appendix, we state and prove several results stemming from our notions of stability.
Proposition C.1. Consider the setting of Theorem 2.5 with k = 4. Let ǫ < c∗, where c∗ is a small
enough constant. Suppose n = Ω(p log p/ǫ). With probability at least 1−O(exp(−Ω(nǫ))), for every
subset S′ ⊆ S such that |S′| ≥ (1− ǫ)n, we have λmin
(
1
n
∑
i∈S′ xix
T
i
) ≥ 0.8.
Proof. This follows from Lemma 4.4 in Diakonikolas et al. [22] by choosing ǫ = Θ
(
log(1/τ)
n
)
= Θ(1)
and n = Ω
(
p log p
ǫ
)
. Note that the lemma in Diakonikolas et al. [22] requires that the samples are
almost surely bounded, i.e., ‖xi‖2 = O
(√
pǫ−1/4
)
, which can be achieved by ignoring the samples
with large norm (cf. proof of Theorem 1.8 in Diakonikolas et al. [22]).
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Proposition C.2. Consider the setting of Theorem 2.5 with k = 4. Let ǫ < c∗, where c∗ is
a small enough constant. Let C be any large constant. Suppose n = Ω
(
p log p
ǫ
)
. Then for any
τ = O(exp(−Ω(nǫ))), with probability at least 1− τ , there exists a set S1 ⊆ S such that
(i) |S1| ≥ (1− ǫ)n,
(ii) S1 is (ǫ1, δ1)-stable, where ǫ1 = Cǫ and δ1 = O
(√
p log p
n + σx,4ǫ
3/4 + σx,4
√
log(1/τ)
n
)
, and
(iii)
δ21
ǫ1
< 0.01.
Moreover, let T be an ǫ′-corrupted set version of S, where ǫ′ ≤ ǫ. Let T1 be the output of the
filter algorithm with input T and ǫ. Then with probability at least 1− 2τ , the set T1 satisfies
(i) |T1| ≥ (1− c1ǫ)n,
(ii) T1 is (ǫ2, δ2)-stable, where ǫ2 = c2Cǫ and δ = O
(√
p log p
n + σx,4ǫ
3/4 + σx,4
√
log(1/τ)
n
)
, and
(iii)
δ2
2
ǫ2
< 0.05.
Proof. We will show that these statements are consequences of Theorems 2.3 and 2.5.
Fix the constant C, the desired premultiplier in the stability results. Let ǫ3 > 0 be a value to be
decided later, and let τ be such that log(1/τ)n ≤ c1ǫ3. Suppose ǫ3 is such that ǫ := C1
(
ǫ3 +
log(1/τ)
n
)
is
the parameter in Theorem 2.5. Applying Theorem 2.5, we see that with probability 1−τ , there exists
a (Cǫ, δ1)-stable set S
′ ⊆ S, with |S′| ≥ (1− ǫ)|S| and δ1 = O
(√
p log p
n + σx,4ǫ
3/4
3 + σx,4
√
log(1/τ)
n
)
,
where the premultiplier depends on C.
Note that
δ21
ǫ1
.
p log p
nǫ
+ σ2x,4ǫ
1/2
3 + σ
2
x,4
log(1/τ)
nǫ
.
p log p
nǫ
+ σ2x,4
√
ǫ+ σ2x,4
c1
C1
.
The last expression can be made less than 0.01 by choosing n = Ω
(
p log p
ǫ
)
, restricting ǫ (and thus
ǫ3) to be less than a small enough constant c
∗, and choosing c1 to be small enough. The last
condition yields that the failure probability can be made as small as exp(−Ω(nǫ)). This completes
the proof of the first statement. Moreover, the bound 0.01 was arbitrary and can be made as small
as required under qualitatively similar constraints.
For the second part, we assume that the constant C is large enough for Theorem 2.3 to succeed.
By the first part, we know that with probability at least 1− exp(−Ω(nǫ)), there exist S1 ⊆ S such
that |S1| ≥ (1 − ǫ)|S| and S1 is (Cǫ, δ1)-stable. Theorem 2.3 then implies that with probability
at least 1 − O(exp(−Ω(nǫ))), the output of the filter algorithm T1 satisfies |T1| ≥ (1 − c1ǫ)n and
is (ǫ2, δ2)-stable, where ǫ2 = c2Cǫ and δ2 = c3δ1. It remains to check that
δ2
2
ǫ2
< 0.05. Note that
δ22
ǫ2
=
c23
c2C
· δ2ǫ . Since c3, c2 and C are constants, we can make
δ22
ǫ2
< 0.05 by taking
δ21
ǫ < 0.05 · c2Cc2
3
in
the first part.
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Proposition C.3. Let {x1, . . . , xn} be an (ǫ, δ)-stable set with respect to µ and σ2. Then for any
unit vector v and any S′ ⊆ [n] such that |S′| ≤ ǫn, we have
1
n
∑
i∈S′
((xi − µ)T v)2 ≤ 3σ
2δ2
ǫ
. (10)
Proof. Without loss of generality, we assume that µ = 0 and σ2 = 1. By the stability assumption,
we have the inequality
1
n
∑
i∈[n]
(xTi v)
2 ≤ 1 + δ
2
ǫ
.
Furthermore, using the lower bound on eigenvalues over the set [n] \ S′, we have
1
|[n] \ S′|
∑
i∈[n]\S′
(xTi v)
2 ≥ 1− δ
2
ǫ
.
Combining the inequalities, we obtain
1
n
∑
i∈S′
(xTi v)
2 =
1
n
∑
i∈[n]
(xTi v)
2 − |[n] \ S
′|
n
1
|[n] \ S′|
∑
i∈[n]\S′
(xTi v)
2
≤
(
1 +
δ2
ǫ
)
− (1− ǫ)
(
1− δ
2
ǫ
)
=
2δ2
ǫ
+ ǫ− δ2 ≤ 3δ
2
ǫ
,
where we use the fact that ǫ ≤ δ.
Proposition C.4. Let {x1, . . . , xn} be an (ǫ, δ)-stable set with respect to µ and σ2. Then for any
unit vector v and any S′ ⊆ [n] such that |S′| ≤ ǫn, we have
1
n
∑
i∈S′
|(xi − µ)T v| ≤ 2σδ. (11)
Proof. Without loss of generality, we assume that µ = 0 and σ2 = 1. By Proposition C.3, we have
1
n
∑
i∈S′
(xTi v)
2 ≤ 4δ
2
ǫ
.
Applying the Cauchy-Schwarz inequality, we then have
1
|S′|
∑
i∈S′
|xTi v| ≤
√
1
|S′|
∑
i∈S′
|xTi v|2 ≤
√
n
|S′|
4δ2
ǫ
.
Hence, we obtain
1
n
∑
i∈S′
|xTi v| =
|S′|
n
1
|S′|
∑
i∈S′
|xTi v| ≤
|S′|
n
√
n
|S′|
4δ2
ǫ
=
√
|S′|
n
4δ2
ǫ
≤ 2δ.
34
Proposition C.5. Let {x1, . . . , xn} be an (ǫ, δ)-stable set with respect to µ and σ2. Let a1, . . . , an
be scalars and suppose max1≤i≤n |ai| ≤ a. Then for any S′ ⊆ [n] such that |S′| ≤ ǫn, we have∥∥∥∥∥ 1n∑
i∈S′
ai(xi − µ)
∥∥∥∥∥
2
≤ 2aσδ. (12)
Proof. Without loss of generality, we assume that µ = 0 and σ2 = 1. We have∥∥∥∥∥ 1n∑
i∈S′
aixi
∥∥∥∥∥
2
=
1
n
sup
v∈Sd−1
∑
i∈S′
aix
T
i v ≤
1
n
sup
v∈Sd−1
∑
i∈S′
|ai||xTi v| ≤
a
n
sup
v∈Sd−1
∑
i∈S′
|xTi v| ≤ 2aδ, (13)
where the last step uses Proposition C.4.
D Huber regression
In this appendix, we provide additional proof details for the results in Section 3.
D.1 Estimation of γ
In this section, we prove that the sample-splitting procedure outlined in Section 3.2 succeeds with
high probability. We use the result of Theorem 5.2, as well as the following lemma, where we denote
ǫ = c∗ for notational brevity.
Lemma D.1. Let S = {(x1, y1), . . . , (x2n, y2n)}2ni=1 be i.i.d. points from the linear model yi = xTi β∗+
zi, where the covariates are centered and isotropic, and the noise is independent of the covariates
and satisfies E|zi| = κ <∞. Let β̂0 be an estimator independent of S such that ‖β̂0 − β∗‖2 = O(κ).
Then the sample-splitting estimator γ̂ with ǫ = c∗ satisfies
(i) P
(
|Z1 − Z2| ≥ γ̂√2
)
< ǫ, and
(ii) |γ̂| = O (κǫ ),
with probability at least 1− 2 exp(−Ω(nǫ2)).
Proof. Let β1 = β
∗− β̂0. Note that conditioned on β̂0, the pairs {(x′i, w′i)}⌊n/2⌋i=1 are i.i.d. draws from
the linear model
w′i = (x
′
i)
Tβ1 + z
′
i, (14)
where z′i
d
= z1−z2√
2
is the symmetrized version of the error variables.
Let x′, w′, and z′ denote generic random variables with the same distributions as x′i, w
′
i, and z
′
i,
respectively. Note that x′ is centered and isotropic, and z′ is symmetric with E|z′| ≤ √2κ. By the
triangle inequality, we therefore have
E|w′| ≤ E|(x′)Tβ1|+ E|z′| ≤
√
E ((x′)Tβ1)
2 + E|z′| ≤ ‖β1‖2 +
√
2κ = O(κ),
using the fact that x′ is isotropic and ‖β1‖2 = O(κ) by assumption.
Now let Fn denote the empirical cdf of the |w′i|’s, so Fn(t) = 1n
∑n
i=1 1(|w′i| ≤ t). Define the
event
E :=
{
sup
t∈R
|Fn(t)− P(|w′| ≤ t)| ≤ ǫ
8
}
.
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By the Dvoretzky-Kiefer-Wolfowitz inequality [50], we know that P(E) ≥ 1− 2 exp(−nǫ2/32). Note
that by definition, we have γ̂2 = inf
{
t : Fn(t) ≥ 1− ǫ4
}
. On the event E , we therefore have
P
(
|w′| ≥ γ̂
2
)
≤ 3ǫ
8
. (15)
Furthermore, since both z′ and (x′)Tβ1 are symmetric random variables, Lemma A.5 applied to the
linear model (14) gives us
P
(
|z′| ≥ γ̂
2
)
≤ 2P
(
|w′| ≥ γ̂
2
)
≤ 3ǫ
4
< ǫ,
which is part (i).
We now show that |γ̂| ≤ 8E|w′|ǫ on the event E . Suppose the contrary. By Markov’s inequality,
we would have
P
(
|w′| ≥ γ̂
2
)
≤ P
(
|w′| ≥ 4E|w
′|
ǫ
)
≤ ǫ
4
,
which contradicts inequality (15). Therefore, we must have γ̂ = O
(
E|w′|
ǫ
)
= O
(
κ
ǫ
)
, as wanted.
D.2 Proof of Theorem 3.8
In the course of this proof, we will need to refer to set functions that take a finite set as the argument
and return a value in R. The sets we consider will be of the form S = {(u1, v1), (u2, v2), . . . , (un, vn)},
where ui ∈ Rp, vi ∈ R, and n ≥ 1. The set functions will be of the following form:
F (S) :=
n∑
i=1
f(ui, vi),
for some f : Rp × R→ R. For ease of notation, we will use the following convention:
F (S) =
∑
(x,y)∈S
f(x, y).
This simplifies notation by avoiding explicit indexing of the elements in the sets being considered.
For example, if S′ ⊆ S, we may express F (S′) =∑(x,y)∈S′ f(x, y).
For ease of presentation, we also redefine the algorithm with different notation, as reflected in
Algorithm 5.
Algorithm 5 Huber Regression - Adversarial Corruption
1: function Huber_Regression_With_Filtering(T = {x′i, y′i : i ∈ [2n]}, γ, ǫ˜)
2: for i← 1 to n do
3: (x˜i, y˜i) ←
(
x′i−x′n+i√
2
,
y′i−y′n+i√
2
)
4: end for
5: T1 ← {(x˜i, y˜i)}ni=1
6: T2 ← FilteredCovariates(T1, ǫ˜)
7: β̂ ← HuberRegression(T2, γ)
8: return β̂
9: end function
We state the following technical lemma, which is proved in Appendix D.3:
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Lemma D.2. Under the setting of Theorem 3.8, with probability at least 1 − 2τ , we have the
following statements:
(i) The filtered set of covariates T2 satisfies weak stability with parameters ǫ1 = Ω(1), L = Ω(1),
and U = O(1).
(ii) The gradient of the loss function satisfies ‖∇Lγ(β∗)‖2 . γ
(√
p log p
n + ǫ
1−1/k +
√
log(1/τ)
n
)
.
(iii) For r & ǫ1γ√
U
, γ & σ√ǫ1 , and
log(1/τ)
n . ǫ1, the function Lγ is L-strongly convex in a ball of
radius r around β∗.
Note that we can then follow the proof of Theorem 3.1 exactly, where we replace Lemmas 3.4
and 3.5 with statements (ii) and (iii) of Lemma D.2 and impose the condition that ǫ is less than a
small enough constant.
D.3 Proof of Lemma D.2
Proof of (i): Recall that T1 is a set of cardinality n, where we subtract pairs of points in the
corrupted data set (and rescale by
√
2). Analogously, we define the set S1, where we perform
pairwise subtraction on the uncorrupted data set S. It can be shown that T1 is an (at most) 2ǫ-
corrupted version of set S1, and S1 is a set of n i.i.d. data points from a linear model, where (i) the
covariates are drawn from a centered isotropic distribution with kth moment bounded by cσx,k; and
(ii) the additive noise is zero-mean, symmetric, independent of the covariates, and of variance σ2
(see Theorem 3.3 in Diakonikolas et al. [22]).
By Theorem 2.5, we know that with probability 1−τ , there exists a set S2 ⊆ S1 such that |S2| ≥
(1 − ǫ′1)n and S2 is (ǫ2, δ2)-stable, where ǫ2 = Cǫ′1 and δ2 .
√
p log p
n + σx,kǫ1
1−1/k + σx,4
√
log(1/τ)
n .
Here, we take ǫ1 =
p log p
n + 2ǫ and define ǫ
′
1 = C
(
ǫ1 +
log(1/τ)
n
)
, and note that ǫ1, ǫ
′
1 = O(1) by
our assumptions. Recall that T2 is the output of the filter algorithm on the set T1 with parameter
ǫ′1 ≥ 2ǫ. Since T1 is an (at most) 2ǫ-corrupted version of S1, the existence of the stable set S2, in
conjunction with Theorem 2.3, implies that with probability 1 − τ : (i) T2 has cardinality at least
(1− c2ǫ′1)n, and (ii) T2 is (ǫ3, δ3)-stable, where ǫ3 = c2ǫ2 and δ3 = c4δ2.
Moreover, by Proposition C.1, we know that for ǫ5 a small enough constant, with probability at
least 1−O(exp(−Ω(nǫ5))), every S3 ⊆ S1 with cardinality at least (1− ǫ5)n satisfies the inequality
λmin
(
1
n
∑
(x,y)∈S3 xx
T
)
≥ 0.8. Since the amount of corruption is sufficiently small, we will be able
to translate this guarantee to the filtered set T2.
We now choose ǫ5 ≤ 3 to be a small enough constant and choose ǫ′1 sufficiently small (note
that the latter is possible for a small enough choice of ǫ and large enough choice of n), so that the
following are satisfied simultaneously:
1. Both
δ22
ǫ2
= O(1) and
δ23
ǫ3
= O(1): note that
δ22
ǫ2
.
p log p
n + σ
2
x,kǫ
2−2/k
1 + σ
2
x,4
log(1/τ)
n
ǫ1 +
log(1/τ)
n
. 1.
2. The cardinality of S2 satisfies |S2| ≥ (1− ǫ′1)n ≥
(
1− ǫ520
)
n ≥ n2 .
3. The cardinality of T2 satisfies |T2| ≥ (1− c2ǫ′1)n ≥
(
1− ǫ520
)
n ≥ n2 .
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4. The inequality 4ǫ < 4ǫ′1 ≤ ǫ510 holds.
We now show that the covariates in T2 satisfy weak stability with ǫ6 =
ǫ5
3 = Ω(1), L = Ω(1),
and U = O(1). Suppose T ′2 ⊆ T2 is such that |T ′2| ≥ (1− ǫ6)|T2|. Then
1
|T2|λmin
 ∑
(x,y)∈T ′
2
xxT
 ≤ 1|T2|λmin
 ∑
(x,y)∈T2
xxT
 ≤ 1 + δ23
ǫ3
= O(1),
using the (ǫ3, δ3)-stability of T2, giving the upper bound U = O(1). To obtain the lower bound,
note that
|T ′2 ∩ S1| ≥ |T ′2| − |T2△S1|
≥ |T2|
(
1− ǫ5
3
)
− 2ǫn
≥ n
(
1− ǫ5
3
)(
1− ǫ5
20
)
− ǫ5n
20
≥ (1− ǫ5)n.
Therefore, T ′2 ∩ S1 is a subset of S1 with cardinality at least (1− ǫ5)n, and we conclude that
1
|T2|λmin
 ∑
(x,y)∈T ′
2
xxT
 ≥ 1
n
λmin
 ∑
(x,y)∈T ′
2
∩S1
xxT
 ≥ 0.8.
This gives the desired lower bound L = Ω(1).
Proof of (ii): Using the same strategy as in previous step, we can show that weak stability
also holds on S2 with parameters ǫ6, L = Ω(1), and U = O(1). We will use this fact to prove
concentration results analogous to Lemmas 3.4 and 3.5.
In fact, in the proof of Lemma 3.4, the only property of the covariates that we leveraged was
the fact that they satisfy weak stability with U = O(1). Thus, we can analogously argue that∥∥∥∥∥∥ 1|S2|
∑
(x,y)∈S2
∇ℓγ(y − xTβ∗)
∥∥∥∥∥∥
2
. γ
(√
p
n
+
√
log(1/τ)
n
)
, (16)
with probability at least 1− τ .
We will now translate this result back to T2 using the fact that both S2 and T2 are stable. Let
Lγ denote the Huber loss function with parameter γ applied to the set T2:
Lγ(β) = 1|T2|
∑
(x,y)∈T2
ℓγ(y − xTβ).
Using the triangle inequality together with the bound (16) and the notation z = y − xTβ∗, we
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then obtain
‖∇Lγ(β∗)‖2 =
∥∥∥∥∥∥ 1|T2|
∑
(x,y)∈T2
xψγ(z)
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥ 1|T2|
∑
(x,y)∈S2
xψγ(z)
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥ 1|T2|
∑
(x,y)∈S2\T2
xψγ(z)
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥ 1|T2|
∑
(x,y)∈T2\S2
xψγ(z)
∥∥∥∥∥∥
2
.
∥∥∥∥∥∥ 1|S2|
∑
(x,y)∈S2
xψγ(z)
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥ 1|S2|
∑
(x,y)∈S2\T2
xψγ(z)
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥ 1|T2|
∑
(x,y)∈T2\S2
xψγ(z)
∥∥∥∥∥∥
2
. γ
(√
p
n
+
√
log(1/τ)
n
+ δ2 + δ3
)
,
with probability at least 1− τ , where the last step uses Proposition C.5 and the stability of S2 and
T2. Using the bounds on δ2 and δ3 completes the proof.
Proof of (iii): We have shown that with probability at least 1 − 2τ , the sets S2 and T2 both
satisfy weak stability with ǫ6, L = Ω(1), and U = O(1); in addition, statements (1)–(4) hold in
the proof of part (i) above. We denote this high-probability event by E , and show that under the
additional assumptions, the desired strong convexity statement holds on the event E .
By the same argument used in the proof of Lemma 3.5, we know that on event E , if r, γ, and τ
satisfy the inequality
r
√
U
γ
+
σ2
γ2
+
log(1/τ)
n
. ǫ6,
then
sup
β:‖β−β∗‖2≤r
1
|S2|
∑
(x,y)∈S2
1
(|y − xTβ| ≥ γ) ≤ ǫ6
10
. (17)
Crucially, we use the fact that conditioned on the event E (which is entirely defined in terms of the
covariates), the noise random variables {zi = yi − xTi β∗ : (xi, yi) ∈ S2} remain i.i.d.
Now let W := supβ:‖β−β∗‖2≤r
1
|T2|
∑
(x,y)∈T2
∑n
i=1 1
(|y − xTβ| ≥ γ). Note that
W ≤ |T2 \ S2||T2| + supβ:‖β−β∗‖2≤r
1
|T2|
∑
(x,y)∈S2
1
(|y − xTβ| ≥ γ) . (18)
On the event E , we can bound the first term by
|T2 \ S2|
|T2| ≤
|T1 \ S2|
n/2
≤ 2
n
(|T1 \ S1|+ |S1 \ S2|) ≤ 2
n
(
2ǫn+
ǫ6n
20
)
≤ 2ǫ6
5
,
where the third inequality uses the fact that |S2| ≥ (1 − ǫ5/20)n, and the last inequality uses the
bound 4ǫ ≤ ǫ510 = 3ǫ610 . The second term of inequality (18) can be bounded by
sup
β:‖β−β∗‖2≤r
1
|T2|
∑
(x,y)∈S2
1
(|y − xTβ| ≥ γ) = |S2||T2| · supβ:‖β−β∗‖2≤r 1|S2|
∑
(x,y)∈S2
1
(|y − xTβ| ≥ γ)
≤ n
n/2
· ǫ6
10
=
ǫ6
5
,
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using inequality (17). Thus,
W ≤ 2ǫ6
5
+
ǫ6
5
< ǫ6.
Now define the matrix
Hn(β) :=
1
|T2|
∑
(x,y)∈T2
xxT1
(|y − xTβ| < γ) .
It follows that the strong convexity parameter of Lγ(β) is at least λmin(Hn). Using the fact that
T2 satisfies weak stability and W ≤ ǫ6, we conclude that on the event E , we have λmin(Hn(β)) ≥ L
for any β such that ‖β − β∗‖2 ≤ r, as wanted.
E Least trimmed squares
In this appendix, we provide additional proof details for the results in Section 4.
E.1 Proof of Lemma 4.1
In this appendix, we reproduce the proof of the convergence guarantee for alternating minimization
from Bhatia et al. [3].
We begin by introducing some additional notation: For a vector a ∈ Rn and a set S ⊆ [n], we
will use aS to denote the vector q ∈ Rn such that (i) for i ∈ S, qi = vi; and (ii) for i 6∈ S, qi = 0.
Similarly, for a matrix A ∈ Rn×p and a set S ⊆ [n], we will use AS to denote the matrix Q ∈ Rn×p
such that (i) for i ∈ S, the ith row of Q is the same as the ith row of A; and (ii) for i 6∈ S, all entries
in the ith row of Q are 0.
Lemma E.1. Suppose a ∈ Rn. Let b = HTr(a), let S1 = supp(b), and let S ⊆ [n] be such that
S1 ⊆ S. Then for any r-sparse vector c, we have ‖b− aS‖2 ≤ ‖c− aS‖2.
Proof. Without loss of generality, let a be such that |a1| ≥ |a2| ≥ · · · ≥ |an|. Then S1 = [r]. Note
that for any vector c, we have
‖c− aS‖22 ≥ ‖cS − aS‖22 =
∑
i∈S
(ci − ai)2.
It is not hard to see that the right-hand expression is minimized over r-sparse vectors when ci = ai
for i ∈ S1 and ci = 0 for i ∈ S \ S1. This yields the expression ‖b− aS‖22, completing the proof.
Using the notation from Bhatia et al. [3], let X ∈ Rd×n denote the matrix of covariates, let
Y ∈ Rn denote the vector of responses, and let Z := Y −XTβ∗. (Note that the matrix X is now
defined to be the transpose of the design matrix that we denote by X elsewhere in the paper.)
Recall that the model is Y = XTβ∗ + w + b∗, where the idea is that w has small entries and is
nearly orthogonal to X, whereas b∗ is m-sparse.
Recall that bj was defined iteratively in the algorithm, and further define
λj := (XXT )−1X(bj − b∗),
g := (I − PX)w.
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Note that the update step can be written as follows:
bj+1 = HTm
(
PXb
j + (I − PX)(XT β∗ + w + b∗)
)
= HTm(b
∗ +XTλj + g),
using the fact that XT = PXX
T . Denote Ij := supp(b
j) ∪ supp(b∗). Applying Lemma E.1 with
a = b∗ +XTλj + g and S = Ij+1, we have
‖bj+1 − (b∗ +XTλj + g)Ij+1‖2 ≤ ‖b∗ − (b∗ +XTλj + g)Ij+1‖2
= ‖b∗ − b∗ −XTIj+1λj − gIj+1‖2 = ‖XTIj+1λj + gIj+1‖2,
where we use the fact that supp(b∗) ⊆ Ij+1. By the triangle inequality, we then have
‖bj+1 − b∗‖2 ≤ ‖bj+1 − b∗ −XTIj+1λj − gIj+1‖2 + ‖XTIj+1λj + gIj+1‖2
≤ 2‖XTIj+1λj + gIj+1‖2 ≤ 2‖XTIj+1λj‖2 + 2‖gIj+1‖2.
We bound each of the latter two terms separately. For the first term, we use the definition of λj
and the eigenvalue bounds on the covariates to write the following:
‖XTIj+1λj‖2 = ‖XTIj+1(XXT )−1XIj+1(bj − b∗)‖2 ≤
Λ2m
λn
‖bj − b∗‖2.
We now focus on the second term. By the triangle inequality, we have
‖gIj+1‖2 = ‖WIj+1 −XTIj+1(XXT )−1XW‖2
≤ ‖WIj+1‖2 + ‖XTIj+1(XXT )−1XW‖2
≤ G+ H√
λn
,
using the fact that WIj+1 is at most 2m-sparse and the bound
‖XTIj+1(XXT )−1XW‖2 ≤
√
Λ2mH
λn
≤ H√
λn
.
Combining the inequalities yields the bound
‖bj+1 − b∗‖2 ≤ 2Λ2m
λn
‖bj − b∗‖2 + e0 ≤ 1
2
‖bj − b∗‖2 + e0, (19)
where e0 := 2G + 2
H√
λn
and we have used the assumption that 2Λ2mλn ≤ 12 . Iterating the bound, we
see that ‖bj − b∗‖ ≤ 3e0 whenever j ≥ log2
(‖b0−b∗‖2
e0
)
.
To bound the final error between βj and β∗, we note that βj − β∗ = (XXT )−1X(W + b∗ − bj).
Using the definitions of G and H, we have
‖βj − β∗‖2 = ‖(XXT )−1X(W + b∗ − bj)‖2 ≤ ‖X(W + (b
∗ − bj))‖2
λn
≤ ‖XW‖2 + ‖X(b
∗ − bj)‖2
λn
.
H +√Λn
(
G+ H√
λn
)
λn

.
H +G
√
Λn
λn
,
completing the proof.
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E.2 Proof of Theorem 4.3
We will use the notation zi := yi − xTi β∗ and z′i := y′i − (x′i)Tβ∗.
Let m = C1
(
p log p+ ǫn+ log
(
1
τ
))
, for a large enough constant C1 > 6 to be chosen later. We
will now apply Proposition C.2 with ǫ1 =
C2m
n , for a constant C2 ≥ 1 to be decided later. In order
for Proposition C.2 to be applicable, we need ǫ1 < c
∗ and n = Ω
(
p log p
ǫ1
)
: For any C2, the latter
condition can be satisfied by choosing C1 sufficiently large, and then the former condition can be
satisfied by restricting ǫ, log(1/τ)n , and
p log p
n to be less than sufficiently small constants. Let T1 ⊆ T
be the set of data points corresponding to covariates which survive the filter algorithm, and let
n1 := |T1|. Proposition C.2 guarantees that with probability at least 1− 2τ , we have
• |T1| ≥ (1− c1ǫ1)n ≥ n2 ,
• the covariates of the points in T1 are (ǫ2, δ2)-stable, where
δ2 = O
(√
p log p
n
+ σx,4ǫ
3/4
1 + σ4
√
log(1/τ)
n
)
and ǫ2 = Θ(ǫ1), and
• δ22ǫ2 < 0.05.
We will now choose C2 sufficiently large such that ǫ2n = Θ(ǫ1n) = Θ(C2m) > 4m. From here
on, we will also assume that ǫ, log(1/τ)n , and
p log p
n are bounded such that 4m ≤ n.
We now show that the SSC and SSS parameters of the covariates in T1 are well-behaved, so that
Lemma 4.1 applies. We will apply the lemma to the model
y′i = (x
′
i)
Tβ∗ + wi + b∗i , 1 ≤ i ≤ n1, (20)
where for a set T2 ⊆ T1 to be defined later, we define the vector w ∈ Rn1 according to
wi :=
{
zi, if (xi, yi) ∈ T2,
0, otherwise,
and then simply define b∗ := y′i − (x′i)Tβ∗ − w. Let the SSC and SSS parameters of T1 be denoted
by {λk} and {Λk}, respectively. Note that
Λ2m ≤ Λǫ2n/2 ≤ Λǫ2n1 ≤
3n1δ
2
2
ǫ2
≤ 0.15n1,
where we have used Proposition C.3 in the third inequality. By the (ǫ2, δ2)-stability of T1, we have
λn1 ≥ n1
(
1− δ22ǫ2
)
≥ 0.9n1. Therefore, Λ2mλn1 ≤
1
4 . Since
Λn1 ≤ n1
(
1 +
δ22
ǫ2
)
≤ 1.05n1,
we also have Λn1 = O(λn1). Thus, the eigenvalue conditions of Lemma 4.1 are indeed satisfied.
We now turn to the definition of T2 and show that with this definition, b
∗ is m-sparse. Let
S2 ⊆ S be the set of n − m4 uncontaminated data points with the smallest values of |zi|. Let F be
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the cumulative distribution function of |zi| and let F−1 be its generalized inverse, i.e., F−1(p) =
inft P(|z| ≤ t) ≥ p. Note that by a Chernoff bound, we have∣∣∣{i ∈ [n] : |zi| > F−1 (1− m
8n
)}∣∣∣ ≤ m
4
, (21)
with probability at least 1 − exp(−Ω(m)). Let S′2 := S2 ∩ T denote the corresponding set of data
points that are preserved after corruption.
Next, let qi := xizi, for 1 ≤ i ≤ n, and note that the qi’s are i.i.d. random variables with
mean zero and covariance σ2I. Applying Theorem 2.5 with ǫ3 =
m
3n on the set S
′ := {q1, . . . , qn},
we see that, with probability except O(exp(−Ω(m))), there exists a set S3 ⊆ S′ such that (i)
|S3| ≥ (1 − ǫ3)n, and (ii) S3 is (C4ǫ3, δ3)-stable with respect to σ2, where C4 = c1C2 + 1 and
δ3 = O
(√
p log p
n + σ
√
m
n
)
. Let S′3 := {(xi, yi) : xizi ∈ S3} ∩ T denote the corresponding set of
(x, y) pairs that are also preserved after corruption.
Finally, we define the set
T2 := T1 ∩ S′2 ∩ S′3.
Note that
|T1 \ T2| ≤ (|S \ S2|+ |T \ S|) +
(|S′ \ S3|+ |T \ S|) ≤ 2ǫn + m
4
+
m
3
≤ m,
where we use the fact that m ≥ 6ǫn (since C1 > 3). Thus, the vector b∗ ∈ Rn1 is indeed m-sparse,
and Lemma 4.1 implies an error bound of order G√n1 +
H
n1
= O
(
G√
n
+ Hn
)
. It remains to control the
parameters G and H.
Recall that with high probability, inequality (21) holds, in which case the nonzero entries of wi
have magnitude at most F−1
(
1− m8n
)
. Thus, we have
sup
S′:|S′|≤2m
√∑
i∈S′
w2i ≤
√
2mF−1
(
1− m
8n
)
.
√
m
(m
n
)−1/k′
,
where the second inequality follows from the (k′)th moment condition on zi. Thus, we may take
G = O
(√
m
(
m
n
)−1/k′)
.
Turning to H, note that with high probability, we have
|T2|
|S3| ≥
|T1| −m
n
≥ 1− c1ǫ1 − m
n
= 1− (c1C2 + 1)m
n
= 1− C4ǫ3.
Hence, the (C4ǫ3, δ3)-stability of S3 implies that∥∥∥∥∥
n1∑
i=1
x′iwi
∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
(x,y)∈T2
xizi
∥∥∥∥∥∥
2
≤ |T2|σδ3 ≤ nσδ3,
where we employ the notation used in the proof of Theorem 3.8 in the second expression. Therefore,
H ≤ nσδ3.
Altogether, we arrive at the error bound
‖β̂ − β∗‖2 ≤ G√
n
+
H
n
. σ
(
δ3 + σz,k′
(m
n
) 1
2
− 1
k′
)
. σσz,k′
(
p log p
n
+ ǫ+
log(1/τ)
n
) 1
2
− 1
k′
,
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where we use the value of m and the fact that δ3 . σz,k′
(
m
n
)1/2−1/k′
. Moreover, the probability of
error is at most O(exp(−Ω(m))). Lastly, we choose C1 large enough so that the error probability is
at most O(τ).
Finally, we bound the number of iterations of the alternating minimization algorithm required to
guarantee the desired accuracy bound. In light of Remark 4.2, it suffices to obtain a high-probability
upper bound on ‖b∗‖2 that can be computed from the data. Recall the notation S = (X, y) and
T = (X ′, y′) for the i.i.d. and corrupted data sets, respectively, and recall that T1 ⊆ T denotes
the filtered data set. Abusing notation slightly, we write the model (20) in matrix/vector form as
y′T1 = X
′
T1
β∗ + wT1 + b∗T1 . We claim that
‖b∗T1‖2 = O
(‖y′‖2(1 + ‖X ′‖2)) , (22)
with probability at least 1−O(exp(−Ω(n))).
Recall that by construction, either b∗i = 0 or wi = 0 for each i in the model (20). Thus, by the
triangle inequality, we have
‖b∗T1‖2 ≤ ‖y′T1‖2 + ‖X ′T1β∗‖2 ≤ ‖y′‖2 + ‖X ′β∗‖2 ≤ ‖y′‖2 + ‖X ′‖2‖β∗‖2.
We now use concentration properties of the i.i.d. points in S to obtain a data-driven upper bound
on ‖β∗‖2. Note that E(y2i ) = ‖β∗‖22 + σ2. Furthermore, by Lemma A.4 and the convexity of the
absolute value function, we have
E|yi| = E|xTi β∗ + zi| ≥ max{E|xTi β∗|,E|zi|}.
Furthermore, we can lower-bound both E|xTi β∗| and E|zi| using Proposition F.1 and Assumption 1:
E|xTi β∗| ≥
‖β∗‖2
σ2x,4
,
E|zi| ≥ σ
σ2z,4
,
using the assumption that (E|zi|4)1/4 ≤ σz,4σ by (4, 2)-hypercontractivity.
By the Paley-Zygmund inequality (e.g., see Exercise 2.4 of Boucheron et al. [6]), we have
P
(
|yi| ≥ E|yi|
2
)
≥ (E|yi|)
2
4Ey2i
≥
max
{
‖β∗‖22
σ4x,4
, σ
2
σ4z,4
}
4(‖β∗‖22 + σ2)
≥ 1
max{σ4x,4, σ4z,4}
·
1
2
(‖β∗‖22 + σ2)
4(‖β∗‖22 + σ2)
=
1
8max(σ4x,4, σ
4
z,4)
.
Thus,
P
(
|yi| ≥ ‖β
∗‖2
2σ2x,4
)
≥ 1
8max{σ4x,4, σ4z,4}
.
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Let γ = 16max{σ4x,4, σ4z,4}, which is assumed to be O(1). Let W be the ⌈(1− 1/γ) n⌉th largest |yi|.
Then by a Chernoff bound, we have
P
(
W <
‖β∗‖2
2σ2x,4
)
≤ exp
(
−Ω
(n
α
))
.
Finally, for ǫ < 12γ , we have maxi |y′i| ≥W . Therefore, with high probability,
‖β∗‖2 ≤ 2σ2x,4max
i
|y′i| = O(‖y′‖2).
This completes the proof.
F Least absolute deviation
In this appendix, we provide additional proof details for the results in Section 5.
F.1 Auxiliary results
Proposition F.1. Suppose Z satisfies EZ2 = 1 and EZ4 <∞. Then E|Z| > 1/
√
E|Z|4.
Proof. We apply Hölder’s inequality, which states that
E|XY | ≤ (E|X|p)1/p(E|Y |q)1/q,
for p ∈ (1,∞) and q = pp−1 . Taking X = Z4/3, Y = Z2/3, and p = 3, we have
1 = EZ2 ≤ (E(|Z|4/3)3)1/3(E(|Z|2/3)3/2)2/3 = (E|Z|4)1/3(E|Z|)2/3.
Lemma F.2. Let X1, . . . ,Xn be i.i.d. nonnegative random variables and let ǫ ∈ (0, 1). Then with
probability 1− 2 exp(−cnǫ), the trimmed sum satisfies
(1−ǫ)n∑
i=1
X(i) = O
(
nEXi
ǫ
)
,
where {X(i)}ni=1 are order statistics.
Proof. Let F be the cdf of the Xi’s, and let F
−1 be its inverse, so F−1(1−ǫ) = inf{t : P(Xi > t) ≤ ǫ}
for ǫ ∈ [0, 1]. Let a := F−1 (1− ǫ3) and define Zi = min(Xi, a). Note that ∑ni=1 Zi ≤ an.
Now let Yi = 1{Xi > a} and define the event
E :=
{
n∑
i=1
Yi < ǫn
}
.
We have
EYi = P(Xi > a) = P
(
Xi > F
−1
(
1− ǫ
3
))
≤ ǫ
3
.
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Applying a Chernoff bound, we therefore have
n∑
i=1
Yi ≤ 2ǫn
3
,
with probability at least 1− exp(−cnǫ), implying that P(E) ≥ 1− exp(−c2nǫ).
Finally, note that on the event E , we have
(1−ǫ)n∑
i=1
X(i) ≤
n∑
i=1
Zi ≤ an.
Applying Markov’s inequality, we have P
(
Xi ≥ 4EXiǫ
)
≤ ǫ4 < ǫ3 . Therefore, a ≤ 4EXiǫ , completing
the proof.
Lemma F.3. Suppose the covariates x1, . . . , xn are sampled i.i.d. from a distribution satisfying
Assumption 1. With probability 1−2 exp(−cnǫ), we have that for any unit vector v and any S ⊆ [n]
with |S| ≥ (1− ǫ)n, the following holds:
1
n
∑
i∈S
|xTi v| ≥
1
σ2x,4
−O
(√
ǫ+
√
p
n
)
.
Proof. Let Q be the threshold C
(√
1
ǫ +
1
ǫ
√
p
n
)
from Lemma A.3. Let E denote the event from
Lemma A.3, stating that for any unit vector v, we have
∣∣{i : |xTi v| ≥ Q}∣∣ ≤ ǫn. By the lemma, we
know that P(E) ≥ 1− exp(−cnǫ).
We will now assume that the event E holds and incur an additional failure probability of
exp(−cnǫ) by a union bound. Define the function f : R+ → R+, as follows:
f(x) =
{
x, if x ∈ [0, Q],
Q, otherwise,
,
and let g(x) = −f(x). For any v ∈ Sd−1, on the event E , we have the following bound:
min
S:|S|≥(1−ǫ)n
∑
i∈S
|xTi v| ≥
n∑
i=1
f(|xTi v|)− ǫQn
= −
(
n∑
i=1
g(|xTi v|)− Eg(|xTi v|)
)
+ nEf(|xTi v|)− ǫQn.
Taking an infimum over v, we then have
inf
v∈Sd−1
min
S:|S|≥(1−ǫ)n
∑
i∈S
|xTi v| ≥ −ǫQn− sup
v∈Sd−1
(
n∑
i=1
g(|xTi v|)− Eg(|xTi v|)
)
+ n
(
inf
v∈Sd−1
Ef(|xTi v|)
)
.
(23)
Now define the random variable
N := sup
v∈Sd−1
n∑
i=1
g(|xTi v|)− Eg(|xTi v|).
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We first bound the expectation of N using symmetrization and contraction of Rademacher aver-
ages [43, 6]:
EN ≤ 2E sup
v∈Sd−1
∣∣∣∣∣
n∑
i=1
ξig(|xTi v|)
∣∣∣∣∣ ≤ 4E supv∈Sd−1
∣∣∣∣∣
n∑
i=1
ξix
T
i v
∣∣∣∣∣
≤ 4E
(∥∥∥∥∥
n∑
i=1
ξixi
∥∥∥∥∥
2
sup
v∈Sd−1
‖v‖2
)
≤ 4
√√√√√E
∥∥∥∥∥
n∑
i=1
ξixi
∥∥∥∥∥
2
2

= 4
√√√√E( n∑
i=1
xTi xi
)
= 4
√√√√ n∑
i=1
E
(
tr(xTi xi)
)
= 4
√√√√ n∑
i=1
E
(
tr(xix
T
i )
)
= 4
√√√√ n∑
i=1
tr
(
E
(
xixTi
))
= 4
√
pn,
where the ξi’s are i.i.d. Rademacher random variables. We now bound the following term (which is
usually called the wimpy variance [6]):
σ2 := sup
v
nVar(g(|xTi v|)) ≤ sup
v
nE|xTi v|2 = n.
Using Talagrand’s inequality for bounded empirical processes (cf. Lemma A.2), we therefore have
N = O(
√
pn+
√
n
√
nǫ+Qnǫ) = O(
√
pn+ n
√
ǫ+ n
√
ǫ+
√
pn) = O(
√
pn+ n
√
ǫ), (24)
with probability at least 1− exp(−c′nǫ).
Finally, note that for any v ∈ Sd−1, the Cauchy-Schwarz inequality gives
E
∣∣f(|xTi v|)− |xTi v|∣∣ ≤ E (|xTi v|1{|xTi v| > Q})
≤
√
E(xTi v)
2
√
P(|xTi v| ≥ Q) ≤
√
E(xTi v)
2
Q2
= O(
√
ǫ),
where the last two steps use Markov’s inequality and the fact that Q = Ω(1/
√
ǫ). Thus,
Ef(|xTi v|) ≥ E|xTi v| −O(
√
ǫ) ≥ 1
σ2x,4
−O(√ǫ), (25)
where the second inequality follows from Proposition F.1.
Combining inequalities (23), (24), and (25), we obtain the bound
1
n
inf
v∈Sd−1
min
S:|S|≥(1−ǫ)n
∑
i∈S
|xTi v| ≥ infv Ef(|x
T
i v|)− ǫQ−
N
n
≥ 1
σ2x,4
−O
(√
p
n
+
√
ǫ
)
.
This completes the proof.
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F.2 Proof of Lemma 5.3
We follow the proof strategy from Koltchinskii and Mendelson [37] and Diakonikolas et al. [22].
Let T1 = {(x′i, y′i)}n1i=1 be the output of the filter algorithm with inputs T and ǫ′, where ǫ1 < ǫ′.
By Proposition C.2, with probability at least 1 − 2 exp(−nǫ′), the set T1 is (ǫ2, δ2)-stable, where
ǫ2 = Θ(ǫ
′) and δ2 = O
(√
p log p
n +
√
ǫ′
)
, and T1 has cardinality n1 ≥ (1− c1ǫ′)n. Furthermore, we
choose ǫ1 and ǫ
′ sufficiently small to guarantee that n1 ≥ n2 . Therefore, for any T ′ ⊆ T1 such that
|T ′| ≤ ǫ2|T1|, Proposition C.4 states that for all unit vectors v,
1
n1
∑
x′
i
∈T ′
|vTx′i| ≤ 2δ2. (26)
Let T2 ⊆ T1 be a set such that |T2| ≥ (1− ǫ2)|T1|.
Since |T1| = n1 ≥ n2 , we have
|T2 ∩ S| = |S| − |S \ T | − |T \ T1| − |T1 \ T2| ≥ n− ǫ1n− c1ǫ′n− ǫ2n1 ≥ (1− ǫ1 − c1ǫ′ − ǫ2)n
≥ (1− c3ǫ′)n, (27)
where c3 is a constant, using the facts that ǫ1 < ǫ
′ and ǫ2 = Θ(ǫ′).
Now suppose n = Ω(pσ4x,4) and ǫ0 = O
(
1
σ4x,4
)
. By Lemma F.3, we know that, with probability
at least 1− exp(−Ω(nǫ0)), we have
1
n
∑
i∈S′
|xTi v| ≥
1
2σ2x,4
, (28)
for any S′ ⊆ [n] such that |S′| ≥ (1 − ǫ0)n and any v ∈ Sd−1. Hence, if c3ǫ′ ≤ ǫ0, inequalities (27)
and (28) together imply that
1
|T1|
∑
x′i∈T2
|vTx′i| ≥
1
n
∑
xi∈T2∩S
|vTxi| ≥ 1
2σ2x,4
. (29)
From inequalities (26) and (29), we conclude that T1 satisfies
(
ǫ2,m = 2δ2,M =
1
2σ2x,4
, ℓ1
)
-
stability with the desired probability. Note that if we choose n = Ω(p log p) large enough and ǫ′
to be a sufficiently small constant, we can guarantee that c2ǫ2 ≤ ǫ0 and δ2 is sufficiently small, so
2m ≤M .
G Postprocessing
In this appendix, we provide additional proof details for the results in Section 6. We will use the
following result from Diakonikolas et al. [22], which gives a result corresponding to Theorem 2.5
when the distribution only has a finite variance:
Theorem G.1. (Diakonikolas et al. [22]) Let S be a set of n i.i.d. points from a distribution in Rp
with mean µ and covariance Σ  σ2I for some σ ≥ 0. Let ǫ and τ be such that ǫ′ = C
(
ǫ+ log(1/τ)n
)
=
O(1), for a large enough constant C. Then with probability at least 1−τ , there exists a subset S′ ⊆ S
such that |S′| ≥ (1 − ǫ′)|S| and S′ is (C1ǫ′, δ)-stable with respect to µ and σ2, where C1 > 2 is any
large constant and δ = O
(√
p log p
n +
√
ǫ+
√
log(1/τ)
n
)
, with prefactor depending on C1.
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G.1 Proof of Theorem 6.3
Our approach differs from the proof of Theorem 6.2 in that the vectors in the set
S1 =
{
β̂1 + (yi − xTi β̂1)xi : (xi, yi) ∈ S
}
may no longer be i.i.d. when we condition on the initial estimator β̂1. Thus, we cannot directly
apply Theorem 6.1 to obtain an error bound. On the other hand, recall from Remark 2.4 that if
we can show the existence of a sufficiently large stable subset of the set S1, Theorem 2.3 implies a
corresponding error bound.
For any fixed v ∈ Rp, define the random variables
W vi := v + (yi − xTi v)xi = v + xixTi (β∗ − v) + zixi, ∀1 ≤ i ≤ n,
and define the multiset Sv := {W v1 , . . . ,W vn}. Note that each set Sv consists of n i.i.d. data points,
so that stability properties can be obtained easily; the additional challenge is that we need to show
the existence of a stable subset for all v ∈ Rp simultaneously, so that we can apply the result when
v = β̂1. To this end, we will use a covering argument. Let r = Θ(σ) be such that ‖β̂1 − β∗‖2 ≤ r,
and define the set T := {v : ‖β∗ − v‖2 ≤ r}. We now define Cη ⊆ T to be an η-cover of T , i.e., for
every v ∈ T , there exists v′ ∈ Cη such that ‖v − v′‖2 ≤ η. Note that for η ≤ r, we can choose Cη
such that log(|Cη |) ≤ p log
(
3r
η
)
(cf. Corollary 4.2.13 of Vershynin [68]).
For any v ∈ Cη, we have EW vi = β∗. Let ∆ = v − β∗. As in inequality (9) in the proof of
Theorem 6.2, we can argue that ‖Cov(Wv)‖2 ≤ C0σ2.
Applying Theorem G.1 with parameters τ ′ = τ exp(−C1p log(pn)) and ǫ′ = Θ
(
ǫ+ log(1/τ
′)
n
)
=
Θ
(
ǫ+ log(1/τ)n +
p log p
n
)
, for a large constant C1 > 0 to be defined later, we see that with probability
at least 1 − τ ′, there exists a set S′v ⊆ Sv such that |S′v| ≥ (1 − ǫ′)n and S′v is (Cǫ′, δ)-stable with
respect to β∗ and σ2∗ := C0σ2, where δ := Θ
(√
p log(pn)
n +
√
ǫ+
√
log(1/τ)
n
)
.
Suppose a stable set exists for every element of Cη (we will bound the error probability later).
Now consider an arbitrary v′ ∈ Rp, and let v ∈ Cη be such that ‖v′ − v‖2 ≤ η. We know that there
exists a set S′v ⊆ Sv which is (Cǫ′, δ)-stable with respect to β∗ and σ2∗ ; we will show how to obtain
a stable set S′v′ ⊆ Sv′ using S′v. Note that S′v corresponds to a set of indices which we define as
Tv ⊆ [n], so S′v = {W vi }i∈Tv .
Define the set
S2 :=
{
(xi, yi) : ‖xi‖2 ≤
√
p
ǫ′
and |yi − xTi β∗| ≤
σ√
ǫ′
}
.
By a Chernoff bound, we can argue that with probability at least 1 − exp(−cnǫ′) = 1 − O(τ), we
have |S2| ≥ (1− 4ǫ′)n. Indeed, define the indicator variables Ei = 1{(xi, yi) ∈ S2}. Then
E(Ei) = P
(
‖xi‖2 ≤
√
p
ǫ′
and |zi| ≤ σ√
ǫ′
)
≥ 1− P
(
‖xi‖22 ≥
p
ǫ′
)
− P
(
z2i ≥
σ2
ǫ′
)
≥ 1− E(‖xi‖
2
2)
d/ǫ′
− E(z
2
i )
σ2/ǫ′
= 1− 2ǫ′,
using Markov’s inequality. Applying the multiplicative Chernoff bound in Lemma A.1 to the random
variables (1− Ei), we then obtain
P
(|S2| ≥ (1− 4ǫ′)n) ≥ P
(
1
n
n∑
i=1
(1− Ei) ≤ 4ǫ′
)
≥ 1− exp(−cnǫ′),
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as claimed. We also define the set of indices T0 ⊆ [n] such that S2 = {(xi, yi)}i∈T0 .
Now let Tv′ := Tv ∩ T0 and consider the set S′v′ := {W v
′
i }i∈Tv′ , which we will show is stable
with high probability. Note that |T ′v′ | ≥ (1 − 5ǫ′)n. We have the following lemma, proved in
Appendix G.2:
Lemma G.2. Suppose S′v is (Cǫ′, δ)-stable with respect to β∗ and σ2∗ such that |S′v| ≥ (1 − ǫ′)n,
and suppose |S2| ≥ (1 − 4ǫ′)n. Suppose ‖v − v′‖2 ≤ η and η = r
√
ǫ′
f(d/ǫ′) , where f is an appropriately
defined second-degree polynomial. Then S′v′ is (Cǫ
′/2, δ′)-stable with respect to β∗ and σ2∗, where
δ′ = Θ
(√
p log(pn)
n +
√
ǫ+
√
log(1/τ)
n
)
.
Finally, we use a union bound to control the failure probability. Combining the error probability
for the Chernoff bound for S2 with the error probabilities for the elements of Cη, we see that the
overall probability of error is bounded by
exp(−cnǫ′) + τ ′|Cη| ≤ exp(−cnǫ′) + τ ′ exp
(
p log
(
3r
η
))
= exp(−cnǫ′) + τ exp
(
−C1p log(pn) + p log
(
3f(d/ǫ′)√
ǫ′
))
≤ exp(−cnǫ′) + τ exp
(
−C1p log(pn) + c1p log n+ p
2
log
(
1
ǫ′
))
≤ exp(−cnǫ′) + τ exp (−C1p log(pn) + c1p log n+ c2p log n) ,
using the choice of η in Lemma G.2 and the fact that ǫ′ = Ω
( p
n
)
in the last two inequalities. The
final expression can be made smaller than 2τ for a sufficiently large choice of C1, completing the
proof.
G.2 Proof of Lemma G.2
Consider any set T ′ ⊆ Tv′ such that |T ′| ≥
(
1− Cǫ′2
)
|T ′v′ |, and define ∆ := β∗−v and ∆′ := β∗−v′,
so ∆′ −∆ = v − v′. Using the triangle inequality, we write∥∥∥∥∥ 1|T ′|∑
i∈T ′
W v
′
i − β∗
∥∥∥∥∥
2
=
∥∥∥∥∥ 1|T ′|∑
i∈T ′
v′ + xixTi (β
∗ − v′) + xizi − β∗
∥∥∥∥∥
2
=
∥∥∥∥∥ 1|T ′|∑
i∈T ′
xix
T
i ∆
′ + xizi −∆′
∥∥∥∥∥
2
≤
∥∥∥∥∥ 1|T ′|∑
i∈T ′
xix
T
i ∆+ xizi −∆
∥∥∥∥∥
2
+
∥∥∥∥∥ 1|T ′|∑
i∈T ′
xix
T
i (∆
′ −∆)
∥∥∥∥∥
2
+ ‖∆′ −∆‖2
≤
∥∥∥∥∥ 1|T ′|∑
i∈T ′
xix
T
i ∆+ xizi −∆
∥∥∥∥∥
2
+
dη
ǫ′
+ η, (30)
where we have used the facts that ‖xi‖2 ≤
√
p
ǫ′ for i ∈ T0 and ‖∆′ − ∆‖2 ≤ η in the last line.
Furthermore, note that the first term on the right-hand side of inequality (30), which can be
written as
∥∥∥ 1|T ′|∑i∈T ′ W vi − β∗∥∥∥2, can be upper-bounded by σ∗δ using the stability of the set Tv,
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since T ′ ⊆ Tv and
|T ′| ≥
(
1− Cǫ
′
2
)
|T ′v′ | ≥
(
1− Cǫ
′
2
)
(1− 5ǫ′)n ≥ (1− Cǫ)|Tv|,
if C ≥ 10. Thus, we conclude that∥∥∥∥∥ 1|T ′|∑
i∈T ′
W v
′
i − β∗
∥∥∥∥∥
2
≤ 2σ∗δ,
by choosing η ≤ σ∗δ1+d/ǫ′ . Note that since r = Θ(σ∗) and δ = Ω(
√
ǫ′), this may be accomplished with
the choice
η = O
(
r
√
ǫ′
1 + d/ǫ′
)
. (31)
We also need to establish a spectral norm bound on the second moment matrix. Denoting
ai := xix
T
i ∆+ xizi −∆,
bi := xix
T
i (∆
′ −∆),
c := ∆−∆′,
we see that ∥∥∥∥∥ 1|T ′|∑
i∈T ′
(
W v
′
i − β∗
)(
W v
′
i − β∗
)T
− σ2∗I
∥∥∥∥∥
2
=
∥∥∥∥∥ 1|T ′|∑
i∈T ′
(xix
T
i ∆
′ + xizi −∆′)(xixTi ∆′ + xizi −∆′)− σ2∗I
∥∥∥∥∥
2
=
∥∥∥∥∥ 1|T ′|∑
i∈T ′
(ai + bi + c)(ai + bi + c)
T − σ2∗I
∥∥∥∥∥
2
≤
∥∥∥∥∥ 1|T ′|∑
i∈T ′
aia
T
i − σ2∗I
∥∥∥∥∥
2
+
∥∥∥∥∥ 1|T ′|∑
i∈T ′
bib
T
i
∥∥∥∥∥
2
+
∥∥∥∥∥ 1|T ′|∑
i∈T ′
ccT
∥∥∥∥∥
2
+ 2
∥∥∥∥∥ 1|T ′|∑
i∈T ′
aib
T
i
∥∥∥∥∥
2
+ 2
∥∥∥∥∥ 1|T ′|∑
i∈T ′
aic
T
∥∥∥∥∥
2
+
∥∥∥∥∥ 1|T ′|∑
i∈T ′
bic
T
∥∥∥∥∥
2
. (32)
By the stability of Tv, we have ∥∥∥∥∥ 1|T ′|∑
i∈T ′
aia
T
i − σ2∗I
∥∥∥∥∥
2
≤ σ
2∗δ2
Cǫ′
.
Further note that
‖ai‖2 ≤ dη
ǫ′
+
√
p
ǫ′
· σ√
ǫ′
+ η,
‖bi‖2 ≤ dη
ǫ′
,
‖c‖2 ≤ η.
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Thus, the right-hand expression in inequality (32) may be upper-bounded by
σ2∗δ2
Cǫ′
+
p2η2
(ǫ′)2
+ η2 + 2
(
dη
ǫ′
+ η
)(
dη
ǫ′
+
√
p
ǫ′
· σ√
ǫ′
+ η
)
+
2dη2
ǫ′
≤ σ
2∗δ2
Cǫ′
+ η
(
p2r
(ǫ′)2
+ r + 2
( p
ǫ′
+ 1
)(dr
ǫ′
+
σ
√
p
ǫ′
+ r
)
+
2dr
ǫ′
)
≤ σ
2∗δ2
Cǫ′/2
,
by choosing
η = O
(
r
p2/(ǫ′)2 + 1 + 2(d/ǫ′ + 1)(2d/ǫ′ + 1) + 2d/ǫ′
)
, (33)
using the facts that r = Θ(σ∗) and δ = Ω(
√
ǫ′).
Therefore, we see that defining f appropriately and taking η = r
√
ǫ′
f(d/ǫ′) satisfies conditions (31)
and (33) simultaneously, completing the proof.
52
