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1NORMALITY AND BOUNDARY BEHAVIOR OF ARBITRARY
AND MEROMORPHIC FUNCTIONS ALONG SIMPLE CURVES
AND APPLICATIONS
ZˇARKO PAVIC´EVIC´ AND MARIJAN MARKOVIC´
Abstract. We establish the theorems that give necessary and sufficient con-
ditions for an arbitrary function defined in the unit disk of complex plane in
order to has boundary values along classes of equivalencies of simple curves.
Our results generalize the well–known theorems on asymptotic and angular
boundary behavior of meromorphic functions (Lindo¨lf, Lehto–Virtanen, and
Seidel–Walsh type theorems). The results are applied to the study of boundary
behavior of meromorphic functions along curves using P−sequences, as well as
in the proof of the uniqueness theorem similar to Sˇaginjan’s one. Constructed
examples of functions show that the results cannot be improved.
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1. Introduction
In this paper we study some problems of the Theory of cluster sets, a theory
which is developed in the second half of the twentieth century. It is believed that
the first result of this theory were obtained by Sohotsky [49], and independently by
Cazorati [6] in 1868th, and Weierstrass [57] in 1876th, which is known in literature
as the Theorem on essential singularity of analytic functions (see [48] p. 123).
Fundamentals of the Theory of cluster sets are presented in monographs [7], [35],
[49], and in the more recent survey paper [29].
The main objects of research in this paper is the asymptotic behavior of mero-
morphic functions along a simple curve ending in a boundary point of the domain of
functions. We emphasize that a very productive area of investigation are domains
of the hyperbolic type, i.e., domains where one may define the hyperbolic metric.
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2 ZˇARKO PAVIC´EVIC´ AND MARIJAN MARKOVIC´
One of the classical results of The theory of cluster sets related to the asymp-
totic behavior is the theorem of Lindelo¨f on angular boundary values of analytic
functions [28] (or, see [54]). Further interesting results on the boundary behavior of
analytic functions along simple curves were obtained by Seidel [46] and Seidel and
Walsh [47] (see also [29]). Lehto and Virtanen’s result from [27], which is a transfer
of the results of Lindelo¨f and Seidel and Walsh to the class of normal meromorphic
functions in the unit disc, the class usually denoted by N , prompted a further inten-
sive research in the Theory of cluster sets. These investigations were also related to
the boundary behavior of functions along sequences of points on the one hand, and
on the boundary behavior of harmonic, subharmonic, continuous functions, and
normal quasiconformal and equimorphic mappings along (non–)tangential simple
curves (see References).
While most of these papers concern the boundary properties of functions along
simple curves which are at the finite Fre´shet distance or finite Hausdorff distance
(see eg. [8]), in this paper we define a relation of equivalence in the family of all
simple curves in the unit disc which terminate in the same point on the boundary,
and study the boundary behavior of functions along classes of equivalence. We
also offer an example of two simple curves ending in a point of the boundary of
the unit disc which belong to the same equivalence class, such that their Fre´shet
distance is infinite. This the content of Lemma 3.3. Thus, our results in the paper
are generalization of some known results. Namely, using the mentioned relation
of equivalence we prove the theorem that give necessary and sufficient conditions
for an arbitrary function defined in the unit disk to has a curvilinear boundary
value (see Theorem 4.1). This theorem is used in proof of Theorem 4.2, which
shows that for an arbitrary function in the unit disk holds an analogue of Theorem
1 in [27] concerning the meromorphic functions. As follows from our Theorem
4.1, the normality along simple curves is a necessary condition for the existence of
curvilinear boundary value of functions. In Section 5 we study the normality and
boundary behavior of meromorphic functions using the P−sequences. We emphasis
that the P−sequences provide necessary and sufficient conditions for meromorphic
functions to be normal (see [16], [38], [17], [14]). Further, in Section 6 we prove
theorems that give necessary and sufficient conditions in order that a meromorphic
function in the unit disk has a curvilinear boundary value (see Theorems 6.1 and
6.2). These theorems are analogous to the theorems 2, 2’, 4 and 5 in Lehto and
Virtanen work [27]. While Theorem 2, 2’, 4 and 5 of Lehto and Virtanen concern the
class N of normal meromorphic function in the unit disk, the results of Theorems
6.1 and 6.2 are related to the class of normal meromorphic functions along a simple
curve ending in a boundary point of the unit disc. These classes are wider than the
class N ; that will be showed by Examples 7.1 and 7.2 in Section 7. Our results are
applied in Section 8 in order to derive Theorem 6.3, which shows that the domain
along which there is a single boundary value of meromorphic functions in N from
Theorems 2, 2’, 4 and 5 in Lehto and Virtanen work [27] can spread in the case of
simple curves which are tangent to the boundary of the unit disc. However, one
cannot obtain an extension by using the method of Lehto and Virtanen. Finally,
our results are used to show the uniqueness theorem of Sˇaginjan [52] which is
related to the class of boundary analytic functions, and it’s generalization to the
class N that was obtained by Gavrilov [18]. We prove a similar result for the class
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of meromorphic functions in the unit disk that are normal along non–tangential
simple curves.
2. Notations
By D we will denote the open unit disk {z : |z| < 1} in the complex plane C and
by Γ the unit circle {z : |z| = 1}.
Let
dph(z, w) =
∣∣∣∣ z − w1− zw
∣∣∣∣ and dh(z, w) = log 1 + dph(z, w)1− dph(z, w)
stands for the pseudo–hyperbolic distance and the hyperbolic distance between
z, w ∈ D, respectively. It is well known that dh is a metric in the unit disc, and
that (D, dh) is the Poincare´ disc model for the Lobachevsky geometry. Furthermore,
denote by
dS(z, w) =

2|z−w|√
1+|z|2
√
1+|w|2 , z, w ∈ C,
2√
1+|z|2 , z ∈ C, w =∞.
the spherical metric in the extended complex plane C = C∪{∞} (Riemann sphere).
For r > 0 we denote by D(r) = {|z| < r} the standard open disc in C with
centre in 0 and radius r. For z ∈ D let Dh(z, r) = {w ∈ D : Dh(z, w) < r} be a
disc in the hyperbolic metric. Let DS(w, r), w ∈ C denote a disc on the Riemann
sphere. For r′ ∈ (0, 1) the set Dph(z, r′) = {w ∈ D : dph(z, w) < r′} stands for
the pseudo–hyperbolic disc with centre in z and pseudo–hyperbolic radius r′. In a
similar manner one introduces the closed discs in these metrics. It is straightforward
to show that
(1) Dh(z, r
′) = Dph(z, r) with r ∈ [0, 1), r′ = log 1 + r
1− r ∈ [0,∞).
The group of all Mo¨bius transforms of D onto itself (conformal automorphisms
of the unit disc) will be denoted by M. A function f : D → C is normal in D if
the family {f ◦ ϕ : ϕ ∈ M} is a normal family in the sense of Montel, i.e., if any
sequence of this family has a subsequence which is convergent in local topology of
D (uniformly on compact subsets of D). All sequences of functions (or numbers)
we mean are convergent in above metrics (if they are convergent). Particulary, the
uniform convergence on compact subsets of the disc D of a sequence of functions
{fn : D → C : n ∈ N} to a function f : D → C we mean in the metrics of spaces
(D, dph) and (C, dS), or what is the same, in (D, dh) and (C, dS), as follows from
(1).
For w ∈ D let ϕw ∈M be defined by
ϕw(z) =
z + w
1 + zw
.
If f : D→ C is any function, we will use the notation fw for f ◦ϕw : D→ C, where
ϕw is defined above. In the sequel we will consider the following type of family of
functions {fn = f ◦ ϕn}, where ϕn = ϕwn and {wn} is a sequence of points in D
such that limn→∞ wn = eiθ ∈ Γ.
The set C(f,A, eiθ) = {w ∈ C : there exist a sequence {zn} ⊆ A, limn→∞ zn =
eiθ ∈ Γ such that limn→∞ f(zn) = w} is the cluster set for the function f : D→ C
in the point eiθ along the set A whose closure in D ∪ Γ contains eiθ. It may be
checked that C(f,A, eiθ) is closed.
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All curves which appear in the text we mean lie in D, are simple and terminate
in a point eiθ ∈ Γ. Let γ be a such one curve. The set
∆rγ =
⋃
z∈γ
Dph(z, r),
where r ∈ [0, 1), is called a curvilinear angle along the curve γ with deflection r
and with vertex in eiθ. Particulary, for r = 0 we have ∆0γ = γ. Regarding (1), we
have
∆rγ =
⋃
z∈γ
Dph(z, r) =
⋃
z∈γ
Dh (z, r
′) for all r ∈ [0, 1).
For the curvilinear angle ∆rγ we will sometimes use the notation ∆r′γ. Although
this is not fully precise, we believe that a misunderstanding will not occur.
Example 2.1. If γ is the radius of the disc D with one endpoint in eiθ ∈ Γ, then
the curvilinear angle along γ with deflection r is the domain bounded by arcs of
two hyper–cycle with endpoints in eiθ and e−iθ and by the arc of the circle |z| = r.
That curvilinear angle we call a hyperbolic angle. If h(θ, α1) and h(θ, α2), −pi2 <
α1 < α2 <
pi
2 , are chords of the disc D which with the radius rθ of D with one
endpoint at eiθ form angles α1 and α2, then the sub–domain of D bounded by these
chords and the circle
{
z : |z − eiθ| = r} is the Stolz angle with vertex in eiθ. For
any Stolz angle in D with vertex in eiθ there exists a hyperbolic angle ∆rγ which
is contained in it; we have also the converse: any hyperbolic angle ∆rγ contains a
Stolz angle in D with vertex in eiθ. If γ is an arc of the horo–cycle {z : |z− eiθ2 | = 12}
with endpoints 0 and eiθ, then the curvilinear angle ∆rγ is the domain bounded
by arcs of two horo–cycles which contain eiθ. That curvilinear angle ∆rγ we call
the horo–cyclic angle (see [13]).
At the end of this section we recall the known definition of the Fre´shet distance
between two curves. For curves γ1 and γ2 the Fre´shet distance between them is
dF (γ1, γ2) = inf
ϕ
sup
z∈γ1
dh(z, ϕ(z));
the infimum is taken among all homeomorphisms ϕ : γ1 → γ2.
3. Preliminaries
The following lemma is straightforward and therefore we omit a proof.
Lemma 3.1. For all r ∈ [0, 1) and w ∈ D we have
Dph(w, r) = ϕw(D(r)).
Thus,
∆rγ =
⋃
w∈γ
Dph(w, r) =
⋃
w∈γ
ϕw(D(r)).
Definition 3.1. Let γ1 and γ2 be two curves with a same endpoint in Γ. If γ2 ⊆
∆rγ1 =
⋃
w∈γ1 Dph(w, r) for some r ∈ (0, 1), we say that the pseudo–hyperbolic
distance between γ2 and γ1 is less then r. If instead of the pseudo–hyperbolic
distance we use the hyperbolic distance, then we say that the hyperbolic distance
between γ2 and γ1 is less then r
′ = log 1+r1−r ∈ (0,∞) (regarding (1)). In this case we
will simply say that the distance between curves if finite (see the following lemma);
if this is not the case, we say that the distance is infinite.
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Example 3.1. Hyper–cycles in D which terminate in a point eiθ ∈ Γ are simple
curves such that the distance between any of them is finite. The same is true
for horo–cycles in D which terminate in eiθ. However, the distance between any
hyper–cycle and any horo–cycle both terminating in eiθ is infinite.
The following definition introduces a relation ∼ in the family of all curves in D
which terminate in a same point in Γ.
Definition 3.2. Let γ1 and γ2 be curves in the disc D ending in eiθ ∈ Γ. We write
γ1 ∼ γ2 if there exist r ∈ (0, 1) such that γ1 ⊆ ∆rγ2, i.e., if the distance between
γ1 and γ2 is finite.
Lemma 3.2. The relation ∼ is an relation of equivalence in the family of all curves
in the disc D with the same endpoint in Γ. The class of equivalence for a curve γ
will be denoted by [γ].
In order to establish the symmetry property of ∼ we will use the following asser-
tion. Let the hyperbolic between γ1 and γ2 be less then r ∈ (0,∞), then we have:
For all r1 ∈ (0,∞) there exist r2 ∈ (0,∞) such that ∆r1γ1 ⊆ ∆r2γ2, and for all
r2 ∈ (0,∞) there exist r1 ∈ (0,∞) such that ∆r2γ2 ⊆ ∆r1γ1.
Proof. We will firstly prove the assertion. We will proof the first statement, since
the second follows immediately from the first one.
From Definition 3.1 it follows γ1 ⊆ ∆rγ2 =
⋃
w∈γ2 Dh(w, r). Let r2 = r1 + r.
We will show ∆r1γ1 ⊆ ∆r2γ2. Let z ∈ ∆r1γ1. There exists w1 ∈ γ1 such that
z ∈ Dh(w1, γ1). Since γ1 ⊆ ∆rγ2, there exist w0 ∈ γ2 such that w1 ∈ Dh(w0, r).
Using the triangle inequality, we obtain
dh(z, w0) ≤ dh(z, w1) + dh(w1, w0) < r1 + r = r2;
thus z ∈ Dh(w0, r2), i.e., z ∈ ∆r2γ2. We have proved ∆r1γ1 ⊆ ∆r2γ2.
Let us now establish the that ∼ is a relation of equivalence. It is clear that
γ ⊆ ∆rγ for all r ∈ (0,∞), what means that ∼ is reflexive. If γ1 ∼ γ2, then
γ1 ⊆ ∆rγ2; from the assertion it follows that there exist r′ such that γ2 ⊆ ∆r′γ1,
i.e., γ2 ∼ γ1. Thus, from γ1 ∼ γ2 it follows γ2 ∼ γ1. We have proved that ∼ is a
symmetry relation. It remains to establish the transitivity of ∼. Let γ1 ∼ γ2 and
γ2 ∼ γ3. It follows γ2 ⊆ ∆r1γ1 and γ3 ⊆ ∆r2γ2 for some r1, r2 ∈ (0,∞). As in the
assertion, one may prove γ3 ⊆ ∆sγ1 for s = r1 + r2. Thus, γ1 ∼ γ3. 
Remark 3.1. For any point eiθ ∈ Γ there exist infinity many classes of equivalence
for the relation ∼. Namely, if curves γ1 and γ have a different order of contact on
the unit circle Γ in the point eiθ, then [γ1] 6= [γ2]. For example, all curves in the D
which terminate in eiθ that are not tangent to Γ in eiθ belong to the same class of
equivalences. All horo–cycles tangent on the boundary Γ in the point eiθ belong to
the same class of equivalences, etc.
Lemma 3.3. If the Fre´shet distance between curves γ1, γ2 ⊆ D ending in the same
point eiθ ∈ Γ is finite, then γ1 ∼ γ2. The converse does not hold.
Proof. If the Fre´shet distance between γ1 and γ2 is finite, then from the definition
of the Fre´shet distance and from Definition 3.2 immediately follows that γ1 ∼ γ2.
Namely, if dF (γ1, γ2) < r for some r ∈ (0,∞), then for some homeomorphism
ϕ : γ1 → γ2 holds d(z, ϕ(z)) < r for all z ∈ γ1. This clearly implies γ2 ⊆ ∆rγ1, i.e.,
d(γ1, γ2) ≤ r <∞. Thus, in view of Definition 3.2 we have γ1 ∼ γ2.
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In order to prove the second statement of this lemma, we will construct an
example of two curves γ1 and γ2 such that γ1 ∼ γ2, but the Fre´shet distance
between γ1 and γ2 is infinite.
Let γ1 be a radius od the unit disc D with one endpoint in eiθ. We will show
that for any r ∈ (0,∞) there exist a curve γ2 ⊆ ∆rγ1 that the Fre´shet distance
between γ1 and γ2 is not finite.
Construction of γ2. Let us chose points z1, w1, z2, w2, ..., zn, wn, ... ∈ γ1 such
that dh(zn, zn+1) → ∞ as n → ∞, dh(zn, wn+1) ≤ 1 for all n ≥ 1, and that the
order of crossing of γ1 thought the preceding points is as they appear in the se-
quence. Regarding the way we selected points z1, w1, z2, w2, ..., zn, wn, ... it follows
that dh(zn+1, wn) → ∞ as n → ∞. For γ2 we will take any curve in ∆rγ1 which
contains the preceding points in the following order:
z1, z2, w1, z3, w2, z4, . . . , zn, wn−1, zn+1, . . .
We will show now that the Fre´shet distance between curves γ1 and γ2 is not fi-
nite. Assume that ϕ is an arbitrary homeomorphism between γ2 and γ1. Let
z1, z2, z3, . . . , zn, ... (w1, w2, w3, . . . , wn, . . . which belong to γ2) be corespondent
to t1, t2, t3, . . . , tn, . . . (i.e., s1, s2, s3, . . . , sn, . . . in γ1) via the homeomorphism ϕ.
The schedule of crossing of γ1 thought the preceding points is:
t1, t2, s1, t3, s2, t4, . . . , tn, sn−1, tn+1, sn, . . . ,
i.e., the curve across the point tn+1 and then sn. Since dh(zn+1, wn) → ∞ as
n → ∞, for any D > 0 there exist an integer n0 ≥ 1 such that for every n ≥ n0
holds dh(zn+1, wn) > 2D + 1. However, if the Fre´shet distance between γ1 and γ2
would be bounded by D, then we will have dh(zn+1, ϕ(zn+1)) = dh(zn+1, tn+1) ≤ D
and dh(wn, ϕ(wn)) = dh(wn, sn) ≤ D for every n ≥ n0. In view of the relation
dh(zn+1, wn) > 2D + 1 it follows that the curve γ1 first across the point sn and
then tn+1. This is the contradiction. 
4. Curvilinear boundary behavior of arbitrary functions
Theorem 4.1. Let f : D→ C be an arbitrary function, let {wn} ⊆ D be a sequence
such that limn→∞ wn = eiθ, and let c ∈ C. The following two conditions are
equivalent:
(1) the sequence {fn = f ◦ ϕn}, where ϕn = ϕwn , is convergent in the local
topology of D to the constant function c;
(2) for any compact subset K ⊂ D holds
C
(
f,
⋃
n∈N
ϕn(K), e
iθ
)
= {c}.
Proof. (1) implies (2). Let K be any compact subset of D. Since limn→∞ wn = eiθ,
it follows that eiθ is the single point od adherence in Γ for the set
⋃
n∈N ϕwn(K).
Since {fn = f ◦ϕwn} is uniformly convergent to the constant c on the compact K,
for every ε > 0 we have dS(f ◦ϕwn(z), c) < ε for all z ∈ K if n ≥ n0, where n0 is big
enough. Thus, f ◦ϕwn(K) ⊆ DS(c, ε) for all n ≥ n0. It follows f(
⋃
n≥n0 ϕwn(K)) ⊆
DS(c, ε). In other words, dS(f(z), c) < ε if z ∈
⋃
n≥n0 ϕwn(K). Now, let {zk} ⊆⋃
n≥n0 ϕwn(K) be a sequence satisfying limk→∞ zk = e
iθ. We will prove that
limk→∞ f(zk) = c. For every k ∈ N there exist nk ∈ N such that zk ∈ ϕnk(K).
Since limk→∞ zk = eiθ, we have nk → ∞ as k → ∞. If k is big enough, k ≥ k0,
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then nk ≥ n0 and we have {zk : k ≥ k0} ⊆
⋃
n≥n0 ϕn(K). Thus, dS(f(zk), c) < ε.
In other words limk→∞ f(zk) = c.
(2) implies (1). Let us prove the contraposition, that is the negation of (1)
implies the negation of (2). If the sequence of functions {fn} does not converge
to c in the local topology of D to c, then there exist a compact set K ⊂ D, a
positive number ε0, a subsequence {fnk}, and a sequence {zk} ⊆ K such that
dS(fnk(zk), c) = dS(f ◦ ϕnk(zk), c) ≥ ε0 for all k ∈ N. Denote uk = ϕnk(zk). Then
we have limk→∞ uk = eiθ, {uk} ⊆
⋃
n∈N ϕn(K), and dS(f(uk), c) ≥ ε0. This means
C(f,
⋃
n∈N ϕwn(K), e
iθ) 6≡ {c}, what is negation of (2). 
Definition 4.1. A function f : D → C has the ∆γ−boundary value c ∈ C along
the curve γ which terminates in eiθ if C(f,∆rγ, e
iθ) = {c} for all r ∈ (0, 1), i.e.,⋃
r∈(0,1)
C(f,∆rγ, e
iθ) = {c}.
Remark 4.1. If a curve γ lies in some Stolz angle with vertex in a point eiθ ∈ Γ,
then ∆γ−boundary value is the same as the ordinary angular boundary value of f
in eiθ. In this case the point eiθ is the Fatou point for the function f . If a curve
γ ⊆ D is tangent to Γ in eiθ and the order of contact is 1, t hen ∆γ−boundary
value for f is the horo–cycle boundary value for f in eiθ.
Theorem 4.2. Let f : D → C be any function in the unit disc and let a simple
curve γ ⊆ D terminates in a point eiθ ∈ Γ. The following three conditions are
equivalent:
(1) there exist ∆γ−boundary value equal to c ∈ C in the point eiθ, i.e.,⋃
r∈(0,1)
C(f,∆rγ, e
iθ) = {c};
(2) for any sequence {wn} ⊆ γ satisfying limn→∞ wn = eiθ the sequence {fn =
f ◦ ϕwn} converges to the constant c in the local topology of D;
(3) for any curve γ1 ∼ γ holds limγ13z→eiθ f(z) = c.
Moreover, if there exists ∆γ−boundary value for f , then it does not depend on
the choice of a curve in the class [γ].
Proof. It follows from Theorem 4.1 that (1) ⇔ (2). It is clear that (1) implies
(3). Let us now prove that (3) implies (1). If (3) holds then limγ13z→eiθ f(z) = c;
suppose that (1) is not true. Then for some r ∈ (0, 1) we have C(f,∆rγ, eiθ) 6≡
{c}. This means there exist a sequence {zn} ⊆ ∆rγ, limn→∞ zn = eiθ such that
limn→∞ f(zn) = a 6= c or the previous boundary value does not exist. Points of
the sequence {zn} connect with a curve γ1 (in any way) such that γ1 ⊆ ∆rγ. Now
we have limγ13z→eiθ f(z) = c or this limit does not exist. Since γ1 ∼ γ, from (3)
it follows that our assumption is not correct. Thus, for every r ∈ (0, 1) we have
C(f,∆rγ, e
iθ) = {c}. 
Definition 4.2. Let f : D → C be any function. If for every curve γ1 ∈ [γ] we
have limγ13z→eiθ f(z) = c ∈ C, then we say that c is [γ]−boundary value for f , i.e.,
the boundary value of f along the class [γ].
From Theorem 4.2 we have
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Corollary 4.1. Let f : D→ C be an arbitrary function and let γ be a simple curve
which terminates in Γ. Then the ∆γ−boundary value for f exists if and only if
there exists [γ]−boundary value for f and they coincides.
Remark 4.2. Since we have infinity many classes of equivalences in the fam-
ily of curves which terminate in a point eiθ, we can speak about infinity many
∆γ−boundary values for f in the point eiθ.
Definition 4.3. We say that a function f : D → C is normal along a curve γ in
D(r) where r ∈ (0, 1) if the family {fw = f ◦ ϕw : w ∈ γ} is normal in D(r) in the
sense of Montel.
Definition 4.4. A function f : D→ C is normal along a simple curve γ ⊆ D if the
family {fw = f ◦ ϕw : w ∈ γ} is normal in the disc D in the sense of Montel.
Corollary 4.2. If f : D→ C has ∆γ−boundary value, then f is a normal function
along the curve γ.
Proof. If there exists ∆γ−boundary value of f equal to c, then according to the
Theorem 4.2 any subsequence of the family {fw = f ◦ϕw : w ∈ γ} is convergent to
the constant function c. Thus, this family is normal. 
Remark 4.3. According to Corollary 4.2 necessary condition for the existence of
∆γ−boundary value of a function f in a point eiθ ∈ Γ is normality of f along the
curve γ. However, normality of the family {fw = f ◦ ϕw : w ∈ γ} in D is not
a sufficient condition. This shows the example of the meromorphic function from
[36], which does not have the radial boundary value in any point of Γ and thus it
does not have the angular boundary value. This also follows from the example of
an elliptic modular function which is a normal analytic function in D but has the
radial boundary value (and thus) only in a countable subset of Γ.
Remark 4.4. Nosiro [36] considered normal meromorphic functions in the disc D
of the first order: a meromorphic function f in the disc D is normal function of the
first order if the family {f ◦ϕw : w ∈ D} is normal D and if any boundary function
of this family is not a constant. Nosiro proved that normal meromorphic functions
of the first order does not poses an angular boundary value. This result follows
from from our Theorem 4.1. Our theorem also shows that a normal meromorphic
function of the first order does not have ∆γ−boundary value in any point of Γ for
any curve γ in disc D which terminates in eiθ ∈ Γ. Since Theorem 4.1 holds for any
function in D and for ∆γ−boundary values, our theorem is a generalization of the
result Nosiro.
Remark 4.5. Bagemihl and Seidel [4] constructed an analytic function (see Ex-
ample 2 there) which proves that in Theorem 1 in [4] the condition of normality of
the function in D in order to has a boundary value cannot be removed. Corollary
4.2 also shows that. Corollary 4.2 is a generalization of the result of Bagemihl and
Seidel for any function in D and curvilinear boundary behavior.
Remark 4.6. Theorem 4.2 and Corollary 4.2 also show that for the existence
of angular boundary values of functions in a point of Γ (meromorphic, analytic,
harmonic, etc.) one need not assume their normality in the disc D, i.e., it is not
necessary to assume that a function is normal with respect to the Mo¨bius group of
conformal automorphisms of D (see [27]), or one need not to assume the condition
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of normality with respect the hyperbolic or parabolic subgroups or semigroups of
the Mo¨bius group (see [19], [30] and [40]). It is enough to assume the condition of
normality of the family {fw = f ◦ ϕw : w ∈ γ} in D, i.e., that f is normal function
along the curve γ which is not tangent to Γ.
The following theorem is generalization of Theorem 1 in Lehto and Virtanen
work [27] for an arbitrary function in the disc D and for any ∆γ−boundary limit.
Theorem 4.3. Let f : D → C be any function in the disc D and let γ ⊆ D be a
curve which terminates in eiθ ∈ Γ. Suppose limγ3z→eiθ f(z) = c ∈ C and assume
that f does not have ∆γ−boundary limit. Then for every ε > 0 there exist two
curves γ1, γ2 ∈ [γ] such that the (pseudo–)hyperbolic distance between γ2 and γ1 is
less then ε and such that along γ1 the function f has the asymptotic boundary value
c, and along γ2 does not.
Proof. In the proof we will use the hyperbolic metric dh.
Since limγ3w→eiθ f(w) = c and since f does not have ∆γ−boundary limit, from
the first part of Theorem 4.1 it follows that C(f,∆r0γ, e
iθ) 6≡ {c} for some r0 ∈
(0,∞). This means that the set {r : C(f,∆rγ, eiθ) ≡ {c} : 0 ≤ r <∞} is bounded
from above by r0. Thus, there exist
r1 = sup{r : C(f,∆rγ, eiθ) ≡ {c} : 0 ≤ r <∞}.
Let ε be any positive number. We will consider the following two cases.
The case r1 = 0. Then γ = γ1 and according to Theorem 4.2 in the curvilinear
angle ∆ ε
2
γ there exist a curve γ2 along which function f does not poses asymptotic
value c. In view of Definition 3.1 the hyperbolic distance between curves γ2 and γ1
is less then ε.
The case r1 ∈ (0,∞). We will denote r1 with r. Denote by γ+r the part of
the boundary of curvilinear angle ∆rγ which is above the curve γ, and with γ
−
r
the part of the boundary of ∆rγ which is below the curve γ. For every w
′ ∈ γ+r
there exist w ∈ γ such that dh(w,w′) = r. On the circle (in the metric dh) which
contains w and w′ and is orthogonal on Γ, take the points u which are between w
and w′ and which satisfy dh(w, u) = r − ε4 . Points u make the part of boundary of
curvilinear angle ∆ ε
4
γ which is on the same side of the curve γ as γ+r . That part of
the boundary produces a curve which will be denoted by λ′. Since λ′ ⊆ ∆rγ, along
λ′ there exists asymptotic value of f equals to c. Consider now the curvilinear
angle ∆ 
2
λ′. Denote with ∆+
2
λ′ the sub–domain of curvilinear angle ∆ 
2
λ′ which is
bounded by the curves γ+r and λ
′+
ε
2
. Let r2 ∈ (r1,∞). With (γ+r1 , γ+r2 ] denote the
domain ∆+r2γ \ ∆+r1γ, and with (γ−r1 , γ−r2 ] the domain ∆−r2γ \ ∆−r1γ. In view of the
preceding notations, it is not hard to see that ∆+ε
2
λ′ ⊆ (γ+r , γ+r+ ε4 ], what is obvious
from the geometric interpretation of these sets. Similarly, (γ+r , γ
+
r+ ε4
] ⊆ ∆+ε
2
λ′.
Namely, if z ∈ (γ+r , γ+r+ ε4 ], then there exists a disc Dh(w, r +

4 ), w ∈ γ such that
z ∈ Dh(w, r+ ε4 ). Let u be a point which is in the intersection of the curve λ′ and the
hyperbolic half–radius of the disc Dh(w, r+
ε
4 ) which contains z. Then z ∈ Dh(u, ε2 ).
Thus z ∈ ∆+ε
2
λ′, what implies (γ+r , γ
+
r+ ε4
] ⊆ ∆+ε
2
λ′. It follows ∆+ε
2
λ′ ⊆ (γ+r , γ+r+ ε4 ].
All we done for γ+r may be done also for γ
−
r . The resulting curve will be denoted
by λ′′.
In some of the sub–domains (γ+r , γ
+
r+ ε4
] and (γ−r , γ
−
r+ ε4
] there exist a sequence of
points along which the function f does not have the boundary value, or if there
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exist, then it is not equals to c. This sequence may be connected by a curve γ2
which lies in the same sub–domain as the sequence. Now we may take γ1 = λ
′ or
γ1 = λ
′′ what depends on which sub–domain contains the curve γ2. It is clear that
the hyperbolic distance between the curves γ2 and γ1 is less then ε. 
Theorem 4.4. Let f : D → C be any function in D and let a curve γ ⊆ D
terminates in a point eiθ ∈ Γ. If C(f,∆rγ, eiθ) = {c} for some r ∈ (0,∞) and if
the function f does not have ∆γ−boundary value in the point eiθ, then there exist
γ1 ∈ [γ] such that for every ε > 0 there exist a curve γε at the distance less then ε
from the curve γ1, such that along one curve f has the asymptotic boundary value
c, and along the other does not.
Proof. That this theorem holds one may see from the proof of Theorem 4.3. One
may also chose γ1 = λ
′ and γε = λ′′. 
5. Normality of meromorphic functions along simple curves
With N we denote the class of all normal meromorphic functions in the disk D
(for properties of this class we refer to [27], [29], [34], [45], [4], [16], [14], [26], [55],
[32]). For a meromorphic function f : D→ C we denote with
f ](z) =
|f ′(z)|
1 + |f(z)|2 , z ∈ D
the spherical derivate for f . The function f ] : D → R is continuous in D. The
spherical derivate f ] may be used to define the spherical distance between points in
the target domain of f : D→ C. Ostrowski [37] was the first who used the spherical
distance, i.e., the spherical derivate in the consideration related with meromorphic
functions. Lehto and Virtanen [27] used the Marty criterium (see [22]) in order to
derive that a meromorphic function belongs to the class N if and only if
sup
z∈D
(1− |z|2)f ](z) <∞.
By using the Marty criterium for normality of a family of meromorphic functions
it is a routine to prove the following
Theorem 5.1. Let a curve γ ⊆ D has one endpoint in eiθ ∈ Γ and let f : D →
C be a meromorphic function. For every r ∈ (0, 1) the following conditions are
equivalent:
(1) f is normal in D(r) along the curve γ;
(2) supz∈∆rγ(1− |z|2)f ](z) <∞.
From Theorem 5.1 we have
Theorem 5.2 (see Theorem 1 in [53]). Let a curve γ ⊆ D terminates in eiθ ∈ Γ
and let f : D → C be a meromorphic function. The following two conditions are
equivalent:
(1) f is normal in D along γ;
(2) supz∈∆rγ(1− |z|2)f ](z) <∞ for all r ∈ (0, 1).
Theorem 5.3. A meromorphic function f : D → C is normal along a curve γ if
and only if it is normal along any curve γ1 ∈ [γ].
Proof. This theorem follows from Theorem 5.2 and Lemma 3.2. 
BOUNDARY BEHAVIOR OF ARBITRARY AND MEROMORPHIC FUNCTIONS 11
Theorem 5.3 gives an opportunity to introduce a notation of normality of mero-
morphic functions along classes of simple curves.
Definition 5.1. A meromorphic function f : D→ C is normal along a class [γ] if
it is normal along any curve γ1 ∈ [γ].
Remark 5.1. From Theorems 5.2 and 5.3 it follows that the class of normal mero-
morphic functions in the disc D investigated by Lehto and Virtanen [27], i.e., func-
tions from N , is normal along any simple curve γ in the disc D, i.e., it is normal
along any class [γ] in the disc D. If a curve γ lies in some Stolz angle of D with ver-
tex at eiθ, then the notation of normality along that curve, i.e., along the class [γ] of
a function f : D→ C is equivalent with normality along the hyperbolic semigroup
of all Mo¨bius transformations of D with an attractive point eiθ (±eiθ are attractors
of elements of the semigroup). If a curve belongs to the sub–domain of the disc
D which is bounded by two horocycles which contain eiθ, then the normality of
meromorphic functions along the curve γ, i.e., along the class [γ] is the same as the
normality along the parabolic semigroup of all Mo¨bius transformations of the disc
D with only one attractive point eiθ. Normality and boundary behavior of mero-
morphic functions along the hyperbolic and parabolic semigroup and hyperbolic
and parabolic subgroup are considered in [19], [30], [40], [16] and [38].
In [16] and [17] Gavrilov considered the normality and boundary behavior of
meromorphic function using the notation of P−sequences.
Definition 5.2 (see [16]). A sequence {zn} ⊆ D, limn→∞ |zn| = 1 is a P−sequence
for a meromorphic function f : D→ C if for any subsequence {znk} and ε ∈ (0, 1)
the function f achieves in the set
⋃
k∈NDh(znk , ε) infinity many times all values in
C except possibly two.
From the definition it follows that any subsequence of P−sequence is also a
P−sequence.
Gavrilov (see Theorem 3 in [16]) showed that a meromorphic function f is normal
in the disc D, i.e., f ∈ N is and only if f in D does not have P−sequences.
Theorem 5.4 (see Theorem 1 in [17]). If for a sequence {zn} ⊆ D, limn→∞ |zn| = 1
and a meromorphic function f : D→ C hold
lim
n→∞(1− |zn|
2)f ](z) =∞,
then {zn} is a P−sequence for f .
The example of the meromorphic function
f(z) = exp
{
− exp
{
1
1− z
}}
from [16] shows that the reverse implication in Theorem 5.4 does not hold.
Theorem 5.5 (see Theorem 3 in [17]). A sequence {zn} ⊆ D, limn→∞ |zn| = 1 is
a P−sequence for a meromorphic function f : D → C if and only if there exist a
sequence of positive numbers {rn}, limn→∞ rn = 0 such that
lim
n→∞
{
sup
z∈Dh(zn,rn)
(1− |z|2)f ](z)
}
=∞.
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Theorem 5.6 (see Theorem 2 and Theorem 5 in [16]). For a meromorphic func-
tion f : D → C let {zn} ⊆ D, limn→∞ |zn| = 1 be a sequence which satisfies
limn→∞ f(zn) = α ∈ C. Let {z′n} be a new sequence such that along this one the
function f does not poses a limit α and limn→∞ dh(zn, z′n) = 0. Then each of {zn}
and {z′n} are P−sequences.
Theorem 5.7. Let a curve γ ⊆ D terminates in eiθ ∈ Γ. A meromorphic function
f : D→ C is normal along a curve γ in D(r), where r ∈ (0, 1) is fixed, if and only
if the function f does not have a P−sequenece in ∆rγ.
One can give a proof of Theorem 5.7 in the similar way as the proof of the
following
Theorem 5.8 (see Theorem 3 in [53]). A meromorphic function f : D → C is
normal along a simple curve γ ⊆ D which terminates in eiθ ∈ Γ if and only if for
all r ∈ (0, 1) the function f does not have a P−sequence in ∆rγ.
From Theorem 5.7 we immediately deduce
Theorem 5.9. Let f : D → C be a meromorphic function such that there exits
a domain O which contains eiθ ∈ Γ such that for all r ∈ (0, 1) the function f is
bounded in O ∩ ∆rγ. Then f is normal function along γ, i.e., f is normal along
[γ].
Altogether, from the results of this section we obtain
Proposition 5.1. For a meromorphic function f : D → C and a curve γ the
following conditions are equivalent:
(1) f is normal along γ;
(2) f is normal along [γ];
(3) for all r ∈ (0, 1) holds
sup
z∈∆rγ
(1− |z|2)f ](z) <∞;
(4) f does not have P−sequences in ∆rγ, r ∈ (0, 1).
This characterization could be stated also on the normality of f along γ on D(r)
for each r ∈ (0, 1).
P−sequences, as shows Theorem 4.3 in [16], characterize boundary behavior of
meromorphic functions in the unit disc (for example see also [53], [19], [30], [40],
[16], [38], [17], [39], [14], [15]). We will use them in the seventh section for the
construction of meromorphic functions showing that the results from this paper
cannot be improved.
6. Curvilinear boundary values of meromorphic functions
Theorem 6.1. Let f : D → C be a meromorphic function, let a curve γ ⊆ D
terminates in eiθ ∈ Γ, and let c ∈ C. The following conditions are equivalent:
(1) f is normal along γ and limγ3z→eiθ f(z) = c;
(2) c is ∆γ−boundary value of f .
Proof. (1) implies (2): Since f is normal along γ, for any sequence {wn} ⊆ γ which
satisfies limn→∞ wn = eiθ there exist a subsequence {wnk} such that the {fnk(z) =
f ◦ϕnk(z)}, where ϕnk = ϕwnk , is convergent to a (meromorphic) function ψ (in the
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local topology of D). Let r1 ∈ (0, 1) and K = Dph(0, r1) = D(r1) = {z : |z| ≤ r1}.
For r ∈ (0, r1) let us consider γ ∩Dph(wnk , r1) \Dph(wnk , r). This set consists of
two curves; let γk be one of them and denote Γk = ϕ
−1
nk
(γk). For all m ∈ N let
{zmk ∈ Γk} be any sequence that satisfies limk→∞ zmk = zm0 ∈ Dph(0, r1). We will
show that ψ(zm0 ) = c for all m ∈ N. Namely, for all m ∈ N we have
dS(ψ(z
m
0 ), c) ≤ dS(ψ(zm0 ), ψ(zmk )) + dS(ψ(zmk ), fnk(zmk )) + dS(fnk(zmk ), c)
Let ε > 0 be any number. Because of continuity of ψ we have dS(ψ(z
m
0 ), ψ(z
m
k )) <
ε
3 , if k is big enough. Since the sequence {fnk} is convergent to ψ in the local topol-
ogy of D, we have dS(ψ(z), fnk(z)) < ε3 for all z ∈ Dph(0, r1) and if k is big enough.
Since zmk ∈ Dph(0, r), we have dS(ψ(zmk ), fnk(zmk )) < ε3 . Since zmk ∈ Γk, it follows
ϕnk(z
m
k ) = w
m
k ∈ γk ⊆ γ and limk→∞ wmk = eiθ. Since c is an asymptotic boundary
value of f and since limk→∞ fnk(w
m
k ) = limk→∞ f◦ϕnk(zmk ) = limk→∞ fnk(zmk ) = c
for big enough k, we have dS(fnk(z
m
k ), c) <
ε
3 for all m ∈ N. From the preceding
inequalities it follows dS(ψ(z
m
0 ), c) < ε for all m ∈ N. Since ε is any positive num-
ber, it must be ψ(zm0 ) = c for all m ∈ N. Since the sequence {zm0 } lies in Dph(0, r1)
and since in this set it has an accumulation point, from the uniqueness theorem,
we have ψ ≡ c.
Thus, it is showed that any convergent sequence (in the local topology of D)
of the family Ff,γ = {f ◦ ϕw : w ∈ γ} converges to c. We will show now that
any sequence of the family Ff,γ converges to the constant c in the local topology.
Assume contrary, let that there exist a sequence {fn} ⊆ Ff,γ , which is not con-
vergent in the local topology to the constant c. There exist ε > 0 such that for
any k ∈ N there exist nk ∈ N and znk ∈ Dph(0, r) such that dS(fnk(znk), c) ≥ ε.
Since the family Ff,γ is normal, the sequence {fnk} has a subsequence fnkl which
is convergent; according to the preceding, it converges to the constant c, what is
contrary to the assumption dS(fnk(znk), c) ≥ ε. This contradiction shows that any
sequence in Ff,γ converges in the local topology of D to the constant c. From this
and from Theorem 4.1 we have C(f,∆rγ, e
iθ) = {c} for all r ∈ (0, 1), that is the
function f in the point eiθ has ∆γ−boundary value along the curve γ equal to c.
(2) implies (1): Form Theorem 4.1 and condition (2) we have C(f,∆rγ, e
iθ) =
{c} for all r ∈ (0, 1). It follows that any sequence {fn} ⊆ Ff,γ converges to the
constant c. We infer that Ff,γ is normal family in D. Regarding Definition 4.2 this
means that f is normal along the curve γ. From the condition C(f,∆rγ, e
iθ) = {c}
evidently follows limγ3z→eiθ f(z) = c. 
Remark 6.1. Seidel and Walsh proved (see Theorem 4, p. 199 in [47]): Let f be
an analytic function in D which omits at least two values. Let γ1 and γ2 be simple
curves in D which terminate in 1 with finite Fre´shet distance. If limγ13z→1 f(z) =
c ∈ C, then also limγ23z→1 f(z) = c. This statement remains valid if we assume
that f is normal meromorphic function in the disc D (see Theorem 2.12, p. 131, in
[29]). Our Theorem 6.1 shows that the theorem of Seidel and Walsh holds for all
curves in the class [γ]. Lemma 3.3 shows that Theorem 6.1 is a generalization of
the previous results.
In the similar manner as Theorem 6.1 one can prove the following
Theorem 6.2. For a meromorphic function f : D → C, r ∈ (0, 1) and c ∈ C the
following conditions are equivalent:
(1) f is normal in D(r) along a curve γ and limγ3z→eiθ f(z) = c;
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(2) C(f,∆r1γ, e
iθ) = c for all r1 ∈ (0, r).
Form Theorems 5.2, 6.1 and 6.2 we conclude
Theorem 6.3. Assume a meromorphic function f : D → C has an asymptotic
boundary value along a curve γ. In order that f has ∆rγ−boundary value along
the curve γ it is necessary and sufficient that
sup
z∈∆rγ
(1− |z|2)f ](z) <∞
for all r ∈ (0, 1), what is equivalent to the condition that f does not contain
P−sequences in ∆rγ.
Remark 6.2. Results in Theorems 6.1, 6.2 and 6.3 are generalization of Theorems
2, 2’, 4 and 5 of Lehto and Virtanen [27]. They considered the normal meromorphic
functions in D and its angular boundary values. We consider the normal meromor-
phic functions along a curve γ and ∆γ−boundary values. Particulary, if γ is not
tangent to Γ, from Theorem 6.1 and 6.3 we derive Theorems 2, 2’, 4 and 5 in [27].
Remark 6.3. Theorem 4.2, Theorem 6.1 and Theorem 6.2 show that each of the
following two conditions:
(1) f is normal meromorphic function along a curve γ;
(2) a meromorphic function f has an asymptotic boundary value along the
curve γ,
is a necessary condition for the existence of ∆γ−boundary value ([γ]−boundary
value) of f .
Taken together, conditions (1) and (2) are necessary and sufficient for the exis-
tence of ∆γ−boundary value ([γ]−boundary value) of f .
7. Examples
The following examples we will construct in the similar way as in [19].
Example 7.1. Let γ be a curve terminating in eiθ ∈ Γ. With γ+r and γ−r we
denote the parts of the boundary of the curvilinear angle ∆rγ, r ∈ (0, 1) as in the
proof of Theorem 4.3. Let {zk}, limk→∞ zk = eiθ be a sequence of points such
that z2m ∈ γ+rm , z2m−1 ∈ γ−rm , where rm ↑ 1. Moreover, let {εk} be a sequence of
numbers which satisfies:
(1) 0 < εk+1 < εk for all k ∈ N;
(2) limk→∞ εk = 0;
(3) Di ∩Dj is the empty set for all i 6= j, where Dk = {z : |z − zk| < εk};
(4) limk→∞ supz∈Dk dh(z, zk) = 0;
(5)
∑∞
k=1 εk <∞.
Let ak = ε
2
k for all k ∈ N and f0(z) =
∑∞
k=1 ak(z− zk)−1. For fixed n ∈ N, we have∣∣∣∣∣∣
∑
k 6=n
ak(z − zk)−1
∣∣∣∣∣∣ ≤
∞∑
k=1
ε2k <∞.
It follows that f0 is a meromorphic function in the disc D with poles at zk, k ∈ N.
Since |f0(zk+εk)| <∞ and limk→∞ dh(zk, zk+εk) = 0, from Theorem 5.6 it follows
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that the sequence {zk} is a P−sequence for f0. Since for all z′, z′′ ∈ D \
⋃
k∈NDk
holds
|f0(z′)− f0(z′′)| ≤ |z′ − z′′|
∞∑
k=1
εk
and since any of sets ∆rγ, r ∈ (0, 1) contains a finite number of points from {zk},
it follows that
lim sup
∆rγ3z→eiθ
|f0(z)| = cf0(r) <∞, r ∈ (0, 1).
Hence, for all r ∈ (0, 1), the function f0 is bounded in Or ∪∆rγ, where Or = {z :
|z − eiθ| < 1 − r}. From Theorem 5.9, it follows that f0 is normal in Or ∪ ∆rγ.
Now, from Theorem 5.7 we obtain that f0 is normal along the curve γ (see [45], p.
35, Montel’s theorem).
The way we constructed the function f0 shows that any set A which contains all
sets Or ∩∆rγ, r ∈ (0, 1), and any sequence of points {zk} contains a P−sequence
of the function f0. It is possible to show that there exist vicinities Or, r ∈ (0, 1) of
eiθ such that  ⋃
r∈(0,1)
Or ∩∆rγ
 ∪ {zk : k ∈ N}  D ∪Oeiθ ,
where Oeiθ is any vicinity of the point e
iθ.
The preceding facts can be illustrated well if we take for a set A a horo–cycle
which is tangent to Γ in the point eiθ and for the curve γ a radius od D with one
endpoint in eiθ. Then the domain ∆rγ is the sub–domain of the disc D which is
bounded by two hyper–cycles which contain ±eiθ (see Figure 1).
Figure 1.
Thus, the function f0 shows that in a general case does not exist a set which
contains all sets ∆rγ, r ∈ (0, 1) such that along that set the function does not poses
P−sequences.
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Example 7.2. Let f1(z) = f0(z)(z − eiθ), where f0 is the function from the pre-
ceding example. Also let γ be the curve from the same example. Since for every
∆rγ, r ∈ (0, 1) there exist a vicinity O(r) of the point eiθ such that for every
z ∈ O(r) ∩∆rγ holds
|f1(z)| = |f0(z)||z − eiθ| ≤ C(r)|z − eiθ| → 0 as z → eiθ,
we have that 0 is ∆γ−boundary value of f . On the other side, any P−sequence
{zk} for the function f0 is a P−sequence for f1, what may be proved in the same
way as for f0. That sequence is contained in A. Since limk→∞ f1(zk) = ∞, it
follows that ∞, 0 ∈ C(f,A, eiθ).
The example of function f1 shows that in general case does not exist a set
which contains all ∆rγ, r ∈ (0, 1) such that along this set the function has the
unique cluster point, i.e., Example 7.2 shows that the theorem on the existence of
curvilinear boundary values cannot be improved in the direction which means the
expansion of sets ∆rγ, r ∈ (0, 1).
8. Applications
Let γ ⊆ D be a curve which terminates in a point eiθ ∈ Γ and which is tangent
on the cycle Γ in that point. Denote by ∆α,ργ, ρ ∈ (0, 1), α ∈ (0, pi) the sub–
domain of D bounded by γ, the chord h(θ, α), α ∈ (0, pi2 ) of D and by the arc of
Dρ = {z : |z − eiθ| = ρ}, ρ ∈ (0, 1). Moreover, denote
Gθγ,r,α,ρ = ∆rγ ∪∆α,ργ, r, ρ ∈ (0, 1), α ∈ (0, pi)
(see Figure 2). It is easy to check that ∆α,ργ 6⊆ Gθγ,r,α,ρ for all r, ρ ∈ (0, 1), α ∈
(0, pi).
Figure 2.
Lehto and Virtanen (see Remark, p. 53 in [27], or Remark on the page 124
in [29]) showed that a normal meromorphic function f in the disc D which in
a point eiθ has an asymptotic boundary value limγ3z→eiθ f(z) = c ∈ C satisfies
C(f,∆α,ργ, e
iθ) = {c} for all ρ ∈ (0, 1) and α ∈ (0, pi). The following theorem shows
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that the result of Lehto and Virtanen for the case of a simple curve which is tangent
on Γ may be improved in the sense that domains ∆α,ργ, ρ ∈ (0, 1), α ∈ (0, pi) along
which an asymptotic value c exists for a normal meromorphic function in D, may
be replaced by the domain Gθγ,r,α,ρ, r, ρ ∈ (0, 1), α ∈ (0, pi). Namely, we have the
following
Theorem 8.1. Let f : D → C be a normal meromorphic function in the disc D
i.e., f ∈ N and let limγ3z→eiθ f(z) = c ∈ C. Then⋃
r, ρ∈(0,1), α∈(0,pi)
C(f,Gθγ,r,α,ρ, e
iθ) = {c}.
Proof. From the mentioned result of Lehto and Virtanen we have C(f,∆α,ργ, e
iθ) =
{c} for all α ∈ (0, pi) and for all ρ ∈ (0, 1). From Theorem 5.9 it follows C(f,∆rγ, eiθ) =
{c} for all r ∈ (0, 1). Thus, for all r, ρ ∈ (0, 1) and α ∈ (0, pi) we have C(f,Gθγ,r,α,ρ, eiθ) =
{c}; this means that the union of all sets C(f,Gθγ,r,α,ρ, eiθ) where r, ρ ∈ (0, 1)α ∈
(0, pi) is equal to {c}. 
For simplicity in what follows we will assume that any curve γ that appears is a
simple curve which connects the center of D and some point eiθ ∈ Γ such and any
circle Γr = {z : |z| = r}, 0 < r < 1 intersects in exactly one point.
Sˇaginjan [52] proved the following statement of uniqueness: Let f(z) be an
analytic function in the disc D, |f(z)| < 1, z ∈ D, and let f along a curve γ satisfies
the following estimate
(2) |f(z)| ≤ exp
{
−p(1− |z|)
1− |z|
}
, z ∈ γ,
where p(t) is a function which arbitrary slow increase to +∞ as t → +0, then
f(z) ≡ 0 (see Theorem 2, p. 23, in [52]). The analytic function in D given by
f(z) = exp{− 11−z} shows that the condition cannot be relaxed. Gavrilov proved a
theorem which is an analog of the preceding result of Sˇaginjan: Let f(z) be normal
meromorphic in D and let ε be any positive number. If f(z) along the radius
arg z = 0 satisfies the inequality
|f(z)| ≤ exp
{
− 1
(1− |z|)1+ε
}
,
then f(z) ≡ 0 (see Theorem 1 and 2, pp. 4–6, in [18]). Another results which are
generalizations of the theorem of Sˇaginjan may be found in [11], [25], [56], [9]; see
also [23], [24].
Let P = {p(t) : t ∈ (0, b), p(t) ↑ +∞ as t → 0+}. It is easy to check that if
p(t) ∈ P , then p1(t) = c1p(c2tε) ∈ P , where c1, c2 and ε are any positive numbers.
Lemma 8.1. Let f : D → C be a meromorphic function which is normal along a
curve γ in D(r) for some r ∈ (0, 1). Furthermore, assume
(3) |f(z)| ≤ exp
{
−p(1− |ϕ(z)|)
1− |ϕ(z)|
}
, z ∈ γ
where ϕ : ∆r1γ → D, r1 ∈ (0, r) is a conformal mapping of the curvilinear angle
∆r1γ onto the disk D such that ϕ(0) = 0, and let p(t) be an arbitrary function which
belong to the class P . Then f(z) ≡ 0.
18 ZˇARKO PAVIC´EVIC´ AND MARIJAN MARKOVIC´
Proof. From Theorem 6.2 and (3) it follows
C(f,∆r1γ, e
iθ) = {0}.
Without lost of generality, we may assume that |f(z)| < 1 for all z ∈ ∆r1γ. Let
ϕ : ∆r1γ → D be a conformal mapping of ∆r1γ onto the disk D. Then F (ω) =
f ◦ ϕ−1(ω), ω ∈ D is an analytic function which satisfies |F (ω)| < 1, ω ∈ D. Since
z = ϕ−1(ω), from (3) we obtain
|f(ϕ−1(ω))| ≤ exp
{
−p(1− |ϕ(ϕ
−1(ω))|)
1− |ϕ(ϕ−1(ω))|
}
, ω ∈ γ1 = ϕ(γ),
i.e.,
(4) |F (ω)| ≤ exp
{
−p(1− |ω|)
1− |ω|
}
, ω ∈ γ1 = ϕ(γ),
where γ1 is a curve withe endpoint e
iθ. From (4) and the theorem of Sˇaginjan we
have F (w) ≡ 0 in D. This implies f(z) ≡ 0 in ∆rγ ⊆ D and according to the
classical theorem of uniqueness for meromorphic functions we conclude f(z) ≡ 0 in
D. 
For 0 < α < pi2 denote
A(eiθ, α, ρ, z) = {z ∈ D : | arg (eiθ − z)| < α, |eiθ − z| < ρ},
where
ρ =
{
1, 0 < α ≤ pi3 ,
2 cosα, pi3 < α <
pi
2 .
Then A(eiθ, α, ρ, z) is the Stolz angle in D with the vertex in eiθ and with angle 2α.
We have α→ pi2 as ρ→ 0.
Furthermore, let [a, b] denote a segment in the complex plane with endpoints
a, b ∈ C.
Denote ϕ1(z) = −z, ϕ2(z) = ρ−1(1 + z), ϕ3(z) = eiαz, ϕ4(z) = z pi2α , let ϕ5(z) =
1
2 (z +
1
z ) be the function of Zhukovsky, ϕ6(z) = ze
−pii, and ϕ7(z) = z−iz+i . If
w = ϕα(z) = ϕ7 ◦ · · · ◦ ϕ1(z), then ϕα is a conformal mapping of the Stolz angle
A(1, α, ρ, z) onto D, and
w = ϕα(z) = 1− 4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα ;
moreover, ψ(A(eiθ, α, ρ, z)) = D, ψ(z) = ϕα(e−iθz).
In the sequel we will simply write ϕ instead of ϕα, where α ∈ (0, pi2 ) is fixed.
We have ϕ−1(A(1, β, r, w)) ⊆ A(1, α, ρ, z), β ∈ (0, pi2 ), r ∈ (0, 1), ϕ−1([−1, 1]) =
[1− ρ, 1], ϕ−1(−1) = 1− ρ, ϕ−1(1) = 1.
We formulate our theorems for Stolz angles A(1, α, ρ, z).
Lemma 8.2. For all fixed α, β ∈ (0, pi2 ) there exist constants m = m(α, β) > 0 and
M = M(α, β) > 0 such that for all ω ∈ A(1, β, ρ, w) we have
(5) m(1− |z|) pi2α ≤ 1− |ω| ≤M(1− |z|) pi2α ,
where z = ϕ−1(ω).
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Proof. Since for all z ∈ A(1, α, ρ, z) and ω ∈ A(1, β, ρ, w) we have
1− ω = 4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα
and
|1− ω| < 2
cosβ
(1− |ω|) = c(1− |ω|), c = 2
cosβ
,
it follows that for all ω ∈ A(1, β, ρ, w) and z = ϕ−1(ω) we have∣∣∣∣∣ 4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα
∣∣∣∣∣ cosβ2 (1− |z|) pi2α ≤ 1− |ω| ≤∣∣∣∣∣ 4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα
∣∣∣∣∣
(
2
cosα
) pi
2α
(1− |z|) pi2α .
(6)
Since α and β are fixed, r = 2 cosα is also fixed. Since
φ(z) =
∣∣∣∣∣ 4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα
∣∣∣∣∣
is a continuous function in A(1, α, ρ, z), the function f(z) on the compact set
ϕ−1(A(1, β, ρ, w)) achieves its minimum and maximum; let φmin(z) = c1(α, β) =
c1 > 0 and φmax(z) = c2(α, β) = c2 < ∞. From (6) we obtain that for all
ω ∈ A(1, β, ρ, w) and z = ϕ−1(ω) holds
m(1− |z|) pi2α ≤ 1− |ω| ≤M(1− |z|) pi2α ,
where we have denoted m = cos β2 c1 > 0 and M =
(
2
cosα
) pi
2α c2 <∞. 
Theorem 8.2. Let γ be a simple curve in the disc D with one endpoint in 1 which
is not tangent to Γ. Let f : D → C be a meromorphic function normal in D along
the curve γ. If for all α ∈ (0, pi2 ) and p1 ∈ P holds
(7) |f(z)| ≤ exp
{
− p1(1− |z|)
(1− |z|) pi2α
}
, z ∈ [ρ, 1],
where
ρ =
{
1, 0 < α ≤ pi3 ,
2 cosα, pi3 < α <
pi
2 ,
then f(z) ≡ 0.
Proof. From assumptions of this theorem and Theorem 5.3 we obtain that f is
normal in D along the radius of the disc which terminates in 1, i.e., f is normal
in D along any curve [a, 1], 0 < a < 1. From (7) we have that 0 is an angular
boundary value for f .
Let
w = ϕ(z) =
4ρ
pi
2α (1− z) pi2α[
(1− z) pi2α − ρ pi2α ]2 + 2ρ piα
be a conformal mapping which maps the Stolz angle A(1, α, ρ, z) onto the disk D.
For any fixed β ∈ (0, pi2 ) and r = 1 − ρ from inequality (5) and Lemma 8.2 we
obtain that for all ω ∈ A(1, β, ρ, w) holds
(8) m(1− |z|) pi2α ≤ 1− |ω|, z = ϕ−1(ω).
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It follows that this inequality holds for ω ∈ [1− ρ, 1] and z = ϕ−1(ω) ∈ [ρ, 1]. From
(8) we obtain
p(1− |ϕ(z)|) ≤ p(m(1− |z|) pi2α )
for all w ∈ [1− ρ, 1], z = ϕ−1(w) ∈ [ρ, 1] and p ∈ P . Further, we have
p(1− |ϕ(z)|)
1− |ϕ(z)| ≤
p(m(1− |z|) pi2α )
m(1− |z|) pi2α .
Hence
(9) − p(1− |ϕ(z)|)
1− |ϕ(z)| ≥ −
p1(1− |z|)
(1− |z|) pi2α
for z ∈ γ1 = [ρ, 1], where we have denoted p1(t) = m−1p(mt pi2α ) ∈ P . From (7) and
(9) we obtain
|f(z)| ≤ exp
{
−p(1− |ϕ(z)|)
1− |ϕ(z)|
}
, z ∈ γ1 = [ρ, 1].
From Lemma 8.1 it follows f(z) ≡ 0. 
Remark 8.1. From the proof of Theorem 8.2 we see that this theorem holds if
instead of normality in D of f along the curve γ we have normality of f along
γ1 = [a, 1] in Dr, where r, a ∈ (0, 1). Then in the inequality (7) for the angle α we
have 0 < α < pi2 − arctan 1−r
2
2r . Namely, from the preceding conditions it follows
that the function f , along the domain which is bounded by two horo–cycles that
contain ±1 and ±ri and the circle {z : |z− 1| = 1} has a cluster set which contains
only 0. Since for 0 < α < pi2 − arctan 1−r
2
2r the angle A(1, α, ρ, z) is the subset of
this domain, we obtain C(f, 1, A(1, α, ρ, z)) = {0}, hence a proof in this case goes
in the same way as the proof of Theorem 8.2.
Theorem 8.3. Let f : D → C be a meromorphic function normal in D(r), where
r ∈ (0, 1), along γ1 = [a, 1], 0 < a < 1. Let, moreover,
|f(z)| ≤ exp
{
− 1
(1− |z|)k
}
, z ∈ [a, 1],
where k > pi2α , 0 < α <
pi
2 − arctan 1−r
2
2r . Then f ≡ 0.
Theorem 8.3 follows immediately from Theorem 8.2 and the inequality tq < tp,
if 0 < t < 1 and q < p.
Remark 8.2. Theorem 8.3 is actually the result of Gavrilov; see Theorem 2 in
[18].
Theorem 8.4. Let γ be a curve in D which terminates in 1 and which is not
tangent to Γ in this point. Let f : D→ C be a meromorphic function normal in D
along γ. If for all integers n ≥ 1 holds
(10) |f(z)| ≤ exp
{
− 1
(1− |z|)1+ 1n
}
, z ∈ [a, 1],
then f(z) ≡ 0.
Proof. Since 0 < α < pi2 and p1, p2 ∈ P are arbitrary in Theorem 8.2, if we set
α = n2n+1pi and p1(t) = t
− 12n , where n ≥ 1 is an integer, inequality (7) take the
form (10); from Theorem 8.2 we have f(z) ≡ 0. 
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Remark 8.3. According to the Archimedean principe for real numbers on inequal-
ity (10) and Theorem 8.4 we deduce the mentioned result of Gavrilov (Theorem 1
in [18]), but for meromorphic functions normal in the disc D along a curve which
is not tangent to Γ.
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