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Abstract
In this paper we consider the following nth-order neutral delay differential equation:
dn
dtn
[
x(t) + cx(t − τ )]+ (−1)n+1f (t, x(t − σ1), x(t − σ2), . . . , x(t − σk))= g(t), t  t0,
where n is a positive integer, c ∈ R, τ > 0, σi > 0 for i = 1, . . . , k, f ∈ C([t0,∞) × Rk,R) and
g ∈ C([t0,∞),R+). By employing the contraction mapping principle, we obtain several existence results of
nonoscillatory solutions for the above equation, construct a few Mann-type iterative approximation schemes
for these nonoscillatory solutions and establish several error estimates between the approximate solutions
and the nonoscillatory solutions. In addition, we obtain some sufficient conditions for the existence of infi-
nitely many nonoscillatory solutions. These results presented in this paper extend, improve and unify many
known results due to Cheng and Annie [J.F. Cheng, Z. Annie, Existence of nonoscillatory solution to second
order linear neutral delay equation, J. Systems Sci. Math. Sci. 24 (2004) 389–397 (in Chinese)], Graef, Yang
and Zhang [J.R. Graef, B. Yang, B.G. Zhang, Existence of nonoscillatory and oscillatory solutions of neutral
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516 Z. Liu et al. / J. Math. Anal. Appl. 329 (2007) 515–529differential equations with positive and negative coefficients, Math. Bohem. 124 (1999) 87–102], Kulen-
ovic´ and Hadžiomerspahic´ [M.R.S. Kulenovic´, S. Hadžiomerspahic´, Existence of nonoscillatory solution
of second order linear neutral delay equation, J. Math. Anal. Appl. 228 (1998) 436–448; M.R.S. Kulenovic´,
S. Hadžiomerspahic´, Existence of nonoscillatory solution for linear neutral delay equation, Fasc. Math. 32
(2001) 61–72], Zhang and Yu [B.G. Zhang, J.S. Yu, On the existence of asymptotically decaying positive
solutions of second order neutral differential equations, J. Math. Anal. Appl. 166 (1992) 1–11], Zhang
[B.G. Zhang, On the positive solutions of a kind of neutral equations, Acta Math. Appl. Sinica 19 (1996)
222–230] and Zhou and Zhang [Y. Zhou, B.G. Zhang, Existence of nonoscillatory solutions of higher-order
neutral differential equations with positive and negative coefficients, Appl. Math. Lett. 15 (2002) 867–874]
and others. Some nontrivial examples are given to illustrate the advantages of our results.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
In this paper, we are concerned with the nth-order neutral delay differential equation:
dn
dtn
[
x(t) + cx(t − τ)]+ (−1)n+1f (t, x(t − σ1), x(t − σ2), . . . , x(t − σk))= g(t),
t  t0, (1.1)
where n is a positive integer, c ∈R, τ > 0, σi > 0 for i = 1, . . . , k, f ∈ C([t0,∞) ×Rk,R) and
g ∈ C([t0,∞),R+) satisfy the following assumptions:
(H) there exist constants M > N > 0 and functions p,q ∈ C([t0,∞),R+) satisfying∣∣f (t, u1, . . . , uk) − f (t, u¯1, . . . , u¯k)∣∣
 p(t)max
{|ui − u¯i |: 1 i  k}, t ∈ [t0,∞), ui, u¯i ∈ [N,M], 1 i  k,
and ∣∣f (t, u1, . . . , uk)∣∣ q(t), t ∈ [t0,∞), ui ∈ [N,M], 1 i  k.
It is well known that the nonoscillatory and oscillatory solutions for various kinds of neutral
delay differential equations are of both theoretical and practical interest [1–17]. In 1998 and
2001, Kulenovic´ and Hadžiomerspahic´ [8,9] studied the first- and second-order neutral delay
differential equations with positive and negative coefficients:
d
dt
[
x(t) + cx(t − τ)]+ Q1(t)x(t − σ1) − Q2(t)x(t − σ2) = 0, t  t0, (1.2)
and
d2
dt2
[
x(t) + cx(t − τ)]+ Q1(t)x(t − σ1) − Q2(t)x(t − σ2) = 0, t  t0. (1.3)
Under c = ±1, aQ1(t)  Q2(t) and other conditions, they obtained a sufficient condition for
the existence of a nonoscillatory solution of Eq. (1.3). In 2002, Zhou and Zhang [17] extended
the result in [8] to nth-order neutral functional differential equation with positive and negative
coefficients:
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dtn
[
x(t) + cx(t − τ)]+ (−1)n+1[Q1(t)x(t − σ1) − Q2(t)x(t − σ2)]= 0, t  t0.
(1.4)
In 2003, El-Metwally, Kulenovic´ and Hadžiomerspahic´ [4] considered the system of neutral
delay differential equations:
d
dt
[
x(t) + cx(t − τ)]+ Q(t)x(t − σ) = 0, t  t0, (1.5)
and proved the existence of a nonoscillatory solution for Eq. (1.5) under c = −1. In 2004,
Cheng and Annie [3] continued to study the existence of nonoscillatory solutions for Eq. (1.3)
by omitting the conditions c = 1 and aQ1(t)  Q2(t), which were used by Kulenovic´ and
Hadžiomerspahic´ [8]. Although many researchers [1–17] established the existence of nonoscilla-
tory solutions for Eqs. (1.2)–(1.5), to our knowledge, no one studied the iterative approximations
of these nonoscillatory solutions and the existence of infinitely many nonoscillatory solutions for
Eqs. (1.2)–(1.5).
The purpose of this paper is to establish a few existence results of nonoscillatory solutions
for Eq. (1.1), to construct several Mann-type iterative approximation schemes for these nonoscil-
latory solutions and to give some error estimates between the approximate solutions and the
nonoscillatory solutions. In addition, we obtain two existence results of infinitely many nonoscil-
latory solutions for Eq. (1.1). These results presented in this paper extend, improve and unify
many known results due to Cheng and Annie [3], Graef, Yang and Zhang [6], Kulenovic´ and
Hadžiomerspahic´ [8,9], Zhang and Yu [13], Zhang [15] and Zhou and Zhang [17] and others.
Three nontrivial examples are given to illustrate the advantages of our results.
Let γ = max{τ, σi : i = 1, . . . , k}. By a solution of Eq. (1.1), we mean a function x ∈ C([t1 −
γ,∞),R) for some t1  t0, such that x(t) + cx(t − τ) is n times continuously differentiable on
[t1,∞) and such that Eq. (1.1) is satisfied for t  t1. As is customary, a solution of Eq. (1.1) is
said to be oscillatory if it has arbitrarily large zeros and nonoscillatory otherwise.
2. Main results
Now we establish several existence theorems and iterative approximation schemes of
nonoscillatory solutions for Eq. (1.1). Under certain conditions, several error estimates between
the approximate solutions and the nonoscillatory solutions are obtained. Throughout this paper,
we assume that X denotes the Banach space of all continuous and bounded functions on [t0,∞)
with norm ‖x‖ = suptt0 |x(t)|, and
A(N,M) = {x ∈ X: N  x(t)M, t  t0} for M > N > 0.
It is easy to see that A(N,M) is a bounded closed and convex subset of X.
Theorem 2.1. Let (H) hold and
∞∫
t0
sn−1 max
{
p(s), q(s), g(s)
}
ds < ∞. (2.1)
Assume that {λn}n0 is an arbitrary sequence in [0,1] satisfying
∞∑
λm = ∞. (2.2)
m=0
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iterative sequence {xm}m0 generated by the following scheme:
xm+1(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − λm)xm(t) + λm{ 12 (1 + c)(M + N) − cxm(t − τ)
+ 1
(n−1)!
∫∞
t
(s − t)n−1f (s, xm(s − σ1), . . . , xm(s − σk)) ds
+ (−1)n
(n−1)!
∫∞
t
(s − t)n−1g(s) ds}, t  T , m 0,
(1 − λm)xm(T ) + λm{ 12 (1 + c)(M + N) − cxm(T − τ)
+ 1
(n−1)!
∫∞
T
(s − T )n−1f (s, xm(s − σ1), . . . , xm(s − σk)) ds
+ (−1)n
(n−1)!
∫∞
T
(s − T )n−1g(s) ds}, t0  t < T , m 0
(2.3)
converges to a nonoscillatory solution x ∈ A(N,M) of Eq. (1.1) and has the following error
estimate:
‖xm+1 − x‖ e−(1−θ1)
∑m
i=0 λi‖x0 − x‖, m 0. (2.4)
Proof. It follows from |c| < 1, (H) and (2.1) that there exist constants θ1 ∈ (0,1) and T > t0 +γ
satisfying
|c| + 1
(n − 1)!
∞∫
T
(s − T )n−1p(s) ds = θ1 (2.5)
and
1
(n − 1)!
∞∫
T
(s − T )n−1[q(s) + g(s)]ds  1
2
(
1 − |c|)(M − N). (2.6)
Define a mapping S :A(N,M) → X by
Sx(t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
2 (1 + c)(M + N) − cx(t − τ)
+ 1
(n−1)!
∫∞
t
(s − t)n−1f (s, x(s − σ1), . . . , x(s − σk)) ds
+ (−1)n
(n−1)!
∫∞
t
(s − t)n−1g(s) ds, t  T ,
Sx(T ), t0  t < T .
(2.7)
Clearly Sx is continuous. For every x, y ∈ A(N,M) and t  T , by (2.5), (2.7) and (H) we
deduce that∣∣Sx(t) − Sy(t)∣∣ |c|∣∣x(t − τ) − y(t − τ)∣∣
+ 1
(n − 1)!
∞∫
t
(s − t)n−1∣∣f (s, x(s − σ1), . . . , x(s − σk))
− f (s, y(s − σ1), . . . , y(s − σk))∣∣ds
 |c|‖x − y‖ + ‖x − y‖
(n − 1)!
∞∫
t
(s − t)n−1p(s) ds
 θ1‖x − y‖,
Z. Liu et al. / J. Math. Anal. Appl. 329 (2007) 515–529 519that is,
‖Sx − Sy‖ θ1‖x − y‖, x, y ∈ A(N,M). (2.8)
Now we consider the following two cases:
Case 1. Suppose that c ∈ [0,1). In view of (2.6) and (2.7), we derive that for any x ∈ A(N,M)
and t  T
Sx(t) = 1
2
(1 + c)(M + N) − cx(t − τ)
+ 1
(n − 1)!
∞∫
t
(s − t)n−1f (s, x(s − σ1), . . . , x(s − σk))ds
+ (−1)
n
(n − 1)!
∞∫
t
(s − t)n−1g(s) ds
 1
2
(1 + c)(M + N) − cN + 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
 1
2
(1 + c)(M + N) − cN + 1
2
(1 − c)(M − N)
= M
and
Sx(t) = 1
2
(1 + c)(M + N) − cx(t − τ)
+ 1
(n − 1)!
∞∫
t
(s − t)n−1f (s, x(s − σ1), . . . , x(s − σk))ds
+ (−1)
n
(n − 1)!
∞∫
t
(s − t)n−1g(s) ds
 1
2
(1 + c)(M + N) − cM − 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
 1
2
(1 + c)(M + N) − cM − 1
2
(1 − c)(M − N)
= N,
which imply that S(A(N,M)) ⊂ A(N,M).
Case 2. Suppose that c ∈ (−1,0). By virtue of (2.6) and (2.7), we deduce that for any x ∈
A(N,M) and t  T
Sx(t) 1
2
(1 + c)(M + N) − cM + 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
 1 (1 + c)(M + N) − cM + 1 (1 + c)(M − N) = M2 2
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Sx(t) 1
2
(1 + c)(M + N) − cN − 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
 1
2
(1 + c)(M + N) − cN − 1
2
(1 + c)(M − N)
= N,
which yield that S(A(N,M)) ⊂ A(N,M).
It follows from (2.8), Cases 1 and 2 that S is a contraction mapping and it has a unique fixed
point x ∈ A(N,M), which is a nonoscillatory solution of Eq. (1.1). For any m  0 and t  T ,
by (2.3), (2.7) and (2.8), we get that
∣∣xm+1(t) − x(t)∣∣=
∣∣∣∣∣(1 − λm)xm(t) + λm
{
1
2
(1 + c)(M + N) − cxm(t − τ)
+ 1
(n − 1)!
∞∫
t
(s − t)n−1f (s, xm(s − σ1), . . . , xm(s − σk))ds
+ (−1)
n
(n − 1)!
∞∫
t
(s − t)n−1g(s) ds
}
− x(t)
∣∣∣∣∣
 (1 − λm)
∣∣xm(t) − x(t)∣∣+ λm∣∣Sxm(t) − Sx(t)∣∣

(
1 − (1 − θ1)λm
)∣∣xm(t) − x(t)∣∣
 e−(1−θ1)
∑m
i=0 λi‖x0 − x‖,
which shows that (2.4) holds. From (2.2) and (2.4) we know that xm → x as m → ∞. This
completes the proof. 
Theorem 2.2. Let (H), (2.1) and (2.2) hold. If |c| > 1, then there exist θ2 ∈ (0,1) and T >
t0 + γ such that for each x0 ∈ A(N,M), the Mann iterative sequence {xm}m0 generated by the
following iterative scheme:
xm+1(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − λm)xm(t) + λm{ 12 (1 + 1c )(M + N) − 1c xm(t + τ)
+ 1
c(n−1)!
∫∞
t+τ (s − t − τ)n−1f (s, xm(s − σ1), . . . , xm(s − σk)) ds
+ (−1)n
c(n−1)!
∫∞
t+τ (s − t − τ)n−1g(s) ds}, t  T , m 0,
(1 − λm)xm(T ) + λm{ 12 (1 + 1c )(M + N) − 1a xm(T + τ)
+ 1
c(n−1)!
∫∞
T +τ (s − T − τ)n−1f (s, xm(s − σ1), . . . , xm(s − σk)) ds
+ (−1)n
c(n−1)!
∫∞
T +τ (s − T − τ)n−1g(s) ds}, t0  t < T , m 0
(2.9)
converges to a nonoscillatory solution x ∈ A(N,M) of Eq. (1.1) and has the following error
estimate:
‖xm+1 − x‖ e−(1−θ2)
∑m
i=0 λi‖x0 − x‖, m 0. (2.10)
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satisfying
1
|c| +
1
|c|(n − 1)!
∞∫
T +τ
(s − T − τ)n−1p(s) ds = θ2 (2.11)
and
1
|c|(n − 1)!
∞∫
T +τ
(s − T − τ)n−1[q(s) + g(s)]ds  1
2
(
1 − 1|c|
)
(M − N). (2.12)
Define a mapping S :A(N,M) → X by
Sx(t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
2 (1 + 1c )(M + N) − 1c x(t + τ)
+ 1
c(n−1)!
∫∞
t+τ (s − t − τ)n−1f (s, x(s − σ1), . . . , x(s − σk)) ds
+ (−1)n
c(n−1)!
∫∞
t+τ (s − t − τ)n−1g(s) ds, t  T ,
Sx(T ), t0  t < T .
(2.13)
Clearly Sx is continuous. For every x, y ∈ A(N,M) and t  T , by (2.11), (2.13) and (H) we
conclude that for any x, y ∈ A(N,M) and t  T
∣∣Sx(t) − Sy(t)∣∣ 1|c|
∣∣x(t + τ) − y(t + τ)∣∣
+ 1|c|(n − 1)!
∞∫
t+τ
(s − t − τ)n−1∣∣f (s, x(s − σ1), . . . , x(s − σk))
− f (s, y(s − σ1), . . . , y(s − σk))∣∣ds
 1|c| ‖x − y‖ +
‖x − y‖
|c|(n − 1)!
∞∫
t+τ
(s − t − τ)n−1p(s) ds
 θ2‖x − y‖,
which implies that
‖Sx − Sy‖ θ2‖x − y‖, x, y ∈ A(N,M). (2.14)
Now we consider the following two possible cases:
Case 1. Assume that c > 1. Utilizing (2.11) and (2.13), we deduce that for any x ∈ A(N,M)
and t  T
Sx(t) 1
2
(
1 + 1
c
)
(M + N) − 1
c
N + 1
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1[q(s) + g(s)]ds
 1
2
(
1 + 1
c
)
(M + N) − 1
c
N + 1
2
(
1 − 1
c
)
(M − N)
= M
and
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2
(
1 + 1
c
)
(M + N) − 1
c
M − 1
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1[q(s) + g(s)]ds
 1
2
(
1 + 1
c
)
(M + N) − 1
c
M − 1
2
(
1 − 1
c
)
(M − N)
= N,
which yield that S(A(N,M)) ⊂ A(N,M).
Case 2. Assume that c < −1. By means of (2.12) and (2.13), we infer that for any x ∈
A(N,M) and t  T
Sx(t) 1
2
(
1 + 1
c
)
(M + N) − 1
c
M − 1
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1[q(s) + g(s)]ds
 1
2
(
1 + 1
c
)
(M + N) − 1
c
M + 1
2
(
1 + 1
c
)
(M − N)
= M
and
Sx(t) 1
2
(
1 + 1
c
)
(M + N) − 1
c
N + 1
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1[q(s) + g(s)]ds
 1
2
(
1 + 1
c
)
(M + N) − 1
c
N − 1
2
(
1 + 1
c
)
(M − N)
= N,
which yield that S(A(N,M)) ⊂ A(N,M).
Thus (2.14), Cases 1 and 2 guarantee that S is a contraction mapping and it has a unique fixed
point x ∈ A(N,M), which is a nonoscillatory solution of Eq. (1.1). For any m 0 and t  T , it
follows from (2.9), (2.13) and (2.14) that
∣∣xm+1(t) − x(t)∣∣=
∣∣∣∣∣(1 − λm)xm(t) + λm
{
1
2
(
1 + 1
c
)
(M + N) − 1
c
xm(t + τ)
+ 1
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1f (s, xm(s − σ1), . . . , xm(s − σk))ds
+ (−1)
n
c(n − 1)!
∞∫
t+τ
(s − t − τ)n−1g(s) ds
}
− x(t)
∣∣∣∣∣
 (1 − λm)
∣∣xm(t) − x(t)∣∣+ λm∣∣Sxm(t) − Sx(t)∣∣

(
1 − (1 − θ2)λm
)∣∣xm(t) − x(t)∣∣
 e−(1−θ2)
∑m
i=0 λi‖x0 − x‖,
which implies that (2.10) holds. By (2.2) and (2.10), we see that xn → x as n → ∞. This com-
pletes the proof. 
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θ3 ∈ (0,1) and T > t0 + γ such that for every x0 ∈ A(N,M), the Mann iterative sequence
{xm}m0 generated by the following iterative scheme:
xm+1(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − λm)xm(t) + λm{M+N2
+∑∞j=1 ∫ t+2jτt+(2j−1)τ f (s, xm(s − σ1), . . . , xm(s − σk)) ds
−∑∞j=1 ∫ t+2jτt+(2j−1)τ g(s) ds}, t  T , m 0,
(1 − λm)xm(T ) + λm{M+N2
+∑∞j=1 ∫ T +2jτT +(2j−1)τ f (s, xm(s − σ1), . . . , xm(s − σk)) ds
−∑∞j=1 ∫ T +2jτT +(2j−1)τ g(s) ds}, t0  t < T , m 0,
(2.15)
converges to a nonoscillatory solution x ∈ A(N,M) of Eq. (1.1) and has the following error
estimate:
‖xm+1 − x‖ e−(1−θ3)
∑m
i=0 λi‖x0 − x‖, m 0. (2.16)
Proof. By virtue of c = 1, (H) and (2.1), we infer that there exist constants θ3 ∈ (0,1) and
T > t0 + γ satisfying
∞∫
T
p(s) ds = θ3 (2.17)
and
∞∫
T
[
q(s) + g(s)]ds  M − N
2
. (2.18)
Define a mapping S :A(N,M) → X by
Sx(t) =
⎧⎪⎨
⎪⎩
M+N
2 +
∑∞
j=1
∫ t+2jτ
t+(2j−1)τ f (s, x(s − σ1), . . . , x(s − σk)) ds
−∑∞j=1 ∫ t+2jτt+(2j−1)τ g(s) ds, t  T ,
Sx(T ), t0  t < T .
(2.19)
Clearly Sx is continuous. For every x, y ∈ A(N,M) and t  T , by (2.17), (2.19) and (H) we
know that for any x, y ∈ A(N,M) and t  T
∣∣Sx(t) − Sy(t)∣∣ ∞∑
j=1
t+2jτ∫
t+(2j−1)τ
∣∣f (s, x(s − σ1), . . . , x(s − σk))
− f (s, y(s − σ1), . . . , y(s − σk))∣∣ds
 ‖x − y‖
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
p(s) ds
 θ3‖x − y‖,
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‖Sx − Sy‖ θ3‖x − y‖, x, y ∈ A(N,M). (2.20)
In light of (2.18) and (2.19), we conclude that for any x ∈ A(N,M) and t  T
Sx(t) M + N
2
+
∞∫
t
∣∣f (s, x(s − σ1), . . . , x(s − σk))∣∣ds +
∞∫
t
g(s) ds
 M + N
2
+
∞∫
t
[
q(s) + g(s)]ds
M
and
Sx(t) M + N
2
−
∞∫
t
∣∣f (s, x(s − σ1), . . . , x(s − σk))∣∣ds −
∞∫
t
g(s) ds
 M + N
2
−
∞∫
t
[
q(s) + g(s)]ds
N,
which mean that S(A(N,M)) ⊂ A(N,M) and S is a contraction mapping and it has a unique
fixed point x ∈ A(N,M), which is a nonoscillatory solution of Eq. (1.1). For any m  0 and
t  T , it follows from (2.15), (2.19) and (2.20) that∣∣xm+1(t) − x(t)∣∣
=
∣∣∣∣∣(1 − λm)xm(t) + λm
{
M + N
2
+
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
f
(
s, xm(s − σ1), . . . , xm(s − σk)
)
ds
−
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
g(s) ds
}
− x(t)
∣∣∣∣∣
 (1 − λn)
∣∣xm(t) − x(t)∣∣+ λm∣∣Sxm(t) − Sx(t)∣∣

(
1 − (1 − θ3)λm
)∣∣xn(t) − x(t)∣∣
 e−(1−θ3)
∑m
i=0 λi‖x0 − x‖,
which implies that (2.16) holds. By (2.2) and (2.16), we see that xm → x as m → ∞. This
completes the proof. 
Theorem 2.4. Let c = 1, (H) and (2.2) hold. If (2.1) is satisfied for n  2, then there exist
θ4 ∈ (0,1) and T > t0 + γ such that for arbitrary x0 ∈ A(N,M), the Mann iterative sequence
{xm}m0 generated by the following iterative scheme:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − λm)xm(t) + λm{M+N2 + 1(n−2)!
∑∞
j=1
∫ t+2jτ
t+(2j−1)τ
∫∞
u
(s − u)n−2
× f (s, xm(s − σ1), . . . , xm(s − σk)) ds du
+ (−1)n
(n−2)!
∑∞
j=1
∫ t+2jτ
t+(2j−1)τ
∫∞
u
g(s) ds du}, t  T , m 0,
(1 − λm)xm(T ) + λm{M+N2 + 1(n−2)!
∑∞
j=1
∫ T +2jτ
T +(2j−1)τ
∫∞
u
(s − u)n−2
× f (s, xm(s − σ1), . . . , xm(s − σk)) ds du
+ (−1)n
(n−2)!
∑∞
j=1
∫ T +2jτ
T +(2j−1)τ
∫∞
u
g(s) ds du}, t0  t < T , m 0,
(2.21)
converges to a nonoscillatory solution x ∈ A(N,M) of Eq. (1.1) and has the following error
estimate:
‖xm+1 − x‖ e−(1−θ4)
∑m
i=0 λi‖x0 − x‖, m 0. (2.22)
Proof. It follows from c = 1, (H) and (2.1) that there exist constants θ4 ∈ (0,1) and T > t0 + γ
satisfying
1
(n − 1)!
∞∫
T
(s − T )n−1p(s) ds = θ4 (2.23)
and
1
(n − 1)!
∞∫
T
(s − T )n−1[q(s) + g(s)]ds  M − N
2
. (2.24)
Define a mapping S :A(N,M) → X by
Sx(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
M+N
2 + 1(n−2)!
∑∞
j=1
∫ t+2jτ
t+(2j−1)τ
∫∞
u
(s − u)n−2
× f (s, x(s − σ1), . . . , x(s − σk)) ds du
+ (−1)n
(n−2)!
∑∞
j=1
∫ t+2jτ
t+(2j−1)τ
∫∞
u
(s − u)n−2g(s) ds du, t  T ,
Sx(T ), t0  t < T .
(2.25)
Clearly Sx is continuous. For every x, y ∈ A(N,M) and t  T , by (2.23), (2.25) and (H) we
deduce that for any x, y ∈ A(N,M) and t  T
∣∣Sx(t) − Sy(t)∣∣ 1
(n − 2)!
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
∞∫
u
(s − u)n−2∣∣f (s, x(s − σ1), . . . , x(s − σk))
− f (s, y(s − σ1), . . . , y(s − σk))∣∣ds du
 ‖x − y‖
(n − 2)!
∞∫
t
∞∫
u
(s − u)n−2p(s) ds du
 ‖x − y‖
(n − 1)!
∞∫
t
(s − t)n−1p(s) ds
 θ4‖x − y‖,
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‖Sx − Sy‖ θ4‖x − y‖, x, y ∈ A(N,M). (2.26)
By (2.24) and (2.25), we derive that for any x ∈ A(N,M) and t  T
Sx(t) M + N
2
+ 1
(n − 2)!
∞∫
t
∞∫
u
(s − u)n−2∣∣f (s, x(s − σ1), . . . , x(s − σk))∣∣ds du
+ 1
(n − 2)!
∞∫
t
∞∫
u
(s − u)n−2g(s) ds du
 M + N
2
+ 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
M
and
Sx(t) M + N
2
− 1
(n − 2)!
∞∫
t
∞∫
u
(s − u)n−2∣∣f (s, x(s − σ1), . . . , x(s − σk))∣∣ds du
− 1
(n − 2)!
∞∫
t
∞∫
u
(s − u)n−2g(s) ds du
 M + N
2
− 1
(n − 1)!
∞∫
t
(s − t)n−1[q(s) + g(s)]ds
N,
which imply that S(A(N,M)) ⊂ A(N,M) and S is a contraction mapping and it has a unique
fixed point x ∈ A(N,M), which is a nonoscillatory solution of Eq. (1.1). For any m  0 and
t  T , it follows from (2.21), (2.25) and (2.26) that∣∣xm+1(t) − x(t)∣∣
=
∣∣∣∣∣(1 − λm)xm(t) + λm
{
M + N
2
+ 1
(n − 2)!
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
∞∫
u
(s − u)n−2f (s, xm(s − σ1), . . . , xm(s − σk))ds du
+ (−1)
n
(n − 2)!
∞∑
j=1
t+2jτ∫
t+(2j−1)τ
∞∫
u
(s − u)n−2g(s) ds du
}
− x(t)
∣∣∣∣∣
 (1 − λm)
∣∣xm(t) − x(t)∣∣+ λm∣∣Sxm(t) − Sx(t)∣∣

(
1 − (1 − θ4)λm
)∣∣xm(t) − x(t)∣∣
 e−(1−θ4)
∑m
i=0 λi‖x0 − x‖,
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completes the proof. 
Next we establish the existence of infinitely many nonoscillatory solutions for Eq. (1.1).
Theorem 2.5. Suppose that there exist sequences {Nm}m1, {Mm}m1 ⊂ (0,∞) and {pm}m1,
{qm}m1 ⊂ C([t0,∞),R+) satisfying∣∣f (t, u1, . . . , uk) − f (t, u¯1, . . . , u¯k)∣∣ pm(t)max{|ui − u¯i |: 1 i  k},
t ∈ [t0,∞), ui, u¯i ∈ [Nm,Mm], 1 i  k, m 1, (2.27)
∣∣f (t, u1, . . . , uk)∣∣ qm(t), t ∈ [t0,∞), ui ∈ [Nm,Mm], 1 i  k, m 1, (2.28)
∞∫
t0
sn−1 max
{
pm(s), qm(s), g(s)
}
ds < ∞, m 1, (2.29)
and
0 < Nm < Mm < Nm+1 < Mm+1, m 1. (2.30)
If c = −1, then Eq. (1.1) has infinitely many nonoscillatory solutions {xm}m1 with xm ∈
A(Nm,Mm) for each m 1 and limm→∞ ‖xm‖ = sup{Mm: m 1}.
Proof. Let m be an arbitrary positive integer. Notice that c = −1. As in the proof of Theo-
rems 2.1–2.4, by (2.27)–(2.30) we immediately infer that Eq. (1.1) has a nonoscillatory solution
xm ∈ A(Nm,Mm). Therefore (2.30) implies that Eq. (1.1) has infinitely many nonoscillatory so-
lutions {xm}m1 with xm ∈ A(Nm,Mm) for each m 1 and limm→∞ ‖xm‖ = sup{Mm: m 1}.
This completes the proof. 
Similar to proof of Theorem 2.5, we have the following:
Theorem 2.6. Suppose that there exist sequences {Nm}m1, {Mm}m1 ⊂ (0,∞) and {pm}m1,
{qm}m1 ⊂ C([t0,∞),R+) satisfying (2.27)–(2.29) and
Mm > Nm > Mm+1 > Nm+1 > 0, m 1. (2.31)
If c = −1, then Eq. (1.1) has infinitely many nonoscillatory solutions {xm}m1 with xm ∈
A(Nm,Mm) for each m 1 and limm→∞ ‖xm‖ = inf{Mm: m 1}.
Remark 2.1. Theorems 2.1–2.6 extend, improve and unify many known results due to Cheng
and Annie [3], Graef, Yang and Zhang [6], Kulenovic´ and Hadžiomerspahic´ [8,9], Zhang and
Yu [13], Zhang [15] and Zhou and Zhang [17] and others.
3. Examples
In this section, in order to illustrate the advantage of our results, we consider the following
examples.
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dn
dtn
[
x(t) + cx(t − τ)]+ (−1)n+1{ ln(1 + t2) + | sin√t |
1 + tn+2 sin
2 x(t − σ1)
− cos
2(1 + t4)
1 + tn+ 12
ln
(
1 + ∣∣x(t − σ2)∣∣)+ x2(t − σ1)x(t − σ2)1 + | sin(1 + 2t)| + tn+1
}
= 1
(1 + t3n+4) 13
+ t8e−t , t  0, (3.1)
where τ > 0, σ1 > 0, σ2 > 0, c = −1, t0 = 0, k = 2. Let {λn}n0 be an arbitrary sequence in
[0,1] satisfying (2.2), M and N be constants with M > N > 0. Put
f (t, u, v) = ln(1 + t
2) + | sin√t |
1 + tn+2 sin
2 u − cos
2(1 + t4)
1 + tn+ 12
ln
(
1 + |v|)
+ u
2v
1 + | sin(1 + 2t)| + tn+1 , t  0, u, v ∈R,
g(t) = 1
(1 + t3n+4) 13
+ t8e−t , t  0,
p(t) = 2(ln(1 + t
2) + | sin√t |)
1 + tn+2 +
2 cos2(1 + t4)
1 + tn+ 12
+ 3M
2
1 + | sin(1 + 2t)| + tn+1 , t  0,
and
q(t) = ln(1 + t
2) + | sin√t |
1 + tn+2 +
cos2(1 + t4)
1 + tn+ 12
ln(1 + M)
+ M
3
1 + | sin(2t + 1)| + tn+1 , t  0.
It is easy to see that the assumptions (H) and (2.1) hold. It follows from Theorem 2.1 (respec-
tively, Theorems 2.2–2.4) that Eq. (3.1) has a nonoscillatory solution and the iterative sequence
{xn}n0 generated by (2.3) (respectively, (2.9), (2.15), (2.21)) converges to the corresponding
nonoscillatory solution. But the results in [3,6,8,9,13,15,17] are unapplicable for Eq. (3.1).
Example 3.2. Consider the nth-order neutral delay differential equation:
dn
dtn
[
x(t) + cx(t − τ)]+ (−1)n+1{ sin2[tx(t − σ1)]
(1 + t2)n+1 −
e−tnx(t−σ2)
1 + t2n+ 12
− x
2(t − σ1)(x(t − σ2) − x(t − σ1))
(1 + √1 + t )2n+1
}
= t ln(1 + t
2)
1 + t2n+3 , t  0, (3.2)
where τ > 0, σ1 > 0, σ2 > 0, c = −1, t0 = 0 and k = 2. Let Mm = 2m + 1, Nm = 2m,
f (t, u, v) = sin
2(tu)
(1 + t2)n+1 −
e−tnv
1 + t2n+ 12
− u
2(v − u)
(1 + √1 + t)2n+1 , t  0, u, v ∈R,
g(t) = t ln(1 + t
2)
2n+3 , t  0,1 + t
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(1 + t2)n+1 +
tne−tnNm
1 + t2n+ 12
+ 6M
2
m
(1 + √1 + t )2n+1 , t  0, m 1,
and
qm(t) = 1
(1 + t2)n+1 +
1
1 + t2n+ 12
+ M
2
m(Mm − Nm)
(1 + √1 + t)2n+1 , t  0, m 1.
Obviously, the conditions of Theorem 2.5 are fulfilled. Therefore, Theorem 2.5 implies that
Eq. (3.2) possesses infinitely many nonoscillatory solutions{xm}m1 with xm ∈ A(Nm,Mm) for
each m 1 and limm→∞ ‖xm‖ = sup{Mm: m 1} = ∞.
Example 3.3. Let Mm = 12m and Nm = 12m(1+ 1
m+1 )
for each m 1. Let τ , σ1, σ2, c, t0, k, f , g,
{pm}m1 and {qm}m1 be as in Example 3.2. Clearly, the conditions of Theorem 2.6 are fulfilled.
Hence Theorem 2.6 ensures Eq. (3.2) possesses infinitely many nonoscillatory solutions {xm}m1
with xm ∈ A(Nm,Mm) for each m 1 and limm→∞ ‖xm‖ = inf{Mm: m 1} = 0.
Acknowledgment
This work was supported by the Science Research Foundation of Educational Department of Liaoning Province
(2006).
References
[1] R.P. Agarwal, S.R. Grace, Oscillation theorems for certain of neutral functional differential equations, Comput.
Math. Appl. 38 (1999) 1–11.
[2] R.P. Agarwal, S.R. Grace, D. O’ Regan, Oscillation Theory for Difference and Functional Equations, Kluwer Aca-
demic, Dordrecht, 2000.
[3] J.F. Cheng, Z. Annie, Existence of nonoscillatory solution to second order linear neutral delay equation, J. Systems
Sci. Math. Sci. 24 (2004) 389–397 (in Chinese).
[4] H. El-Metwally, M.R.S. Kulenovic´, S. Hadžiomerspahic´, Nonoscillatory solutions for system of neutral delay equa-
tion, Nonlinear Anal. 54 (2003) 63–81.
[5] L.H. Erbe, Q.K. Kong, B.G. Zhang, Oscillation Theory for Functional Differential Equations, Marcel Dekker, New
York, 1995.
[6] J.R. Graef, B. Yang, B.G. Zhang, Existence of nonoscillatory and oscillatory solutions of neutral differential equa-
tions with positive and negative coefficients, Math. Bohem. 124 (1999) 87–102.
[7] I. Gyori, G. Ladas, Oscillation Theory for Delay Differential Equations with Applications, Oxford Univ. Press,
London, 1991.
[8] M.R.S. Kulenovic´, S. Hadžiomerspahic´, Existence of nonoscillatory solution of second order linear neutral delay
equation, J. Math. Anal. Appl. 228 (1998) 436–448.
[9] M.R.S. Kulenovic´, S. Hadžiomerspahic´, Existence of nonoscillatory solution for linear neutral delay equation, Fasc.
Math. 32 (2001) 61–72.
[10] S. Tanaka, Existence of positive solutions of higher order nonlinear neutral differential equations, Rocky Mountain
J. Math. 30 (2000) 1139–1149.
[11] S. Tanaka, Oscillatory and nonoscillatory solutions of neutral differential equations, Ann. Polon. Math. 73 (2000)
169–184.
[12] B.G. Zhang, B. Yang, New approach of studying the oscillatory of neutral differential equations, Funkcial. Ekvac. 41
(1998) 79–89.
[13] B.G. Zhang, J.S. Yu, On the existence of asymptotically decaying positive solutions of second order neutral differ-
ential equations, J. Math. Anal. Appl. 166 (1992) 1–11.
[14] B.G. Zhang, J.S. Yu, Z.C. Wang, Oscillations of higher order neutral differential equations, Rocky Mountain J.
Math. 25 (1995) 557–568.
[15] B.G. Zhang, On the positive solutions of a kind of neutral equations, Acta Math. Appl. Sinica 19 (1996) 222–230.
[16] Y. Zhou, Oscillation of neutral functional differential equations, Acta Math. Hungar. 86 (2000) 205–212.
[17] Y. Zhou, B.G. Zhang, Existence of nonoscillatory solutions of higher-order neutral differential equations with posi-
tive and negative coefficients, Appl. Math. Lett. 15 (2002) 867–874.
