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ABSTRACT
Rates of stellar tidal disruption events (TDEs) by supermassive black holes (SMBHs)
due to two-body relaxation are calculated using a large galaxy sample (N ≈ 200)
in order to explore the sensitivity of the TDE rates to observational uncertainties,
such as the parametrization of galaxy light profiles and the stellar mass function. The
largest uncertainty arises due to the poorly constrained occupation fraction of SMBHs
in low-mass galaxies, which otherwise dominate the total TDE rate. The detection
rate of TDE flares by optical surveys is calculated as a function of SMBH mass and
other observables for several physically-motivated models of TDE emission. We also
quantify the fraction of galaxies that produce deeply penetrating disruption events.
If the majority of the detected events are characterized by super-Eddington luminosi-
ties (such as disk winds, or synchrotron radiation from an off-axis relativistic jet),
then the measured SMBH mass distribution will tightly constrain the low-end SMBH
occupation fraction. If Eddington-limited emission channels dominate, however, then
the occupation fraction sensitivity is much less pronounced in a flux-limited survey
(although still present in a volume-complete event sample). The SMBH mass distribu-
tion of the current sample of TDEs, though highly inhomogeneous and encumbered by
selection effects, already suggests that Eddington-limited emission channels dominate.
Even our most conservative rate estimates appear to be in tension with much lower
observationally inferred TDE rates, and we discuss several possible resolutions to this
discrepancy.
1 INTRODUCTION
Stars are tidally disrupted in galactic nuclei when orbital
perturbations reduce their angular momentum and place
them on nearly radial orbits. Once the stellar pericenter is
reduced below a critical value, a strong tidal encounter with
the central supermassive black hole (SMBH) destroys it on
an orbital time (Hills 1975). Roughly half of the stellar mass
falls back onto the SMBH, circularizing into an accretion
disk and powering a luminous flare (Rees 1988).
Approximately two dozen of these tidal disruption
events (TDEs) have been observed, found with a diverse
mixture of optical (van Velzen et al. 2011; Cenko et al.
2012a; Gezari et al. 2012; Arcavi et al. 2014; Chornock et al.
2014), UV (Gezari et al. 2006, 2008, 2009), X-ray (Bade et al.
1996; Komossa & Greiner 1999; Maksym et al. 2013), and
gamma ray (Bloom et al. 2011; Levan et al. 2011; Zauderer
et al. 2011; Cenko et al. 2012b) detections (see Gezari 2013
for a review). The mass fallback curves of these events en-
code information on the mass, radius, and structure of the
disrupted star (Lodato et al. 2009; Guillochon & Ramirez-
Ruiz 2013), the SMBH mass (Rees 1988; Evans & Kochanek
1989), and, more subtly, the pericenter of disruption (Guil-
lochon & Ramirez-Ruiz 2013; Stone et al. 2013). TDE light
curves and spectra can in principle be used to measure these
dynamical quantities, although it is currently unclear how
mass fallback rates translate into luminosities. The spin of
the SMBH may also be imprinted into these observables
(Stone & Loeb 2012; Kesden 2012a; Lei et al. 2013; Shen
& Matzner 2014). Individual TDEs are valuable tools for
probing SMBHs in distant galactic nuclei, but in this paper
we focus on the information that can be obtained from large
statistical samples of TDEs, and in particular from the rates
of these events and their distributions of parameters, such
as SMBH mass.
The rates of stellar TDEs are currently uncertain; typi-
cally a value ∼ 10−5 yr−1 per galaxy is inferred from X-ray
(e.g. Donley et al. 2002), UV (Gezari et al. 2008) and opti-
cally (e.g., van Velzen & Farrar 2014) selected events. These
observed rates are generally an order of magnitude lower
than previous theoretical predictions of & 10−4 yr−1 gal−1
(e.g., the two-body relaxation calculations of Magorrian &
Tremaine 1999; Wang & Merritt 2004), although selection
effects, small number statistics, and the possible influence of
dust or photoelectric extinction could all contribute to this
disagreement. The rates of TDEs accompanied by relativis-
tic jets appear to be smaller still (e.g. Bower et al. 2013, van
Velzen et al. 2013). Many candidate TDE flares furthermore
possess much higher optical luminosities than predicted by
previous models for TDE emission (e.g., Gezari et al. 2012;
Arcavi et al. 2014); some of the tension in rates could thus be
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alleviated if the detected events represent only the brightest
tail of the luminosity function. Conversely, two body relax-
ation is generally thought to set a conservative floor on the
true TDE rate, which can be enhanced by more exotic dy-
namical processes. This would worsen the existing tension
between observed and theoretical rates.
Fortunately, the observed sample of candidate TDEs
is expanding rapidly, especially at optical frequencies, due
to the advent of wide-field sensitive surveys such as Pan-
STARRs (Kaiser et al. 2002) and the Palomar Transient Fac-
tory (soon to be Zwicky Transient Facility; Kulkarni 2012).
The study of TDEs will be further revolutionized in the next
decade by the Large Synoptic Survey Telescope (LSST) and
by the wide-field X-ray satellite eROSITA (Merloni et al.
2012), which could detect hundreds or thousands of TDEs
per year (Gezari et al. 2008; Strubbe & Quataert 2009; van
Velzen et al. 2011; Khabibullin et al. 2014). One potential
drawback of the future LSST/eROSITA era is that the large
rate of detections could overwhelm what resources are avail-
able for photometric or spectroscopic follow-up observations.
This situation enhances the value of statistical studies of
TDEs, such as how the TDE rate varies with galaxy type or
SMBH mass.
Past theoretical work has estimated TDE rates by de-
projecting high resolution surface brightness profiles for
small samples of galaxies, and making simplifying assump-
tions to obtain stellar densities and distribution functions
(Magorrian & Tremaine 1999; Wang & Merritt 2004). A key
conclusion of these works is that the rate of TDEs is domi-
nated by the lowest mass galaxies that host black holes. This
is due to a combination of three factors: the larger numbers
of small galaxies, the negative correlation between SMBH
mass and central stellar density, and the nontrivial dynam-
ical result that the TDE rate is higher for lower SMBH
masses in steeply sloped (“cuspy”) galaxies1. Although the
intrinsic TDE rate is thus likely to be highest among the
smallest extant SMBHs, this is not necessarily true of the
detected TDE rate, because the latter also depends on how
the TDE luminosity in a given waveband scales with the
SMBH mass.
In this paper, we update past theoretical estimates of
stellar tidal disruption rates, using the newest calibration
of the M• − σ relation and a much larger sample of galaxy
surface brightness profiles than was employed in the past
(§2). We examine the robustness of the TDE rate to a num-
ber of uncertainties, including the stellar mass function, the
SMBH mass function, choices of galaxy scaling relations,
and the (somewhat arbitrary) choice of surface brightness
parametrization. Whenever possible, we make a conserva-
tive choice of assumptions, to test the robustness of the dis-
agreement between theory and observation. Our main con-
clusions are that the poorly constrained occupation fraction
of SMBHs in low mass galaxies represents the largest current
uncertainty in the intrinsic TDE rate, and that the tension
between theory and observation is persistent.
We briefly overview the observable quantities of interest
for TDEs (§3), and then translate our volumetric rates into
detection rates by future surveys (§4), considering several
1 Wang & Merritt (2004) find that in cuspy stellar profiles, the
TDE rate scales roughly inversely with SMBH mass.
different models for the optical light curves of TDEs. An
analytic parameterization of the SMBH occupation fraction
is used to clarify how TDE samples can be used to constrain
the ubiquity of low mass SMBHs. We also estimate for the
first time the relative abundances of deeply penetrating and
grazing tidal disruptions. We next discuss our results (§5) in
the context of the current TDE sample and describe possible
resolutions to the “rates dilemma” discussed above. Finally
(§6), we provide a bulleted summary of our conclusions.
Appendix A provides a derivation of closed-form ana-
lytic expressions for several theoretical quantities of interest
(e.g. orbit-averaged diffusion coefficients and per-energy flux
of stars into the loss cone) in limiting regimes. In Appendix
B we review four different optical emission mechanisms, and
in several cases update or improve existing theoretical mod-
els for these. Our full results are tabulated in Appendix C.
2 TDE RATES
Although many different dynamical processes may con-
tribute to observed rates of tidal disruption, the most robust
and ubiquitous is the collisional two-body relaxation of stars
into the phase space “loss cone,” the region of {x,v} space
where orbital pericenters rp are less than the tidal radius rt
and stars are destroyed on a dynamical time (e.g. Alexander
2012 for a review).
Other processes may contribute to, and in some cases,
dominate, observed TDE rates. Secular resonances in the
vicinity of an SMBH may lead to “resonant relaxation” of
angular momentum (Rauch & Tremaine 1996), although this
is likely a subdominant contributor to the total TDE rate
(Rauch & Ingalls 1998; Hopman & Alexander 2006; Madigan
et al. 2011). Massive perturbers, such as intermediate mass
black holes (IMBHs), giant molecular clouds, or infalling
globular clusters, can strongly perturb stellar orbits and lead
to rapid refilling of an empty loss cone (Perets et al. 2007).
Analogous dynamical processes in the vicinity of an SMBH
binary can temporarily enhance the TDE rate (Ivanov et al.
2005; Chen et al. 2009, 2011; Stone & Loeb 2011), poten-
tially by several orders of magnitude, but SMBH mergers
are sufficiently rare that this channel nonetheless contributes
subdominantly to the total TDE rate (Wegg & Bode 2011a).
Finally, in nonspherical stellar systems, non-conservation
of angular momentum allows stars to ergodically explore a
large portion of phase space, and some will wander into the
loss cone even absent collisional relaxation. This modestly
enhances TDE rates in axisymmetric systems (Magorrian &
Tremaine 1999; Vasiliev & Merritt 2013) and can increase
them dramatically in triaxial ones (Merritt & Poon 2004).
In general, all of these processes involve much greater obser-
vational and theoretical uncertainty than does simple two-
body relaxation, and we therefore neglect them in the re-
mainder of this paper. Neglecting these additional processes
is in part justified by the fact that the observed TDE rate is
already significantly less than the minimum rate estimated
from two-body relaxation alone.
TDE rates in spherical star clusters containing massive
black holes were first estimated in an analytic way (Frank
& Rees 1976), which was quickly supplemented by semi-
analytic calculations (Lightman & Shapiro 1977; Cohn &
Kulsrud 1978) treating angular momentum diffusion as a
c© 0000 RAS, MNRAS 000, 000–000
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Fokker-Planck process. The results of these semi-analytic
calculations were used to calibrate analytic approximations,
which enable accurate calculation of the TDE rate using
integrals over moments of the stellar distribution function
(Magorrian & Tremaine 1999; Wang & Merritt 2004). In-
creasingly, direct N-body simulations are used to estimate
tidal disruption rates (Brockamp et al. 2011; Vasiliev & Mer-
ritt 2013; Zhong et al. 2014). A detailed comparison of dif-
fusion in N-body simulations finds good agreement with the
Fokker-Planck approximation (Vasiliev & Merritt 2013, Fig.
7) except in regions inside the SMBH influence radius, where
resonant relaxation may enhance diffusion coefficients above
their two-body values. In the following subsections, we follow
the analytic prescriptions of Wang & Merritt (2004, here-
after WM04) to compute TDE rates in a large sample of
observed galaxies.
2.1 Galaxy Sample and Parametrization
Unfortunately, it is not feasible to measure the distribution
function of stars in distant galactic nuclei. Instead, 2D sur-
face brightness profiles I(R) are measured as a function of
the projected radial distance from the center of light R. Un-
der various assumptions, these can be used to determine the
3D stellar density profile and the implied phase space dis-
tribution (§2.2).
Observed isophotes can be fit by many different
parametrizations. These include the Sersic model (Sersic
1968),
IS(R) = IS(0) exp(−bn(R/Re)1/n), (1)
where IS(0) is the central intensity, Re is the galaxy half-
light radius, n is a parameter encoding the curvature of the
profile, and bn is a constant given by the solution to the
equation 2Γ(2n, bn) = Γ(2n), where Γ(x) and Γ(x, y) are
complete and incomplete2 Gamma functions, respectively.
A more complex variant of this is the core-Sersic model
(Graham et al. 2003), given by
ICS(R) = I˜CS(1+(Rb/R)
α)Γ/α exp(−b((Rα+Rαb )/Rαe )1/(nα)).
(2)
This profile behaves like a standards Sersic profile at radii
R  Rb, but interior to this break radius it obeys a power
law with slope Γ. The sharpness of the transition at Rb is
mediated by the parameter α, while the normalization is
given by I˜CS = 2
−Γ/αIb exp(21/(nα)b(Rb/Re)1/n), where Ib
is the surface brightness at the break radius. We will only
consider the α = ∞ limit; if we make the further (reason-
able) assumption that Rb  Re, then b is a constant given
by the solution of Γ(2n) + Γ(2n, b(Rb/Re)
1/n) = 2Γ(2n, b).
The final parametrization that we consider is the
“Nuker” profile (Lauer et al. 1995), which is essentially a
broken power law with inner slope γ and outer slope β:
IN(R) = Ib2
(β−γ)/α(R/Rb)
−γ (1 + (R/Rb)
α)−(β−γ)/α .
(3)
Our primary galaxy sample is from Lauer et al. (2007),
who provide distances, luminosities Lgal, and a complete
set of Nuker parameters for 219 galaxies, of which 137 also
2 Specifically, we define Γ(x, y) =
∫ y
0 t
x−1 exp(−t)dt.
have tabulated half-light radii Re. Tabulated velocity dis-
persions σ for every galaxy in this sample are taken from
Lauer et al. (2007). Moreover, 21 galaxies in this sample
overlap with the tabulated Sersic and core-Sersic parame-
ters given in Trujillo et al. (2004), allowing us to perform a
detailed comparison between the TDE rate calculated from
these three I(R) parametrizations. When Re is available, we
calculate the mass-to-light ratio as
Υ =
2σ2Re
GLgal
, (4)
but when Re is not available we instead use the empirically
derived galaxy scaling relationship (Magorrian et al. 1998)
ΥV
Υ
= 4.9
(
LV
1010L
)0.18
. (5)
Here LV is the V-band luminosity; this can be calculated
from the V-band absolute magnitudes tabulated in Lauer
et al. (2007).
Whenever possible, SMBH masses are computed for all
galaxies in our sample using the M• − σ relation,
M• = M200(σ/200 km s
−1)p, (6)
where in most cases we adopt the recent calibration of Mc-
Connell & Ma (2013) (M200 = 10
8.32M; p = 5.64). How-
ever, for the sake of comparison to WM04, we also con-
sider the older relation of Merritt & Ferrarese (2001), where
M200 = 10
8.17M and p = 4.65 (technically, this is the up-
dated version of the Merritt & Ferrarese 2001 result used
in WM04). However, ≈ 10% of our galaxies lack tabulated
σ values; for these we estimate SMBH masses using the
M• − LV relation of McConnell & Ma (2013).
We note that many low-mass galaxies possess nuclear
star clusters, which are specifically excluded from the Nuker
power-law fits in Lauer et al. (2007). Neglecting these cen-
tral overdensities is a conservative choice in our two-body
rate estimates, which would in general be enhanced by the
presence of additional central density.
2.2 Loss Cone Dynamics
A star of mass M? and radius R? is tidally disrupted if it
passes within a tidal radius,
rt = R?
(
M•
M?
)1/3
, (7)
of an SMBH with mass M•. Geometrically this criterion can
be thought of as creating a loss cone in the six dimensional
phase space of stellar orbits. The loss cone is defined as the
set of orbits with pericenters rp < rt, a condition which
translates into a specific angular momentum J less than the
loss-cone value JLC =
√
2GM•rt if one assumes a spherical
potential and considers only highly eccentric orbits. In cal-
culating the TDE rate we also demand that rp > 2rg so as
not to count stars swallowed whole, where rg = GM•/c2 is
the black hole gravitational radius. This criterion is appro-
priate for non-spinning SMBHs; corrections due to SMBH
spin are modest (Kesden 2012b) for black holes significantly
beneath the Hills mass, M
2/3
H = R?c
2/(2GM
1/3
? ). As we
shall see, these heavier SMBHs contribute only marginally
to the total TDE rate, so we neglect spin corrections to the
Hills mass and tidal radius for the remainder of this paper
c© 0000 RAS, MNRAS 000, 000–000
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Giant stars can be disrupted by much larger SMBHs,
but their greatly increased tidal radii also greatly reduce
the rate of mass fallback onto (and thus luminosity of) the
black hole. Furthermore, the long timescales associated with
these events can make them difficult to capture in a time-
limited transient survey. For these reasons we neglect giant
disruptions in this paper, but we note that the rates of these
events can be comparable to main sequence TDE rates (Syer
& Ulmer 1999; MacLeod et al. 2012), and of course dominate
the total TDE rate in galaxies with M• > MH.
Assuming spherical symmetry, the observed surface
brightness profile can be deprojected into a 3D stellar den-
sity profile ρ?(r) using an Abel inversion,
ρ?(r) = −Υ
pi
∫ ∞
r
dI
dR
dR√
R2 − r2 , (8)
where Υ is the mass-to-light ratio from Eq. (4). Under the
same assumptions, the total gravitational potential is calcu-
lated according to3
ψ(r) =
GM•
r
+
GM?(r)
r
+ 4piG
∫ ∞
r
ρ?(r
′)r′dr′, (9)
where M?(r) is the stellar mass enclosed within a radius r.
From the stellar density profile and ψ(r), the stellar dis-
tribution function (DF) f() is calculated using Eddington’s
formula,
f() =
1
81/2pi2M?
d
d
∫ 
0
dρ?
dψ
dψ√
− ψ , (10)
where we have made the additional assumption of isotropic
velocities and here  is the negative of the specific orbital
energy. The use of Eddington’s formula is only justified if
it produces a positive-definite value of f(). When not the
case, this indicates that the assumption of velocity isotropy
is incompatible with ρ?(r). We discard such galaxies from
our sample, as occurs in practice for a relatively small num-
ber with very flat interior slopes (γ ≈ 0 in the Nuker
parametrization).
The DF can be used to calculate the orbit-averaged an-
gular momentum diffusion coefficient for highly eccentric or-
bits,
µ¯() =
2
P ()
∫ ra
rp
dr
vr(r)
lim
R→0
〈(∆R)2〉
2R
, (11)
where R ≡ J2/J2c and Jc() is the angular momentum
of a circular orbit with energy . Here, rp, ra, P () =
2
∫ ra()
0
dr/
√
2(ψ − ), and vr are the pericenter radius,
apocenter radius, orbital period, and radial velocity of the
orbit. The local diffusion coefficient
lim
R→0
〈(∆R)2〉
2R
=
32pi2r2G2〈M2? 〉 ln Λ
3J2c ()
(
3I1/2()− I3/2() + 2I0()
)
,
(12)
can be expressed in terms of the DF moments
I0() ≡
∫ 
0
f(′)d (13)
In/2() ≡ [2(ψ(r)− )]−n/2 (14)
× ∫ ψ(r)

[2(ψ(r)− ′)]n/2 f(′)d′,
3 We adopt the stellar dynamics definition of the potential, which
is the negative of the more commonly used definition.
where lnΛ ≈ ln(0.4M•/M?) is the Coulomb logarithm
(Spitzer & Hart 1971) and
〈M2? 〉 ≡
∫
dN?
dM?
M2?dM? (15)
averages the contributions of different stars to orbital diffu-
sion over the stellar mass distribution dN?/dM?. For most
mass functions, the largest stars generally dominate the dif-
fusion coefficients.
The flux of stars that scatter into the loss cone per unit
time and energy is given by:
F()d = 4pi2J2c ()µ¯() f()
lnR−10
d, (16)
where R0() < RLC() defines the angular momentum below
which no stars remain. R0() generally resides inside the
nominal loss cone because stars can scatter into and out of
the R < RLC parts of phase space during a single orbit.
Cohn & Kulsrud (1978) show that
R0() = RLC()
{
exp(−q), q > 1
exp(−0.186q − 0.824q1/2), q < 1, (17)
where
q() = µ¯()
P ()
RLC()
, (18)
is the dimensionless ratio of the per-orbit change in R to its
loss cone value.
Physically, q() can be thought of as demarcating two
different regimes of loss cone refilling. When q  1 (R0 
RLC), as applies to orbits far from the SMBH, stars wander
in and out of the loss cone many times during the course of
a single orbit (the so-called “pinhole” limit). Very near the
SMBH, q  1 (R0 ≈ RLC) and stars instead diffuse into the
loss cone over many orbits (the so-called “diffusion” limit).
The observational consequences of this are potentially of in-
terest; pinhole-dominated galaxies are capable of producing
TDEs with large penetration parameter β ≡ rt/rp. In par-
ticular, N˙TDE(β) ∝ β−1 in the pinhole limit. For diffusion-
dominated galaxies, however, virtually all TDEs will have
β ≈ 1.
In practice, F() is a very sharply peaked function,
and the vast majority of flux into the loss cone comes
from energies near crit, where q(crit) ≡ 1. In coordinate
terms this corresponds to a critical radius from the SMBH,
ψ(rcrit) ≡ crit, that sources most TDEs in a given galaxy.
For the lower-mass galaxies that produce observable TDEs,
the SMBH influence4 radius rinfl ∼ rcrit. However, this is
largely a coincidence: as we show in Appendix C, when
M• & 108M, rcrit & 10rinfl, typically.
We apply the above procedure to all Nuker galaxies in
our sample, discarding only those which cannot be spheri-
cally deprojected (γ < 0) and those whose DFs are incom-
patible with the assumption of isotropic velocities (γ . 0.05,
although this criteria varies from galaxy to galaxy). The
TDE rate per galaxy is calculated by integrating the total
flux into the loss cone N˙TDE =
∫ F()d for stars of a given
mass, and then by integrating over the stellar mass function
4 Defined here as the radius that contains a mass in stars equal
to M•.
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(§2.3). Although the functions of interest to this calcula-
tion (e.g. f(), q(), F()) are in general too complex to be
written in closed form, in Appendix A we derive analytic
expressions for them in limiting regimes. These expressions
are useful for checking the results of numerical integration.
2.3 Stellar Mass Function
In addition to the properties of the galaxy, the TDE rate de-
pends on the present day mass function dN?/dM? (PDMF)
of stars. Magorrian & Tremaine (1999) considered a PDMF
resulting from a Salpeter initial mass function (IMF)
χSal =
dN?
dM?
∣∣∣∣
Sal
=
{
0.046(M?/M)−2.35 ,Mmin? < M? < M
max
?
0 , otherwise,
(19)
truncated at a maximum mass Mmax? = M, where M
min
? =
0.08M. The upper truncation was chosen to approximate
an old stellar population, and we keep it for the same reason.
A further motivation for this upper truncation is that it is a
conservative choice with regards to the total TDE rate, for
reasons described below. We also consider a second PDMF,
derived by applying the same 1M cutoff to the Kroupa
IMF, viz.
χKro =
dN?
dM?
∣∣∣∣
Kro
=

0.98(M?/M)−1.3 ,Mmin? < M? < 0.5M
2.4(M?/M)−2.3 , 0.5M < M? < Mmax? ,
0 , otherwise.
(20)
where Mmin? and M
max
? have the same values as the Salpeter
PDMF.
As compared to a monochromatic distribution of M? =
M stars, including a realistic PDMF increases the TDE
rate due to the greater number of sub-solar mass stars, but
decreases it because of the reduced angular momentum dif-
fusion coefficients µ¯ ∝ 〈M2? 〉 (Eq. 15). For high mass black
holes, the TDE rate is also reduced because of the smaller
tidal radii rt ∝ R?M−1/3? ∝M0.47? (Eq. 7) of low mass stars,
which reduce the Hills mass MH. Here we have used the fact
that R? ∝M0.8? on the lower main-sequence.
Both the Salpeter and Kroupa PDMFs give compara-
ble rate enhancements (relative to the monochromatic stel-
lar population) of 1.63 and 1.53, respectively. Interestingly,
TDE rates depend on the age of the nuclear stellar popula-
tion, as the diffusion coefficients are largely set by the most
massive extant stars. If we extend the Kroupa IMF to val-
ues of Mmax? /M = {2, 5, 10} we find enhancements (again
relative to a monochromatic M? = M stellar population)
of {1.91, 2.75, 3.80}, corresponding to stellar populations of
age tage/yr = {1.77× 109, 1.79× 108, 3.16× 107}.
In addition to main sequence stars, scattering by stel-
lar remnants (white dwarfs, neutron stars, and stellar mass
black holes) may contribute to the TDE rate; white dwarfs
can also themselves be disrupted by smaller massive black
holes.5 White dwarfs and neutron stars, being both less com-
mon and comparable in mass to solar type stars, make little
difference for the total rate of angular momentum diffusion.
5 A white dwarf can be disrupted by a SMBH with a mass as
high as ∼ 106M if the SMBH is nearly maximally spinning.
Stellar mass black holes, on the other hand, possess consider-
ably greater masses than the Sun and hence could contribute
if their number densities are sufficiently high.
To explore the possible influence of stellar mass black
holes, we calculate the enhancement to the diffusion coef-
ficients from inclusion of the black hole mass functions in
Belczynski et al. (2010, Fig. 1). We consider three different
mass functions for stellar remnants, corresponding to metal-
licities Z = {Z, 0.3Z, 0.01Z}. All three tabulated mass
functions (Belczynski, private communication) have slightly
different minimum masses, MSN ≈ 7M, for the onset of
supernovae. Stars drawn from the IMF with zero-age-main-
sequence masses 1M < MZAMS < MSN are assigned final
masses of 0.5M; these white dwarf stars are of minimal
importance for the diffusion coefficients. We find that in all
three models, the stellar mass black holes dominate the total
relaxation rate, with the high, medium, and low metallicity
cases increasing diffusion coefficients by factors of 1.3, 2.8,
and 4.9, respectively (for a Kroupa IMF). The total loss
cone flux increases by roughly the same amount, because
the normalization of the PDMF is relatively unchanged (i.e.
the black holes dominate
∫
M2?dN? but not
∫
M?dN?).
This enhancement to the TDE rate can be prevented if
mass segregation moves most black holes inward from the
critical radius that dominates flux into the loss cone. The
mass segregation timescale for a stellar mass black hole of
massMSBH in a stellar population with average mass 〈M?〉 is
tseg(r) = (MSBH/〈M?〉)trel(r), where the energy relaxation
timescale
trel(r) = 0.34
σ3(r)
G2
√〈M2? 〉ρ?(r) ln Λ . (21)
Figure 1 shows the segregation radius rseg, interior
to which black holes will have mass segregated from the
sphere of influence radius rinfl into a more compact subclus-
ter within the Hubble time, as a function of SMBH mass.
Cusp galaxies with low mass SMBHs (M• . 106M) have
rseg > rinfl and hence will have stellar mass BHs removed
from radii ∼ rinfl that dominate the TDE rate. For cusp
galaxies with larger SMBHs or for core galaxies, however,
black hole segregation is generally unimportant. This im-
plies that stellar remnants will indeed enhance the TDE
rate by factors of a few in most galaxies. Because of as-
trophysical uncertainties in the metallicity distribution of
stars in distant galactic nuclei, as well as our approximate
treatment of mass segregation, we neglect this enhancement
for the remainder of the paper, but we emphasize that all
but the smallest cusp galaxies could see a rate enhancement
& 1.5 due to stellar remnants. This enhancement could be
even larger if top-heavy IMFs are common in galactic nu-
clei, as has been suggested for some stars in the center of the
Milky Way (Bartko 2010). Although this simplified discus-
sion of mass segregation largely agrees with simulations of
two-component stellar systems (Watters et al. 2000), star
clusters with a realistic mass spectrum see a more com-
plicated evolution of their stellar mass black holes towards
mass segregation, e.g. Baumgardt et al. (2004).
More speculatively, a large population of freely floating
gas giant planets could also contribute to the total TDE rate,
especially at low SMBH masses for which the tidal radius
rt ≈ 50rg(M•/106M)−2/3(Mp/MJ)−1/3 (Eq. 7) of a planet
of mass Mp exceeds the gravitational radius rg = GM•/c2,
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Figure 1. The radius rseg out to which stellar mass black holes
of mass MSBH = 10M can reach energy equipartition at radii
∼ rinfl, in units of the SMBH influence radius rinfl, for stellar
density profiles ρ?(r) ∝ r−g . The solid black curve is for core
galaxies with g = 1, and the dashed red curve is for cusp galaxies
with g = 2. Because the tidal disruption critical radius rcrit ≈
rinfl in the small galaxies that dominate the TDE rate, this plot
indicates that stellar remnants will increase TDE rates by a factor
of a few for cusp galaxies with M• & 106M. Below this mass,
stellar remnants will mass segregate into a smaller subcluster in
cusp galaxies. The rate enhancement from stellar remnants likely
occurs in all core galaxies; when g 6 1.5, relaxation times do not
monotonically decrease with decreasing radius. The g = 1 curve
cuts off at a finite value of M• because of this effect (i.e. larger
SMBHs in core profiles will see no mass segregation in a Hubble
time).
where MJ is the mass of Jupiter and we have assumed a
constant planetary radius of Rp = RJ = 7 × 109 cm. Al-
though freely floating planets may be common relative to
main sequence stars (e.g. Sumi et al. 2011), the much lower
accretion rates produced by the disruption of a planet ∝M2p
(Eq. 24) implies much dimmer events which are unlikely to
contribute appreciably to the detected TDE rate.
3 TDE OBSERVABLES
Following tidal disruption, the gaseous stellar debris travels
on approximately geodesic trajectories, with a “frozen-in”
specific energy spread (Rees 1988) given by
∆ =
GM•R?
r2t
. (22)
If one assumes a simple top-hat distribution of debris mass
with respect to specific energy (width ∆), then the most
tightly bound debris returns to pericenter after a time
(e.g. Stone et al. 2013)
tfall = 3.5× 106 s M1/26 m−1? r3/2? , (23)
where M6 = M•/106M, m? = M?/M, and r? = R?/R.
The peak mass fallback rate occurs at this time, and has an
Eddington-normalized value of
M˙peak
M˙edd
= 133η−1M
−3/2
6 m
2
?r
−3/2
? , (24)
where M˙edd ≡ Ledd/ηc2 is the Eddington accretion rate,
Ledd ' 1.5×1046M8 erg s−1 is the Eddington luminosity and
η = 0.1η−1 is the constant accretion efficiency. Assuming the
initial mass fallback rate is super-Eddington, it will remain
so for a timescale
tedd = 6.6× 107 s η3/5−1 M−2/56 m1/5? r3/5? . (25)
The above equations have the correct parameter scalings
but can have errors ≈ 2 in the prefactors due to the de-
bris mass distribution not actually being a top-hat, with
weak dependences on stellar structure and β (Guillochon &
Ramirez-Ruiz 2013) that we neglect here. In our rate calcu-
lations we assume r? = m
0.8
? , as is appropriate for low mass
main sequence stars.
Another observable in TDE flares is the total radiated
energy, Erad. The exact value of Erad will depend on the par-
ticular emission model, but we can gain intuition by consid-
ering a very simple model for the luminosity L(t) of initially
super-Eddington TDEs, where L = Ledd if t < tedd, and
L = ηM˙c2 if t > tedd. Assuming η is constant in time, we
then have
Erad = Ledd(t˜edd − tfall) + M?ηc
2
2
(
tfall
t˜edd
)2/3
≈
{
8.1× 1051 erg η3/5−1 M3/56 m1/5? r3/5? , tedd  tfall
8.9× 1052 erg η−1m?, tedd . tfall,
(26)
where t˜edd = max(tedd, tfall). Figure 2 shows the depen-
dence of Erad on M•, from which one observes that stars
disrupted by low-mass SMBHs (∼ 105M) radiate an or-
der of magnitude less energy than their high mass, initially
sub-Eddington counterparts. In practice, Erad is a difficult
quantity to measure: X-ray selected TDEs (or TDEs found
in SDSS) suffer from poor cadence and generally miss the
peak of the light curve, where most of the energy is emitted.
Optically- or UV-selected TDEs avoid this problem, but un-
less followup observations reveal the peak of the SED, the
bolometric correction to the observed light is quite uncer-
tain. We take five optically- or UV-selected TDE candidates
and show their lower limits for Erad. While two events (D3-
13 and D23H-1) fall in the expected portion of parameter
space, the other three (D1-9, PS1-10jh, and PS1-11af) pos-
sess Erad  0.1Mηc2, for η ≈ 0.1. We list here four possible
explanations for the low Erad seen in these events:
(i) All data points in Fig. 2 are lower limits, because of
uncertainties in the bolometric correction. If the brightness
temperature is larger than the minimal value assumed, the
true Erad values will be higher. This inherent underestimate
may be worsened by dust extinction, particularly in events
with UV data.
(ii) Partial tidal disruption of a stellar envelope (i.e. β .
1) will reduce the amount of mass fed to the SMBH, often
by orders of magnitude (Guillochon & Ramirez-Ruiz 2013).
(iii) An accretion efficiency η  0.1. This could arise from
the hydrodynamics of super-Eddington accretion flows, or
(because rcrit  Rg = GM•/c2) from the isotropic distri-
bution of pre-disruption orbits with respect to the SMBH
spin axis. The subset of TDEs approaching rapidly spinning
SMBHs on retrograde, roughly equatorial orbits will have
accretion efficiencies η . 0.01.
(iv) As mentioned above, the number of free-floating
planets in the Milky Way may be comparable to or greater
than the number of stars (Sumi et al. 2011). Tidal disrup-
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Figure 2. Total energy radiated in a TDE, Erad, as a function of
SMBH mass M•, calculated assuming the radiated luminosity is
limited to the Eddington luminosity of the SMBH, and that radia-
tive efficiency η = 0.1. Gray solid, orange dashed, and red dotted
curves are for stellar masses of 1M, 0.3M, and 0.1M, respec-
tively. Low mass black holes with highly super-Eddington peak
accretion rates radiate an order of magnitude less total energy
than will TDEs from high mass SMBHs (Eq. 24). We also plot
lower limits on the radiated energy for all five TDE candidates se-
lected in the optical or UV with published Erad estimates: D1-9,
D3-13 (Gezari et al. 2008), D23H-1 (Gezari et al. 2009), PS1-10jh
(Gezari et al. 2012), and PS1-11af (Chornock et al. 2014). In all
five events we take SMBH mass estimates and error bars from the
discovery papers.
tion of a planet or brown dwarf would reduce the available
mass budget for the TDE flare.
Possibility (i) almost certainly is contributing at some level,
but absent better followup observations of future TDEs (or
a much better theoretical understanding of their optical
emission mechanisms), its importance is difficult to quan-
tify. Possibility (ii) is promising, as partial tidal disruptions
should be a nontrivial fraction of all TDEs. In the diffusive
regime of relaxation, partial disruptions will make up a large
majority of TDEs; in the pinhole regime of relaxation (i.e.
q() > 1; see §2.2), they will make up a non-negligible frac-
tion of events. If we take 0.6 < β < 1.0 (0.9 < β < 1.8) as the
parameter space for observable partial disruptions of poly-
tropic γ = 5/3 (γ = 4/3) stars (Guillochon & Ramirez-Ruiz
2013, Fig. 3), then ≈ 40% (≈ 51%) of pinhole-regime TDEs
from M• ∼ 106M SMBHs will be partial disruptions.
The viability of the final two hypotheses is more am-
biguous. The retrograde orbits explanation for possibility
(iii) is sufficiently fine-tuned that we can discount it on the
basis of the five events in Fig. 2, and recent general relativis-
tic radiation hydrodynamic simulations of super-Eddington
accretion suggest η ∼ 0.1 is typical (Sadowski et al. 2014;
Jiang et al. 2014). Finally, possibility (iv) is hard to disprove
but fairly speculative. A full explanation of the unexpect-
edly low Erad seen in many TDEs is beyond the scope of
this paper, but is an important topic for future work.
3.1 Optical Emission Models
Several physical processes may contribute to the optical
emission from TDEs, which depend in different ways on the
properties of the disrupted star and the SMBH. These pro-
cesses, as described in Appendix B, include thermal emis-
sion from the (viscously spreading) accretion disk (Shen &
Matzner 2014); super-Eddington outflows from the accre-
tion disk (Strubbe & Quataert 2009); reprocessing of the
accretion luminosity (Guillochon et al. 2014) by an extended
outer dense screen (e.g., nonvirialized tidal debris); and syn-
chrotron emission from an off-axis relativistic jet that has
decelerated to transrelativistic speeds through its interac-
tion with the circumnuclear medium. In §4.4 we calculate
the observed rates of TDEs using several of these models.
We focus on the emission at optical wavebands because sen-
sitive wide-field surveys, such as the Zwicky Transient Fac-
tory (ZTF) and LSST, are expected to greatly expand the
current TDE sample in the near future.
Figure 3 shows the peak g-band optical luminosities pre-
dicted by each emission model as a function of SMBH mass
for our fiducial choice of model parameters (see Appendix
B). Both the spreading disk and the reprocessing models rep-
resent “Eddington-limited” emission mechanisms, and hence
their peak luminosities decrease for lower mass SMBHs
(Eq. 26). By contrast, emission from super-Eddington out-
flows or an off-axis jet are not limited to the Eddington
luminosity and instead predicted higher peak luminosities
for lower SMBH masses. This difference has important im-
plications for the sensitivity of the detected TDE fraction
on the SMBH mass distribution (§4.4).
Figure 3 also shows observed peak g-band luminosi-
ties6 for five optically-selected TDE candidates, represented
with filled points: PTF09ge, PTF09axc, PTF09djl (Arcavi
et al. 2014), PS1-10jh (Gezari et al. 2012), and PS1-10af
(Chornock et al. 2014). Three UV-selected TDE candidates
are plotted as open points: D1-9, D3-13 (Gezari et al. 2008),
and D23H-1 (Gezari et al. 2009). All five of the optically-
selected events are tightly clustered in the diagram, at least
relative to the huge uncertainties in the predicted optical
emission of our four different mechanisms. This is likely due
to the flux limitations of PTF and Pan-STARRS. Notably,
all eight of these events appear compatible with only a single
optical emission mechanism: an extended reprocessing layer
that converts a fraction ∼ 10% of the accretion power into
optical luminosity. The spreading disk and super-Eddington
outflow scenarios are unable to produce optical luminosities
comparable to those observed.7 Our model for optical syn-
chrotron emission from a decelerating jet possesses enough
free parameters that it can be brought up into the observed
luminosity range (and indeed, our choice of parameters was
quite conservative), but none of these five events were seen to
possess the nonthermal spectra characteristic of synchrotron
radiation.
6 PTF09axc and PTF09djl only have peak r-band magnitudes
(Arcavi, private communication); we present the g-band extrapo-
lation of a blackbody spectrum assuming both the g- and r-band
are on the Rayleigh-Jeans tail of these events. The peak g-band
magnitudes of D1-9 and D3-13 are likewise calculated by correct-
ing (observed) peak r-band magnitudes in Gezari et al. (2009).
7 Technically, super-Eddington outflows can reach the observed
peak luminosities ∼ 1043 erg s−1, but only if all galaxies hosting
these TDEs have SMBHs that are undermassive by a factor ∼ 30.
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Figure 3. Peak g-band optical luminosities P as a function of
SMBH mass M• for different models of optical TDE emission
(Appendix B), assuming a β = 1 tidal disruption of a solar type
star. Models shown include thermal emission from the viscously
spreading accretion disk (orange, solid; §B1); reprocessing by an
extended outer layer of nonvirialized debris (green, dashed; §B2);
super-Eddington outflows (red, dotted, §B3); and off-axis emission
from decelerating relativistic jet (blue, dot-dashed; §B4). Thin
black lines represent upper limits: the solid, thin black line corre-
sponds to the total bolometric M˙c2 power available (assuming a
radiative efficiency of η = 0.1), while the dashed, thin black line
is the same, but Eddington-limited. We also plot the peak g-band
luminosities for all eight claimed TDE candidates that capture the
peak of the optical light curve. In particular, we plot PTF09ge
(circle), PTF09axc (square), PTF09djl (diamond), PS1-10jh (up-
ward triangle), PS1-11af (downward triangle), D1-9 (open circle),
D3-13 (open square), and D1-9 (open diamond).
4 RESULTS
Following the prescriptions of the preceding section, we com-
pute TDE rates N˙TDE for the 146 galaxies in our sample
which can be deprojected and Eddington-inverted assuming
spherical symmetry and isotropic velocities. In this section,
we present the raw results, provide power law fits for N˙TDE
as a function of other galaxy parameters, and then use these
fits to calculate distributions of TDE observables and rates
of detectability by optical surveys.
4.1 Rates
Table C1 presents our results for TDE rates in every galaxy
in our extended sample of Nuker galaxies, calculated under
the assumption of a Kroupa PDMF and the latest calibra-
tion of the McConnell & Ma (2013, hereafter MM13) M•−σ
relationship (this relation is broadly consistent with other
recent analyses, e.g. Graham & Scott 2013). Because of its
length, we relegate this table to a separate appendix, but
analyze its data here. Our most important findings are in
Figure 4, which shows how the TDE rate varies as a func-
tion of SMBH mass.
Although we start with a sample of 219 galaxies, we are
forced to discard 51 which cannot be deprojected assuming
spherical symmetry (γ < 0), as well as a further 22 whose
distribution functions are incompatible with the assumption
of velocity isotropy (f() > 0 is not everywhere satisfied)8.
We discard 2 more outlier galaxies with extremely small
σ values, leaving a final 144 galaxies with calculated TDE
rates. The best-fit regression of these results to an arbitrary
power law gives
N˙TDE = N˙0
(
M•
108M
)B
, (27)
with N˙0 = 2.9 × 10−5 yr−1 gal−1 and B = −0.404, when
we consider our entire galaxy sample. If we limit ourselves
to core (cusp) galaxies alone, we find N˙0 = 1.2 × 10−5
yr−1 gal−1 (N˙0 = 6.5 × 10−5 yr−1 gal−1) and B = −0.247
(B = −0.223). The significantly steeper slope of our fit to
the full sample occurs because of the transition from a core-
dominated to a cusp-dominated galaxy population as one
moves from high- to low-mass galaxies. These fits are shown
in Fig. 4. Our fit to the overall galaxy sample is compara-
ble to that found using the results of WM04, which yield
N˙0 = 2.3× 10−5 yr−1 and B = −0.519.
All of these fits are somewhat sensitive to the sample
restrictions used in their calculation; beyond the choice of
core, cusp, or both, we can also limit ourselves to galax-
ies under some Hills limit (say, M• < 108M). If we fit a
power law to this subsample, we find almost no dependence
of N˙TDE on SMBH mass, with B = 0.061. However, as we
show in Appendix C, our most trustworthy results are for
those galaxies with M• & 107M: for these galaxies, HST
photometry resolves rcrit, the radius from which the vast
majority of loss cone flux originates. Generally speaking,
the critical radius is marginally resolved for M• ≈ 107M,
and better resolved at larger SMBH masses. For this reason,
our fiducial model uses a power law fit to the entire galaxy
sample (B = −0.404), but we will briefly comment on this
choice at later points in the paper.
Figure 5 shows the TDE rate as a function of the inner
stellar slope γ of the Nuker profile. Galaxies with larger γ
possess higher rates, as is expected because their denser cen-
tral stellar populations naturally feature shorter relaxation
times and faster rates of energy and angular momentum dif-
fusion. This correlation is a relatively strong one: employing
our entire sample, we find N˙TDE ∝ γ0.705. No strong corre-
lations exist between the per-galaxy TDE rate and the other
Nuker structural parameters of α, β, Rb, and Ib.
The TDE rate is relatively insensitive to assumptions
about the parametrization of the galaxy profile. Table 1 com-
pares our fiducial (Nuker, MM13) rates to rates calculated
using instead the Sersic and Core-Sersic galaxy parameter-
izations, for a subsample of 21 galaxies from Trujillo et al.
(2004).9 In general the Nuker parameterizations result in
slightly higher TDE rates than the Sersic parameterization,
but comparable to the more realistic Core-Sersic models.
This is not too surprising of a result, as the plots of fit
residuals in Trujillo et al. (2004), Figs. 4-5, show very little
difference between Nuker and Core-Sersic fits (pure Sersic
8 Distribution functions unable to satisfy positivity generally oc-
cur for γ < 0.05. Both of these rejection criteria generally occur
for very massive galaxies with SMBHs incapable of disrupting
main sequence stars.
9 Two galaxies in our sample, NGC1700 and NGC4478, do not
have computable event rates for the Nuker parametrization be-
cause their best-fit γ < 0.
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Figure 4. Tidal disruption rates N˙TDE for every galaxy in our
sample, measured in units of stars per year. Results are plotted
against SMBH mass M•. Cusp galaxies are shown as blue dia-
monds, core galaxies are shown as red circles, and rare interme-
diate galaxies (0.3 6 γ 6 0.5) are shown as purple squares. The
solid black line, dotted blue line, and dashed red line are best fit
power laws to the full sample, the cusp subsample, and the core
subsample, respectively. The power law fit to the full sample is
significantly steeper than the fits to the subsamples because of
the transition from cusp to core galaxies with increasing M•.
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Figure 5. Tidal disruption rates N˙TDE for every galaxy in our
sample, measured in units of stars per year. Results are plotted
against the inner Nuker profile power law slope γ. Green circles
indicate galaxies with SMBH masses below the Hills mass for a
solar type star; orange squares are larger galaxies with M• above
that Hills mass. The solid black, dashed green, and dotted orange
lines show best fit power laws for the full sample, the M• < MHills
subsample, and the M• > MHills subsample, respectively.
fits sometimes do differ, and generally have greater residu-
als).
Our results are very insensitive to changes in the M•−σ
relation; we have rerun the WM04 sample with both the
Merritt & Ferrarese (2001) and the MM13 calibrations of
this relation, and find that the mean change in individual
rates N˙TDE is 15%. However, some rates go down and others
go up, with no systematic shift: if we take sample-averaged
rates for both sets of M•−σ, the difference in these average
rates is only 2%.
Figure 6 shows fpinhole, the fraction of TDEs occuring
in the pinhole regime for each galaxy, as a function of SMBH
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Figure 6. The fraction, fpinhole, of all TDEs in a galaxy which
fall into the pinhole regime of tidal disruption. TDEs in this
regime can access any β value up to the maximum permitted
by the size of the horizon, with a distribution N˙TDE(β) ∝ β−1.
TDEs in the opposite, diffusive, regime, see β ≈ 1 almost always,
with higher β values exponentially suppressed. Data point styles
are the same as in Fig. 4. Although fpinhole increases with de-
creasing M•, and is highest among small cusp galaxies, at any
given M• value it is higher in core galaxies.
mass (see also the entries in Table C1). As described in §2.2,
pinhole events possess a distribution dN˙TDE/dβ ∝ β−2 in
penetration factor β, while non-pinhole (diffusive) TDEs in-
stead possess β ≈ 1, with the rate of higher β strongly sup-
pressed. In other words, we expect the total β-distribution
distribution to be approximately
dN˙TDE
dβ
≈
{
fpinholeβ
−2 β & 1,
(1− fpinhole) β ≈ 1,
(28)
where fpinhole is the TDE rate-weighted pinhole fraction,
which we estimate to be ≈ 0.3 based on our galaxy sample.
The maximum attainable β for a given Schwarzschild SMBH
is βmax ≈ Rt/(2Rg). We find a strong correlation of the
pinhole fraction with SMBH mass, and plot this in Fig. 6.
Specifically, fpinhole rises with decreasing M•. As we shall
see, small SMBHs dominate the volumetric TDE rate, so this
result indicates that high-β events are relatively common
among TDEs. Our best fit power law is
fpinhole = 0.22
(
M•
108M
)−0.307
. (29)
Interestingly, at fixed M•, fpinhole is largest for core galaxies.
In this section we have crudely approximated pinhole
TDEs as occurring when q > 1, and diffusive TDEs as oc-
curring when q < 1; in practice, there is a large intermediate
zone with 0.1 . q . 3 where high-β TDEs can occur, but at
a rate that is somewhat suppressed relative to the logarith-
mically flat rate of Eq. (28). A formalism for more precise
calculation of N˙(β) is presented in Strubbe (2011).
4.2 SMBH Occupation Fraction
Volumetric TDE rates are obtained by combining well
known galaxy scaling relations with our best-fit power law
for N˙TDE(M•) (Eq. 27). The R-band luminosity LR func-
tion of galaxies is assumed to follow the Schechter function
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Intrinsic tidal disruption event rates for the 21 galaxies parametrized in Trujillo et al. (2004). We show event rates for the Nuker
(N˙NTDE), Sersic (N˙
S
TDE), and core-Sersic (N˙
CS
TDE) surface brightness parametrizations, as well as the most relevant structural parameters.
Galaxy Typea Reb nc Rb
d γe M•f N˙NTDE
g N˙STDE
h N˙CSTDE
i
NGC2986 ∩ 3.66 3.29 226 0.18 8.96 -5.15 -4.92 -4.91
NGC3348 ∩ 3.95 3.09 199 0.09 8.76 -5.00 -5.03 -5.00
NGC4168 ∩ 3.88 2.68 365 0.17 8.14 -5.52 -5.27 -5.36
NGC4291 ∩ 1.99 3.75 72.7 0.01 9.13 -4.76 -4.31 -4.33
NGC5557 ∩ 5.16 3.74 204 0.02 8.95 -5.11 -4.74 -4.73
NGC5903 ∩ 5.13 2.96 257 0.13 8.52 -5.35 -5.22 -5.26
NGC5982 ∩ 4.19 3.24 68.7 0.05 8.92 -4.99 -4.87 -4.82
NGC3613 ∩ 4.82 3.63 50.8 0.04 8.38 -4.83 -4.62 -4.65
NGC5077 ∩ 3.86 3.56 351 0.23 9.08 -5.03 -4.68 -4.74
NGC1426 \ 4.15 4.95 5.10 0.26 7.69 -4.58 -4.22 -3.68
NGC1700 ∩ 7.39 5.99 11.8 -0.10 8.80 - -4.27 -4.27
NGC2634 \ 2.93 4.54 8.6 0.81 7.95 -4.38 -4.33 -3.76
NGC2872 \ 4.29 4.56 11.5 1.01 9.18 -4.31 -4.37 -3.93
NGC3078 \ 3.91 4.37 9.0 0.95 8.74 -3.96 -4.46 -4.51
NGC4458 ∩ 4.09 10.1 7.8 0.16 6.76 -4.39 -2.71 -3.96
NGC4478 ∩ 1.13 3.11 19.1 -0.10 7.50 - -4.74 -4.46
NGC5017 \ 1.91 5.11 9.8 1.12 7.98 -2.89 -3.99 -3.42
NGC5576 ∩ 3.96 4.74 550 2.73 0.4 -4.47 -4.09 -4.11
NGC5796 ∧ 5.03 4.79 232 0.41 9.23 -4.87 -4.32 -4.33
NGC5831 \ 3.36 4.72 7.0 0.33 7.89 -4.63 -4.11 -4.08
NGC5845 \ 0.57 2.74 13.9 0.51 8.81 -4.71 -4.74 -4.76
a Galaxy type, with ∩, \, and ∧ denoting core, cusp, and intermediate galaxies, respectively; b half-light radius Re; c Sersic index n; d
Nuker break radius Rb;
e inner power law slope γ; f SMBH mass M• as computed from the M• − σ relation; gTDE rate, calculated using
Nuker parameterization; hTDE rate, calculated using Sersic parameterization; i TDE rate, calculated using core-Sersic parametrization.
(Schechter 1976)
φ(LR)dLR = φ?
(
LR
L?
)−1.1
exp(−LR/L?)dLR, (30)
where φ? = 4.9 × 10−3h37 Mpc−3, L? = 2.9 × 1010h−27 L,
and we take the normalized Hubble constant h7 = 1
(Brown et al. 2001). Combining the Faber-Jackson law,
σ ≈ 150 km s−1(LR/1010L)1/4, with the MM13 calibra-
tion of the M• − σ relationship (Eq. 6) allows us to rewrite
the Schechter function in terms of the SMBH mass,
φ(M•)dM• =2.56φ?focc
(
M•
108M
)−1.07
(31)
× exp
(
−0.647
(
M•
108M
)0.709)
dM•,
where focc(M•) is the occupation fraction of SMBHs.
The intrinsic TDE rates are relatively robust to uncer-
tainties in the stellar mass function and the parameteriza-
tion of galaxy surface brightness profiles (§4; Table 1). How-
ever, the SMBH occupation fraction is much less certain,
especially in low mass galaxies (e.g. Greene & Ho 2007).
In order to explore the sensitivity of the TDE rate to the
SMBH mass function, we follow Miller et al. (2014) in pa-
rameterizing the occupation fraction as
focc =

0.5 + 0.5 tanh
(
ln
(
Mbulge
Mc
)
× 2.58.9−log10(Mc/M)
)
,
Mbulge < 10
10M
1, Mbulge > 10
10M
(32)
where Mbulge is the bulge mass, which we relate to the
SMBH mass using the Mbulge − M• relation from MM13.
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Figure 7. Occupation fraction of SMBHs focc as a function of
SMBH mass M•, based on the parameterization given in equation
(32) from Miller et al. (2014) for different values of the critical
turnover mass Mc/M = 109 (gray, solid), 108.5 (brown, dashed),
108 (green, dot-dashed), 107.5 (blue, dot-dot-dashed), ∼ 0 (uni-
form occupation fraction; purple, dotted). Where appropriate, the
turnover mass is labeled.
The parameter Mc is the approximate mass below which
the occupation fraction turns over, the value of which is not
well constrained observationally but is likely to be less than
∼ 108.5M (Miller, private communication). In what follows
we consider five fiducial occupation fractions (Fig. 7), cor-
responding to Mc/M = 109 (case A), 108.5 (case B), 108
(case C), and 107.5 (case D), along with a uniform focc = 1
(case E).
With the adoption of an occupation fraction, we can
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Figure 8. Volumetric rate of TDEs n˙′TDE(lnM•) =
dn˙TDE/d lnM• per unit log SMBH mass M•, as a function of
M•. Different lines correspond to different assumptions about the
low mass cut-off in the SMBH occupation fraction focc, with line
styles and colors corresponding to Mc values in Fig. 7. The de-
crease in the TDE rate at M• & 2 × 107M occurs because low
mass stars (which dominate the total TDE rate for the assumed
Kroupa PDMF) possess small radii and hence fall into the BH
without being disrupted. We also show the volumetric rate inte-
grated over d lnM• for each of our five cases, with colors corre-
sponding to the associated curves.
now calculate the volumetric rate of TDEs, n˙TDE. First we
compute the differential volumetric rate of TDEs with re-
spect to SMBH mass,
n˙′TDE(lnM•) =
∫ Mmax?
Mmin?
N˙TDE(M•,M?)φ•(M•)χKro(M?)dM?,
(33)
which is shown in Figure 8 for the different occupation frac-
tion models. For brevity we have written n˙′TDE(lnM•) =
dn˙TDE/d lnM•. Here N˙TDE(M•,M?) is given by our power
law fit for N˙TDE (i.e. Eq. 27) if M• < MHills(M?), but is 0
otherwise. Consequently, small M stars dominate the volu-
metric TDE rate, although their smaller Hills mass enables
solar-type stars to compete for 2× 107 .M•/M . 108.
The full volumetric rate is then simply
n˙TDE =
∫
dn˙TDE
dlnM•
d lnM•. (34)
One can also define a galaxy-averaged TDE rate, 〈N˙TDE〉 =
n˙TDE/ngal, where ngal =
∫
φ•dM• = 0.015 Mpc−3 is the to-
tal spatial density of galaxies (calculated assuming a lower
limit of Mbulge = 10
7M on the bulge mass defining a
“galaxy”). The five occupation fraction distributions give
different average TDE rates, with 〈N˙TDE〉 of 2.0×10−4 yr−1
(case A), 3.7×10−4 yr−1 (case B), 6.7×10−4 yr−1 (case C),
1.2× 10−3 yr−1 (case D), and 4.6× 10−3 yr−1 (case E).
4.3 Distributions of Observables
The TDE rate can also be translated into distributions of
variables that are either directly observable, or dynami-
cally important for TDE observables. We calculate differ-
ential volumetric TDE rates with respect to a variable X,
once again denoting dn˙TDE/d lnX = n˙
′
TDE(lnX), by using
Eq. (33) and changing variables while integrating over the
Kroupa PDMF χKro(M?):
n˙′TDE(lnX) =
∫ Mmax?
Mmin?
dn˙TDE
dlnM•
χKro
d lnM•
d lnX
dM?. (35)
Figures 9 shows our results for TDE distribution with
respect to peak fallback rates M˙peak/M˙edd (Eq. 24), fallback
timescales tfall (Eq. 23), Eddington timescales tedd (Eq. 25),
and total radiated energy Erad (Eq. 26). The peak Ed-
dington ratio is very sensitive to the occupation fraction,
with the most probable value of M˙peak/M˙edd varying be-
tween ∼ 10 − 1000 as the turn-over mass decreases from
Mc = 10
8.5M to 107.5M. For all our choices of occupation
fraction except for case A (Mc = 10
9M, which is in any
case disfavored by observations of nearby galactic nuclei),
most TDEs are characterized by a phase of highly super-
Eddington accretion. This also implies that TDE emission
mechanisms that scale with absolute accretion power, in-
stead of those which are limited to the Eddington luminosity,
provide the most sensitive probe of the SMBH occupation
fraction.
The distribution of fall-back times tfall is less sensi-
tive to the occupation fraction, with typical values rang-
ing from a few weeks to a few months (except for case E,
where tfall ∼ 1 day). All models for TDE emission predict
light curves with characteristic durations & tfall. Because
the characteristic fallback time generally exceeds a couple
weeks, even for a relatively low value of Mc = 10
7.5M,
this shows that optical surveys such as ZTF or LSST, with
planned cadences of several days, should (modulo selection
criteria) be limited by flux rather than cadence in TDE dis-
covery.
The distribution of Eddington timescales tedd also de-
pends only weakly on the occupation fraction; other than
setting the overall normalization of the distribution, focc
mainly determines the steepness of the cutoff at large tedd.
The value of tedd ≈ 500 days inferred by the time at which
the beamed X-ray emission shut off following the jetted TDE
Swift J1644+57 (e.g., Zauderer et al. 2013; Tchekhovskoy
et al. 2014; Kawashima et al. 2013) appears in line with
theoretical expectations. The distribution of (Eddington-
limited) energy radiated, Erad, is more sensitive to focc, but
as discussed in §3, it is challenging to measure anything but
lower limits on this quantity.
4.4 Detection Rate of TDEs by Optical Surveys
The population of TDEs that will be selected by optical
surveys depends sensitively on which emission mechanism
dominates (§3.1; Appendix B). We calculate the detection
rate of TDEs, N˙obs, using a simple flux threshold criterion,
as is motivated by the generally long duration of TDE flares
relative to the planned cadence of upcoming surveys. Our
results are normalized to those detected by an all-sky survey
with a g-band limiting magnitude of glim = 19, in order to
represent the approximate sensitivity of the planned survey
by ZTF (e.g. Rau et al. 2009; Kulkarni 2012). Although
the 5σ limiting magnitude of PTF is formally ∼ 21, it is
hard to determine whether a detected optical transient is in
fact a TDE without high signal to noise and the ability to
resolve the light curve for several epochs away from peak.
All three TDE flares discovered by iPTF possess peak g-
band magnitudes g ≈ 19 (Arcavi et al. 2014), motivating
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Figure 9. The volumetric TDE rate, weighted by different potentially observable quantities, shown for different assumptiosn about the
SMBH occupation fraction focc, with the line styles and colors the same as in Fig. 7. Observable quantities shown include the peak
fallback rate M˙peak/M˙Edd (Eq. 24; top left); characteristic fallback time tfall (Eq. 23; top right); Eddington timescale tEdd (Eq. 25;
bottom left); total Eddington-limited radiated energy Erad (Eq. 26; bottom right).
our choice of this limit. Absolute rates can be readily scaled
to other limiting magnitudes g according to N˙obs ∝ fsky ×
3.95(g−19), where fsky is the fraction of the sky covered (e.g.,
20% for PTF). We neglect cosmological corrections to the
light curves, as well as a possible evolution in the TDE rate
with redshift, because most detected events occur at z < 1.
These assumptions are approximately correct for PTF and
ZTF, but may not be justified for the brightest emission
mechanisms, when applied to LSST.
Figure 10 shows the detected TDE distribution with
respect to SMBH mass, assuming different models for the
optical emission (and setting fsky = 1). Thermal emis-
sion from the spreading disk represents the dimmest mecha-
nismwe consider and the resulting detection rates (upper left
panel) are correspondingly low (∼ 0.1 − 3 yr−1 for an all-
sky survey). Since the emission is Eddington limited in this
scenario, the SMBH distribution measured by such a sur-
vey only depends weakly on the SMBH mass fraction, with
the total number of events ranging from 0.2 − 0.9 yr−1 as
the turn off mass of the occupation fraction decreases from
Mc = 10
8.5 to 107.5M.
The other scenarios result in more optimistic TDE
rates. Both super-Eddington outflows and off-axis jets pre-
dict a bottom-heavy SMBH mass distribution among de-
tected events. In these scenarios, the total observed TDE
rate depends sensitively on the occupation fraction. If super-
Eddington outflows (synchrotron jets) are the dominant op-
tical emission mechanism, a SMBH mass cutoff of Mc =
107.5M yields 6.6 (14) detections per year, compared to
a much smaller 0.14 (0.5) per year if Mc = 10
8.5M.
In both of these scenarios, case E (focc = 1) produces
N˙obs ∼ 1× 103 yr−1.
Contrastingly, the reprocessing layer model (§B2) is Ed-
dington limited, cutting off detections at low M• and pro-
ducing a sharp peak in Nobs(M•) near M• ∼ 107M, with
a total rate ∼ 103 yr−1 that is much less sensitive to the
low-M• occupation fraction. Although this model provides
the closest match to observed peak luminosities of TDE can-
didates, the predicted detection rates (after accounting for
PTF’s limited sky coverage) are a factor ∼ 102 higher than
what was actually found with PTF (Arcavi et al. 2014)10.
As we will discuss in the subsequent section, this overpredic-
tion could be alleviated if only a small fraction, ∼ 1− 10%,
of all TDEs possess a reprocessing layer.
10 We have conservatively set the reprocessing layer efficiency
to opt = 0.03, which is already slightly low compared to the
observed peak luminosities of some TDEs in Fig. 3.
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Figure 10. Observed rates of TDE by an all-sky optical survey of limiting magnitude g = 20 per unit log SMBH mass, shown for
different SMBH occupation fractions (colors and line styles are the same as in Fig. 7) and for different models of the TDE optical
emission mechanism (different panels). Total rates (integrated over all SMBH masses) are marked next to each line. Emission models
shown include thermal emission from the spreading disk (upper left; §B1), synchrotron radiation from off-axis jet (assumed to accompany
1 per cent of all TDEs; upper right; §B4), super-Eddington outflows (lower left; §B3), and reprocessing by an optically thick layer (lower
right; §B2). Note that the off-axis jet and super-Eddington outflows strongly differentiate between SMBH occupation models, while the
Eddington-limited models (spreading disks and reprocessing layers) do not.
5 DISCUSSION
We have seen that volumetric tidal disruption event rates
are fairly sensitive to the bottom end of the SMBH mass
function. A flux-limited TDE sample will be extremely sen-
sitivity to choice of focc if optical emission is not Eddington-
limited, a point raised in Strubbe & Quataert (2009) and
quantified for samples of X-ray selected TDE jets in De
Colle et al. (2012). However, the Eddington-limited emis-
sion mechanisms we consider give detection rates N˙obs that
are highly insensitive to focc. The current sample of TDEs
is inhomogeneous and suffers from many selection effects,
but is still informative because of the enormous variance
in both
∫
N˙TDE(M•)dM• and in N˙TDE(M•) with respect
to focc(M•) and choice of optical emission mechanism (Fig.
10).
5.1 Rate Tension
We have calculated a per-galaxy TDE rate of 〈N˙TDE〉 ∼
few× 10−4 yr−1 gal−1, which exceeds the best observation-
ally inferred values by at least an order of magnitude. This
disagreement is with respect to the flare rate of ∼ 10−5 yr−1
inferred by both X-ray (Donley et al. 2002) and optical/UV
(Gezari et al. 2009) surveys11. Although many of these rate
estimates are troubled by selection effects, the TDE rates in-
ferred from the flux-limited sample of van Velzen & Farrar
(2014) also fall an order of magnitude below our lowest esti-
mates. This discrepancy is also apparent from comparing our
direct estimate of the optical flare detection rate (Fig. 10)
to the optically-selected TDE sample. For instance, for the
reprocessing emission model tuned to best reproduce the ob-
served light curves, our estimated detection rate of ∼ 100
per year for PTF (fsky = 0.2) greatly exceeds the three ac-
cumulated TDE flare candidates reported by PTF over its
three year survey (Arcavi et al. 2014).
In this paper we have relaxed and updated a number
of assumptions used in past theoretical rate calculations
(Magorrian & Tremaine 1999; Wang & Merritt 2004) in an
attempt to alleviate this rate discrepancy, but in general this
has had little effect, and if anything may have only height-
ened the tension between theory and observation. Our rate
11 Although we do note that one analysis of X-ray TDEs in-
ferred a rate more consistent with our calculations, of 2.3 ×
10−4 yr−1 gal−1 (Esquej et al. 2008).
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calculations employ a significantly larger galaxy sample than
in the past12 and we have incorporated updated galaxy scal-
ing relations, but neither of these changes has a significant
effect on the volumetric TDE rate. Theoretically calculated
TDE rates are, furthermore, relatively unchanged by the
use of alternate (non-Nuker) parametrizations for galactic
surface brightness profiles, or by including a realistic stel-
lar mass function. We emphasize that the theoretical TDE
rates calculated in this paper are in most ways conserva-
tive floors on the true TDE rate, as they neglect alternative
relaxational mechanisms, the non-conservation of angular
momentum in aspherical potentials, and the potentially en-
hanced rates of angular momentum diffusion due to stellar-
mass mass black holes (§2.3). The robustness of the tension
between predicted and observed TDE rates motivates alter-
nate ways to bring these two into alignment.
Perhaps most conservatively, the observed flare rate
could be reduced by environmental or selection effects.
Galactic nuclei can suffer from significant dust obscuration,
which would reduce the optical flux and the corresponding
detection rate. Significant dust extinction was inferred for
the jetted TDE Swift J1644+57 (Bloom et al. 2011), but
the SEDs of the other, thermal TDE flares show little to
no evidence of reddening (Cenko, private communication).
Dust extinction cannot account for the similar rate tension
present in the X-ray selected sample (Donley et al. 2002),
although photoelectric absorption by large columns of neu-
tral gas could in principle play a similar role. TDE searches
must also take care to distinguish actual TDE flares from
impostor transients with much higher intrinsic event rates;
in particular, AGN variability and nuclear supernovae must
be excluded from TDE searches through careful cuts on the
candidate sample. For example, the completed PTF sur-
vey was strongly biased against TDE detection due to fre-
quent rejection of transients in galactic nuclei (Arcavi, pri-
vate communication). Cuts such as these, and other factors
related to choice of events for followup, make it clear that
our “detectable rates” predicted in Fig. 10 represent up-
per limits on the TDEs detectable by optical time domain
surveys. Although the large future TDE samples of optical
transient surveys will resolve many of the questions raised in
this section, for now it is likely more useful to compare our
volumetric (n˙TDE) or per-galaxy (〈N˙TDE〉) rates to smaller,
flux-limited samples (van Velzen & Farrar 2014).
If observational selection effects can be reduced in
the future and this rate tension still persists, potentially
more interesting explanations could exist on the theoretical
side. While almost all of our assumptions were conservative
(spherical symmetry, two-body relaxation, absence of stellar
mass black holes), our assumption of isotropic stellar veloci-
ties was not necessarily so. Two-body relaxation calculations
assuming isotropic velocities will overestimate the physical
TDE rate in a galaxy if the true velocity distribution is sig-
nificantly anisotropic in a tangentially biased way. This is
because the longer angular momentum relaxation times of
tangential orbits make them less promising sources for tidal
disruption. Conversely, a radial bias in stellar orbits would
12 Our sample N = 144 is significantly larger than the N = 29
galaxy sample of Magorrian & Tremaine (1999), or the N = 41
galaxy sample used in Wang & Merritt (2004).
increase TDE rates even further. From both observational
and theoretical perspectives, it is unclear whether galactic
nuclei are sufficiently anisotropic (and overwhelmingly in the
tangential direction) as to reduce TDE rates by an order of
magnitude.
Recent N-body simulations have indicated that the
presence of a loss cone will bias orbits towards tangential
anisotropy near the SMBH, although this bias is minor at
rcrit and a radial bias appears at larger radii (Zhong et al.
2014, Figs. 9, 15). If steady state loss cone dynamics are in-
deed insufficient to provide the required tangential bias, it
could arise from more exotic dynamical processes. For ex-
ample, the presence of a SMBH binary (and its “effective
loss cone”) will strongly deplete radial orbits in a galactic
nucleus, and the anisotropic scar left by such a binary on
stellar orbits can persist (and reduce TDE rates) for Gyr
(Merritt & Wang 2005). However, an extrapolation of the
fitted curve in Merritt & Wang (2005), Fig. 4, would indi-
cate that the TDE rate reduction persists for t . 109 yr
in the small galaxies that dominate n˙TDE; binary-induced
anisotropy would therefore be most effective at reducing
n˙TDE if SMBH binaries often fail to solve the final parsec
problem.
A rate discrepancy could also result from current uncer-
tainties in the physical processes that power the observed
optical emission from TDEs, in particular given that the
effective temperatures ∼ 104 K of the current sample of
optical/UV flares are much lower than those predicted by
simple theoretical models for the accretion disk (e.g., Ap-
pendix B1). For example, if only 10% of TDEs possess a
reprocessing layer that greatly enhances their optical lumi-
nosities relative to the majority of “unshielded” events, then
current flare samples could be dominated by this minority of
high luminosity events. Observational inferences of the true
event rate would then underestimate it by a factor ∼ 10. Al-
though the development of a physically-motivated model for
a reprocessing layer is beyond the scope of this work, such
a layer might naturally be limited to a minority of TDEs if
it requires a high value of the penetration parameter β. For
instance, we estimate that ∼ 10% of all TDEs should occur
with β & 3 (Fig. 6). TDE debris circularization is not yet
well understood, but of the two existing models for this pro-
cess, both relativistic precession (Hayasaki et al. 2013) and
hydrodynamic compression at pericenter (Guillochon et al.
2014) depend sensitively on β. This scenario is investigated
in greater detail in the following subsection.
5.2 Non-Fiducial Scenarios Limiting Flare
Production
Rates of detectable TDEs could also be reduced if TDEs
from the diffusive regime of relaxation are unable to pro-
duce bright flares, instead only shedding small amounts of
mass each pericenter passage as they drift towards lower an-
gular momentum orbits. A more detailed analysis of angular
momentum diffusion suggests that the number of pericenter
passages between the onset of partial disruptions and a fi-
nal, full TDE is ∼few for q & 0.3 (Strubbe 2011, Figs. 4.1,
4.2). If we repeat our analysis and only count TDEs from the
q > 0.3 regime as observable, the mean TDE rate in our sam-
ple is reduced to 55% of its fiducial value: not enough to ex-
plain the rate tension between theory and observation. The
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Figure 11. The same as Fig. 8 (volumetric rate of TDEs, as a
function of M•), but in a non-fiducial model where luminous flares
are only generated by disruptions with relativistic (Rp < 12Rg)
pericenters, as is motivated by Shiokawa et al. (2015); Hayasaki
et al. (2015). Line styles are the same as in previous figures, and
the colored numbers correspond to integrated volumetric TDE
rates in each scenario for focc. The two more conservative scenar-
ios do not see large decreases in their integrated TDE rates, but
the other three do.
differences between pinhole and diffusive TDEs may even
worsen the rate discrepancy. In many observed optically-
bright TDEs, the energy release appears to be a small frac-
tion of 0.1Mc2, consistent with a partial disruption (Fig. 2,
see also Campana et al. 2015). If partial disruptions power a
fraction of the existing TDE sample, then disruptions from
the diffusive regime may generate many visible flares per
star, exacerbating the rate discrepancy.
A more extreme version of the above non-fiducial sce-
nario is to postulate that luminous flares can only be gener-
ated assuming rapid circularization of debris streams13, as-
suming that this circularization efficiency depends strongly
on Rp/Rg. The question of debris circularization in TDEs is
very much an open one, as the dynamic range of the prob-
lem is too extensive to have been simulated from first prin-
ciples in realistic TDEs. Existing circularization simulations
cheat by using one of two different non-physical limits to
reduce the spatial range covered by debris streams: either
(1) tidal disruption of stars on parabolic orbits by IMBHs
(Guillochon et al. 2014; Shiokawa et al. 2015), or (2) tidal
disruption of stars on eccentric orbits by SMBHs (Hayasaki
et al. 2013, 2015; Bonnerot et al. 2015). Of the subset of
these simulations that incorporate relativistic precession, ef-
ficient circularization is seen in most of the simulations of
Hayasaki et al. (2015); Bonnerot et al. (2015) but not in Sh-
iokawa et al. (2015). The key difference is the location of the
self-intersection point Rsi where streams collide to dissipate
kinetic energy in shocks (Guillochon & Ramirez-Ruiz 2015;
Dai et al. 2015; Stone et al. 2015); if Rsi  Rp, it will take
many self-intersections to thermalize a large fraction of the
excess specific energy, ≈ GM•/(2Rp).
The simulations of Shiokawa et al. (2015), which see
quite inefficient circularization, have Rsi ≈ 1000Rg, while
efficient circularization is seen in all of the Hayasaki et al.
13 We are grateful to the anonymous referee for suggesting this
to us.
(2015) simulations with an adiabatic gas equation of state
and Rsi . 250Rg. This self-intersection radius corresponds
to Rp ≈ 12.5Rg. The circularization efficiency of Models 1-2
in Hayasaki et al. (2015) is more ambiguous (these models
have Rsi ≈ 420, 890Rg), so we neglect them in this discus-
sion.
As a conservative implementation of this idea, we pos-
tulate that luminous flares are not produced unless Rp <
12Rg, and repeat our fiducial calculations under this as-
sumption. This results in all diffusive-regime TDEs being
discarded when M• . 107M, and a fraction of pinhole-
regime TDEs as well. We show the resultant volumetric
TDE rates in Fig. 11. The overall rate tension is not re-
moved by this (rather conservative) assumption: the per-
galaxy TDE rates in cases A, B, C, D, and E are re-
duced to 1.6× 10−4 yr−1, 2.5× 10−4 yr−1, 3.4× 10−4 yr−1,
4.3× 10−4 yr−1, and 5.8× 10−4 yr−1, respectively14. How-
ever, the distribution of M• in a volume-complete TDE sam-
ple is shifted away from the smallest SMBHs, and is spread
more evenly across black hole mass. We note that the rel-
atively low energy releases seen in optically-selected TDE
flares suggest that observed flares can be accomodated by
the accretion of only a small fraction of the bound mass
(Piran et al. 2015), which is why we retain our earlier cal-
culations as fiducial.
Finally, we note two important caveats to the above dis-
cussion. The first is the role of SMBH spin in the circular-
ization process. Rapid and misaligned SMBH spin induces
nodal precession in tidal debris streams that winds them
into different orbital planes and can retard circularization.
In the simulations of Hayasaki et al. (2015), no delay occurs
in the adiabatic equation of state limit that is likely rele-
vant for most TDEs15; this is because heating of the debris
streams increases their thickness to a size greater than the
spin-induced “gap” at the nominal self-intersection point.
On the other hand, the semi-analytic model of Guillochon
& Ramirez-Ruiz (2015) finds a larger role for spin-induced
circularization delays, primarily due to the different analytic
model employed for stream thickness. The second caveat is
the role of magnetohydrodynamic stresses in debris circu-
larization. These forces have not been included in any cir-
cularization simulation to date, and were initially suggested
as an extra source of dissipation to aid the circularization
process (Guillochon et al. 2014), but more recent work in-
dicates that they may also be able to hinder circularization
by mediating angular momentum transport (Svirski et al.
2015). Ultimately, the complex dynamics of TDE circular-
ization and emission mechanisms are beyond the scope of
this work, but Fig. 11 provides a preliminary examination
of how rates would change if highly relativistic pericenters
are required to circularize debris and produce a flare.
14 These revised rates are 81%, 67%, 50%, 35%, and 13%, respec-
tively, of their fiducial values.
15 Delays do occur for high values of SMBH spin when the
gas follows a polytropic equation of state (corresponding to effi-
cient cooling), but order of magnitude photon diffusion timescale
considerations suggest that the adiabatic limit is more physical
(Hayasaki et al. 2015).
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5.3 Black Hole Mass Distribution
Once observational selection effects are mitigated, and our
understanding of the physics of TDE emission improved,
the demographics of TDE flares may prove to be a power-
ful probe of the occupation fraction of SMBHs in low mass
galaxies. Alternatively, given prior observational constraints
on the SMBH occupation fraction, distribution of TDE flares
with SMBH mass M• could inform our knowledge of what
physical processes produce TDE emission.
Figure 12 shows the M• distribution of the current TDE
sample, calculated using 8 X-ray and γ-ray selected tidal
disruption flares, and 11 flares found in the optical or UV
(see caption). This sample is composed of all strong TDE
candidates with available SMBH masses based on observed
properties of the host galaxy (e.g. Mbulge, σ) in combina-
tion with known scaling relations. SMBH mass estimates
based on theoretical fits to the observed light curves are
not included, given the many uncertainties in the emission
process. The small and inhomogeneous sample used to cre-
ate Figure 12 is likely hampered by selection effects, thus
warranting caution in its interpretation. Nevertheless, given
the huge range of predictions shown in Figure 10, even our
preliminary version of this plot has significant utility for
constraining uncertainties in the SMBH occupation fraction
focc(M•), and in the nature of TDE optical emission.
The bias towards moderately massive SMBHs visible in
Figure 12 is incompatible with super-Eddington outflows or
blastwaves from decelerating jets, even in our case A sce-
nario where the SMBH occupation fraction cuts off at very
high values M• ≈ 106.5M. This suggests that Fig. 12 can
be interpreted as evidence that an Eddington-limited opti-
cal emission mechanism dominates the current TDE flare
sample: a highly nontrivial conclusion given the enormously
super-Eddington typical values of M˙peak (Fig. 9) and re-
cent numerical results on the viability of super-Eddington
luminosities (Sadowski et al. 2014; Jiang et al. 2014). Alter-
natively, this could be seen as evidence for the non-fiducial
model proposed in the prior subsection, where visible flares
are only produced in events with quite relativistic pericen-
ters (Rp . 12Rg).
A selection effect that could influence this interpretation
is the possible existence of systematic biases against detect-
ing TDE flares in particularly low mass galaxies, for instance
if such host galaxies were too dim to detect, or if the angular
resolution of the telescope was insufficient to constrain the
location of the TDE to the center of the galaxy. However,
the recent discovery of a potential TDE in an intermedi-
ate mass galaxy (Donato et al. 2014; Maksym et al. 2013)
shows that TDEs can in fact be associated with low mass
hosts in practice. Future observational efforts will hopefully
improve upon our Fig. 12 by expanding the observational
sample and by combining data from different surveys in a
more self-consistent way.
5.4 E+A galaxies
Arcavi et al. (2014) point out that all three PTF candidate
TDEs in their sample occur in E+A galaxies (Dressler &
Gunn 1983), which are known to be post-starburst galaxies
produced by the relatively recent (. 1 Gyr) major merger of
two galaxies (Yang et al. 2008; Snyder et al. 2011). Because
E+A galaxies represent only a fraction ∼ 10−3 of those in
the low redshift Universe (Goto 2007; Snyder et al. 2011),
if the TDE rate in E+A galaxies was the same as that in
normal galaxies, then the odds of seeing ≈ 3/19 of all TDEs
in E+As would be only ∼ 10−2.
This apparent coincidence led Arcavi et al. (2014) to
suggest that the apparent rate enhancement was due to
a recent SMBH merger, which can increase the TDE rate
by producing a SMBH binary. The SMBHs are brought to-
gether by dynamical friction, which can happen in less than
a Hubble time so long as their mass ratio q . 10, as is favored
for E+A progenitor mergers. After the binary forms, it will
quickly harden through three-body interactions that eject
nearby stars. Eventually, depletion of the stellar population
stalls the binary hardening at ∼ pc scales, giving rise to
the well-known “final parsec problem,” but before this there
is a phase where TDE rates are enhanced by many orders
of magnitude, up to N˙TDE ∼ 0.1 yr−1 (Ivanov et al. 2005;
Chen et al. 2009, 2011). However, these rate enhancements
are predicted to be short lived, lasting only ∼ 105 − 106
years, so that the fraction of all TDEs coming from harden-
ing SMBH binaries is ∼ 3% (Wegg & Bode 2011b).
If we optimistically conjecture that E+A galaxies are
the hosts of all hardening SMBH binaries, then the ∼ 10%
of TDEs associated with E+As is not too different from
theoretical predictions. However, this conjecture is diffi-
cult to reconcile with the finding of Chen et al. (2011)
that the greatest enhancements to TDE rates come from
10 . q . 100. Such mass ratios are disfavored as the ori-
gins of E+As, and furthermore will have difficulty forming
binaries within 1 Gyr due to their long dynamical friction
timescales (Taffoni et al. 2003).
We propose an alternative hypothesis: that the post-
starburst nature of E+As implies these galaxies have anoma-
lously large central stellar densities and are able to produce
huge TDE rates (N˙TDE ∼ 10−2 yr−1 would be required to
match the observed prevalence of E+As in the TDE sample)
through enhanced two-body relaxation. The younger stellar
population may also assist in increasing the E+A TDE rates,
but only by a factor ≈ 2 for ages ∼ 100 Myr (§2.3). Since
per-galaxy TDE rates go roughly as N˙TDE ∝ ρ(rcrit)2, the
stellar populations in E+A galaxies (within r . rcrit) would
need to be roughly an order of magnitude denser than those
in normal galaxies. Because rcrit ∼ rinfl, this does not put
unreasonable mass requirements on star formation during
the starburst that preceded the birth of the E+A, but it
does require a significant amount of star formation to be
concentrated within the critical radius. Whether this is re-
alized in practice is unclear.
6 CONCLUSIONS
We have calculated the rates of stellar tidal disruption events
due to two-body relaxation in galactic nuclei, and explored
the implications for current and future optical TDE flare
samples. Motivated by the substantial tension between the-
oretical (high) and observed (low) TDE rates, we have re-
laxed, updated, or improved upon several assumptions that
go into theoretical rate calculations; however, the novel com-
ponents of our paper have either maintained or heightened
the discrepancy between theory and observation. We stress
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Figure 12. The SMBH mass M• distribution of observed TDE flares, including 11 optical/UV-selected events (blue dashed), 8 X-ray
selected events (purple dotted), or the full sample (black solid). Estimates of the SMBH mass Mest• for each flare are determined using
galaxy scaling relations. M• − σ is used when σ is available, but other correlations between bulge luminosity and SMBH mass are
used otherwise. Measurement errors are combined in quadrature with the intrinsic scatter of the galaxy scaling relations to produce
error bars for each Mest• ; each individual TDE is modeled as a Gaussian probability density function P (log10 M•) = exp(−(log10 M• −
log10 M
est• )2/(2s2))/(s
√
2pi), where the standard deviation is approximated as s = log10M
up
• − log10 M low• . The X-ray/γ-ray sample
consists of NGC5905 (Bade et al. 1996), RXJ1420 (Greiner et al. 2000), SDSS J1323 (Esquej et al. 2007), SDSS J1311 (Maksym
et al. 2010), Swift J1644 (Bloom et al. 2011), SDSS J1201 (Saxton et al. 2012), WINGS J1348 (Maksym et al. 2013), and GRB060218
(Shcherbakov et al. 2013). The optical/UV sample consists of D1-9, D3-13 (Gezari et al. 2006, 2008), D23H-1 (Gezari et al. 2009), VV-1,
VV-2 (van Velzen et al. 2011), PS1-10jh (Gezari et al. 2012), PS1-11af (Chornock et al. 2014), ASASSN-14ae (Holoien et al. 2014), and
PTF09ge, PTF09axc, PTF09djl (Arcavi et al. 2014).
that our neglect of alternate relaxational mechanisms, our
assumption of spherical symmetry, the neglect of nuclear
star clusters in Lauer et al. (2007), and our remnant-free
stellar mass function have set a conservative floor on the true
TDE rate in our sample of galaxies. Of all our assumptions,
the only one which may cause an overestimate of TDE rates
in individual galaxies is that of velocity isotropy; strongly
anisotropic velocities could either increase or decrease the
true TDE rate. Our major results are summarized as fol-
lows.
• The Nuker surface brightness profile IN(R) is a robust
choice of parametrization for use in TDE rate calculations.
Adopting the alternate core-Sersic parametrization produces
little change in per galaxy TDE rates N˙TDE. Use of the
Sersic parametrization will modestly decrease TDE rates,
but this surface brightness profile was not designed to fit
the innermost regions of galactic nuclei.
• Adoption of a realistic stellar PDMF will modestly in-
crease N˙TDE relative to a calculation where all stars are
taken to have mass M? = M. Our fiducial choice of the
Kroupa IMF increases the total TDE rate by a factor ≈ 1.5.
Incorporating stellar remnants into the PDMF can produce
a significantly greater increase in N˙TDE, but this may be pre-
vented by mass segregation of stellar mass black holes in the
small cusp galaxies that dominate the volumetric TDE rate.
In systems where mass segregation does not occur, TDE
rates will inversely correlate with nuclear metallicity.
• A significant fraction (∼ 30%) of TDEs come from the
“pinhole” regime of relaxation, and can access large values
of the penetration parameter β. In this regime, roughly half
of TDEs are partial disruptions.
• The volumetric rate of tidal disruption events is sen-
sitive to the uncertain occupation fraction of low-mass
SMBHs, and a volume-complete sample will share that sensi-
tivity. However, if optical emission from TDEs is Eddington-
limited, then flux-limited TDE samples will be insensitive
to focc(M•). Flux-limited samples of TDEs found through
super-Eddington emission mechanisms will be extremely
sensitive to focc(M•). Sensitivity to focc will also be reduced
if, speculatively, luminous flares require rapid circulariza-
tion, and rapid circularization requires relativistic pericen-
ters (Rp . 12Rg).
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• The current sample of observed TDEs is small and inho-
mogeneous, but nonetheless suggests that super-Eddington
mechanisms do not dominate the optical emission of most
TDEs. Of the Eddington-limited emission mechanisms we
consider here, the direct emission from viscously spreading
TDE disks is too faint to produce observed tidal disruption
flares. Along with other lines of evidence, this suggests that
some sort of reprocessing layer downgrades hard bolometric
emission from the inner disk to softer wavelengths, but the
nature of this reprocessing layer is as of yet unclear.
• An even stronger rate tension between optically-
selected TDE samples and our predictions for the size of
these samples suggests that reprocessing layers may exist for
only a small fraction of TDEs. The only remaining theoreti-
cal avenues for reducing the discrepancy between theoretical
and observed TDE rates appear to be this hypothesis (strong
bimodality in optical emission mechanisms), or alternatively
strong and predominantly tangential velocity anisotropies in
galactic nuclei.
More technical results of interest can be found in our
appendices; in particular, we have derived for the first time
the light curves and peak luminosities of viscously spreading
TDE disks, have corrected past models of super-Eddington
outflows in light of new models for ∆, and have also found
new closed-form analytic expressions for µ¯() and F() in
regions close to a SMBH.
In closing, we note that the reliability of our results is
limited by two extrapolations we are required to make. The
first concerns the critical radius rcrit from which most TDEs
are sourced: while this is marginally resolved or better for
galaxies with M• & 107M in the Lauer et al. (2007) sam-
ple, it is unresolved in smaller galaxies which have an outsize
effect on the TDE rate. If small galaxies preferentially turn
over to shallow density profiles at small radii ∼ rinfl (in a
way that large galaxies do not), our results may overestimate
the true TDE rates. We reiterate, however, that the opposite
is more likely true: the Nuker fits we employ explicitly ig-
nore excess inner light characteristic of nuclear star clusters,
which are common in small galaxies. Our second extrapola-
tion is that our power law TDE rate fit, Eq. (27), extends
from the smallest galaxies in our sample (M• ∼ 106M)
down to even lower masses, where the galaxy scaling rela-
tions we employ (e.g. M•−σ) are untested16. Our two most
conservative choices of occupation fraction focc do not sig-
nificantly extrapolate in this way and should be regarded as
more reliable than our three more liberal focc scenarios.
Overall, TDEs offer a unique and promising probe of the
bottom end of the SMBH mass function. At present we are
limited by both the small size of today’s TDE sample and
our limited understanding of optical emission mechanisms in
these events. Amelioration of these problems offers impor-
tant avenues for future observational and theoretical work,
respectively, and improvements in both will allow us to fully
realize the scientific potential of these dramatic events.
16 We note here that in calibrating Eq. (27), we explicitly ex-
cluded two very small galaxies due to concerns about our ability
to estimate their SMBH masses.
ACKNOWLEDGMENTS
We thank Chris Belczynski for providing tabulated data
to map between ZAMS stellar masses and final compact
remnant masses, and Tod Lauer for assistance in interpret-
ing the Nuker data sets. We thank Iair Arcavi and Suvi
Gezari for providing useful data on the peak luminosities
of observed TDEs. We thank Brad Cenko, Jacqueline van
Gorkum, Morgan MacLeod, Jeremiah Ostriker, Greg Sny-
der, Linda Strubbe, and Sjoert van Velzen for helpful con-
versations. Finally, we also thank the anonymous referee
for many useful suggestions. BDM gratefully acknowledges
support from the NSF grant AST-1410950 and the Alfred
P. Sloan Foundation. This work was supported in part by
the National Science Foundation under Grant No. PHYS-
1066293 and the hospitality of the Aspen Center for Physics.
REFERENCES
Abramowicz M. A., Czerny B., Lasota J. P., Szuszkiewicz
E., 1988, ApJ, 332, 646
Alexander T., 2012, in European Physical Journal Web of
Conferences Vol. 39 of European Physical Journal Web of
Conferences, Stellar dynamics and tidal disruption events
in galactic nuclei. p. 5001
Arcavi I., et al., 2014, ApJ, 793, 38
Bade N., Komossa S., Dahlem M., 1996, A&A, 309, L35
Bartko H. e. a., 2010, ApJ, 708, 834
Baumgardt H., Makino J., Ebisuzaki T., 2004, ApJ, 613,
1143
Belczynski K., Bulik T., Fryer C. L., Ruiter A., Valsecchi
F., Vink J. S., Hurley J. R., 2010, ApJ, 714, 1217
Berger E., Zauderer A., Pooley G. G., Soderberg A. M.,
Sari R., Brunthaler A., Bietenholz M. F., 2012, ApJ, 748,
36
Blandford R. D., Begelman M. C., 1999, MNRAS, 303, L1
Bloom J. S., Giannios D., Metzger B. D., Cenko S. B.,
Perley D. A., Butler N. R., Tanvir N. R., Levan A. J.,
O’Brien P. T. e. a., 2011, Science, 333, 203
Bonnerot C., Rossi E. M., Lodato G., Price D. J., 2015,
ArXiv e-prints
Bower G. C., Metzger B. D., Cenko S. B., Silverman J. M.,
Bloom J. S., 2013, ApJ, 763, 84
Brockamp M., Baumgardt H., Kroupa P., 2011, MNRAS,
418, 1308
Brown W. R., Geller M. J., Fabricant D. G., Kurtz M. J.,
2001, AJ, 122, 714
Burrows D. N., Kennea J. A., Ghisellini G., Mangano
V., Zhang B., Page K. L., Eracleous M., Romano P.,
Sakamoto T., Falcone A. D., Osborne J. P., Campana S.,
Beardmore A. P. e. a., 2011, Nature, 476, 421
Campana S., Mainetti D., Colpi M., Lodato G., D’Avanzo
P., Evans P. A., Moretti A., 2015, ArXiv e-prints
Cannizzo J. K., Lee H. M., Goodman J., 1990, ApJ, 351,
38
Cenko S. B., et al., 2012a, MNRAS, 420, 2684
Cenko S. B., et al., 2012b, ApJ, 753, 77
Chen X., Madau P., Sesana A., Liu F. K., 2009, ApJL, 697,
L149
Chen X., Sesana A., Madau P., Liu F. K., 2011, ApJ, 729,
13
c© 0000 RAS, MNRAS 000, 000–000
Empirical Rates of Stellar Tidal Disruption 19
Chornock R., et al., 2014, ApJ, 780, 44
Cohn H., Kulsrud R. M., 1978, ApJ, 226, 1087
Coughlin E. R., Begelman M. C., 2014, ApJ, 781, 82
Dai L., McKinney J. C., Miller M. C., 2015, ArXiv e-prints
De Colle F., Guillochon J., Naiman J., Ramirez-Ruiz E.,
2012, ApJ, 760, 103
Donato D., Cenko S. B., Covino S., Troja E., Pursimo T.,
Cheung C. C., Fox O., Kutyrev A., Campana S., Fugazza
D., Landt H., Butler N. R., 2014, ApJ, 781, 59
Donley J. L., Brandt W. N., Eracleous M., Boller T., 2002,
AJ, 124, 1308
Dressler A., Gunn J. E., 1983, ApJ, 270, 7
Esquej P., Saxton R. D., Freyberg M. J., Read A. M., Al-
tieri B., Sanchez-Portal M., Hasinger G., 2007, A&A, 462,
L49
Esquej P., Saxton R. D., Komossa S., Read A. M., Frey-
berg M. J., Hasinger G., Garc´ıa-Herna´ndez D. A., Lu H.,
Rodriguez Zaur´ın J., Sa´nchez-Portal M., Zhou H., 2008,
A&A, 489, 543
Evans C. R., Kochanek C. S., 1989, ApJL, 346, L13
Frank J., Rees M. J., 1976, MNRAS, 176, 633
Gezari S., 2013, Brazilian Journal of Physics, 43, 351
Gezari S., Basa S., Martin D. C., Bazin G., Forster K.,
Milliard B., Halpern J. P., Friedman P. G., Morrissey P.,
Neff S. G., Schiminovich D., Seibert M., Small T., Wyder
T. K., 2008, ApJ, 676, 944
Gezari S., et al., 2012, Nature, 485, 217
Gezari S., Heckman T., Cenko S. B., Eracleous M., Forster
K., Gonc¸alves T. S., Martin D. C., Morrissey P., Neff
S. G., Seibert M., Schiminovich D., Wyder T. K., 2009,
ApJ, 698, 1367
Gezari S., Martin D. C., Milliard B., Basa S., Halpern
J. P., Forster K., Friedman P. G., Morrissey P., Neff S. G.,
Schiminovich D., Seibert M., Small T., Wyder T. K., 2006,
ApJL, 653, L25
Goto T., 2007, MNRAS, 381, 187
Graham A. W., Erwin P., Trujillo I., Asensio Ramos A.,
2003, AJ, 125, 2951
Graham A. W., Scott N., 2013, ApJ, 764, 151
Greene J. E., Ho L. C., 2007, ApJ, 667, 131
Greiner J., Schwarz R., Zharikov S., Orio M., 2000, A&A,
362, L25
Guillochon J., Manukian H., Ramirez-Ruiz E., 2014, ApJ,
783, 23
Guillochon J., Ramirez-Ruiz E., 2013, ApJ, 767, 25
Guillochon J., Ramirez-Ruiz E., 2015, ApJ, 809, 166
Hayasaki K., Stone N., Loeb A., 2013, MNRAS, 434, 909
Hayasaki K., Stone N. C., Loeb A., 2015, ArXiv e-prints
Hills J. G., 1975, Nature, 254, 295
Holoien T. W.-S., Prieto J. L., Bersier D., Kochanek C. S.,
Stanek K. Z., Shappee B. J., Grupe D., Basu U., Beacom
J. F., Brimacombe J., Brown J. S., Davis A. B., Jencson
J., Pojmanski G., Szczygiel D. M., 2014, ArXiv e-prints
Hopman C., Alexander T., 2006, ApJ, 645, 1152
Ivanov P. B., Polnarev A. G., Saha P., 2005, MNRAS, 358,
1361
Jiang Y.-F., Stone J. M., Davis S. W., 2014, ArXiv e-prints
Kaiser N., et al., 2002, in Tyson J. A., Wolff S., eds, Sur-
vey and Other Telescope Technologies and Discoveries
Vol. 4836 of Society of Photo-Optical Instrumentation En-
gineers (SPIE) Conference Series, Pan-STARRS: A Large
Synoptic Survey Telescope Array. pp 154–164
Kasen D., Ramirez-Ruiz E., 2010, ApJ, 714, 155
Kawashima T., Ohsuga K., Usui R., Kawai N., Negoro H.,
Matsumoto R., 2013, PASJ, 65, L8
Kesden M., 2012a, Phys. Rev. D. , 86, 064026
Kesden M., 2012b, Phys. Rev. D. , 85, 024037
Khabibullin I., Sazonov S., Sunyaev R., 2014, MNRAS,
437, 327
Komossa S., Greiner J., 1999, A&A, 349, L45
Kulkarni S. R., 2012, ArXiv e-prints
Lauer T. R., Ajhar E. A., Byun Y.-I., Dressler A., Faber
S. M., Grillmair C., Kormendy J., Richstone D., Tremaine
S., 1995, AJ, 110, 2622
Lauer T. R., Faber S. M., Richstone D., Gebhardt K.,
Tremaine S., Postman M., Dressler A., Aller M. C., Filip-
penko A. V., Green R., Ho L. C., Kormendy J., Magorrian
J., Pinkney J., 2007, ApJ, 662, 808
Lauer T. R., Gebhardt K., Faber S. M., Richstone D.,
Tremaine S., Kormendy J., Aller M. C., Bender R.,
Dressler A., Filippenko A. V., Green R., Ho L. C., 2007,
ApJ, 664, 226
Lei W.-H., Zhang B., Gao H., 2013, ApJ, 762, 98
Levan A. J., et al., 2011, Science, 333, 199
Lightman A. P., Eardley D. M., 1974, ApJL, 187, L1
Lightman A. P., Shapiro S. L., 1977, ApJ, 211, 244
Lodato G., King A. R., Pringle J. E., 2009, MNRAS, 392,
332
Lodato G., Rossi E. M., 2011, MNRAS, 410, 359
Loeb A., Ulmer A., 1997, ApJ, 489, 573
MacLeod M., Guillochon J., Ramirez-Ruiz E., 2012, ApJ,
757, 134
Madigan A.-M., Hopman C., Levin Y., 2011, ApJ, 738, 99
Magorrian J., Tremaine S., 1999, MNRAS, 309, 447
Magorrian J., Tremaine S., Richstone D., Bender R., Bower
G., Dressler A., Faber S. M., Gebhardt K., Green R., Grill-
mair C., Kormendy J., Lauer T., 1998, AJ, 115, 2285
Maksym W. P., Ulmer M. P., Eracleous M., 2010, ApJ,
722, 1035
Maksym W. P., Ulmer M. P., Eracleous M. C., Guennou
L., Ho L. C., 2013, MNRAS, 435, 1904
McConnell N. J., Ma C.-P., 2013, ApJ, 764, 184
Merloni A., et al., 2012, ArXiv e-prints
Merritt D., Ferrarese L., 2001, ApJ, 547, 140
Merritt D., Poon M. Y., 2004, ApJ, 606, 788
Merritt D., Wang J., 2005, ApJL, 621, L101
Metzger B. D., Giannios D., Mimica P., 2012, MNRAS,
p. 2207
Metzger B. D., Rafikov R. R., Bochkarev K. V., 2012, MN-
RAS, 423, 505
Miller B. P., Gallo E., Greene J. E., Kelly B. C., Treu T.,
Woo J.-H., Baldassare V., 2014, ArXiv e-prints
Nakar E., Piran T., 2011, Nature, 478, 82
Ohsuga K., Mori M., Nakamoto T., Mineshige S., 2005,
ApJ, 628, 368
Perets H. B., Hopman C., Alexander T., 2007, ApJ, 656,
709
Piran T., Svirski G., Krolik J., Cheng R. M., Shiokawa H.,
2015, ApJ, 806, 164
Rau A., et al., 2009, PASP, 121, 1334
Rauch K. P., Ingalls B., 1998, MNRAS, 299, 1231
Rauch K. P., Tremaine S., 1996, New Astronomy, 1, 149
Rees M. J., 1988, Nature, 333, 523
c© 0000 RAS, MNRAS 000, 000–000
20 Stone & Metzger
Rosswog S., Ramirez-Ruiz E., Hix W. R., 2009, ApJ, 695,
404
Sadowski A., Narayan R., Tchekhovskoy A., Abarca D.,
Zhu Y., McKinney J. C., 2014, ArXiv e-prints
Sari R., Piran T., 1995, ApJL, 455, L143
Saxton R. D., Read A. M., Esquej P., Komossa S.,
Dougherty S., Rodriguez-Pascual P., Barrado D., 2012,
A&A, 541, A106
Schechter P., 1976, ApJ, 203, 297
Sersic J. L., 1968, Atlas de galaxias australes
Shcherbakov R. V., Pe’er A., Reynolds C. S., Haas R., Bode
T., Laguna P., 2013, ApJ, 769, 85
Shen R.-F., Matzner C. D., 2014, ApJ, 784, 87
Shiokawa H., Krolik J. H., Cheng R. M., Piran T., Noble
S. C., 2015, ApJ, 804, 85
Snyder G. F., Cox T. J., Hayward C. C., Hernquist L.,
Jonsson P., 2011, ApJ, 741, 77
Spitzer Jr. L., Hart M. H., 1971, ApJ, 164, 399
Stone N., Hayasaki K., Loeb A., 2015, in prep
Stone N., Loeb A., 2011, MNRAS, 412, 75
Stone N., Loeb A., 2012, MNRAS, 422, 1933
Stone N., Sari R., Loeb A., 2013, MNRAS, 435, 1809
Strubbe L. E., 2011, PhD thesis, University of California,
Berkeley
Strubbe L. E., Quataert E., 2009, MNRAS, 400, 2070
Sumi T., et al., 2011, Nature, 473, 349
Svirski G., Piran T., Krolik J., 2015, ArXiv e-prints
Syer D., Ulmer A., 1999, MNRAS, 306, 35
Taffoni G., Mayer L., Colpi M., Governato F., 2003, MN-
RAS, 341, 434
Tchekhovskoy A., Metzger B. D., Giannios D., Kelley L. Z.,
2014, MNRAS, 437, 2744
Trujillo I., Erwin P., Asensio Ramos A., Graham A. W.,
2004, AJ, 127, 1917
van Velzen S., Farrar G. R., 2014, ApJ, 792, 53
van Velzen S., Farrar G. R., Gezari S., Morrell N., Zaritsky
D., O¨stman L., Smith M., Gelfand J., Drake A. J., 2011,
ApJ, 741, 73
van Velzen S., Frail D. A., Ko¨rding E., Falcke H., 2013,
A&A, 552, A5
Vasiliev E., Merritt D., 2013, ApJ, 774, 87
Wang J., Merritt D., 2004, ApJ, 600, 149
Watters W. A., Joshi K. J., Rasio F. A., 2000, ApJ, 539,
331
Wegg C., Bode J., 2011a, ApJL, 738, L8
Wegg C., Bode J., 2011b, ApJL, 738, L8
Yang Y., Zabludoff A. I., Zaritsky D., Mihos J. C., 2008,
ApJ, 688, 945
Zauderer B. A., Berger E., Margutti R., Pooley G. G., Sari
R., Soderberg A. M., Brunthaler A., Bietenholz M. F.,
2013, ApJ, 767, 152
Zauderer B. A., et al., 2011, Nature, 476, 425
Zhong S., Berczik P., Spurzem R., 2014, ApJ, 792, 137
APPENDIX A: ANALYTIC LIMITS
Here we derive closed-form solutions for quantities of interest
in TDE rate calculations, focusing on radii sufficiently close
to the SMBH that the black hole potential dominates that
of the stars, and where the stellar population has a power-
law spatial density ρ?(r) = ρ0(r/r0)
−g (e.g. Eq. 3). This
limit is denoted by the subscript “near.” Although these
closed-form limits are not in general useful for calculating
the energy-integrated TDE rate, N˙TDE, because of a subtle
feature of q() we discuss below, they are useful for obtain-
ing physical intution and for verifying the results of exact
numerical computations. For simplicity, we assume that all
stars possess mass M?.
Near the SMBH, the geometric size of the loss cone is
RLC,near() =
J2LC
J2c ()
=
4rt
GM•
, (A1)
where J2LC = 2GM•rt and J
2
c = (GM•)
2/(2) is the angular
momentum of a circular orbit with energy . The apocenter
distance of a radial orbit is
rapo,near =
GM•

. (A2)
The stellar distribution function can be calculated from
Eddington’s formula (Eq. 10) assuming that ψ(r) = GM•/r,
which yields
fnear() =
g(g − 1/2)
81/2pi3/2
ρ0
M?
(
GM•
r0
)−g
Γ(g)
Γ(g + 1/2)
g−3/2,
(A3)
The dimensionless change in the squared angular momentum
per orbit q(), i.e. Eq. (18), can now be estimated as:
qnear() =
16pi1/2G2M?ρ0 ln Λ
3J2LC
(
GM•
r0
)−g
(A4)
× Γ(g)g(g − 1/2)
Γ(g + 1/2)
(3Q1/2 −Q3/2 + 2Q0),
where the integrals
Q0(r, ) =
∫ rapo
0
r2√
ψ(r)− 
∫ 
0
˜g−3/2d˜dr (A5)
Q1/2(r, ) =
∫ rapo
0
r2
21/2(ψ(r)− ) (A6)
×
∫ ψ(r)

(2ψ(r)− 2˜)1/2˜g−3/2d˜dr
Q3/2(r, ) =
∫ rapo
0
r2
23/2(ψ(r)− )2 (A7)
×
∫ ψ(r)

(2ψ(r)− 2˜)3/2˜g−3/2d˜dr
represent different contributions to the angular momentum
diffusion coefficient for radial orbits.
In the vicinity of the SMBH, evaluation of the first in-
tegral is elementary; however, evaluation of Q1/2 and Q3/2
is significantly more involved. Evaluating the inner integrals
(over
∫
d˜) yields incomplete Beta functions in the variable
/ψ = r/rapo. Since these cannot be integrated analytically
(over dr), we Taylor expand the Beta functions to first order
in the limit of /ψ = 1. In physical terms, this is equivalent
to assuming that the majority of angular momentum dif-
fusion on a radial orbit occurs at apocenter; numerically,
this is verified as accurate for radii r < rcrit. However, this
approximation breaks down severely for r ≈ rcrit, under-
estimating q() by several orders of magnitude there. This
indicates that at the critical radius denoting the transition
between full and empty loss cones, angular momentum re-
laxation is not dominated by encounters at apocenter but
instead by encounters at much smaller radii.
c© 0000 RAS, MNRAS 000, 000–000
Empirical Rates of Stellar Tidal Disruption 21
Nonetheless, by assuming r < rcrit, we can continue
with our closed form derivation by evaluating the diffusion
integrals Qi as follows:
Q0 ≈ 5pi
8(2g − 1)G
3M3• 
g−4 (A8)
Q1/2 ≈pi1/2
(
1811− 798g + 16g2
120
Γ(4− g)
Γ(15/2− g) (A9)
+
−1 + 2g
4(g − 5)(g − 4)
Γ(1/2 + g)
Γ(1 + g)
)
G3M3• 
g−4
Q3/2 ≈ pi
40Γ(g − 3)
(
pi1/2(−325 + 118g + 8g2) csc(pig)
Γ(15/2− g) −
(A10)
×152
5−2g(1− 2g)2(2g − 7)(2g − 5)(2g − 3)Γ(2g − 8)
Γ(2 + g)
)
×G3M3• g−4.
We can clearly see that near the SMBH, q() ∝ g−4. Finally,
we can compute the flux (Eq. 16) into the loss cone for
r < rcrit and r < rinfl. Specifically,
Fnear()d ≈ 32pi
3
√
2
G5M3•ρ
2
0 ln Λ
(
GM•
r0
)−2g
(A11)
×
(
g(g − 1/2)Γ(g)
Γ(g + 1/2)
)2 2g−11/2(3Q˜1/2 − Q˜3/2 + 2Q˜0)
ln(GM•/(4rt))
d.
Here Q˜x = Qx/(G
3M3• 
g−4). We have neglected the loga-
rithmic contribution of exp(q()) because our Taylor expan-
sion is only valid in the limit q() < 1.
APPENDIX B: OPTICAL EMISSION MODELS
B1 Thermal Disk Emission
The most physically secure source of optical luminosity in
TDEs is the accretion disk formed around the black hole fol-
lowing circularization of bound stellar debris. The disk emis-
sion is often modeled as a multicolor blackbody, in which
case the distinction between theoretical models boils down
to differences in the disk structure and evolution.
At early times when the accretion rate is super-
Eddington, the disk is radiatively inefficient and is often
modeled as a slim disk (Abramowicz et al. 1988). Many ini-
tial works (e.g., Strubbe & Quataert 2009; Lodato & Rossi
2011) assume that the disk terminates at the outer radius
corresponding to the circularization radius Rc = 2rt/β set
by angular momentum conservation. For M˙  M˙edd the
disk radiates locally at the Eddington luminosity Ledd, in
which case the outer temperature is given by,
Td '
(
Ledd
2piσSBR2c
)1/4
≈ 2.2× 105M1/126 m−7/15? β1/2 K (B1)
corresponds to a spectral peak in the far-UV, such that the
peak g-band optical luminosity (ν = 5× 1014 Hz),
νLthν =
8pi2R2ckTdν
3
c2
≈ 6× 1040m?M3/46 β−5/6 erg s−1.
(B2)
resides on the Rayleigh-Jeans tail. Lodato & Rossi (2011)
emphasized that at late times (t  tfall, once M˙ . M˙edd)
the optical light curve Lopt ∝ M˙1/4 ∝ t−5/12 declines more
gradually than the mass fall-back rate ∝ t−5/3.
Models assuming a fixed outer disk radius are incom-
patible with recent well-sampled optical TDE light curves
(e.g., Gezari et al. 2012; Chornock et al. 2014; Arcavi et al.
2014), which instead possess much higher peak luminosi-
ties Lpeak ≈ 1043−44 erg s−1 and are characterized by much
lower blackbody temperatures ∼ 2 − 3 × 104 K than pre-
dicted above. One potential reason for the discrepency is
the outwards viscous spreading of the disk (e.g. Cannizzo
et al. 1990; Shen & Matzner 2014). At early times the disk is
advective and domianted by radiation pressure. During this
phase the viscous time at the circularization radius is much
shorter than the characteristic fallback time tfall (Eq. 23),
resulting in the disk spreading rapidly outwards from the
initial circularization radius. The thick disk is truncated at
the radius Redd where the accretion rate M˙ decreases be-
low the local Eddington limit M˙ locedd ' M˙edd(Redd/Riso),
where Riso is the innermost stable orbit. At R = Redd(t)
the disk collapses17 to a radiatively efficient (geometrically
thin), gas pressure-dominated state (Shen & Matzner 2014);
this causes a sudden and large increase in the viscous time,
reducing the disk temperature and luminosity to a much
lower value than in the thick disk state and effectively shut-
ting off the emission.18
A simplified model for optical emission from the spread-
ing disk is developed as follows. The surface density Σ
evolves according to the diffusion equation for angular mo-
mentum transport by viscosity with a delta function mass
source at the circularization radius Rc. This results in the
following solution (Shen & Matzner 2014; see Appendix B
of Metzger et al. (2012) for derivation)
Σ(R, t) =
2
2− n
R
5/4
c R
−n−1/4
3νc
(B3)
×
T∫
0
St(T
′)G(w(R), w(Rc), T − T ′)dT ′,
where
Sg(R, t) =
M˙(R = Rc, t)
2piRc
δ(R−Rc), (B4)
is the mass source function from fallback accretion and
G(w,w′, z) ≡ 1
2z
exp
(
−w
2 + w′2
4z
)
I`
(
ww′
2z
)
(B5)
is the Green’s function, with I` a Modified Bessel Func-
tion of order ` = 1/2(2 − n). Here T = 3νct and w(R) =
2
2−nR
1−n/2 are new time and spatial coordinates, respec-
tively, where ν = νcR
n is the viscosity, n = 1/2 and
νc = α(H/R)
2(GM•/Rc)1/2 for a slim disk, where α = 0.1
is the effective kinematic viscosity and H ∼ 0.5R for a thick
disk.
At each timestep the outer edge of the slim disk Redd(t)
is estimated as the location where M˙ = 3piνΣ = M˙ locedd. Op-
tical light curves are then calculated under the assumption
17 The intermediate regime of a radiation pressure dominated,
radiatively efficient disk is thought to be thermally and viscously
unstable (Lightman & Eardley 1974).
18 The disk will continue to viscously spread on the longer vis-
cous timescale associated with this gas pressure-dominated state,
producing much dimmer emission lasting for years or longer
(e.g. Cannizzo et al. 1990).
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Figure B1. Optical light curves of spreading disk, calculated for
a β = 1 disruption of a solar mass star and shown for different
SMBH masses, M• = 105M (black solid), 106M (red dotted),
and 107M (blue dashed).
that most emission originates from the outer radius of the
thick disk (which we verify), where the outer disk tempera-
ture is calculated from Eq. (B1) but replacing Rc with the
larger value of Redd(t). Figure B1 shows light curve calcu-
lations for different black hole masses. The peak optical lu-
minosity of the spreading disk is higher than for a disk with
a fixed outer radius, but is still insufficient to explain those
observed from recent TDEs.
An additional model for the super-Eddington evolution
of TDE disks, which accounts for the (sometimes highly)
sub-Keplerian nature of low angular momentum gas flows
was recently introduced by Coughlin & Begelman (2014)
(see also Loeb & Ulmer 1997). Although its physical moti-
vations differ, this model predicts an extend quasi-spherical
atmosphere that reprocesses the accretion power, similar to
the predictions of the scenario described next.
B2 Reprocessing Layer
The low temperatures, high optical luminosities, and slow
time evolution of many recently observed TDEs have led
to the suggestion that the high-energy disk emission is gen-
erally reprocessed by a loosely bound layer of debris that
orbits at large radii and obscures the SMBH (Guillochon
et al. 2014). Although more detailed models for this emis-
sion are considered in Guillochon et al. (2014), this model
contains many free parameters that could change from event
to event and may be unnecessarily complicated if our goal
is to capture the fundamental properties that characterize
many of the current optical TDE sample, namely ∼ con-
stant temperature emission with a light curve that appears
to track the expected fall-back accretion rate (in particular
declining ∝ t−α after the peak, with α & 5/3).
For sake of simplicity, we thus introduce an ad hoc,
phenomenological model in which the optical luminosity is
a fixed fraction of the expected disk luminosity, Lopt =
optLbol, where
Lbol =
{
Ledd M˙ > M˙edd
0.1M˙c2, M˙ 6 M˙edd
(B6)
and opt < 1 is the reprocessing efficiency. We take opt =
0.03 as a fiducial value, motivated by the desire to repro-
duce the observed peak optical luminosities of the PTF TDE
sample of Arcavi et al. (2014), for which many of the events
possess black body luminosities of Lopt ∼ few 1043 erg s−1 in
galaxies with inferred SMBH masses M• ∼ few 106M (for
which Ledd ∼ few 1044 erg s−1). Though extremely crude,
this model captures the essence of the reprocessing layer
until its physical nature is better understood.
This model succeeds much better than the others at
reproducing observed peak luminosities in TDE candidates
(Fig. 3), but these luminosities are so high as to predict
enormous detection rates, strongly at odds with the existing
TDE sample.
B3 Super-Eddington Outflows
During the early phase of highly super-Eddington fall-back,
the accretion disk is likely to be advective and dominated by
radiation pressure. Such disks are believed to drive mildly
relativistic outflows, a process that has been modeled ana-
lytically (Blandford & Begelman 1999; Strubbe & Quataert
2009) and numerically (Ohsuga et al. 2005; Sadowski et al.
2014). The adiabatically expanding outflow grows in size,
but its luminosity is limited by the eventually receding ra-
dius of its photosphere. We adopt here the simple model
of Lodato & Rossi (2011) to describe optical emission from
these outflows, which we have however modified to incor-
porate the correct parametrization for the energy spread
of the debris ∆ determined by recent work (Guillochon &
Ramirez-Ruiz 2013, Stone et al. 2013).
The bulk of the super-Eddington outflow (assumed to
be spherical) is launched from the circularization radius
Rc = 2rt/β with a velocity vw =
√
2GM•/RL taken to
equal the local escape velocity. The temperature TL at the
base of the wind can be found by energy conservation,
4piR2LvW
(
4
3
aRT
4
L
)
=
1
2
M˙foutv
2
w, (B7)
where fout ∼ 0.1 is the fraction of the inflowing mass M˙
redirected into the outflowing wind.
The temperature at the radius of the photosphere Rph
is related to TL by the assumption of adiabatic expansion,
Tph = TL
(
Rph
RL
)−2/3(
fout
fv
)1/3
. (B8)
Initially, the high optical depth of the outflow places the
photosphere approximately at the outer edge, Redge = tvw.
However, after a time
tedge = 5.3 days M
−1/8
6 β
−3/8r3/4? f
−3/4
v f
3/8
out,−1, (B9)
the outer edge becomes optically thin, and the photosphere
moves inward to a new radius
Rph = 1.1×1014 cm m1/6? r3/2? β−1/2fout,−1f−1v t−5/3mon , (B10)
where tmon = t/(30 days) and fout,−1 = fout/0.1. The tem-
perature at the wind launching radius from equation (B7)
is
TL = 2.3× 105 K f1/4out,−1f1/4v t−5/12mon β5/8m7/24? r−3/8? , (B11)
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such that
Tph =

1.2× 103 K f7/12out,−1f−3/4v β−3/8m−1/24?
×r5/8? t−13/12mon , t < tedge
2.7× 104 K f−1/12out,−1f7/12v β7/24M2/96 m−1/24?
×r−17/24? t25/36mon , t > tedge.
(B12)
Although past work (Strubbe & Quataert 2009) considered
both of these regimes, more recent theoretical revisions to
∆ (Stone et al. 2013; Guillochon & Ramirez-Ruiz 2013)
imply that almost all TDEs will have tedge  tfall, making
only the latter regime relevant. We therefore focus on it for
the remainder of this section.
The bolometric luminosity of the outflow,
LSE = 4piR2phσT
4
ph ≈4.5× 1042 erg s−1 f5/3out,−1f1/3v (B13)
× β1/6M8/96 m1/6? r1/6? t−5/9mon ,
declines as ∝ t−5/9, but the optical luminosity on the
Rayleigh-Jeans tail,
νLSEν =5× 1041 erg s−1 f23/12out,−1f17/12v β17/24 (B14)
×M2/96 m7/24? r55/24? t−95/36mon ν35 ,
declines significantly faster (∝ t−95/36), where ν5 = ν/(5 ×
1014 Hz). Assuming that the luminosity peaks on a timescale
∼ tfall (Eq. 23), the peak luminosity is given by
νP SEν =2.2× 1041 erg s−1f23/12out,−1f−17/12v β−17/24 (B15)
×M−79/726 m211/72? r−5/3? ν3500.
Emission decreases rapidly once Rph = RL, i.e. once the
entire outflow becomes optically thin. This occurs at a time
tthin = 9.0× 106 s f3/5out,−1f−3/5v β3/10M−1/56 m3/10? r3/10? .
(B16)
In our TDE rate calculations (§4.4) we assume fv =
fout,−1 = 1 and β = 1.
B4 Synchrotron Radiation from Decelerating
Off-Axis Jet
A final source of optical luminosity in TDEs is synchrotron
radiation from a relativistic jet powered by accretion onto
the black hole. The non-thermal X-ray transient Swift
J1644+57 was interpreted as a jetted TDE viewed along
the jet axis (Bloom et al. 2011; Levan et al. 2011; Burrows
et al. 2011; Zauderer et al. 2011), with bright radio emis-
sion produced by the shock interaction between the jet and
the dense circumnuclear medium surrounding the black hole
(e.g. Metzger et al. 2012). The majority of TDEs are not
viewed on-axis (probably less than one percent, given the
inferred beaming angle for Swift J1644+57) and hence do
not produce bright non-thermal X-rays due to relativistic
beaming. Nevertheless, the afterglow still becomes visible as
a radio source once the shocked gas decelerates to mildly
relativistic speeds.
At late times, the blastwave will become mildly rela-
tivistic and spherical, asymptoting to a Sedov-Taylor blast-
wave with total energy Ej = 10
52E52 erg similar to that
inferred for Swift J1644+57 (e.g. Berger et al. 2012). The
radius and velocity evolve with time t = tyr yr according to
rs = 1.0E
1/5
52 n
−1/5
1 t
2/5
yr pc; (B17)
β ≡ vs/c = 0.4rs/ct = 0.71E1/552 n−1/51 t−3/5yr , (B18)
where n = 1n1 cm
−3 is the density of the circumnuclear
medium on subparsec scales of relevance to jet decelera-
tion. We assume that the shock accelerates electrons to an
energy spectrum f(E) ∝ E−p where p = 2.5 − 3 (as in-
ferred in e.g. radio supernovae or gamma-ray burst after-
glows), and that a fraction e = 0.1e,−1 and B = 0.01B,−2
of the shock energy goes into accelerating relativistic elec-
trons and amplifying the magnetic field, respectively. The
former implies a minimum Lorentz factor for the electrons
γm =
p−2
p−1
mp
me
eβ
2, while the latter implies a post-shock mag-
netic field strength B =
√
6piBmpc2β2. The characteristic
(or peak) synchrotron frequency (e.g. Nakar & Piran 2011),
νm =
eBγ2m
2pimec
≈ 3× 107n−1/21 E521/2B,−22e,−1t−3yr Hz, (B19)
is typically at radio frequencies, while the characteristic cool-
ing frequency
νc =
eBγ2c
2pimec
≈ 5× 1014−3/2B,−2E−3/552 n3/51 t−1/5yr Hz (B20)
is typically in the IR to UV, depending most sensitively on
B (where γc = 2me/3σT Btmpcβ
2). If one assumes that
the optical waveband resides between the characteristic and
cooling frequencies νm < νopt < νc, then the flux evolution
is given by (Nakar & Piran 2011)
νLjetν = νoptLν,m
(
νopt
νm
)−(p−1)/2
≈
p=2.5
2.5× 1042erg s−1n0.331 0.88B,−21.5e,−1 (B21)
×E1.5552 t−1.65yr ,
where Lν,m is the flux at νm (eq. 6 of Nakar & Piran 2011).
Equation (B21) is valid only at times t > tnr after the ini-
tially ultra-relativistic jet slows to mildly relativistic veloc-
ities. If the reverse shock is very strong, then the jet is im-
mediately decelerated to mildly relativistic speeds and this
emission can occur as early as the reverse shock crossing time
' 2tfall (Sari & Piran 1995), resulting in a peak luminosity
νP jetν (tnr) =2.5× 1043erg s−1n0.331 0.88B,−21.5e,−1M−0.86
× E1.5552 m−0.32? (tnr/2tfall)−1.65. (B22)
However, if the jet is still relativistic after the reverse shock
crossing, then the onset of the off-axis emission could be
delayed for a time ∼ years or longer, resulting in dimmer
emission ∝ t−1.65nr .
In our TDE rate calculations (§4.4) we assume e = 0.1,
B = 0.01, n = 1 cm
−3, and E52 = 1(m?/0.5) to match ra-
dio modeling of Swift J1644+57 (Metzger et al. 2012; Berger
et al. 2012), assuming it to be the result of the disruption of
a solar mass star. We also take tnr = 10tfall, even though we
expect that tnr could be significantly shorter if the circum-
nuclear density is significantly higher. Finally, we assume
that only a fraction 0.3% of TDEs produce relativistic jets,
a number which is justified as follows. That Swift detected 1
jetted TDE in approximately ten years of observations, out
to a redshift z ≈ 0.35 (comoving volume of V = 11 Gpc−3),
implies a volumetric detection rate of ∼ 10−11 yr−1 Mpc−3.
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Assuming a beaming fraction of ≈ 100 (Metzger et al. 2012),
the event rate is∼ 10−9 yr−1 Mpc−3, which for a galaxy den-
sity ngal ∼ 10−2 Mpc−3 corresponds to a per-Galaxy rate
∼ 10−7 Mpc−3, or ∼ 0.1−1% of the average per galaxy TDE
rate 〈N˙TDE〉 ∼ 10−5 − 10−4 yr−1 (depending on whether
observationally inferred or theoretically predicted rates are
taken as more trustworthy).
B5 Other Models
Other possible sources of optical emission that we do not
consider include recombination transients from the unbound
stellar debris (Strubbe & Quataert 2009; Kasen & Ramirez-
Ruiz 2010). Though relatively dim to begin with, this emis-
sion process appears to be even less promising now due to
the lower energy spread ∆ of the debris found by recent
studies (e.g. Stone et al. 2013), and because self-gravity may
confine unbound ejecta to a tiny solid angle for β . 3 events
(Guillochon et al. 2014). High-β disruptions of white dwarfs
by intermediate mass black holes (IMBHs) may also lead to
a supernova-like transient powered by the radioactive decay
of 56Ni in the ejecta (Rosswog et al. 2009). Given the un-
certain distribution of IMBHs, the rates of such events are
difficult to gauge.
APPENDIX C: FULL RESULTS
In this appendix, we present the full tabulated results of our
rate calculations, as well as other results of more technical
interest. From our initial sample of 217 galaxies, we discard
all those with γ < 0 (i.e. those that cannot be deprojected
assuming spherical symmetry), leaving 168 galaxies. We fur-
ther discard those whose distribution functions f() are not
positive-definite (indicating an incompatibility with the as-
sumption of velocity isotropy), leaving 146 galaxies in the
final sample. Both of these steps preferentially remove very
massive galaxies with SMBHs above the Hills limit for main
sequence stars. Finally, there are two galaxies with such low
values of σ that application of the M• − σ relation implies
M•  105M. This is so far outside the SMBH mass range
over which galaxy scaling relations are calibrated that we
eliminate these two outliers, leaving a final count of 144
galaxies in our sample.
In Fig. C1, we plot different normalizations of the criti-
cal radius rcrit from which most stellar flux into the loss cone
originates. We find that the HST photometry of Lauer et al.
(2007) is able to resolve rcrit for a large majority of galax-
ies in our sample, including almost every galaxy with M• >
107M. However, most galaxies with M• < 107M possess
unresolved critical radii. Resolved critical radii greatly in-
crease our confidence in estimates of per-galaxy TDE rates
(since otherwise we are extrapolating surface brightness pro-
files into the region that determines the TDE rate), which
is why we include even high mass galaxies in the power law
fit for N˙TDE(M•) in Eq. 27.
Although we find very limited scatter in the rcrit(M•)
relation, rinfl(M•) is notably less precise. This can be seen in
the middle and bottom panels of Fig. C1, which also demon-
strate that the influence radius is unresolved for most cusp
galaxies in our sample, and that rcrit ∼ rinfl for galaxies be-
neath the Hills limit. For significantly larger galaxies, how-
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Figure C1. The critical radius rcrit and the SMBH influence
radius rinfl. The top and middle panels show rcrit and rinfl nor-
malized by rres, the resolution limit of HST. We conservatively
take the angular resolution limit to be 0.04′′, although for a
subset of our galaxy sample it is actually 0.02′′ (Lauer et al.
2007). Most galaxies with M• > 107M, and a few with smaller
SMBH masses, possess resolved critical radii. The influence ra-
dius is moderately harder to resolve. In the bottom panel, we
plot the ratio rcrit/rinfl against M•: this ratio is of order unity
for M• ∼ 106M and increases with increasing SMBH mass. As
in Fig. 4, we represent cusp, core, and intermediate galaxies with
blue diamonds, red circles, and purple squares, respectively. All
three panels show best fit power laws to the cusp, core, and full
samples as dotted blue, dashed red, and solid black lines, respec-
tively.
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ever, rcrit can often be an order of magnitude or more greater
than the influence radius.
Because these results may be of more general interest,
we present here our best-fit power laws for rcrit/rinfl and
rinfl, as functions of M•. In particular, we write
rcrit
rinfl
=A1
(
M•
108M
)B1
(C1)
rinfl
pc
=A2
(
M•
108M
)B2
. (C2)
For core, cusp, and all galaxies, {A1, B1, A2, B2} =
{2.2, 0.55, 27, 0.60}, {A1, B1, A2, B2} = {4.4, 0.50, 11, 0.58},
and {A1, B1, A2, B2} = {3.22, 0.46, 16, 0.69}, respectively.
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Table C1. Our full, tabulated results for the 144 galaxies taken from Lauer et al. (2007). We present critical radii rcrit, SMBH influence
radii rinfl, TDE rates N˙TDE, and fractions fpinhole of TDEs fed to the black hole from the pinhole regime. We also tabulate the two galactic
structural parameters of greatest relevance for our derived results: SMBH mass M• and Nuker law inner slope γ.
Galaxya γb logM•c log10(rinfl/pc)d log10(rcrit/pc)e N˙TDEf fpinholeg
NGC1331 0.57 5.29 0.0722 -0.708 -4.96 0.805
NGC4467 0.94 5.68 0.359 -0.433 -4.72 0.504
NGC2636 0.06 5.71 0.257 -0.247 -5.14 0.974
NGC7743 0.5 6.20 -0.0995 -0.283 -3.71 0.704
NGC3599 0.75 6.22 -0.0466 -0.244 -3.70 0.526
NGC4150 0.58 6.22 -0.0758 -0.260 -3.71 0.658
NGC4121 0.85 6.25 -0.195 -0.285 -3.39 0.396
NGC4474 0.72 6.28 -0.108 -0.235 -3.57 0.524
MCG08-27-18 0.79 6.34 -0.162 -0.212 -3.40 0.425
NGC3605 0.59 6.42 0.602 0.210 -4.76 0.729
NGC2685 0.73 6.47 -0.0751 -0.0786 -3.47 0.456
NGC4458 0.16 6.69 0.485 0.392 -4.39 0.901
NGC4387 0.1 6.72 0.718 0.460 -4.73 0.766
VCC1440 0.14 6.82 0.940 0.511 -4.82 0.655
NGC4742 1.04 6.83 0.143 0.336 -3.39 0.143
NGC4503 0.64 6.88 0.520 0.440 -4.17 0.561
VCC1545 0.05 6.93 1.55 0.980 -6.02 0.895
NGC3900 0.51 7.03 -0.0410 0.391 -3.15 0.254
NGC7332 0.62 7.15 0.216 0.561 -3.48 0.342
NGC4464 0.14 7.21 0.757 0.777 -4.37 0.732
NGC4417 0.71 7.28 0.0366 0.667 -3.09 0.182
NGC5370 0.62 7.32 0.862 0.926 -4.44 0.520
NGC1351 0.78 7.39 0.321 0.845 -3.46 0.193
NGC3377 0.03 7.43 0.437 0.867 -3.67 0.327
NGC2699 0.84 7.46 0.585 0.988 -3.83 0.206
NGC2549 0.67 7.50 0.597 0.997 -3.86 0.304
NGC6340 0.59 7.52 0.905 1.09 -4.36 0.517
NGC3384 0.71 7.58 0.858 1.09 -4.14 0.326
NGC3056 0.9 7.59 0.745 1.15 -3.95 0.165
NGC4494 0.52 7.62 1.02 1.21 -4.50 0.505
NGC6278 0.55 7.62 0.716 1.11 -3.99 0.367
NGC0596 0.16 7.65 1.07 1.23 -4.56 0.612
NGC1426 0.26 7.66 1.09 1.26 -4.58 0.615
NGC1439 0.74 7.68 0.819 1.24 -4.09 0.261
NGC4564 0.8 7.73 0.674 1.26 -3.82 0.167
NGC3065 0.79 7.77 0.581 1.29 -3.64 0.133
NGC1427 0.3 7.80 1.14 1.38 -4.56 0.589
NGC2778 0.33 7.80 0.635 1.30 -3.75 0.193
NGC0474 0.37 7.83 1.10 1.40 -4.45 0.553
NGC5831 0.33 7.83 1.19 1.44 -4.63 0.510
UGC4551 0.51 7.88 1.35 1.55 -4.85 0.534
NGC4697 0.22 7.98 1.32 1.61 -4.74 0.497
NGC1553 0.74 8.02 0.711 1.58 -3.71 0.109
NGC4026 0.15 8.03 0.648 1.54 -3.61 0.144
NGC2634 0.81 8.08 1.16 1.68 -4.33 0.172
NGC2950 0.82 8.09 0.785 1.65 -3.73 0.0854
NGC7213 0.06 8.09 1.49 1.72 -4.90 0.812
NGC3266 0.64 8.09 1.42 1.75 -4.80 0.372
NGC5576 0.01 8.10 1.22 1.66 -4.47 0.432
NGC4168 0.17 8.12 1.86 1.91 -5.52 0.856
NGC5017 1.12 8.12 0.393 1.76 -2.89 0.00675
IC0875 1.07 8.14 0.535 1.76 -3.08 0.0100
a Galaxy name; b Power law slope γ for inner regions of Nuker I(R) profile; c SMBH mass in units of M; dSMBH influence radius rinfl
as calculated from spherically deprojected Nuker profiles; eCritical radius rcrit as calculated from q(crit) = 1 and ψ(rcrit) = crit;
f TDE
rate, calculated using Nuker parameterization; g fraction fpinhole of all TDEs in the pinhole regime of disruption.
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Table C1. Full results (continued).
Galaxy γ logM• log10(rinfl/pc) log10(rcrit/pc) N˙NTDE
b fpinhole
NGC2434 0.75 8.17 1.54 1.87 -4.92 0.297
NGC4660 0.91 8.17 0.950 1.81 -3.93 0.0685
UGC6062 0.8 8.20 1.27 1.82 -4.42 0.158
NGC3608 0.09 8.23 1.44 1.83 -4.74 0.481
NGC3193 0.01 8.25 1.49 1.86 -4.82 0.516
NGC5198 0.23 8.27 1.44 1.86 -4.72 0.437
NGC7727 0.43 8.27 1.42 1.90 -4.71 0.342
NGC5903 0.13 8.30 1.86 2.02 -5.35 0.862
NGC2902 0.49 8.31 1.55 1.94 -4.87 0.449
NGC0821 0.1 8.32 1.43 1.98 -4.71 0.248
NGC5812 0.59 8.32 1.33 1.95 -4.52 0.251
ESO507-27 0.7 8.36 1.22 2.00 -4.32 0.131
NGC4128 0.71 8.36 1.06 1.98 -4.06 0.104
NGC4636 0.13 8.36 1.82 2.07 -5.25 0.820
NGC1023 0.74 8.37 1.25 1.97 -4.32 0.161
UGC4587 0.72 8.39 1.42 2.07 -4.60 0.123
NGC3379 0.18 8.40 1.67 2.03 -4.98 0.603
NGC3585 0.31 8.40 1.29 2.00 -4.39 0.246
NGC1052 0.18 8.42 1.38 1.98 -4.49 0.358
A2247-M1 0.85 8.43 3.25 2.74 -6.93 0.101
NGC5308 0.82 8.45 0.663 2.11 -3.31 0.0155
ESO443-39 0.75 8.46 1.54 2.14 -4.73 0.177
NGC3595 0.75 8.47 1.53 2.13 -4.68 0.175
ESO378-20 0.86 8.48 0.726 2.17 -3.34 0.00900
NGC4143 0.59 8.49 1.24 2.12 -4.27 0.141
NGC7578B 0.1 8.49 1.74 2.13 -5.01 0.708
NGC5898 0.41 8.53 1.60 2.19 -4.81 0.320
NGC4648 0.92 8.55 1.23 2.22 -4.09 0.0443
ESO447-30 0.84 8.56 1.30 2.25 -4.27 0.0719
A2040-M1 0.16 8.59 1.93 2.26 -5.25 0.723
NGC2907 0.58 8.59 1.05 2.27 -3.93 0.0448
NGC3607 0.26 8.60 1.67 2.21 -4.84 0.441
NGC4589 0.21 8.60 1.59 2.26 -4.75 0.247
NGC4621 0.75 8.61 1.26 2.35 -4.21 0.0374
NGC2974 0.62 8.63 1.39 2.36 -4.43 0.0748
NGC1316 0.35 8.64 1.70 2.31 -4.91 0.289
A0189-M1 0.85 8.66 2.06 2.59 -5.46 0.0848
NGC5845 0.51 8.70 1.60 2.37 -4.71 0.193
NGC3414 0.83 8.74 0.963 2.46 -3.66 0.0179
NGC3348 0.09 8.75 1.83 2.41 -5.01 0.418
NGC4278 0.06 8.75 1.81 2.43 -5.00 0.294
NGC5813 0.05 8.76 1.88 2.41 -5.06 0.447
NGC0545 0.08 8.79 1.91 2.45 -5.07 0.531
NGC0720 0.06 8.79 2.23 2.55 -5.59 0.893
NGC4709 0.32 8.79 1.99 2.49 -5.26 0.452
A0419-M1 0.33 8.84 2.14 2.69 -5.49 0.122
NGC3078 0.95 8.87 1.25 2.65 -3.96 0.0166
NGC3115 0.52 8.89 1.48 2.69 -4.42 0.0410
NGC0524 0.03 8.90 1.82 2.63 -4.94 0.173
NGC5557 0.02 8.91 1.94 2.64 -5.12 0.237
NGC4365 0.07 8.92 2.02 2.62 -5.17 0.398
NGC5077 0.23 8.92 1.90 2.64 -5.03 0.258
NGC2300 0.07 8.97 2.07 2.70 -5.26 0.335
IC0613 0.24 8.98 1.78 2.72 -4.76 0.151
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Table C1. Full results (continued)
Galaxy γ logM• log10(rinfl/pc) log10(rcrit/pc) N˙NTDE
b fpinhole
NGC2986 0.18 8.98 2.01 2.71 -5.15 0.267
NGC1500 0.08 8.99 1.95 2.73 -5.04 0.208
NGC7014 0.08 8.99 1.85 2.78 -4.91 0.120
NGC2592 0.92 9.01 1.82 2.95 -4.82 0.0160
NGC5838 0.93 9.02 0.821 2.82 -3.21 0.00353
NGC3551 0.13 9.04 2.06 2.72 -5.15 0.426
A0912-M1 0.48 9.04 2.02 2.95 -5.25 0.0500
A3144-M1 0.07 9.06 2.16 2.75 -5.30 0.397
NGC7052 0.16 9.06 1.95 2.78 -4.97 0.286
A0496-M1 0.1 9.08 2.39 10.6 -5.67 0.00
IC4931 0.09 9.08 2.12 2.79 -5.23 0.474
A3558-M1 0.05 9.10 2.75 3.01 -6.24 0.917
IC2738 0.53 9.10 1.68 3.03 -4.65 0.0158
A0376-M1 0.19 9.11 2.29 2.86 -5.49 0.561
NGC7626 0.36 9.11 1.85 2.93 -4.85 0.0708
A2147-M1 0.18 9.13 2.44 2.94 -5.74 0.590
NGC4874 0.12 9.13 2.45 2.95 -5.75 0.696
NGC4374 0.13 9.16 2.04 2.99 -5.07 0.0955
NGC2872 1.01 9.19 1.63 3.08 -4.31 0.00994
NGC5796 0.41 9.21 1.87 3.11 -4.87 0.0320
A0397-M1 0.07 9.22 2.38 2.95 -5.54 0.671
IC0115 0.09 9.23 2.32 2.99 -5.45 0.308
A0533-M1 0.06 9.23 2.27 3.03 -5.39 0.193
A3564-M1 0.05 9.23 2.16 3.05 -5.25 0.126
NGC0741 0.1 9.24 2.41 3.04 -5.60 0.303
NGC1016 0.09 9.26 2.25 3.08 -5.36 0.176
A0261-M1 0.76 9.35 3.40 3.68 -6.57 0.0156
ESO507-45 0.16 9.40 1.88 3.35 -4.73 0.0228
NGC3842 0.11 9.42 2.38 3.28 -5.43 0.143
A0295-M1 0.13 9.43 2.53 3.30 -5.65 0.180
NGC4649 0.17 9.59 2.35 3.62 -5.33 0.0288
NGC1399 0.12 9.63 2.37 3.70 -5.36 0.0214
IC0712 0.17 9.66 2.25 3.65 -5.10 0.0377
A3556-M1 0.09 9.67 2.43 3.69 -5.38 0.0342
IC1695 0.23 9.79 2.22 3.94 -4.99 0.00606
A3736-M1 0.11 9.81 2.67 3.82 -5.69 0.0641
A3532-M1 0.18 10.1 2.67 4.29 -5.61 0.00831
A3528-M1 0.18 10.2 2.49 4.48 -5.15 0.00350
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