This paper analyzes the forecast accuracy of the multivariate realized volatility model introduced by Chiriac and Voev (2010) , subject to different degrees of model parametrization and economic evaluation criteria. By modelling the Cholesky factors of the covariance matrices, the model generates positive definite, but biased covariance forecasts. In this paper, we provide empirical evidence that parsimonious versions of the model generate the best covariance forecasts in the absence of bias correction. Moreover, we show by means of stochastic dominance tests that any risk averse investor, regardless of the type of utility function or return distribution, would be better-off from using this model than from using some standard approaches.
Introduction
In recent years much of the financial econometrics literature has dealt with modelling and forecasting multivariate volatility processes, which play a central role in many financial applications, including risk management and portfolio management. Many studies focus on developing multivariate extensions of the univariate generalized autoregressive conditional heteroscedasticity (GARCH) approach of Bollerslev (1986) in order to capture the joint dynamics of daily return correlations and volatilities. Although very popular, these approaches, known in literature as multivariate GARCH's (MGARCH), suffer from curse of dimensionality and encounter difficulties in ensuring the positive definiteness of the covariance forecasts (e. g. Bauwens et al. 2006) . As alternative to the GARCH approaches, a large body of literature focuses on measuring daily volatilities on basis of high frequency data. These new approaches, known as realized volatility (RV) estimators, exploit the richness of intraday information in order to increase the accuracy of daily volatility measures. Moreover, subject to the new estimators, daily volatility becomes observable and exhibits highly persistent dynamics, which are usually captured by means of autoregressive fractional integrated moving average (ARFIMA) models (e. g. Andersen et al. 2003; Oomen 2001) or heterogenous autoregressive (HAR) models (Corsi 2009 ). These approaches are mainly applied to univariate RV series, while modelling the dynamics of realized covariance matrices is not widely explored. One contribution in this direction constitutes the approach developed by Chiriac and Voev (2010) , who propose to model the dynamics of the Cholesky factors of realized covariance matrices by means of vector ARFIMA approach. This methodology has the advantage of capturing the long memory property of volatility, while simultaneously guaranteeing the positive definiteness of the resulting forecasts, without imposing any parameter restrictions. However, the implementation of the model carried out by Chiriac and Voev (2010) raises some questions, which we try to answer in the present paper by means of empirical evidence. For empirical purposes, Chiriac and Voev (2010) choose to implement a very tightly parameterized version of the model, which implies only three parameters to estimate, regardless of the dimension of the covariance matrix. The fact that their approach implies a non-linear transformation of the covariance matrices leads to a non-zero expectation of the forecasting error. To account for this bias, they derive theoretically the necessary correction to ensure the unbiasedness of the covariance forecasts. However, when implementing the model, they ignore the heteroscedasticity property of model error terms, which plays a crucial role in deriving precise bias corrections. Moreover, the optimal portfolio problem which Chiriac and Voev (2010) use to evaluate the forecasting performance of their model against popular multivariate volatility approaches relies on heavy distributional assumptions of the portfolio return or certain functional forms of the investor's utility. The purpose of this paper is to asses the quality of the multivariate volatility approach proposed by Chiriac and Voev (2010) with respect to the choice of model parametrization, bias correction and more general evaluation criteria. We provide empirical evidence that restricted versions of the model provide the best covariance matrix forecasts, without imposing any bias correction which serves as a robustness check of the implementation of Chiriac and Voev (2010) . Furthermore, we use second order stochastic dominance tests to show that the proposed model outperforms standard volatility approaches. The stochastic dominance approach is very powerful in the sense that it implies optimality for any risk averse investor regardless of the functional form of the utility function and the distribution of returns. Following this introduction, Section 2 presents the model of Chiriac and Voev (2010) whose extensions are thoroughly analyzed within two empirical applications in Section 3. Section 4 concludes. Let Y t of dimension n Â n be the realized covariance matrix at time t, where n represents the number of assets considered. The Cholesky decomposition of the matrix Y t is given by the upper triangular matrix P t , for which P 0 t P t ¼ Y t . Let X t ¼ vechðP t Þ be the vector obtained by stacking the upper triangular components of the matrix P t in a vector. Chiriac and Voev (2010) propose to model the dynamics of the vector X t of dimension m Â 1, where m ¼ nðn þ 1Þ=2, by using a Vector Autoregressive Fractionally Integrated Moving Average or VARFIMAðp; d; qÞ model, as follows:
where X t is the vector of dimension m Â 1 formed from the elements of the Cholesky decomposition of the realized covariance matrix Y t . Z t is a vector of exogenous variables of dimension k Â 1, B is a matrix of coefficients of dimension m Â k, In this paper we employ an extension of the VARFIMA-Cholesky model introduced by Chiriac and Voev (2010) by allowing for conditional heteroscedasticity of the error term, as there is some evidence that volatility of volatility is time-varying: e. g., Corsi et al. (2008) show that the residuals of ARFIMA models fitted on univariate time series of realized (co)variances exhibit non-Gaussianity and volatility clustering. Consequently, they extend the ARFIMA framework by including a GARCH component on the volatility of ARFIMA residuals, which substantially improves the goodness-of-fit. Furthermore, following the arguments of Chiriac and Voev (2010) , we refrain from including exogenous variables in our study and apply the following model:
where c is a vector of constants of dimension m Â 1. Section 3 contains a discussion on the model specification of R t given in Equation (2). Similar to Chiriac and Voev (2010) , we estimate the model in the final equation form (Lü tkepohl 2005), restricting the AR polynomial to be a scalar polynomial. We use quasi maximum likelihood estimation, which, under the normality assumption (see Equation (2)), certain regularity conditions and a well specified conditional mean function, generates consistent estimators of the model parameters (Gourieroux/Monfort 1995) . Contrary to Chiriac and Voev (2010) , who choose to implement a very restricted version of the original model: a common long memory parameter d, scalar AR and scalar MA polynomials 2 , in the current study we aim at identifying and quantifying the conse-1 In this paper, for ease of exposition, we will call the approach introduced by Chiriac and Voev (2010) the VARFIMA-Cholesky model. 2 Chiriac and Voev (2010) pre-test only the equality among the degrees of fractional integration, without further testing the constraints on the elements of H. Furthermore they apply the estimation method proposed by Beran (1995) , which circumvents the estimation of R t and pre-estimate the mean vector c as the sample mean of the vector X t .
quences of gradually imposing parameter restrictions on the model performance both inand out-of-sample.
Empirical application
This section presents the data used in the empirical study, the estimation of the model and the results of the forecasting evaluation against two standard MGARCH approaches.
Data
We use tick-by-tick bid and ask quotes from the NYSE We use the previous-tick interpolation method, described in Dacorogna et al. (2001) in order to obtain a regularly spaced sequence of midquotes, which are thus sampled at the 5-minute and daily frequency, from which 5-minute and daily log returns are computed. Thus we obtain for each day a total of 75 intraday observations which are used to compute the realized variance-covariance matrix of that day. Table A1 in Appendix A reports summary statistics of both 5-minute and daily returns. We observe typical stylized facts such as overkurtosis and tendency for negative skewness of intradaily and daily returns (across all six stocks, the average kurtosis of 5-minute return series is about 269:2, while of daily returns is about 10:9). For estimation, we scale up the daily and intradaily returns by 100, i. e., we consider percentage returns. For each t ¼ 1; . . . ; 1381, we construct series of daily realized covariance matrices, Y t as follows:
where M ¼ 75 and r j;t is the n Â 1 vector of 5-minute returns computed as
where D ¼ 1=M and p jD;t is the log midquote price at time jD in day t. By construction, the realized covariance matrices are symmetric and, for n < M, they are positive definite. Similar to Chiriac and Voev (2010) , we refine the estimator Y t by averaging over realized covariance estimators computed on 30 regularly 300 seconds-spaced subgrids starting at seconds 1; 11; 21; . . . ; 291. As we are interested in the covariance matrix of the whole day (close-to-close), and Y t estimates only its open-to-close portion, we use the scaling method introduced by Hansen and Lunde (2005) to adapted to the multivariate case: we scale each (co)variance estimate corresponding to the trading period by an average scaling factor, which incorporates the overnight information over all series. This procedure preserves the positive-definiteness of the resulting covariance matrix. The descriptive statistics of the 21 realized variance and covariance series are presented in Table A2 in Appendix A.
After computing the series of realized covariance matrices, we construct the series of Cholesky factors, which inherit the long memory property of realized (co)variances documented by Andersen and Bollerslev (1997) and Andersen et al. (2001) . Evidence of this fact is presented in Figure A1 in Appendix B: the sample autocorrelations of the Cholesky factors of the realized covariance matrix of the six stocks decay at a slow rate, similar to the autocorrelations of the realized (co)variance series.
3.2 Forecasting using the VARFIMA-Cholesky model with heteroscedastic error terms
In this subsection we assess the forecasting accuracy of the VARFIMA-Cholesky model under different degrees of model parametrization and with consideration of bias correction, aspects which are only touched upon in Chiriac and Voev (2010) . In this sense, the following results can be thought of as a robustness check of their results with respect to different model specifications.
In order to analyze the impact of imposing parameter restrictions on the performance of the VARFIMA-Cholesky model, we employ first the model in Equation (2) parameters. Secondly, we proceed with imposing equal degrees of fractional integration for all X i;t series, i ¼ 1; . . . ; m (Model 2), which leads to a total number of ðn 2 þnþ1Þ 2 þ7 4 parameters to estimate. Chiriac and Voev (2010) implement this approach as result of pre-testing, however in a more restrictive framework than the one considered here: they impose a scalar MA polynomial, which might affect the inference. Thirdly, besides equality among the degrees of fractional integration, we also impose zero off-diagonal restrictions on the parameter matrix H (Model 3), which implies nðn þ 1Þ þ 2 parameters to estimate. Finally, we set the MA polynomial to a scalar parameter while imposing only one degree of fractional integration for all Cholesky series (Model 4). This restricted version involves a total of nðnþ1Þþ6 2 parameters to estimate. Gradually imposing parameter restrictions aims at identifying the model specification which generates the best multivariate volatility forecasts.
As already mentioned in Section 2, there is empirical evidence at the univariate level that the volatility of volatility is time varying. Besides properly describing the dynamic properties of realized covariance matrices, this result may play a considerably role in the decision of bias correcting the covariance forecasts based on the VARFIMA-Cholesky approach, discussed at length in Chiriac and Voev (2010) . For this purpose, we choose to parameterize R t in Equation (2) by means of the BEKK approach introduced by Engle and Kroner (1995) . However, as a result of the large number of parameters involved by the estimation of the heteroscedastic model, we choose to apply the diagonal BEKKð1; 1; 1Þ specification given by:
where C is a m Â m upper triangular parameter matrix and A and B are m Â m diagonal parameter matrices.
For forecasting purposes, we apply the forecasting procedure described by Chiriac and Voev (2010) , whereby we account for the time-varying variance of the forecast errors. Since e t in Equation (2) are assumed to be normally distributed, the s-step ahead forecast errors of X t are also normally distributed as:
where E t ½X tþs X X tþs is the optimal s-step ahead predictor of X t given the information set consisting of all relevant information up to and including t and
ð6Þ and
It follows that the forecast errors of the one-step ahead forecast, u t;tþ1 , are normally distributed with zero mean and variance-covariance matrix R t;1 ¼ R t . Chiriac and Voev (2010) show that although the forecast errors of X t have zero mean (unbiasedX X tþs ), the mean of the forecast errors of Y t , which is a quadratic transformation ofX X t , is no longer zero (biasedŶ Y tþs ) and depends on the forecast error variance, which in our context is time-varying. Thus, the bias correction for E t ½Y ij;tþs is obtained from the elements of matrix R t;s using the following formula: 
where j ! i, i ¼ 1; . . . ; n and r t;sðv;uÞ is the v; u-th element of the matrix R t;s . The high parametrization involved and the time-varying property of the covariance matrix motivate Chiriac and Voev (2010) to avoid estimating R t . As an alternative, they suggest to apply a data-driven bias correction of E t ½Y ij;tþs , which turns out to be ineffective in their empirical example. However, this result cannot be generalized, without further assessment.
In the present empirical application we test whether the flexible specification of R t leads to empirical gains via bias correcting the forecasts of daily multivariate volatility based on the VARFIMA-Cholesky model. As the correction is based on estimated parameters, it introduces some estimation noise to the forecasts. Since it is not clear whether this effect dominates the effect of the reduced bias, we consider forecasts with and without bias correction. It is important to note that while the bias correction may theoretically lead to non-positive definite forecasts, in the application we present below all forecasts remain positive definite. In order to keep the estimation tractable, for this empirical application we choose arbitrarily two out of the six stocks considered: HWP and JPM 3 and compute the realized covariance matrices without the refinement described in section (3.1). Table A3 in Appendix A reports the results from estimating the four versions of the VARFIMA-Cholesky model described above. In Model 1, the long memory property is captured in the values of d-parameters around 0.37 for the diagonal elements of the Cholesky decomposition matrices and around 0.29 for the off-diagonal elements. However, when estimating only one parameter (Model 2, 3 and 4), the degrees of fractional integration stabilizes around 0.36. Regardless of the model choice, the AR parameter is significantly positive, while the diagonal MA-parameters are significantly negative. Similar results are obtained by Oomen (2001) in the univariate modelling of log realized volatilities. The fact that the off-diagonal elements of the MA matrix are in general not significant at 5% level, validates the constraints imposed in Model 3, while the similarity 4 among the diagonal elements H in Model 3 endorse the parametric specification in Model 4. The value of the multivariate Ljung-Box statistics at lag 30 (last row of Table A3 ) decreases as we relax parameter restrictions which is to be expected, as the in-sample fit improves by adding flexibility to the model. Though one could argue that the values of the statistic are high, the reduction is considerable when compared to its value of 9803.994 computed on the original series. In terms of interdependencies among the variance and covariance series, it is important to note that the diagonal and scalar specifications do not exclude the possibility of spillover effects among the series. This is due to the non-linearity of the Cholesky transformation. Even if the X t series are estimated independently of each other, the resulting Y t components are functions of the X t series, and therefore related to each other. To check the robustness of the results with respect to the sampling frequency of the returns used to construct the realized covariance matrices, we carry out the above analysis with realized covariances based on 30-minute returns, which should be less susceptible to market microstructure noise. The results we obtained are qualitatively similar, so we refrain from reporting them here.
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For forecasting purposes, we divide the overall sample of 1381 daily observations in two subsets: an in-sample period on which we estimate the model, and an out-of-sample period which serves to evaluate the forecasting performance. The in-sample period contains initially the first 1181 observations. In each forecasting step, the in-sample period is increased by one observation, the models are re-estimated and a new one-step ahead forecast is made. This procedure is carried out 200 times, and as a result we obtain a total of 200 one-step ahead forecasts. In this empirical exercise we evaluate the performance of one-day ahead forecasts of the four model specifications before and after the bias correction. As a proxy for the unobserved volatility of day t þ 1 we consider the realized volatility Y tþ1 , which for statistical evaluation purposes, is proven to be a better estimator of daily volatility than an estimator constructed from daily data (Patton/Sheppard 2009) . To evaluate the forecasting performance of the four model specifications we employ Mincer-Zarnovitz type regressions as in, e. g., Andersen and Bollerslev (1998) and Andersen et al. (2005) . The regression is given by:
where m ij;tþ1 is the error term of the regression.
The corresponding values of the R 2 statistics for the four model forecasts are contained in Table 1 and the corresponding a and b coefficients are reported in Table A4 in Appendix A. From the entries of Table 1 it is evident that, in all cases, the R 2 measure based on forecasts from Model 4 is higher or equal to the R 2 values for the other model specifica-tions. This suggests that imposing restrictions of equal degrees of fractional integration for all series and scalar MA parameters improves the forecasting ability of the proposed model.
Regarding the magnitude of the R 2 statistic, similar results have been obtained by Andersen et al. (2003) for the out-of-sample one-step-ahead exchange rates univariate volatility forecast based on an ARFIMAð1; 0:4; 0Þ specification. The R 2 's they report range between 20 % and 25 %. It should be noted also that exchange rates have much lower volatility (and variation in volatility) compared to stocks, and hence we can a priori expect higher predictive power of the model for exchange rate volatility than for stock volatility. Since the realized covariance is subject to estimation noise (due to market microstructure noise, and, additionally for the covariance, due to non-synchronicity), the R 2 's understate the true predictive power of the models. Based on the entries of Table A4 , we cannot reject the hypotheses that a ij ¼ 0 and b ij ¼ 1 in all cases of Model 4 without bias correction, and in most of the cases for the other models.
The results on the root mean squared error (RMSE) of the out-of-sample forecasts based on the Frobenius norm (see the last row of Table 1) complete the outcomes from the Mincer Zarnovitz regression approach: all models without bias correction deliver the smallest forecasting errors. This suggests that unbiased predictors are not necessarily the optimal choice when forecasting the daily covariance; the forecasts with no bias correction are, on average, closer to the true realizations than the bias-corrected ones. Therefore, we can conclude that restricted model specifications such as the ones given by Model 4 with no bias correction generally provide the best predictions of positive definite and symmetric variance-covariance matrices. These results validate the assumptions and the choice of model specification implemented by Chiriac and Voev (2010) .
Economic evaluation of VARFIMA-Cholesky forecasts: A comparison approach
Based on the results of the previous empirical application, in what follows we aim at assessing the forecasting performance of Model 4 with no bias correction against some standard models by means of economic criteria.
To assess the merits of the model, similar to Chiriac and Voev (2010) we consider a riskaverse investor who faces the problem of optimal portfolio selection among the six stocks considered, subject to different covariance forecasts. Alternatively to Chiriac and Voev (2010) , who evaluate the forecast performance by means of standard criteria, such as mean-variance efficiency, which is adequate only if the investor has a quadratic utility function or the return distribution is fully described by its first two moments (e.g normal distribution), we employ here a much more powerful criteria, which is applicable for any concave utility function and any return distribution. We also evaluate the portfolio performance under short selling restrictions. In order to keep the estimation tractable, we set the intercept vector c equal to the sample mean of X t . As a result of pre-estimating c, the resulting "second-step'' QML standard errors of the estimated parameters are incorrect. Therefore, to assure a robust inference we derive the standard errors by employing the subsampling method developed by Politis and Romano (1994a) and Politis et al. (1999) for dependent and cross-correlated time series.
For our comparative study we consider two popular MGARCH approaches for the conditional covariance matrix: the DCC model (Engle 2002) and the diagonal BEKK model (Engle/Kroner 1995) . We assume here that the conditional mean of daily returns, l is constant and we estimate it along with the MGARCH parameters.
DCC-GARCH
The DCC-GARCH model, proposed by Engle (2002) , is a multivariate GARCH model with univariate GARCH(1,1) conditional variances, h ii;t , and time-varying conditional correlations:
where
nn;t Þ and
where w
. . . ; n. e i;t is the residual from the mean specification e i;t ¼ r i;t À l.
where Q t is an n Â n symmetric and positive definite matrix given by:
where u t is the vector of standardized residuals with elements u i;t ¼ e i;t ffiffiffiffiffiffiffi h ii;t p ; i ¼ 1; . . . ; n and Q Q is the unconditional covariance of u t . For n ¼ 6 assets, the DCC model implies a total of 26 parameters, which are estimated by maximizing the normal pseudo-likelihood. Engle and Kroner (1995) suggest a multivariate GARCH model, where the conditional return covariance matrix H t is parameterized as a function of its lags and lagged squared innovations:
Diagonal BEKK
where C Ã is an upper n Â n triangular matrix and A Ã and B Ã are n Â n parameter matrices. Under certain restrictions, described in Engle and Kroner (1995) , the resulting covariance matrices are assured to be positive definite and stationary. In the present paper, we estimate the diagonal specification of the model, where A Ã and B Ã are diagonal matrices. The model includes 39 parameters, which are estimated by maximum likelihood. Before turning to the forecasting evaluation, we present here briefly the estimation results for the full sample of data. The results of the DCC and diagonal BEKK models are reported in Table A5 . Table A6 reports the estimated values of the three parameters implied by the restricted version of VARFIMA-Cholesky approach given by Model 4 along with their bootstrapped standard errors. The results are in line with the ones described in the previous empirical exercise: all parameters are significant at 5% level and the estimated value of the degree of fractional integration d is smaller than 0:5, which indicates that the series are stationary; the autoregressive parameter is significantly positive, while the moving average parameter is significantly negative. In order to assess the economic value of the three model forecasts, we construct portfolios which are supposed to maximize the utility of a risk-averse investor. If the utility function is second degree polynomial or logarithmic and/or the return distribution is completely characterized by its first two moments (e. g. normal distribution), the portfolio optimization is reduced to finding the asset weights which minimize the portfolio volatility while aiming for a target expected return or maximize the portfolio return while targeting a certain volatility (Markowitz 1952) . We assume that our investor minimizes his portfolio volatility subject to a fixed expected return (10% p. a.). He is allowed (Scenario 1) or prohibited (Scenario 2) to sell assets he does not own (short selling). In this context, the optimal portfolio is given by the solution to the following quadratic problem: min w tþ1jt w 0 tþ1jtĤ H tþ1jt w tþ1jt subject to:
whereĤ H tþ1jt is the covariance forecast at day t for day t þ 1, w tþ1jt is the n Â 1 vector of portfolio weights chosen at day t for day t þ 1, i is an n Â 1 vector of ones, R f is the risk free rate (3% p. a.) and R Ã is the target expected return (10% p. a.).
Given that there is hardly any predictable return variation at the daily level, we assume that the expected returns are constant as in Fleming et al. (2001) and Fleming et al. (2003) . Having solved for the optimal weights based on the three different conditional covariance forecasts, we compute the ex-post daily portfolio returns and the corresponding Sharpe ratios, given by:
where R R p is the sample mean andr r Rp is the sample standard deviation of the ex-post realized portfolio return series. Table 2 reports the annualized realized Sharpe ratios and standard deviations of the three sets of minimum-covariance portfolios. The numbers in this table should be interpreted simply as indicative that for the considered sample the VARFIMA-Cholesky-based portfolio delivers a smaller standard deviation and a higher Sharpe ratio than the GARCHbased ones. We relegate the formal comparison of these results by means of significance tests to the following discussion on stochastic dominance which is a much more general way of assessing whether a given return distribution is "better'' than another one.
The assumption of a "mean-variance'' investor is rather restrictive from an economic point of view. A more meaningful evaluation of the optimality of the portfolios can be achieved by comparing the whole distribution of the portfolio returns as opposed to just the first two moments. For example, the skewness and the shape of the tails of the return distribution are relevant in the investment decision process. Therefore, in what follows, we compare the VARFIMA-Cholesky-, DCC-and BEKK-based portfolio return distributions by means of stochastic dominance tests. To this end we need an additional definition.
Defination 1: Let X 1 and X 2 be two real random variables. It is said that X 1 s-th order stochastically dominates X 2 (X 1 # s X 2 , s > 0) if and only if Fishburn (1980) and Bawa (1975) , among others, show that X 1 s-th order stochastically dominates X 2 if and only if E½uðX 1 Þ ! E½uðX 2 Þ (with strict inequality for some x from the common support of X 1 and X 2 ) for every function u with ðÀ1Þ jþ1 u ðjÞ ðxÞ ! 0 for all j 2 1; . . . ; s where u ðjÞ ðxÞ stands for the j-th derivative of uðxÞ. The implications of this for our analysis are as follows: Let us have two optimal portfolio strategies (forecasting models), A and B and R p;A and R p;B be the realized returns of the two minimum-variance portfolios with CDF's F A ðxÞ and F B ðxÞ. A risk-averse investor with an increasing utility function uðxÞ, translating into u ð1Þ ðxÞ ! 0 and u ð2Þ ðxÞ 0, chooses portfolio A over portfolio B if and only if portfolio A second order stochastically dominates portfolio B, i. e., R r À1 F A ðxÞdx R r À1 F B ðxÞdx for r 2 P, where P is the common support of R p;A and R p;B , with strict inequality for at least one r 2 P. In this case the investor has a larger expected utility from portfolio A than from portfolio B, E½uðR p;A Þ ! E½uðR p;B Þ.
Comparing the integrated cumulative distributions (i. e., F 2 ðÁÞ) of the VARFIMA-Cholesky-based portfolio pairwise against the DCC-and BEKK-based ones, we find that the former is strictly smaller for each value of the common return support, which is a first indication that the VARFIMA-Cholesky-based portfolio second order stochastically dominates the other two portfolios. To check the robustness of these results, we apply a number of stochastic dominance tests on the estimated distributions. The literature on stochastic dominance tests is separated into two groups: one group (McFadden 1989; Klekan et al. 1991; Barett and Donald 2003; Linton et al. 2005) tests the null hypothesis of dominance (H 0 : A # 2 B) against the alternative of non-dominance (H 1 : A 6 # 2 B), while the other group (Kaur et al. 1994; Davidson/Duclos 2000) tests the null hypothesis of non-dominance, against the alternative hypothesis of dominance. Most of these tests are developed on the assumptions of i. i. d. and cross-independent observations. Due to the fact that we deal with serially (due to GARCH effects) and cross-dependent portfolio returns, we apply here two tests which account for these features: the Linton et al. (2005) (LMW) test and Kaur et al. (1994) (KRS) test. We apply the subsampling procedure (Sub) of Politis and Romano (1994a) and Politis et al. (1999) and the stationary bootstrap (SB) procedure of Politis and Romano (1994b) to obtain consistent critical values for the test. Table 3 reports the p-values of the LMW and KRS tests for various null hypotheses described in the first column. Regardless of the investment strategy, all tests with the null hypothesis of stochastic dominance of the VARFIMA-Cholesky portfolio against the other two portfolios have a p-value well in excess of 35 % indicating a strong support for the null hypothesis. Changing the testing direction, we reject the null hypothesis of dominance of MGARCH portfolios against the VARFIMA-Cholesky for Scenario 2 at 10 % significance level. Similar results are obtained from the KRS test with null hypotheses of non-dominance. Generally, for Scenario 2 we find ample evidence for the dominance of the VARFIMACholesky-based portfolio, while for Scenario 1 the data is inconclusive, but still delivers support for the VARFIMA-Cholesky approach. Referring again to Table 2 , it is evident that for Scenario 2, the differences in the variance of the portfolio distributions are substantial, which is the reason for the much more clear-cut test results compared to Scenario 1. The relevance of the constrained portfolio optimization problem in Scenario 2 is supported by the fact that many institutional investors are forbidden by law from short selling. Furthermore, a recent study of Boehmer et al. (2008) reveals that on the NYSE only up to 2% of short sales are undertaken by individual traders. Thus, we conclude that the VARFIMA-Cholesky approach is a worthwhile strategy to pursue, as it has the potential of providing added economic value, regardless of the investor's utility function form or return distribution assumption. The critical values of the tests are derived from bootstrap procedures which account for serial and cross dependence of the observations: subsampling bootstrap ("Sub'') and stationary bootstrap ("SB''). The subsampling size is b ¼ 30 observations. The "block'' length of the stationary bootstrap is driven by the average value of the first order serial correlation of the series. 
Conclusion
In this paper we bring empirical evidence on the quality of multivariate volatility forecasts based on the VARFIMA-Cholesky model proposed by Chiriac and Voev (2010) , subject to different investment conditions and evaluation criteria. Introduced to capture the dynamics of realized covariance matrices by modelling their Cholesky factors with the vector fractional integrated ARMA approach, the model explicitly accounts for the long memory of financial volatility and guarantees the positive definiteness of forecasts without imposing parameter restrictions. One potential shortcoming of this approach concerns the bias of the covariance matrix forecasts, originating in the nonlinear transformation of Cholesky factor forecasts. In the present study, we aim at assessing the robustness of the forecasting performance of VAR-FIMA-Cholesky approach subject to different model specifications and bias correction with time varying volatility of volatility. Thus, through gradually imposing parameter restrictions and accounting for the model heteroscedasticity by means of diagonal BEKK approach, we show that restricted versions of the model provide generally the best daily covariance matrix forecasts without imposing any bias correction. Similar to Chiriac and Voev (2010) , we assess the forecasting performance of the model, by applying it to an optimal portfolio selection problem. Hoverer, contrary to Chiriac and Voev (2010) , who apply standard evaluation criteria implying restrictive assumptions, we show by means of stochastic dominance tests, that any risk averse investor would achieve the highest (among the models considered) expected utility by using the VARFIMA-Cholesky forecasts to optimize his portfolio, regardless of the investment constraints. Figure A1 Autocorrelograms of the Cholesky factor series X t .
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