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We present a simple thermodynamically consistent method for solving time-dependent Fokker–
Planck equations (FPE) for over-damped stochastic processes, also known as Smoluchowski equa-
tions. It yields both transition and steady-state behavior and allows for computations of moment-
generating and large-deviation functions of observables defined along stochastic trajectories, such
as the fluctuating particle current, heat and work. The key strategy is to approximate the FPE by
a Master equation with transition rates in configuration space that obey a local detailed balance
condition for arbitrary discretization. Its time-dependent solution is obtained by a direct computa-
tion of the time-ordered exponential, representing the propagator of the FPE, by summing over all
possible paths in the discretized space. The method thus not only preserves positivity and normal-
ization of the solutions, but also yields a physically reasonable total entropy production, regardless
of the discretization. To demonstrate the validity of the method and to exemplify its potential for
applications, we compare it against Brownian-dynamics simulations of a heat engine based on an
active Brownian particle trapped in a time-dependent quartic potential.
I. INTRODUCTION
Many natural phenomena exhibit a time-scale separa-
tion between “slow” and “fast” degrees of freedom. The
variables varying slowly in space or time can then be
characterized by a self-contained coarse-grained dynam-
ics, which is — for not too extreme coarse-graining —
perceptibly perturbed by fluctuations arising from the
noisy dynamics of the fast variables.
The Fokker–Planck equation (FPE) represents a most
comprehensive description of such time-separated phe-
nomena [1]. It predicts not only the average dynamics of
the slow variables but directly addresses, in a technically
manageable way, their complete probability distribution,
which includes the relevant information about the fluctu-
ations of the slow degrees of freedom induced by the fast
ones. To achieve this, all of the slow variables need to be
resolved explicitly in a so-called Markovian description,
such that the remaining fast variables evolve without per-
ceptible memory of the past dynamics.
Over the last century, the FPE found applications in
various scientific disciplines ranging from physics and
chemistry to biology and ecology and even economy and
finance [1–7]. Needless to say that it can only in very
few special cases be solved analytically, so that one usu-
ally has to resort to analytical approximations, computer
simulations and numerical methods [1, 8–12]. Both the
Fokker–Planck formulation of stochastic dynamics and
efficient techniques for its numerical solution become
particularly relevant for situations far from equilibrium,
where the slow variables are, as a rule, found to exhibit
non-Gaussian characteristic fluctuations that contain a
∗ viktor.holubec@mff.cuni.cz
crucial part of the information about the system of inter-
est.
For the physical interpretation of this information, it
is moreover crucial to also evaluate functionals defined
along individual trajectories of the underlying stochas-
tic process, which is one of the main tasks of stochastic
thermodynamics. Important examples of such function-
als are fluctuating particle currents, and fluctuating heat
and work in systems of Brownian particles, individual
proteins, or living bacteria, which often operate under
conditions far from equilibrium [13–15].
In this paper we describe a simple thermodynamically
consistent matrix numerical method (MNM) for solv-
ing over-damped FPEs with time-dependent coefficients,
also known as Smoluchowski equations. The method can
resolve not only the transition and long-time behavior
of probability distributions described by the FPE, but
it is also naturally applicable to computations of mo-
ment generating-functions (MGFs) and large-deviation
functions (LDFs) for various types of functionals defined
along the trajectories of the stochastic process described
by the FPE. This is achieved by a discretization that
transforms the FPE into a Master equation with tran-
sition rates that obey a local detailed balance condi-
tion. The time evolution of its solution is calculated
from the time-ordered exponential, representing the dis-
cretized FPE-propagator, by summing over all possible
paths in the discretized configuration space. The MNM
thus addresses all of the mentioned functions directly and
gives physically reasonable results both from a proba-
bilistic and from a thermodynamic point of view, for ar-
bitrary discretization. Namely, the MNM is constructed
to preserve the normalization and positivity of the initial
distribution, and predict the correct entropy production
of the discrete models emerging upon discretization, at
arbitrary resolution.
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2Towards the end of the paper, we test the MNM and
illustrate its power by focusing on a specific example,
namely a heat engine based on an over-damped active
particle trapped in a time-dependent quartic potential
and communicating with a heat bath at a time-dependent
temperature. We investigate the dynamics of the particle
and the fluctuations of work and heat exchanged with
the bath, using both the proposed MNM and Brownian
dynamics simulations (BD), checking that both methods
give the same results.
II. PRINCIPLES OF THE MNM
For pedagogical reasons, we introduce the MNM for a
two-dimensional stochastic system, parametrized by co-
ordinates x and y. Although such a system can repre-
sent diffusion of an abstract object in an abstract energy
landscape, we find it helpful to allude, in our description,
to the intuitive paradigmatic example of an overdamped
Brownian particle. Furthermore, we assume that the dif-
fusion matrix D and the mobility matrix µ are diagonal:
D = diag(Dx, Dy) and µ = diag(µx, µy). An extension
to higher dimensions and off-diagonal matrices D and µ
is straightforward. The FPE for the probability density
function (PDF) ρ(x, y, t) to find the system at time t
in microstate (x, y) is the parabolic partial differential
equation
∂tρ(x, y, t) = L(x, y, t)ρ(x, y, t) =
∂x [∂xDx − µxFx] ρ(x, y, t)
+ ∂y [∂yDy − µyFy] ρ(x, y, t) (1)
with generally time-and position-dependent diffusion co-
efficients Dx > 0 and Dy > 0, mobilities µx and µy and
forces Fx and Fy in the x and y directions, respectively.
The force F = (Fx, Fy) does not need to be conservative,
stemming from some potential U = U(x, y, t), such that
F = −∇U = −(∂xU, ∂yU). Below, we show that the
most general form of the FPE that can be solved using
the MNM is Eq. (1) with time-dependent but position-
independent diffusion coefficients (11). If one is willing to
sacrifice the thermodynamic consistency of the MNM, its
minimal modification moreover allows to solve Eq. (1) in
full generality, i.e. with all the coefficients Dx, Dy, µxFx
and µyFy time- and position-dependent.
The main idea, exploited in this paper, to solve the
complicated time-dependent equation (1) is to approxi-
mate the underlying time-and-space continuous stochas-
tic process by a time continuous hopping process in a dis-
crete configuration space. To this end, we approximate
the FPE (1) with the Fokker-Planck operator L(x, y, t)
by a master equation with a transition rate matrix R:
∂tρ(x, y, t) = L(x, y, t)ρ(x, y, t)→ p˙(t) = R(t)p(t) . (2)
Here p(t) is the vector of probabilities of occupation
of the individual discrete states which approximates the
PDF ρ(x, y, t), and p˙(t) denotes its total time-derivative.
In case of time-independent coefficients in L, the Mas-
ter equation is simply solved by matrix exponentia-
tion of the constant rate matrix R, namely p(t) =
exp [(t− t0)R] p(t0). In case of time-dependent coeffi-
cients, the strategy is to construct a piece-wise time-
constant approximation R˜(t) to the time-dependent rate
matrix R(t), solve the master equation in the time inter-
vals where R˜(t) is constant using matrix exponentiation
and, finally, employ the Markov property of the stochas-
tic process to construct an approximate solution by con-
catenation, i.e., by multiplying the matrix exponentials.
Simple variants of the MNM were already used by one
of the authors to investigate several model systems [16–
18]. The main merits of the present paper are twofold.
First, we generalize the previously used method to FPEs
with time-dependent coefficients and show how to calcu-
late MGFs and LDFs for various functionals, in such a
setting. Second, in the previous works [16–18] the MNM
was always presented only as a minimal recipe in techni-
cal appendices. Here, we provide a comprehensive deriva-
tion and discussion of the method, including all its im-
portant aspects.
The following sections give a detailed description of the
MNM. First, in Sec. IIA, we specify the discretization
mesh used throughout the paper. The precise meaning
of thermodynamic consistency and the transition rates
obeying the local detailed balance condition are described
in Secs. II B and IIIA. In Sec. III B, we discuss several
boundary conditions which can be implemented with the
method. In Sec. IV, we show how to solve the approx-
imate Master equation. The long Sec. V is devoted to
computations of MGFs and LDFs for various functionals
defined along the trajectories of the stochastic process
described by the FPE. The general presentation of the
MNM is closed by a discussion of several practical issues
and of its computational efficiency compared to other
methods, in Sec. VI. After that, in Sec. VII, we show
how to apply the general theory by guiding the reader
through a solved example: a heat engine consisting of
an active particle trapped in a time-dependent quartic
potential and communicating with a bath with time-
dependent temperature. We conclude in Sec. VIII. In
Appendix A, we show why the (locally) detailed-balanced
Master equation, which is at the heart of the MNM, can
not be used for solving FPEs with position dependent
diffusion coefficients and what modifications of the MNM
are necessary in order to solve Eq. (1) in full generality.
A. Space discretization scheme
Our goal is to solve the FPE Eq. (1) numerically.
In general, this can be done only within some finite
space-and-time domain, which allows to approximate the
continuous space-time with a finite number of discrete
points. For simplicity, we limit our presentation to rect-
angular domains of the form [t0, τ ] × [x−, x+] × [y−, y+]
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FIG. 1. (Colored online) Sketch of the configuration space
discretization used for the numerical solution of the two-
dimensional overdamped Fokker-Planck equation (1). The
black points mark the states inside the domain [x−, x+] ×
[y−, y+], the colored points form the boundary (see Sec. III B).
The black full arrows depict the allowed transitions with the
“bulk” transition rates (13) or (18) (horizontal transition) and
(14) or (19) (vertical transitions). The red boundary is reflect-
ing and thus the particles can not cross the red states (hence
no red arrows). The blue boundary is absorbing and thus
particles can leave the system from these sites (depicted by
one-way dashed blue arrows). The states in the corners of
the domain require two boundary conditions. In the figure,
we impose reflecting boundary condition in the y direction
(depicted by red circumferences of the points) and periodic
boundary conditions in the x direction (depicted by green
interiors of the points). The periodic boundary allows the
particles to leave the system in the x direction. The leav-
ing particles reenter the system at the opposite side of the
domain, as depicted by the green dot-dashed arrows.
only. The generalization to more complicated domains is
straightforward. The time domain is naturally bounded
by the initial time t0, where we impose an initial PDF
ρ(x, y, t0), and the final time of integration τ . The fi-
nite space domain [x−, x+] × [y−, y+] is defined by the
boundary conditions imposed at boundaries x = x± and
y = y±. The boundary conditions which can be han-
dled by the MNM will be detailed in Sec. III B. Here,
we present the discretization of the (configuration) space
domain [x−, x+]× [y−, y+] used in the rest of the paper.
For simplicity, we impose a rectangular discrete mesh
with (Nx + 1)(Ny + 1) discrete configurations with coor-
dinates {ix, iy},
ix = bx− x−
∆x
c, ∆x = x+ − x−
Nx
, (3)
iy = by − y−
∆y
c, ∆y = y+ − y−
Ny
, (4)
ix = 0, 1, . . . , Nx and iy = 0, 1, . . . , Ny, as illustrated in
Fig. 1. The symbol bxc denotes the floor function. The
generalization of the method to more complicated dis-
cretization meshes, which might be specifically adapted
to some salient features of the coefficients in the FPE (1),
is straightforward.
Let us denote as pix,iy = pix,iy (t) the occupation prob-
abilities of the individual lattice points ix, iy. Allowing
only transitions between neighboring lattice points (c.f.
the arrows in Fig. 1), the counterpart of the FPE (1) on
the discrete lattice is the Master equation [19]
p˙ix,iy = r
iy
ix+1→ixpix+1,iy + r
iy
ix−1→ixpix−1,iy+
lixiy+1→iypix,iy+1 + l
ix
iy−1→iypix,iy−1−(
r
iy
ix→ix+1 + r
iy
ix→ix−1 + l
ix
iy→iy+1 + l
ix
iy→iy−1
)
pix,iy ,
(5)
where the symbol riyix→ix+1 = r
iy
ix→ix+1(t) ≥ 0 denotes
the transition rate in the x direction from site (ix, iy) to
site (ix+1, iy) and lixiy→iy+1 = l
ix
iy→iy+1(t) ≥ 0 denotes the
transition rate in the y direction from site (ix, iy) to site
(ix, iy+1). These transition rates must be chosen in such
a way that the occupation probabilities pix,iy determine
the correct solution of the FPE (1) in the limit of an
infinitely fine mesh:
ρ(x, y, t) = lim
∆x→0
lim
∆y→0
pix(x),iy(y)(t)
∆x∆y
. (6)
The Master Eq. (5) possesses a simple probabilis-
tic interpretation. For example, the expression
r
iy
ix+1→ix(t)pix+1,iy (t)dt stands for the probability to
jump from the site (ix+1, iy) at time t to the site (ix, iy)
during the infinitesimally short time interval dt. The
time derivative of the occupation probability in Eq. (5)
is thus given by the probability to enter the site from
neighboring sites [positive terms in (5)] minus the prob-
ability to leave it to neighboring sites [negative terms in
(5)], during an infinitesimally short time interval.
B. Thermodynamic consistency
The probabilistic interpretation of the Master Eq. (5)
implies that solutions produced by the proposed dis-
cretization are by construction non-negative for any non-
negative initial condition and conserve the normalization
in absence of source- or sink-boundary conditions (cf.
Sec. III B), regardless of the dicretisation parameters ∆x
and ∆y.
There are various ways how to write the rates for tran-
sitions between the lattice points depicted in Fig. 1 that
lead to the same FPE (1) in the limit of infinitely fine
discretization. Here we want to propose a mapping (2)
guided by the aim to approximate the process described
by the FPE (1) in a thermodynamically consistent way,
for arbitrary mesh resolution. A discretization scheme
with similar properties was proposed already in 1970 by
Chang and Cooper [20]. Compared to their presenta-
tion, our interpretation of the discretization scheme in
4terms of Master equations provides a clearer physical in-
terpretation of the transition rates and a natural basis
for studying various functionals, defined on realizations
of the stochastic process, in terms of moment generating
functions and characteristic functions.
On the level of coarse-grained stochastic models, the
time reversal symmetry of the (standard) microscopic
Hamiltonian dynamics manifests itself in a so-called local
detailed balance condition [21–25]. This condition should
therefore be expected to hold for any physically reason-
able stochastic dynamics. In fact, it can be viewed as the
most fundamental tool for devising consistent thermody-
namic notions for a microscopically grounded stochastic
system. It states that the logarithm of ratio of the (con-
ditional) path probability P (ri → rf ,Γ) = P (Γ) for the
system to go from ri to rf along the path Γ over the
probability P ?(rf → ri,Γ?) = P ?(Γ?) to return from
rf to ri along the time-reversed path Γ? (with time-
reversed dynamics) is proportional to the entropy change
∆SR(ri → rf ,Γ) = ∆SR(Γ) in the reservoir to which the
system is connected along the path Γ, briefly
kB log
P (Γ)
P ?(Γ?)
= ∆SR(Γ). (7)
Let us consider an overdamped diffusion process where
a particle communicates with a single global equilib-
rium bath at constant temperature T and is driven by
a force F = (Fx, Fy). The fluctuation-dissipation the-
orem implies that the bath temperature is given by
T = Dx/(kBµx) = Dy/(kBµy) with time-and-space con-
stant diffusion coefficients Dx and Dy and mobilities µx
and µy. The amount of entropy produced when the par-
ticle diffuses from ri = (xi, yi) to rf = (xf , yf ) along
the path Γ = [x(t), y(t)] parametrized by t ∈ [ti, tf ] is
given by the energy transferred to the reservoir along
this process divided by the reservoir temperature T . For
overdamped dynamics, the energy dissipated into the
bath is given by the work W (Γ) =
∫
Γ
F(Γ) · dΓ =∫ tf
ti
dtF[x(t), y(t), t] · [dx(t), dy(t)]/dt done by the force
F along Γ, and thus ∆SR(Γ) = W (Γ)/T .
This equation can be generalized to situations where
we connect the system at every point (x, y) to one
joint reservoir or even two independent reservoirs with
time-dependent temperatures. The bath at tempera-
ture Tx(x, y, t) = Dx/(kBµx) induces diffusion in the
x-direction, the one with temperature Ty(x, y, t) =
Dy/(kBµy) induces diffusion in the y-direction. Here, we
again assumed that the diffusion and the mobility ma-
trices D and µ in Eq. (1) are related by the fluctuation-
dissipation theorem for each coordinate. In this general-
ized case the total amount of entropy produced in all the
reservoirs along the trajectory Γ reads
∆SR(Γ) =
∫ tf
ti
dt
[
Fx(t)
Tx(t)
,
Fy(t)
Ty(t)
]
·
[
dx(t)
dt
,
dy(t)
dt
]
=
∫ rf
ri
[
Fx(t)
Tx(t)
,
Fy(t)
Ty(t)
]
· [dx(t), dy(t)] . (8)
In order to find a reasonable form of the transition
rates [transition probabilities P (Γ) per unit time] based
on Eqs. (7) and (8), we assume that the explicit time de-
pendence of the forces and temperatures can be neglected
for the transition rates at time ti. If such a timescale
separation holds, we can evaluate the force and tem-
perature fields in Eq. (8) at time ti, thereby effectively
approximating the process with time-dependent coeffi-
cients by a sequence of processes with time-independent
coefficients. For an over-damped diffusion process with
time-independent coefficients the forward and reversed
dynamics are identical, i.e. P ?(Γ) = P (Γ). Let us now
use this formula to uncover the functional dependence
of the transition probabilities, fulfilling the local detailed
balance condition (7), on the entropy change ∆SR (Γ).
Without loss of generality, we write the transition
probability as P (Γ) = A(Γ) exp [B (Γ) /kB], where A
denote a symmetric and B an anti-symmetric unknown
function with respect to the path reversal, i.e. A(Γ) =
A(Γ?) and B(Γ) = −B(Γ?). Inserting this ansatz into
Eq. (7) and using the condition P ?(Γ) = P (Γ), we find
that B(Γ)−B(Γ?) = 2B(Γ) = ∆SR (Γ). We thus arrive
at the expression
P (Γ)
A(Γ)
=
A(Γ)
P (Γ?)
= exp
[
∆SR(Γ)
2kB
]
(9)
for the transition probabilities, the validity of which we
assume for each transition and, consequently, also for ar-
bitrary sequence of transitions. The prefactor A(Γ) de-
pends on the details of the dynamics and we determine
it by inserting the transition rates fulfilling (9) into the
FPE.
III. IMPLEMENTATION OF THE MNM
A. Transition rates
The formulas (9) can be applied to arbitrary discretiza-
tion meshes. Let us now identify the points ri and rf
with neighboring sites of the rectangular lattice defined in
Sec. IIA and depicted in Fig. 1. We now take ri = (x, y)
and rf = rxf = (x + ∆x, y) for the horizontal transitions
and rf = r
y
f = (x, y + ∆y) for the vertical ones. The
probabilities P (ri → rf ) will now determine the transi-
tion rates between the individual lattice points.
The formulas (9) imply that the necessary condition
for the transition rates in the x direction in Eq. (5) to
obey the local detailed balance principle is
rix→ix+1
Aix+1/2
=
Aix+1/2
rix+1→ix
= exp
[
∆SR(ri → rxf )
2kB
]
, (10)
where Aix+1/2 is a symmetric prefactor, and similarly for
the rates in the y direction. In Appendix A, we show that
the transition rates satisfying these conditions can (even
5in one dimension) yield the FPE (1) only for position-
independent diffusion coefficients. Hence the most gen-
eral FPE, which can be solved numerically using such
transition rates reads
∂tρ(x, y, t) = L(x, y, t)ρ(x, y, t) =[
Dx∂
2
x − ∂xµxFx
]
ρ(x, y, t)
+
[
Dy∂
2
y − ∂yµyFy
]
ρ(x, y, t) . (11)
Nevertheless, in Appendix A, we also show how to modify
the detailed-balanced transition rates in order to address
the FPE (1) in its full generality. The resulting gen-
eralized MNM respects the local detailed balance condi-
tion in case of position-independent diffusion coefficients.
For position-dependent diffusion coefficients, the local
detailed balance condition and the underlying microre-
versibility, valid in the continuous FPE (1), are thus nec-
essarily broken on the coarse-grained level of the Mas-
ter Eq. (5). This anticipates problems of attempts to
mimic effects caused by spatially modulated mobilities
using models with (temporally) diffusing diffusivities, see
for example Ref. [26].
1. Equilibrium dynamics
Whenever the quantities Fx/kBTx = µxFx/Dx and
µyFy/kBTy = µyFy/Dy can be written using a dimen-
sionless potential U˜(x, y, t), such that(
Fx
kBTx
,
Fy
kBTy
)
= −∇U˜ = −(∂xU˜ , ∂yU˜) , (12)
the formula (8) can be written as ∆SR(Γ) = ∆SR(ri →
rf ) = kB
[
U˜(ri, t)− U˜(rf , t)
]
. The transition rates satis-
fying the condition (9) and yielding the FPE (11) in the
limit ∆x → 0, ∆y → 0 of the Master Eq. (5) can then
be found without any further approximation by inserting
the rates of the form (10) into the FPE, similarly as in
Appendix A. They read
r
iy
ix→ix±1 =
Dx
∆2x
exp
(
− U˜ix±1,iy − U˜ix,iy
2
)
, (13)
lixiy→iy±1 =
Dy
∆2y
exp
(
− U˜ix,iy±1 − U˜ix,iy
2
)
, (14)
with U˜ix,iy = U˜ix,iy (t) = U˜(x−+ ∆xix, y−+ ∆yiy, t) and
the symmetric prefactors Dx(t)/∆2x and Dy(t)/∆2y.
We refer to this as equilibrium dynamics because
the FPE (11) with time-independent coefficients fulfill-
ing (12) leads to the Boltzmann stationary distribution
ρ(x, y,∞) = ρ˜(x, y) ∝ exp
[
−U˜(x, y)
]
. This can be ver-
ified by the direct substitution of the Boltzmann dis-
tribution into Eq. (11). Similarly, the stationary solu-
tion of the Master Eq. (5) reads pix,iy (∞) = p˜ixiy ∝
exp
(
−U˜ixiy
)
, regardless of the discretization.
Physically, the most important feature of the equilib-
rium stationary distribution is that in this state all meso-
scopic probability currents in the system vanish. On the
level of the FPE (11), this is reflected by the formulas
jx = −Dx∂ρ˜+µxFxρ˜ = 0 and jy = −Dy∂ρ˜+µyFyρ˜ = 0.
On the level of the Master Eq. (5), the probability
current in the x-direction reads jiyx (ix → ix + 1) =
r
iy
ix→ix+1pix,iy − r
iy
ix+1→ixpix+1,iy and similarly for the
probability current in the y-direction. That these cur-
rents vanish for the Boltzmann distribution p˜ixiy is usu-
ally written in the form of the conventional global detailed
balance conditions
r
iy
ix→ix+1
r
iy
ix+1→ix
= exp
[
−
(
U˜ix+1iy − U˜ixiy
)]
, (15)
lixiy→iy+1
lixiy+1→iy
= exp
[
−
(
U˜ixiy+1 − U˜ixiy
)]
. (16)
Let us stress that the “equilibrium dynamics” described
in this section can sometimes be observed even though
the system is not in equilibrium, for example, if the coef-
ficients in the FPE (11) are time-dependent and/or if the
system relaxes from a non-equilibrium initial distribution
ρ 6= ρ˜.
2. Non-equilibrium dynamics
If the quantities Fx/kBTx = µxFx/Dx and
µyFy/kBTy = µyFy/Dy can not be written using a single
potential, one can still formally define (different) pseudo-
potentials for the individual degrees of freedom:(
Fx
kBTx
,
Fy
kBTy
)
= −(∂xU˜ , ∂yV˜ ) . (17)
In this case, it is not possible to get rid of the path
dependence of the integral in Eq. (8) as it was done
for the equilibrium dynamics. Therefore, we now as-
sume that for the transitions in the x-direction the en-
tropy change can be well approximated by ∆SR(Γ) =
∆SR [(x, y)→ (x+ ∆x, y)] = U˜(x, y, t)− U˜(x+ ∆x, y, t).
This means that, from all possible paths Γ between the
points (x, y) and (x + ∆x, y), we consider only the one
with y-coordinate fixed at y. We use a similar approx-
imation also for the y-direction. These approximations
become exact in the limit of vanishing ∆x and ∆y. The
transition rates satisfying Eq. (9) under these approxima-
tions and leading to the FPE (5) as the ∆x → 0, ∆y → 0
limit of the Master Eq. (5) read
r
iy
ix→ix±1 =
Dx
∆2x
exp
(
− U˜ix±1,iy − U˜ix,iy
2
)
, (18)
lixiy→iy±1 =
Dy
∆2y
exp
(
− V˜ix,iy±1 − V˜ix,iy
2
)
, (19)
6with U˜ix,iy = U˜ix,iy (t) = U˜(x−+ ∆xix, y−+ ∆yiy, t) and
similarly for V˜ix,iy . While, for nonzero ∆x and ∆y, these
transition rates satisfy the local detailed balance condi-
tion (9) for the FPE only approximately, they satisfy it
exactly on the discrete lattice depicted in Fig. 1, where
the neighboring lattice points are interconnected exclu-
sively by a single transition channel. On this discrete
lattice, the process described by the rates (18) and (19)
is thus perfectly thermodynamically consistent, yielding
the correct entropy produced along the individual tran-
sitions regardless of the discretization.
For the non-equilibrium dynamics, not only the time-
dependent dynamics is in general unknown, but also the
characterization of the stationary distribution, attained
in case of time-independent coefficients in the FPE (11),
is a non-trivial task. The presence of persevering prob-
ability currents in such steady states implies that there
might be stationary transport of particles, energy, etc.
Formally, the transition rates (18) and (19) still obey a
form reminiscent of the global detailed balance condi-
tions (15) and (16), namely
r
iy
ix→ix+1
r
iy
ix+1→ix
= exp
[
−
(
U˜ix+1iy − U˜ixiy
)]
, (20)
lixiy→iy+1
lixiy+1→iy
= exp
[
−
(
V˜ixiy+1 − V˜ixiy
)]
, (21)
but now with different potentials for the two degrees of
freedom x and y. Intuitively, each of these conditions
is trying to draw the system into the Boltzmann equi-
librium corresponding to its own potential U˜ or V˜ , re-
spectively. Globally, this competition leads to a non-
equilibrium stationary state.
B. Boundary conditions
The conditions at the boundaries of the configurational
space domain [x−, x+]× [y−, y+] require some extra care
and give rise to modifications of the transition rates pre-
sented in the previous section. Briefly, while the rates
(13)–(14) and (18)–(19) are determined by the forces,
temperatures and mobilities explicitly appearing in the
dynamic operator in the FPE (11), this is not necessar-
ily true for the rates at the boundaries. The probabilis-
tic interpretation of the Master equation described below
Eq. (6) allows a convenient implementation of arbitrary
boundary conditions, which are thus also easily intro-
duced into the MNM. We now show how to implement
three basic types of boundary conditions.
1. Reflecting boundary condition: The particle can not
cross the boundary.
2. Periodic boundary condition: After crossing the
boundary at one side of the domain the particle
returns to it, usually at its other side.
3. Absorbing boundary condition: The particle is an-
nihilated once it hits the boundary.
While the reflecting and periodic boundary conditions
lead to the overall conservation of probability (no parti-
cles can leave the system), the absorbing boundary con-
ditions lead to depletion of the system due to particle
losses at the boundary. Besides using these three types
of boundary conditions, one can use arbitrary combina-
tions thereof (with some probability the particles can be
allowed to leave the system, or to appear at its other side,
etc.).
1. Reflecting boundary conditions
Physically, the reflecting boundary condition corre-
sponds to an infinite potential barrier. Overcoming such
a barrier requires an infinite amount of energy from the
reservoir which corresponds to an infinite change of en-
tropy in Eq. (9) or potential in Eqs. (13)–(14) and (18)–
(19). The crossing rate across a reflecting barrier is thus
0, in accord with the rates Eqs. (13)–(14) and (18)–(19).
Let us, for example, consider the situation depicted in
Fig. 1, where the red points at the boundary obey re-
flecting boundary conditions. Specifically, we consider
the point with coordinates (1, 0) (the second one in the
last line). Realizing that the transitions over the reflect-
ing barrier are not allowed and that this point has only a
single boundary towards negative iy, the Master Eq. (5)
for this point reads
p˙1,0 = r
0
2→1p2,0 + r
0
0→1p00 + l
1
1→0p1,1−(
r01→2 + r
0
1→0 + l
1
0→1
)
p1,0 , (22)
Note that the transitions from (1, 0) to (1,−1) and back
occur with zero transition rate (and thus they do not
show up in the equation). For other points with reflecting
boundary, the master equation should be constructed in
a similar manner.
2. Periodic boundary conditions
For periodic boundary conditions, the transitions rates
are still given by Eqs. (13)–(14) and (18)–(19), one just
needs to make the index periodic at the point where the
periodic boundary condition is imposed. Consider for
example the situation depicted in Fig. 1, where the upper
left and upper right points are connected by the periodic
boundary in the x-direction. Then the rate to the right
from the site (Nx, Ny) leads to the site (Nx + ∆x, Ny) =
(0, Ny) and thus it reads
r
Ny
Nx→0 =
Dx
∆2x
exp
(
− U˜Nx+∆x,Ny − U˜Nx,Ny
2
)
. (23)
7In the expression for the transition rate, we used
U˜Nx+∆x,Ny − U˜Nx,Ny =
∫ x−+(Nx+1)∆x
x−+Nx∆x
dxFx/kBTx in-
stead of U˜0,Ny − U˜Nx,Ny , because, although the sites
(Nx+∆x, Ny) and (0, Ny) coincide, the pseudo-potential
U˜ may be discontinuous at the boundary for a non-
conservative force Fx/kBTx.
Considering that the site (Nx, Ny) also possesses a re-
flecting boundary condition towards larger values of iy,
the corresponding Master equation reads
p˙Nx,Ny = r
Ny
0→Nxp0,Ny + r
Ny
Nx−1→NxpNx−1,Ny+
lNxNy−1→NypNx,Ny−1−(
r
Ny
Nx→0 + r
Ny
Nx→Nx−1 + l
Nx
Ny→Ny−1
)
pNx,Ny , (24)
Other transitions across periodic boundaries should be
handled in a similar manner.
3. Sources, sinks and absorbing boundaries
Further examples are source/sink boundary conditions
meaning that particles can enter/leave the system across
the boundary. They can be realized by connecting the
boundary state to a particle reservoir. If the reservoir
constantly feeds particles into the boundary state (the
rate to go from the reservoir to the system is larger than
the rate to go back), the boundary state behaves as a
source. Vice versa, if the particles leave the boundary
state towards the reservoir faster then they return, the
boundary behaves as a sink.
The absorbing boundary condition represents a spe-
cific example of the sink condition with diverging rate
to the reservoir and vanishing rate back. Physically, it
corresponds to an infinitely deep potential cliff. When a
particle hits such a boundary, it can be thought to re-
lease an infinite amount of energy that is dissipated to
the bath, corresponding to a negatively infinite entropy
change in Eq. (9) or an infinite change of the potential in
Eqs. (13)–(14) and (18)–(19). Under such circumstances,
the transition rates (13)–(14) and (18)–(19) diverge.
In order to avoid including such infinite rates in the
master equation, we take as “auxiliary” boundary points
those bulk points next to the actual boundary. The tran-
sition rates from the bulk into this auxiliary boundary
and from it to all neighboring grid points are given by
Eqs. (13)–(14) or (18)–(19), while the actual boundary
points are assigned a vanishing back rate into the bulk.
Consider for example the situation depicted in Fig. 1,
where the point (Nx, 2) at the end of the second row
from the top possesses an absorbing boundary in the x-
direction. From the discussion above it follows that the
corresponding Master equation reads
p˙Nx,2 = r
2
Nx−1→NxpNx−1,2 + l
Nx
3→2pNx,3 + l
Nx
1→2pNx,1−(
r2Nx→Nx+1 + r
2
Nx→Nx−1 + l
Nx
2→3 + l
Nx
2→1
)
pNx,2 , (25)
Here, the transition rate r2Nx→Nx+1 for transitions out of
the system is given by Eqs. (13)–(14) or (18)–(19). Since
we assume that the absorbing boundary in the continu-
ous space described by the FPE is located at x++∆x, the
pseudo-potentials U˜Nx+1,2 and V˜Nx+1,2 needed to evalu-
ate the rates are well defined. Other transitions across
absorbing boundaries should be handled in a similar man-
ner.
IV. SOLUTION OF THE MASTER EQUATION
Having described the transition rates in the approx-
imate Master Eq. (5), we will briefly explain how this
equation can be solved in various situations. The key
step always consists in rewriting the Master Eq. (5) in
the matrix form
p˙(t) = R(t)p(t) , (26)
where the (Nx + 1)(Ny + 1) × (Nx + 1)(Ny + 1) matrix
R(t) contains the transition rates (13)–(14) or (13)–(19)
in such a way that Eqs. (5) and (26) are equivalent. The
elements of the (Nx+ 1)(Ny + 1) dimensional vector p(t)
are given by the occupation probabilities pix,iy (t) One
possible construction is [16]
p(t) = (p0,0, . . . , pNx,0, p0,1, . . . , pNx,1, . . . , pNx,Ny )
> ,
(27)
where > denotes the transposition. In this case, the
probability pix,iy is contained in the element j(ix, iy) =
iy(Nx + 1) + ix + 1 of the vector p(t). The inverse trans-
formation reads
ix(j) = j − iy(j)(Nx + 1)− 1 , (28)
iy(j) = b(j − 1)/(Nx + 1)c . (29)
The time dependence of the rate matrix R(t) comes
directly from the time dependence of the coefficients Dx,
Dy, µx, µy, Fx and Fy in the FPE (11) appearing in the
expressions for the transition rate. For the reflecting and
periodic boundary conditions described in the preceding
section, the matrix R(t) is stochastic (∑i [R(t)]ij = 0)
and thus Eq. (26) conserves normalization of the proba-
bility vector p(t). All the following methods of solution
for Eq. (26) in diverse situations are based on basic alge-
braic manipulations involving the rate matrix.
A. Time-independent coefficients
Let us start with the simplest situation of time-
constant coefficients in the FPE (11) which leads to a
time-independent rate matrix, R(t) = R. In this case
the Green’s function (to which we also refer as the prop-
agator throughout the text) for Eq. (26) is given by the
matrix exponential
U(t, t0) = exp[R (t− t0)] (30)
8and thus the time evolution of the probability vector p(t)
departing from the initial condition p(t0) is given by
p(t) = U(t, t0)p(t0) . (31)
If the system state converges to a time-independent
steady-state p∞ at late times, this steady state can be
either determined from Eq. (31) as p∞ = limt→∞ p(∞),
or, much more conveniently, as an eigenvector of the rate
matrix corresponding to the eigenvalue 0:
p˙∞ = Rp∞ = 0 . (32)
Because only jumps between the neighboring sites are al-
lowed (see Fig. 1), the time-independent jump matrix R
is sparse. Especially (but not solely) for the computation
of the steady state vector p∞ from Eq. (32) one can ben-
efit from fast numerical procedures for sparse matrices
(see Sec. VI for more details).
B. Time-dependent coefficients
The ability to calculate the propagator U(t, t0) for
FPEs with time-constant coefficients eventually allows
us to obtain the Green’s function for Eq. (11) with arbi-
trary time-dependent coefficients. We discretize the rele-
vant time interval [t0, t0 + τ) into Nt time slices of length
∆t = τ/Nt. We assume that the driving can be ap-
proximated by appropriately chosen constants during all
of these intervals and that it may change only step-wise
from one interval to the next. In other words, we replace
the actual time-dependent coefficients Dx, Dy, µx, µy,
Fx and Fy in Eq. (11) by their piece-wise constant ap-
proximations D¯x(t) = Dx(t0 + it∆t), it = b(t − t0)/∆tc
and similarly for the other coefficients. The propaga-
tors for the individual time-intervals, during which the
driving is constant, can be obtained using the procedure
described above. Denoting by Ui, i ≥ 1, the propagator
U [t0 + (i + 1)∆t, t0 + i∆t] ≡ exp [R(t0 + i∆t)∆t] corre-
sponding to the ith time-interval and by U0 ≡ I the unit
matrix, we obtain the approximate Green’s function un-
der continuous driving, for arbitrary t, t0 + τ > t > t0,
as
U(t, t0) = lim
∆t→0
it(t)∏
i=0
Ui . (33)
With this Green’s function, the time evolution of the
probability vector p(t) follows again from Eq. (31).
Let us note that the presented discretization of time
is just one of many possible choices. While we evaluate
the time-dependent parameters at time t′ = t in order to
compute the state of the system at time t+ ∆t, one can
also use values of the time-dependent parameters at any
other time t′ in the interval (t, t + ∆t). What value t′
suites best a specific situation depends on the relaxation
time of the system. If it is long compared to ∆t, one
should take t′ = t. On the other hand, if the relaxation
is fast compared to ∆t, one should rather take t′ = t+∆t.
V. FUNCTIONALS DEFINED ALONG THE
STOCHASTIC PROCESS
Besides computing the distribution ρ(x, y, t) and then
using it to evaluate averages, moments, reduced distribu-
tion functions for x and y, and the mesoscopic probability
currents jx and jy, the probabilistic interpretation of the
discrete approximation (5) of the FPE (11) can moreover
be employed to address the statistics of various stochastic
variables, other than position, directly. Useful examples
are microscopic currents or linear combinations thereof,
and heat, work, or efficiency which are much studied ob-
jects in stochastic thermodynamics.
Application of the MNM to probability currents was
already suggested in Refs. [16, 17], where it was employed
in the calculation of the diffusion coefficient in a model
of a two-dimensional Brownian ratchet. Here we discuss
this approach in greater generality.
A. Probability currents
The probability current j(x, y, t) = (jx, jy) at time t
and position r = (x, y) can be defined in two equivalent
ways. First, one can define it mesoscopically, rewriting
the FPE (11) as ∂tρ(x, y, t) = L(x, y, t) = −∇ · j(x, y, t)
leading to the expression
j(x, y, t) = − (Dx∂x + µxFx, Dy∂y + µyFy) ρ . (34)
On the level of the Master Eq. (5), these expressions read
p˙ix,iy (t) = j
iy
x (ix + 1→ ix) + jiyx (ix − 1→ ix)+
jixy (iy + 1→ iy) + jixy (iy − 1→ iy) (35)
and
jiyx (ix → ix + 1) = riyix→ix+1pix,iy − r
iy
ix+1→ixpix+1,iy(36)
jixy (iy → iy + 1) = lixiy→iy+1pix,iy − lixiy+1→iypix,iy+1 (37)
The mappings between the probability currents in the
continuous space and those on the discrete lattice read
jx(x, y, t) = lim
∆x→0,∆y→0
j
iy
x (ix → ix + 1, t)
∆y
, (38)
jy(x, y, t) = lim
∆x→0,∆y→0
jixy (iy → iy + 1, t)
∆x
, (39)
where x = x−+∆xix and y = y−+∆yiy. The appearance
of the factors ∆x and ∆y follows from discretization of
the formula ∂tρ = −∇ · j = p˙ix,iy/∆x∆y =
∑
j/∆x∆y,
valid in the limit of infinitely fine mesh, where
∑
j stands
for right-hand side of Eq. (35).
Microscopically, the current can be de-
fined as j(x, y, t) = 〈δ[r(t)− r] r˙(t)〉 =
〈δ[x(t)− x]δ[y(t)− y] r˙(t)〉, where the average is taken
over many trajectories r(t) of the underlying stochastic
process. The quantity
J(x, y, t) = J(r, t) = δ[r(t)− r] r˙(t) (40)
9inside the average is what we call a microscopic current.
In measurements, one can obtain not only the average
current j, but its full probability distribution. The MNM
can be applied to investigate this distribution as well as
other distributions of arbitrary variables that arise as
linear combinations of the microscopic currents J(x, y)
at different positions. An important example of such a
variable from the field of stochastic thermodynamics is
heat, as exemplified in the example in Sec. VII.
The lattice equivalents of the microscopic definitions
of the mesoscopic currents are the formulas jiyx (ix →
ix + 1) =
〈
dix(t)
t δix(t)ixδiy(t)iy
〉
and jixy (iy → iy + 1) =〈
diy(t)
t δix(t)ixδiy(t)iy
〉
. The x-current measures the num-
ber of jumps to the right from the lattice point minus the
number of jumps from the right to the lattice point, and
similarly for the y current.
B. Moment generating functions for observables
proportional to integrated currents
In this section, we calculate the moment generating
function χA for an observable which is given by an arbi-
trary linear combination of the microscopic currents (40)
A(t0 + τ, t0) =
∫ t0+τ
t0
dt
∫
dx
∫
dy c(r, t) · J(r, t)
=
∫ t0+τ
t0
dt c[r(t), t] · r˙(t) , (41)
where c(r, t) = (∂xg, ∂yh) is a vector of space-
and time-dependent coefficients. The MGF χA =∫∞
−∞ dA exp (−sAA) p(A) is defined as a two-sided
Laplace transform of the probability distribution p(A).
In Appendix B we discuss in detail the computation
of the MGF χJ¯ for the time-averaged probability current
J¯(r, τ) = 1τ
∫ t0+τ
t0
dtJ(r, t). The MGF χA can be com-
puted along similar lines as χJ¯ and thus we here omit
the details and present the main results only.
The key ingredient in the computation of the MGF is
the construction of the so-called tilted matrix R˜sA(t). In
the present case, the rate matrix R(t) must be tilted pro-
portionally to the coefficients ∂xg and ∂yh in the vector
c(r, t). Namely, the rates riyix→ix+1(t) must be multiplied
by
exp {−sA [g(x− + (ix + 1)∆x, t)− g(x− + ix∆x, t)]} ,
(42)
the rates rixiy+1→iy (t) by
exp {−sA [h(y− + iy∆y, t)− h(y− + (iy + 1)∆y, t)]} ,
(43)
and similarly for all other transition rates. The MGF for
A(t0 +τ, t0) is then obtained from Eq. (B8) with the only
difference that the tilted matrices R˜sn(t) involved in the
equation are substituted by the tilted matrices R˜sA(t)
just described above. Namely,
χA(sA, t, t0) = lim
∆t→0
p>+
it(t)∏
i=0
U˜i(sA)p(t0) , (44)
where p>+ is a vector of ones effecting the summation
over the final states at time t = t0 + τ , and U˜i(sA) =
exp
[
R˜sA(t0 + i∆t)∆t
]
if i > 1 and the unit matrix I
otherwise. For problems with a time-independent tilted
rate matrix R˜sA , the product in Eq. (44) simplifies to∏it(t)
i=0 U˜i(sA) = exp
[
R˜sAτ
]
= U˜(sA, t0 + τ, t0) and the
moment generating function is thus given by
χA(sA, t, t0) = p
>
+U˜(sA, t, t0)p(t0) . (45)
Some examples of physically relevant observables of
the type (41) are time-averaged probability currents jx =∫
dt
∫
dx
∫
dy Jx(x, y, t)/τ flowing through the system in
the x direction [here τc(x, y, t) = (1, 0)/τ ]; time-averaged
probability currents jy =
∫
dt
∫
dx
∫
dy Jy(x, y, t) flowing
through the system in the y direction [here τc(x, y, t) =
(0, 1)]; the total heat flux Q =
∫
dt
∫
dx
∫
dy∇U(x, y, t) ·
J(x, y, t)/τ flowing from the reservoirs into a Brown-
ian ratchet [16, 17] [here τc(x, y, t) = ∇U(x, t), where
U(x, y) is a potential energy]; and the heat flux Qx =∫
dt
∫
dx
∫
dy ∂xU(x, y, t) · J(x, y, t)/τ flowing into the
ratchet from the reservoirs connected to the x coordinate
only [here τc(x, y, t) = (∂xU(x, t), 0)].
For the observables A where the scalar product c(r, t) ·
J(r, t) in Eq. (41) can be written in the form of a total
time derivative df [x(t), y(t), t]/dt = ∂f/∂t + ∇f · r˙, the
formula (41) can be simplified as
A(t0 + τ, t0) =
∫ t0+τ
t0
dt
d
dt
f [r(t), t]
= f [r(t0 + τ), t0 + τ ]− f [r(t0), t0] (46)
and thus depends only on the initial and final times and
positions. Also in this case, the calculation of the MGF
for A can be simplified as in the step from Eq. (44) to
Eq. (45). Now, the matrix U˜(sA, t0 + τ, t0) = U˜(sA) has
elements[
U˜(sA)
]
kl
= [U(t0 + τ, t0)]kl e−sA∆c(k,l,t0+τ,t0) , (47)
where ∆c(k, l, t0 + τ, t0) = f [rf , t0 + τ ] − f [ri, t0], rf =
[x− + ∆xix(k), y− + ∆yiy(k)], ri = [x− + ∆xix(l), y− +
∆yiy(l)]. Here, the coefficients ix(k) and iy(k) are given
by Eqs. (28)–(29). A typical example of such an ob-
servable is the above mentioned heat in case the poten-
tial U(x, t) does not depend on t explicitly. However,
since we treat time-dependent protocols using a piece-
wise constant approximation (see Sec. IVB), this sim-
plification is important also for time-dependent poten-
tials. If the product c(r, t) · J(r, t) can be written as a
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total derivative df/dt only for a time-independent vec-
tor c(r, t) = c(r), the moment generating function for A
with the explicitly time-dependent c(r, t) can be calcu-
lated from Eq. (44) with U˜i(sA), i > 1, redefined using
Eq. (47) as U˜ [sA, t0 + (i+ 1)∆t, t0 + i∆t].
C. Moment generating functions for observables
not proportional to integrated currents
Above, we have focused solely on observables which
can be written as linear combinations (41) of microscopic
probability currents. The integrand in these observables
vanishes if the particle does not move (r˙ = 0). However,
in driven systems, there are also important observables
with nonzero increments even if the particle stands still.
The MNM can also be used to calculate MGFs and LDFs
for observables of the form
B(t0 + τ, t0) =
∫ t0+τ
t0
dt
∫
dx
∫
dy δ[r(t)− r]∂tb(r, t)
=
∫ t0+τ
t0
dt ∂tb[r(t), t] . (48)
The observable B vanishes if the function b is constant
in time. The best known example of a physically rele-
vant observable of the type (48) is the stochastic work
done on the system due to a deterministic external driv-
ing, which changes the potential U . Then we have
b[r(t), t] = b[x(t), y(t), t] = U(x(t), y(t), t). Another ex-
ample is the occupation time for a position ra, in which
case b(r(t), t) = δ [r(t)− ra] t, or the occupation time for
a region Ω, in which case b(r(t), t) = IΩ[r(t)]t, where
IΩ(r) is an indicator function equal to one if r ∈ Ω and
0 otherwise.
For observables of the above type B, the tilted ma-
trix must be constructed using the time discretization,
already introduced to derive Eq. (33). We define the
piece-wise constant approximation of the function b as
b¯(r, t) = b(r, t0 + ∆tit), it = b(t − t0)/∆tc. For this ap-
proximate function, the variable B in Eq. (48) does not
change during the time intervals [t0 +∆ti, t0 +∆t(i+1)],
where b¯(r, t) is constant for constant r, and it abruptly
jumps from B(t) to B(t) + b[r(t), t+]− b[r(t), t−] at time
instants t = t0 +∆ti, where b¯(r, t) changes infinitely fast.
Here b[r(t), t±] = lim→0 b[r(t), t± ],  ≥ 0.
Let us now turn to the discrete approximation of the
full process using the discrete lattice of Fig. 1. Using the
notation of Eq. (33) and assuming that the system is in
microstate [ix(l), iy(l)] at time t0 +∆ti and in microstate
[ix(k), iy(k)] at time t0 +∆t(i+1) [see Eqs. (28) and (29)
for definitions of ix(l) and iy(l)], the PDF for B is given
by[U¯i(B)]kl = [Ui]kl δ [B −∆b(k, t0 + ∆ti)] , i ≥ 1 . (49)
Here we used the shorthand ∆b(k, t) = b[r, t+]− b[r, t−],
r = [x− + ∆xix(k), y− + ∆yiy(k)] and U0(B) = I. The
PDF for B during the whole time interval [t0, t0 + τ ]
is thus given by a multiple convolution of the form
lim∆t→0 p
>
+[U¯i(t) ? U¯i(t)−1 ? · · · ? U¯0](B)p(t0). The MGF
for B and thus also the corresponding tilted matrix is
obtained by the Laplace transform of the last expression
with respect to B:
χB(sB , t0 + τ, t0) = lim
∆t→0
p>+
it(t0+τ)∏
i=0
U˜i(sB)p(t0) , (50)
where the matrix U˜i(sB) is obtained as the Laplace
transform of the matrix U¯i(B) (we again just substitute
the δ-functions δ[B − ∆b(k, t0 + ∆ti)] for exponentials
exp[−sB∆b(k, t0 + ∆ti)]).
The MNM can also be applied to variables which are
defined as combinations of the variables of the types A
and B. An example of such a variable is the increase of
internal energy ∆U = W + Q, which consists of heat Q
(type A variable) and work W (type B variable). Let us
consider a general variable C decomposed as C = A+B.
Then the corresponding MGF χC is given by Eq. (50)
with the tilted matrices U˜i(sC) given by[
U˜i(sC)
]
= [B˜i(sC)]kl exp [−sC∆b(k, t0 + ∆ti)] , (51)
where B˜i(sC) is the tilted matrix U˜i for A, defined in
Eq. (44). Similarly to the case of the variables of type A,
also the computation of χC may simplify if the variable
C has a suitable structure.
D. Moments and cumulants
The MGF χX(s, t, t0) allows one to access all moments
of the stochastic variable X at time t simply by taking
derivatives with respect to the Laplace variable s:
〈Xn(t)〉 = (−1)n d
nχX(s, t, t0)
dsn
∣∣∣∣
s=0
. (52)
The zeroth moment is just a normalization χX(0, t, t0) =
1 and it can be used as a first test of the calculated MGF.
The first moment equals the average 〈X(t)〉 of the quan-
tity X and it can be calculated from the probability dis-
tribution for position ρ(x, y, t) [or from its approximation
p(t)]. For the variable A defined in Eq. (41) it reads
〈A(t)〉 =
∫ t
t0
dt′
∫
dx
∫
dy c(x, y, t′) · j(x, y, t′) , (53)
where the average current j(x, y, t) is given either by
Eq. (34) or by Eqs. (38) and (39). For the variable B
defined in Eq. (48) we get
〈B(t)〉 =
∫ t
t0
dt′
∫
dx
∫
dy ∂tb[x, y, t
′]ρ(x, y, t′) . (54)
The formulas (53) and (54) can be used as another test
of calculated MGFs.
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In a similar manner to moments, the MGF can be used
for calculating all cumulants Cn(X, t) of the variable X
at time t:
Cn(X, t) = (−1)n d
n logχX(s, t, t0)
dsn
∣∣∣∣
s=0
. (55)
The cumulants reflect the shape of the probability distri-
bution for X. First four of them can be written in terms
of moment as C0 = 0, C1 = 〈X〉, C2 =
〈
X2
〉− 〈X〉2 and
C3 =
〈
X3
〉−3 〈X2〉 〈X〉+2 〈X〉3 and thus for a centered
random variable with 〈X〉 = 0 the first three cumulants
are equal to the first three moments. In general, moments
and cumulants can be related by the recursion relation
Cn(X, t) = 〈Xn〉 −
n−1∑
m=1
(
n− 1
m− 1
)
Cm
〈
Xn−m
〉
. (56)
The numerical computation of the derivatives in Eqs. (53)
and (55) may lead to various problems, especially at
higher orders. Alternatively, the moments and cumu-
lants can be calculated via the derivative-free method
introduced in Ref. [27].
Although the moments and cumulants provide a rich
information about the PDF for X, to reconstruct the
whole distribution requires knowledge of all the moments
and/or cumulants and is thus rarely achievable in prac-
tice. For long times τ , however, a very general method
for calculating the (approximate) PDF from the MGF
can be applied. This method is based on the so-called
large deviation theory.
E. Large deviation functions
If the time domain τ of the time integrals in Eqs. (41)
and (48) gets very large, the PDFs ρ(X, t0 + τ, t0) =
ρ(X, τ), X = A,B can assume the so-called large-
deviation form [28]
log ρ(X, τ) ∼ τJ
(
X
τ
)
, (57)
where the function J(x) ≤ 0 is the large deviation func-
tion. The symbol ∼means that Eq. (57) is an asymptotic
representation of log ρ(X, t0 + τ, t0) valid for large times
τ , where the terms omitted in the formula are typically
proportional to log τ .
The large deviation function can be calculated from
the MGF by Laplace’s method. Namely, assuming that
τ is large and Eq. (57) holds, the MGF can be written as
logχ(sX , τ) = log
∫
dX e−sXXρ(X, τ) ≈
log
∫
dX e−τ [sXX/τ−J(X/τ)] ≈ τ max
x
[J(x)− sXx] .
(58)
The large deviation function J(x) can hence be calculated
by a Legendre–Fenchel transform
J(x) = min
sX
[λ(sX) + sXx] , (59)
where
λ(sX) = lim
τ→∞
1
τ
logχ(sX , τ) (60)
denotes the so-called scaled cumulant generating func-
tion. Here, we assume that the scaled cumulant generat-
ing function is differentiable. Otherwise, the formula (59)
does not universally hold, and, one has to resort to a more
involved procedure for calculation of the LDF, if it exists
at all [28].
For problems with time-independent coefficients and
the moment generating function determined by Eq. (45)
with the tilted Green’s function given by U˜(sX , t0 +
τ, t0) =
[
R˜sX τ
]
, the scaled cumulant generating func-
tion (45) can be calculated as
1
τ
logχ(sX , τ) =
1
τ
log
[
p>+ exp
(
R˜sX τ
)
p(t0)
]
=
=
1
τ
log
{∑
i
ci(sX) exp [τλi(sX)]
}
≈ λmax(sX) . (61)
In the calculation, we used the eigenvalue decomposition
of the matrix R˜sX which allowed us to rewrite the prod-
uct p>+ exp
(
R˜sX τ
)
p(t0) using the coefficients ci arising
from products of the vectors p>+, p(t0) and eigenvectors
of the matrix R˜sX . In the final step, we took the limit
τ →∞ in which the sum is dominated by its largest term
cmax exp(τλmax) corresponding the the largest eigenvalue
λmax. In short, the LDF J(a) is in this case determined
by the largest eigenvalue λmax(sX) of the tilted rate ma-
trix R˜sX (sX) as
J(x) = min
sX
[λmax(sX) + sXx] . (62)
For problems with time-dependent coefficients, where
the moment generating function is determined by the
product form (44) or (50), the large deviation princi-
ple (57) does not generally hold, unless the time depen-
dence is periodic and we are interested in the PDF for the
stochastic variable attained after many cycles N [29]. For
a single cycle starting at t0 and ending at t0 + tc, where
tc denotes the duration of a single period, the moment
generating functions (44) and (50) are then determined
by the propagator
U˜(s) = lim
∆t→0
it(t0+tc)∏
i=0
U˜i(sX) . (63)
Hence the moment generating function χ(sXN ) for the
variable XN = X(t0 + τ, t0), τ = Ntc [see Eqs. (41) and
12
(48)], is given by χ(sXN ) = p>+U˜(sXN )Np(t0). A similar
calculation as the one in Eq. (61) leads to the scaled
cumulant generating function for XN :
1
τ
logχ(sXN ) =
1
τ
log
[
p>+U˜(sXN )Np(t0)
]
=
1
τ
log
{∑
i
ci(sXN ) [αi(sXN )]
N
}
≈ 1
tc
logαmax(sXN ) .
(64)
Here, αi(sXN ) denote eigenvalues of the propagator for
a single cycle U˜(sXN ) and the coefficients ci arise from
the products of the vectors p>+, p(t0) and eigenvectors of
the matrix U˜(sXN ). Now, the LDF J(a) is determined
by the logarithm of the largest eigenvalue αmax(sXN ) of
the matrix U˜(sXN ) as
J(x) = min
sXN
[
1
tc
logαmax(sXN ) + sXNx
]
. (65)
In the fully solved example given in Sec. VII we compute
this function for a simple model stochastic heat engine.
VI. DISCRETIZATION AND EFFICIENCY
There are several ways how to determine suitable dis-
cretization parameters Nx, Ny and Nt and the bound-
aries x± and y± without knowing the exact solution. In
general, if not fixed by the physics of the problem in ques-
tion, these parameters should be chosen in such a way
that their further refining affects the computed results
only negligibly. A second way of choosing the discretiza-
tion mesh, pursued in the example below, is to compare
the numerical results with results obtained using Brown-
ian dynamics (BD) simulations of the stochastic process
described by the FPE (1). Then the mesh can be refined
until both methods give the same results.
For a given discretization, the efficiency (defined as
precision of calculation over the computation time) of
the MNM is comparable to standard numerical methods
based on substituting finite differences for partial deriva-
tives in the FPE (1) such as the one described in Ref. [20].
It can be increased by adapting the discretization mesh
to the salient features of the time-dependent driving, i.e.
by putting the time-discretization parameter ∆t roughly
inversely proportional to the first derivative of the driv-
ing (with some fixed upper bound) and similarly for ∆x
and ∆y.
Main merits of the MNM are: 1) Versatility – sim-
ilar implementations can be used for calculating prob-
ability distributions, moment generating functions and
large deviation functions, both for time-independent and
time-dependent problems. 2) Easy implementation – it is
enough to construct the transition rate matrix using the
expressions (13)–(14) or (18)–(19) and the rest can be
handled using matrix operations which are usually well
θ, iθ
x, ix
θ− θ− + ∆θ θ+ −∆θ θ+
x−
x− + ∆x
x+ −∆x
x+
FIG. 2. Sketch of the phase space discretization used for
the numerical solution of the two-dimensional overdamped
Fokker-Planck equation (1) in case of the driven active parti-
cle (Sec. VII). The meaning of the arrows and point colors is
the same as in Fig. 1.
implemented in nowadays programming languages used
in physics. And 3) Thermodynamic Consistency – qual-
itatively reasonable predictions of the system dynam-
ics and thermodynamics are obtained with very coarse
meshes, as soon as these meshes capture all qualitative
features of the forces/potentials and their time depen-
dence. These coarse meshes can thus be used to find
interesting effects for a given problem quickly, and thus
to reserve time-consuming precise computations for the
fraction of model parameters giving the most interest-
ing results. As an example, we refer to the Ref. [17]
where all key effects occurring in a complex model of a
two-dimensional continuous system were captured by a
simple discrete six-level system.
The main limitation of the method concerns its gen-
eralization to higher-dimensional problems. Namely, the
available RAM determines the largest matrix that can
swiftly be handled by the computer. The rate matrix R
in Eq. (26) has at most
∏d
i=1(Ni + 1)(1 + 2d) nonzero el-
ements, where d denotes the dimensionality of the prob-
lem and Ni + 1 denotes the number of discrete points
considered for the ith dimension. This is because each
site in Fig. 2 is connected to at most 2d neighbors and
each of the
∏d
i=1(Ni+1) rows of R thus contains 2d rates
for transitions into the given site and 1 outward rate. On
the other hand, the propagators U(t, t0) (30) already con-
tain
∏d
i=1(Ni+1)
2 nonzero matrix elements. The largest
number of nonzero elements which can be handled by our
computer (8 GB RAM) is approximately 106. In practice,
problems that can be solved solely using the rate matrix
R, such as the computation of a (non-equilibrium) sta-
tionary solution of Eq. (26), can usually be attacked with
acceptable precision in higher dimensions, whereas fully
time-dependent problems require additional resources.
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FIG. 3. Active particle confined to a single dimension
and driven by the quartic potential (66) of time-dependent
strength k(t).
VII. EXAMPLE: DRIVEN ACTIVE PARTICLE
An example of a typical application of the MNM can
be found in Refs. [16, 17], investigating a two-dimensional
Brownian ratchet in contact with two reservoirs at differ-
ent constant temperatures. In this case, the authors used
periodic and reflecting boundary conditions. Another ex-
ample of usage of the MNM is the work [18], where the
MNM was used to calculate probability distributions of
a particle surviving in a constant unstable cubic poten-
tial. In this case, the authors implemented absorbing and
reflecting boundary conditions.
In the present section, we consider a FPE with time-
dependent coefficients and show that the MNM can be
used both for describing the dynamics of the probabil-
ity distribution and for evaluating MGFs and LDFs of
stochastic functionals of the underlying stochastic pro-
cess. For the sake of simplicity, all physical quantities in
this section are represented in suitable natural units that
render them dimensionless.
We consider an active particle self-propelling with a
velocity of magnitude v(t) cos θ(t) and driven by a time-
dependent quartic potential
U(x, t) = k(t)x4/4 (66)
in the x−direction, as shown in Fig. 3. We assume that
the particle motion is overdamped and thus its position
x(t) and orientation θ(t) obey the first-order Langevin
equations
x˙ = −kx3 + v cos θ +
√
2Dxηx , (67)
θ˙ =
√
2Dθηθ . (68)
Here, ηx and ηθ denote independent, zero-mean unit-
variance Gaussian white noises. If we denote the angular
variable θ as y, the system (67)–(68) corresponds to the
FPEs (1) and (11) with µxFx = −kx3+v cos θ, µyFy = 0,
Dx and Dy = Dθ, i.e.
∂tρ =
[
Dx∂
2
x +Dθ∂θ,θ − k∂xx3 + v cos θ∂x
]
ρ , (69)
where ρ = ρ(x, θ, t). Such schematic models of active
particles are often considered as idealized caricatures of
artificial or biological micro-swimmers [30–32]. In fact,
they have acquired the status of a major new paradig-
matic toy model of non-equilibrium statistical mechanics.
While currently most studies resort to simulations when
analytical approximations cease to work [12], the MNM
could in the future provide a welcome alternative ap-
proach. To illustrate its application to the above model,
we consider a specific non-equilibrium situation that is
of interest for its own sake. Namely, motivated by re-
cent studies interpreting trapped Brownian particles as
microscopic heat engines [11, 14, 33–38], we choose the
potential stiffness k(t), the particle active velocity v(t),
and the diffusion coefficients Dx(t) and Dθ(t) to be 1-
periodic functions, as depicted in Fig. 4. This choice of
parameters leads to a positive net work produced by the
system per period.
To understand the thermodynamics of the system, it is
helpful to first assume that the particle is not active (v =
0) and can thus be understood as a system coupled only
to a single bath with time-dependent temperature Dx(t).
During some parts of the cycle, the heat flows into the
bath, during others it flows from the bath to the system.
The reservoir with a time-dependent temperature thus
serves as a heat source during some parts of the cycle and
as a heat sink during the rest of the cycle. Alternatively,
one can understand this setup in such a way that there
are many reservoirs at different temperatures and the
system is at each time connected to one of them. In
such case, we would have many heat sources and many
heat sinks. In both cases, the laws of thermodynamics
allow us to transform heat into work and to operate the
system as a heat engine. More details for heat engines of
this type can be found in Refs. [11, 39]. If the particle
is active, the basic principle of the engine operation is
the same as described above, nevertheless there are some
significant differences. Most importantly, the source of
the disordered energy (called heat) is now not only the
heat bath itself, but also the active self-propulsion of the
particle. For more details, we refer the interested reader
to Refs. [35, 40].
A. Dynamics
To compute the dynamical and statistical properties
of the heat engine using the MNM, we consider the dis-
cretization depicted in Fig. 2 with θ− = 0, θ+ = 2pi−∆θ,
∆θ = 2pi/(Nθ + 1), and x+ = −x−, ∆x = (x+−x−)/Nx.
The positions x± of the x-boundaries of the discrete
mesh, where we impose reflecting boundary conditions,
are chosen in such a way that the probabilities at the
boundaries turn out to be negligible. The discretization
parameters Nθ and Nx are chosen in such a way that
their further refinement would barely affect the solution.
On the discrete lattice, we determine the matrix U(t, 0)
in Eq. (33), which represents the approximate Green’s
function for the FPE (69) of the model, during one driv-
ing cycle. For an arbitrary initial condition p0 = p(0) at
time 0, the matrix U(t, 0) provides us with the distribu-
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FIG. 4. The parameters of the microscopic heat engine con-
sisting of the periodically driven active particle depicted in
Fig. 3, during one period of the cyclic driving protocol. Boxes
comprise maximum and minimum values of the corresponding
variables during the cycle.
tion at time t as
p(t) = U(t−N, 0) [U(1, 0)]N p0 , (70)
where N = btc is the number of full cycles done during
the time interval (0, t). After a transient relaxation pe-
riod, the distribution p(t) becomes independent of the
initial condition. As a consequence of the periodicity of
the driving, it converges to a 1-periodic vector in the
long-time limit.
This time-dependent long-time solution plc(t) of the
Master equation (FPE) with periodic transition rates is
called the limit cycle. Using its periodicity, it can be
determined using the eigenvector of the Green’s func-
tion U(t, 0) corresponding to the eigenvalue 1 as plc(1) =
U(1, 0)plc(0) = plc(0),
plc(t) = U(t, 0)plc(0) . (71)
From this approximate solution and the relation (6),
we compute the approximate probability distribution
ρ(x, θ, t) of the active particle during the engine’s opera-
tion. We use it to numerically compute the averages
〈
x2
〉
,
〈x cos θ〉 and 〈x4〉 as functions of time and the marginal
distribution for the x-position ξ(x, t) =
∫ 2pi
0
dθρ(x, θ, t)
at five time instants t = 0, 1/4, 1/2, 3/4 and 1, during
the limit cycle. We also independently evaluated these
quantities using a BD simulation of the system (67)–(68).
The comparisons of the averages and the marginal distri-
butions are shown in Figs. 5a/b, respectively. The MNM
results, depicted by full lines, perfectly overlap with those
of the BD (symbols). The MNM results were calculated
using the discretization parameters Nx = 51, Nθ = 21,
Nt = 76 and x∞ = 2.4. Already for Nx = 31, Nθ = 15,
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FIG. 5. Comparison of observables for the periodically driven
active particle, depicted as a function of time during one
limit cycle, as computed from BD simulations (symbols) and
the MNM (lines): a) averages
〈
x2
〉
, 〈x cos θ〉 and 〈x4〉; b)
marginal probability density ξ(x, t) for the particle position x
at five time-instants t during the cycle. The PDF ξ(x, 0) at
the initial time 0 (dashed blue line) and ξ(x, 1) at the final
time 1 (full orange line) in the first panel of b) coincide, be-
cause the system operates in the limit cycle as described by
Eq (71).
Nt = 76 and x∞ = 2.4 one obtains curves that are visu-
ally indistinguishable from those depicted in Fig. 5, while
the calculation is approximately 10 × faster than with
the finer mesh. For the BD we generated 106 trajectories
with the integration step 10−3.
Besides checking the correctness of our implementa-
tion of the MNM by BD, we have also tested our nu-
merical results against analytical results available for
the presented model in two limiting situations. Specifi-
cally, we tested that the computed PDF attains the form
ρ(x, θ, t) ∝ exp[−U(x, t)/Teff(t)], Teff = T + v2/(2Dθ)
for a quasi-static driving and Dθ  1. In this case, the
particle rotates so fast that the term v cos θ in Eq. (67)
becomes equivalent to a further white noise with the ef-
fective temperature v2/(2Dθ). As a second benchmark,
we considered quasi-static driving with Dθ → 0, where
the active velocity can be treated as constant and thus
ρ(x, θ, t) ∝ exp {[− [U(x, t)− vx cos θ] /T}.
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B. Moment generating functions
Besides computing the distribution ρ(x, θ, t) to eval-
uate averages, moments, and reduced distribution func-
tions for x and θ, the MNM can also be applied directly
to other comprehensive representations of the stochastic
thermodynamics encoded in the FPE. In the following,
we apply the MNM to directly compute moment gen-
erating functions (MGFs) and large-deviation functions
(LDFs) of work and heat. From the point of view of
stochastic thermodynamics, these MGFs and LDFs are
of interest in studies of work fluctuations in microscopic
heat engines operating close to the reversible efficiency
[41–43] or of the fluctuating efficiency [36–38], both in-
tensely investigated during the last few years.
In stochastic thermodynamics of externally driven sys-
tems, work and heat are usually defined from the first
law of thermodynamics, as follows [13, 14]. The energy
U(x, t) of the particle in a fixed micro-state (x, θ) can
change in the course of time in two fundamentally differ-
ent ways, one called work w, the other heat q. Formally,
we can write dU(x, t)/dt = w˙(x, t) + q˙(x, t), where
w˙[x(t), t] = w˙(t) ≡ k˙(t)x4(t)/4 , (72)
q˙[x(t), t] = q˙(t) ≡ k(t)x3(t)x˙(t) . (73)
The work done on the particle per unit time, w˙, is thus
nonzero only if the potential is externally changed [k˙(t) 6=
0]. A heat exchange |q˙| > 0 occurs if the particle moves
in the potential and either dissipates its kinetic energy
or transforms energy acquired from the bath or from the
active self-propulsion into potential energy. Since the
considered particle is active, there is necessarily also some
dissipated energy [mostly much larger than (73)] related
to the self-propulsion mechanism. This energy is usually
called housekeeping heat, and we neglect it here, treating
it as an intrinsic property of the system.
Work and heat flowing to the particle during the time
interval (0, τ) are defined as integrals over the respective
rates (72) and (73):
w(τ) =
∫ τ
0
dt w˙(t) =
∫ τ
0
dt ∂tU [x(t), t] , (74)
q(τ) =
∫ τ
0
dt∇U [x(t), t] · [x(t), θ(t)]
= [U(x(τ), τ)− U(x(0), 0)]− w(τ) . (75)
They correspond to the cumulative external work per-
formed on the active particle by the device varying the
confinement strength, and the cumulative heat trans-
ferred to it from the thermal reservoir at the time-
dependent temperature T . Additionally, the energy
gained due to the self-propulsion of the swimmer is
counted as (“internal” or “active”) heat supply. The cu-
mulative work is an example of a variable that is not
proportional to the probability current, with the func-
tion b[x(t), θ(t), t] in Eq. (48) given by the instantaneous
potential energy of the particle multiplied by the total
time τ , b = τU [x(t), t]. The cumulative heat, one the
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FIG. 6. Application of the MNM to moment generating func-
tions (MGFs): a) the MGFs χw and χq for work and heat; b)
the first 11 raw moments and c) the first 10 cumulants [c)] of
the net extracted work −w and net supplied heat q per cycle,
as calculated from the MGFs depicted in panel a) (∗) and
from corresponding BD simulations of 200 × 106 trajectories
(box plots).
other hand, is an example of an observable proportional
to the current, with the vector c(x, y, t) in Eq. (41) given
by τ∇U [x(t), t].
Consider now the driving protocol depicted in Fig. 4
and the discretized time according to Sec. IVB. Using
the formula (50) of Sec. VIIB, we calculated the MGF
χw = χw(sw) for the work w(1) [Eq. (74)] transferred
to the active particle during one limit cycle. The corre-
sponding MGF χq = χq(sq) for the heat q(1) [Eq. (75)]
follows from formula (44) with tilted matrices U˜i(sq) =
exp
[
R˜sq (t0 + i∆t)∆t
]
if i ≥ 1 and U˜0 = I otherwise.
For the parts of the piece-wise constant protocol with
time-independent potential, the tilted matrices can also
be computed from the formula (47).
The resulting moment generating functions are shown
in Fig. 6a. The MGFs were sampled for sw ∈ (−15, 15)
with the step ∆sw = 3/5 for work and for sq ∈ (−1, 1)
with the step ∆sq = 2/50 for heat. To check the re-
sults, we computed the first 11 raw moments using the
formula (52) and the first 10 cumulants using the for-
mula (55). For the numerical evaluation of the deriva-
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FIG. 7. Box plots of relative differences between moments
(77) [panels a)] and cumulants (78) [panels b)] for work (left)
and heat (right) as computed using MNM and BD, respec-
tively (see Fig. 6b, c).
tives in these equations we used the central difference
scheme
dnf(z)
dz
≈
n∑
i=0
(−1)i
(
n
i
)
f
[
z +
(n
2
− i
)
∆z
]
, (76)
where f is given by χw for moments/cumulants of work
and by χq for moments/cumulants of heat. The param-
eters z and ∆z are given by sw and 2∆sw for χw and sq
and 2∆sq for χq.
The resulting moments are depicted in Fig. 6b (∗) to-
gether with the corresponding results obtained from the
BD simulations (depicted using box plots [44]). In or-
der to assess the error of the latter, we simulated each
moment 200 times using 106 trajectories yielding a box
plot for each n in the figure. For the exchanged work,
all data ∗ from the MNM and the corresponding box
plots from BD perfectly superimpose so that the box
plots are hardly visible, for all values of n (Fig. 6b, left).
For heat, the results from both methods either coin-
cide, or the MNM results lie within the boxes indicating
the 25th and 75th percentiles of the BD data (Fig. 6b,
right). The cumulants resulting from the MNM depicted
in Fig. 6c (∗) together with the corresponding results
obtained from the BD simulations (box plots) agree both
for work (Fig. 6c, left) and for heat (Fig. 6c, right). Note
that the computation of cumulants from BD simulation is
much less demanding than the computation of moments
due to suppressed fluctuations.
To get a better insight into the precision of theses re-
sults, we show in Fig. 7 box plots of relative differences
δmn (x) =
〈xn〉a − 〈xn〉s
〈xn〉a + 〈xn〉s
(77)
of computed and simulated moments for work (x = −w,
Fig. 7a, left) and heat (x = q, Fig. 7a, right) and relative
differences
δcn(x) =
Can(x, 1)− Csn(x, 1)
Can(x, 1) + C
s
n(x, 1)
, (78)
of computed and simulated cumulants of work (x = −w,
Fig. 7b, left) and heat (x = q, Fig. 7b, right). The
relative differences for work increase with n showing a
trend towards positive relative differences for moments
and negative relative differences for cumulants. These
trends are caused by the chosen discretization. For heat,
the data from BD are much more noisy than those for
work and therefore no trend in the relative differences is
detectable. Even with the obvious trends in the relative
differences for work, all the data shown in Fig. 7 are rela-
tively well centered around 0 showing a good agreement
between the results computed using the MNM and the
BD.
C. Large–deviation functions
Let us now investigate fluctuations of work w(τN) =
w =
∫ τN
0
dt w˙(t) and heat q(τN) = q =
∫ τN
0
dt q˙(t) inte-
grated over many cycles N  1 of duration τ = 1 [see
Eqs. (74)–(75)]. According to the large deviation theory
[28] reviewed in Sec. VE, in such situation the PDFs for
work and heat assume the form (57) with X/τ = w/τN
and X/τ = q/τN for work and heat, respectively, on the
right-hand side, i.e.
ρw(w) ∼ exp
[
τNJw
( w
τN
)]
, (79)
ρq(q) ∼ exp
[
τNJq
( q
τN
)]
. (80)
The LDFs Jw(w) and Jq(q) are determined by the largest
eigenvalues of the tilted propagators used in the previous
section for the MGFs, see Sec. VE and Eq. (63)–(65) for
details.
In Fig. 8, we show the LDFs Jw(w) and Jq(q) com-
puted using the MNM. For N  1, the nonextensive
boundary term U [x(t), t] − U [x(0), 0] in Eq. (75) can
be neglected as compared to −w(τN), so that ρx(x) ∼
exp[τNJx(x/τN)] for x = q,−w, and Jq(q) = Jw(−w),
as is verified by our MNM results (superimposing lines).
However, the data obtained from 106 BD trajectories
(symbols) shows that only the work distribution () at-
tains the large deviation limit quickly, while the heat
distribution (©) has not converged, even for N = 100
cycles. This is because, for the parameters considered
in our numerical study, heat fluctuates much more than
work, as already suggested by the moments and cumu-
lants shown in Fig. 6b and c. Let us note that while we
have computed the LDFs using the standard BD, which
was much more time consuming than the evaluation of
the MNM, there are various optimized simulation algo-
rithms [45–47] for computing of LDFs that can render
BD simulations more competitive.
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FIG. 8. Large-deviation limit of heat and work distributions.
BD simulations of the cumulative distributions ρq and ρw
of the net heat q supplied (©) and the net work −w ex-
tracted () over 100 cycles show that the work distribution
has converged to the common limiting form obtained from the
MNM (superimposing lines, with the vertical line indicating
the average), while the heat distribution has not (left panel).
The Legendre–Fenchel transformed logarithms of the MGF
of heat and work (right panel) elucidate the unequal conver-
gence towards the common large-deviation function (LDF)
Jq(q) ∼ Jw(−w) with the number of cycles N = 30, 50, 100.
While the work distribution () has already converged for
N = 30, the heat distribution (©) keeps evolving (top to
bottom).
VIII. CONCLUSION AND OUTLOOK
We have presented a numerical scheme for overdamped
FPEs with time-dependent coefficients, based on the
mapping between the FPE and a Master equation with
detailed-balanced transition rates. The resulting numer-
ical method yields thermodynamically consistent results
for arbitrary discretizations. It can be used for solving
the FPE and also for computing MGFs and LDFs for
functionals defined along the trajectories of the stochas-
tic process underlying the FPE.
The performance of the method for solving the FPE
is similar to other numerical methods relying on approx-
imating the derivatives by finite differences. However,
due to its thermodynamic robustness, the method pre-
dicts well the qualitative behavior of the studied system
already for coarse meshes that capture merely the salient
features of the force field/potential landscape. Thus the
MNM can safely be used for a fast scanning of the pa-
rameter space if one looks for interesting effects.
The presented numerical scheme shares basic no-
tions with so-called Markov-state models of molecu-
lar kinetics, which have been employed for interpreting
data from single-molecule experiments and molecular-
dynamics simulations [48]. Both methods exploit the
mapping of stochastic processes occurring in continuous
space and time to discrete state-space Markov processes.
While the kinetic Markov-state models are often based
on special protocols, such as time-periodic driving [49],
our formulation can in principle handle arbitrary time-
dependent protocols.
Unfortunately, the MNM cannot easily be generalized
to underdamped systems because it relies on the map-
ping (6) between the FPE (11) and the Master equa-
tion (5), which is restricted to overdamped dynamics.
The difficulties with the underdamped limit can be an-
ticipated from the transition rates (13)–(14) and (18)–
(19), which are all of the form D exp(±A/D). Thus some
of them necessarily diverge if the diffusion coefficient D
goes to zero. The only variables with vanishing diffu-
sion coefficient (noise) in the Langevin equation [see e.g.
Eqs. (67)–(68) for variables with nonzero diffusion coef-
ficients in the Langevin equation] tractable by the MNM
in its present form are variables like work and heat [see
Eqs. (72)–(72)], which do not feed back onto the dynam-
ics of the noisy variables. For such variables, the MNM
yields MGFs and LDFs. The presented form of the MNM
is thus limited to those underdamped situations where
the momentum in the underdamped Langevin equation
does not depend on the position. A promising way to
generalize the MNM for general underdamped dynam-
ics could build on the path integral method suggested
in Ref. [50], which shares with the MNM the impor-
tant property of summing over all possible paths of the
stochastic process and thus allows to naturally incor-
porate calculations of various path-dependent stochastic
variables. Another possible pathway to generalize the
MNM to underdamped systems may be to incorporate
into the MNM the ideas used in the formulation of the
lattice Boltzmann method [51, 52].
Appendix A: Space dependent diffusion coefficient
In this appendix, we will show that the transition rates
obeying the local detailed balance condition (9) can be
used for solving only FPEs with position independent
diffusion coefficients. For the proof, it suffices to consider
the one dimensional FPE
∂tρ(x, t) =
[
∂2xDx(x, t)− ∂xµxFx(x, t)
]
ρ(x, t) (A1)
and the corresponding Master equation
p˙ix = rix+1→ixpix+1 + rix−1→ixpix−1−
(rix→ix+1 + rix→ix−1) pix (A2)
on the discrete lattice with points indexed by ix =
bx−x−∆x c and the lattice parameter ∆x =
x+−x−
Nx
. We
assume that Dx and Fx in (A1) depend on time t and
position x and we look for transition rates in (A2) ful-
filling the condition (10) and yielding Eq. (A1) in the
leading order in the discretization parameter ∆x if we
set ρ(x, t) = lim∆x→0 pix/∆x.
In one dimension, the entropy production ∆SR(x →
x + ∆x) = ∆SR =
∫ x+∆x
x
dx′ Fx(x
′)
Tx(x′)
along the transition
from x to x+ ∆x can be written as
∆SR/kB = −
[
U˜(x+ ∆x, t)− U˜(x, t)
]
, (A3)
where U˜ is a dimensionless potential such that
Fx/kBTx = µxFx/Dx = −∂xU˜ . The transition rates
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satisfying the detailed balance condition (9) can thus in
general be written as
rix→ix+1 =
Aix+1/2
∆2x
exp
[
− U˜ix+1 − U˜ix
2
]
, (A4)
rix+1→ix =
Aix+1/2
∆2x
exp
[
U˜ix+1 − U˜ix
2
]
, (A5)
where U˜ix = U˜(x− + ∆xix, t), and Aix+1/2 = A[x− +
∆x(ix + 1/2), t] is some space-and-time dependent func-
tion determining the prefactor of the transition rates. In-
serting the rates (A4)–(A5) in the Master equation (A2)
we obtain up to the leading order in ∆x a partial differ-
ential equation of the form
∂tρ = A
′(ρU˜ ′ + ρ′) +A(ρ′U˜ ′ + ρ′′ + ρU˜ ′′) , (A6)
where ρ′ ≡ ∂xρ(x, t). The first nonzero correction to
Eq. (A6) is of order ∆2x. Comparing Eq. (A6) with the
desired Eq. (A1) and using U˜ ′ = −µxFx/Dx, we find
that it is not possible to choose A(x) in such a way that
the two equations are identical, unless the diffusion coef-
ficient is position independent (D′x = 0) and A = Dx.
The main problem why the transition rates of the
form (A4)–(A5) can not yield the FPE (A1) with space
dependent coefficients are the prefactors Aix+1/2, which
must be the same for the transitions ix → ix + 1 and
ix + 1 → ix. If we relax this assumption [and thus we
do not consider only the rates strictly fulfilling the lo-
cal detailed balance condition (9)], it is not difficult to
find transition rates which can be used for solving the
FPE (A1) in its full generality. They read
rix→ix+1 =
Aix
∆2x
exp
[
− U˜ix+1 − U˜ix
2
]
, (A7)
rix+1→ix =
Aix+1
∆2x
exp
[
U˜ix+1 − U˜ix
2
]
, (A8)
with U˜ix = U˜(x− + ∆xix, t) and Aix = A(x− + ∆xix, t),
where U˜ ′ = −µxFx/Dx and A(x, t) = Dx(x, t). Inserting
these transition rates into the Master Eq. (A2) we ob-
tain up to the leading order in ∆x the FPE (A1). The
first nonzero correction is of the order of ∆2x. Although
the rates (A7)–(A8) do not obey the strict local detailed
balance condition (9), they still describe dynamics that
conserves positivity and normalization. Furthermore, for
position-independent diffusion coefficients, the detailed-
balanced rates (A4)–(A5) and the rates (A7)–(A8) are
identical. The generalization of the transition rates (A7)–
(A8) to higher dimensions is straightforward.
Appendix B: Moment generating function for
time-averaged current
In this appendix, we calculate the moment generat-
ing function χJ¯(ra)(sJ¯, τ) = χJ¯(ra)(sJ¯x , sJ¯y , τ) for the
time-averaged particle current trough the position ra =
(xa, ya) at time t0:
J¯(ra, τ) = J¯(ra, τ, t0) =
1
τ
∫ t0+τ
t0
dtJ(ra, t) . (B1)
In the limit τ → 0+ this random variable converges to the
microscopic current J(ra, t) defined in Eq. (40). The fol-
lowing strategy for calculating χJ¯(ra)(sJ¯, τ) can be easily
generalized to more complex random variables discussed
in Sec. VB.
The MGF χJ¯(ra)(sJ, τ) is defined as the two-sided
Laplace transform
χJ¯(ra)(sJ¯, τ) =
∫
dJ¯x
∫
dJ¯ye
−sJ¯·J¯pJ¯(ra)(J¯, τ) (B2)
of the probability distribution pJ¯(ra)(J¯, τ) for J¯(ra). To
calculate an approximation to χJ¯(ra)(sJ¯, τ) using the dis-
crete model of Fig. 1, we count the number nrx of jumps
to the right from the site (ixa , iya) during the time inter-
val (t0, t0 + τ) and also the corresponding number nlx of
jumps to the left from the site (ixa +1, iya) to get the net
transport
nx = nx(τ, t0) = n
r
x−nlx = lim
∆x→0,∆y→0
(
τ∆yJ¯x
)
. (B3)
Here, the factor ∆y comes from Eq. (38). Similarly, the
numbers nuy and ndy of jumps up from (ixa , iya) and down
from (ixa , iya+1), respectively, determine ny = nuy−ndy =
lim∆x→0,∆y→0
(
τ∆xJ¯y
)
.
Let us now consider a time interval dt so short that only
a single jump can occur and investigate the PDF for n =
(nx, ny), which can be mapped to the PDF for the time-
averaged current J¯. At the initial time t0, the distribution
of the particle position is described by the vector p(t0),
and the number of jumps is nx = ny = 0. The joint
PDF that the particle dwells in a specific site and that
the current has a certain value is thus initially given by
p¯(n, t0, t0) = p(t0)δ(n). After time dt, the number of
jumps attains nonzero values solely by jumps described
by the transition rates
• riyaixa→ixa+1(t0), nx increases by 1,
• riyaixa+1→ixa (t0), nx decreases by 1,
• lixaiya→iya+1(t0), ny increases by 1,
• lixaiya+1→iya (t0), ny decreases by 1.
Using the Master equation (26), the vector of occupation
probabilities at time t0 + dt can, for short dt, be written
as p(t0 + dt) = U(t0 + dt, t0)p(t0), where U(t0 + dt, t0) =
[I + dtR(t0)] and I denotes the identity matrix. The
joint PDF for the dimensionless current and position at
time t0 + dt can be written as
p¯(n, t0 + dt, t0) = U¯(t0 + dt, t0,n)p(t0) . (B4)
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Here, all the matrix elements of U¯(t0 +dt, t0,n) are given
by the matrix elements of U(t0 + dt, t0) which are mul-
tiplied by δ(nx)δ(ny) except for the four elements con-
taining the above mentioned transition rates. The cor-
responding non-vanishing currents nx,y 6= 0 are repre-
sented by shifted δ-functions. For example, the element
of U containing the rate riyaixa→ixa+1 is in U¯ multiplied by
δ(nx−1), the element of U containing the rate riyaixa+1→ixa
is in U¯ multiplied by δ(nx+1), and similarly for the other
two elements.
Using the definition (27)–(29) of p(t0), the matrix el-
ement
[U¯(t0 + dt, t0,n)]mn dnxdny stands for the joint
probability that a particle starting at time t0 from site
[ix(n), iy(n)] will arrive to site [ix(m), iy(m)] at time
t + dt given that the numbers of jumps nx and ny at
site [ixa , iya ] during the interval [t0, t0 + dt] assume val-
ues from the intervals (nx, nx + dnx) and (ny, ny + dny).
The matrix U¯(t0 + 2dt, t0 + dt,n) allows us to construct
the joint PDF p¯(n, t0 + 2dt, t0) from p¯(n, t0 + dt, t0) in a
similar manner as p¯(n, t0 + dt) from p(t0). The only dif-
ference is that now the distribution for n is more involved.
Namely, to get the PDF for the current at time t0 + 2dt,
we need to integrate over all possible combinations of the
initial n and the increase in n during the time interval dt:
p¯(n, t0+2dt, t0) =
∫
dn′x
∫
dn′y U¯(t0+2dt, t0+dt,n′)p¯(n−
n′, t0 + dt, t0) = [U¯(t0 + 2dt, t0 + dt) ? p¯(t0 + dt, t0)](n) =
[U¯(t0 + 2dt, t0 + dt) ? U¯(t0 + dt, t0)](n)p(t0), where ? de-
notes convolutions in nx and ny. In a similar manner,
one can construct the joint PDF p¯(n, t0 + τ, t0) for the
whole time interval (t0, t0 + τ). The obvious technical
difficulty here lies in the fact than such a PDF would
contain many convolutions.
To circumvent this issue it is advantageous to focus on
moment generating functions instead of PDFs. According
to the definition (B2), the MGF is a Laplace transform of
the PDF, which transforms convolutions of original func-
tions into products of transformed functions. The joint
PDF p¯(n, t0 + 2dt, t0) is thus transformed in ps(sn, t0 +
2dt, t0) = U˜(t0 + 2dt, t0 + dt, sn)U˜(t0 + dt, t0, sn)p(t0),
where the matrices U˜(t + dt, t, sn) are given by Laplace
transform of the matrices U¯(t + dt, t,n). These matri-
ces are called tilted matrices and they are identical to
U¯(t + dt, t,n) except for the δ-functions δ(nx ∓ 1) and
δ(ny∓1) in U¯(t+dt, t,n) that are transformed to the ex-
ponentials exp(∓snx) and exp(∓sny ) and the δ-functions
δ(nx) and δ(ny) that are both transformed to 1. The vec-
tor ps(sn, t, t0) thus obeys a similar dynamical equation
as the probability vector p(t0):
d
dt
ps(sn, t, t0) = R˜sn(t)ps(sn, t, t0) , (B5)
where the tilted rate matrix R˜sn(t) =[
U˜(t+ dt, t, sn)− I
]
/dt can be obtained from the
rate matrix R(t) multiplying the rate riyaixa→ixa+1(t) by
exp(−snx), the rate riyaixa+1→ixa (t) by exp(snx), the rate
by lixaiya→iya+1(t) by exp(−sny ), the rate l
ixa
iya+1→iya (t)
by exp(sny ), and keeping all other rates unchanged.
For a given sn, the formula (B5) can be solved in a
similar manner as the formula for (26) for p(t). For a
time-independent tilted rate matrix R˜sn the solution to
Eq. (B5) is given by a matrix exponential
ps(sn, t, t0) = exp
[
R˜sn(t− t0)
]
p(t0) , (B6)
while for a time-dependent rate matrix R˜sn(t) the so-
lution should be constructed using the time discretiza-
tion analogous to the one used in Eq. (33) with ∆t =
(t0 + t)/Nt. We get
ps(sn, t, t0) = lim
∆t→0
it(t)∏
i=0
U˜i(sn)p(t0) , (B7)
where U˜i(sn) = exp
[
R˜sn(t0 + i∆t)∆t
]
if i ≥ 1 and U˜0 =
I. The vectors (B6) and (B7) give moment generating
functions for nx and ny conditioned on the final state
of the system during the evolution. The unconditioned
generating function is thus obtained by summing over all
final states:
χ(sn, t, t0) = p
>
+ · ps(sn, t, t0) . (B8)
where p>+ is a vector of ones.
For fine discretizations, the moment generating func-
tion χn(sn, t0 +τ, t0) = χn(snx , sny ) finally approximates
the MGF χJ¯(sJ¯, t0 + τ, t0) = χJ¯(sJ¯x , sJ¯y ) for the time-
averaged current:
χJ¯(sJ¯x , sJ¯y ) = lim∆x→0,∆y→0
χn
(
snx
τ∆y
,
sny
τ∆x
)
. (B9)
ACKNOWLEDGMENTS
We thank M. Žonda and H. Touchette for valuable
comments on a preliminary version of the paper. We also
thank the two anonymous referees whose detailed reports
helped us to improve the readability of the manuscript.
VH gratefully acknowledges support by the Humboldt
foundation and by the Czech Science Foundation (project
No. 17-06716S). S.S. acknowledges funding by Interna-
tional Max Planck Research Schools (IMPRS).
[1] H. Risken, The Fokker-Planck Equation Methods of Solu-
tion and Applications (Springer Berlin Heidelberg, 1996).
[2] N. V. Kampen, Physics Reports 124, 69 (1985).
20
[3] R. Friedrich, J. Peinke, M. Sahimi, and M. R. R. Tabar,
Physics Reports 506, 87 (2011).
[4] A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev.
E 85, 041901 (2012).
[5] F. Slanina, Essentials of econophysics modelling (OUP
Oxford, 2013).
[6] W. Paul and J. Baschnagel, Stochastic Processes: From
Physics to Finance (Springer Berlin Heidelberg, 2010).
[7] A. A. Draˇgulescu and V. M. Yakovenko, Quantitative
Finance 2, 443 (2002).
[8] S. Narayanan and P. Kumar, in IUTAM Symposium on
Nonlinear Stochastic Dynamics and Control, edited by
W. Q. Zhu, Y. K. Lin, and G. Q. Cai (Springer Nether-
lands, Dordrecht, 2011) pp. 77–86.
[9] B. Sepehrian and M. K. Radpoor, Applied Mathematics
and Computation 262, 187 (2015).
[10] L. Pichler, A. Masud, and L. A. Bergman, Computa-
tional Methods in Stochastic Dynamics: Volume 2 , edited
by M. Papadrakakis, G. Stefanou, and V. Papadopoulos
(Springer Netherlands, Dordrecht, 2013) pp. 69–85.
[11] V. Holubec, Non-equilibrium Energy Transformation
Processes: Theoretical Description at the Level of Molec-
ular Structures (Springer, 2014).
[12] S. Das, G. Gompper, and R. G. Winkler, New J. Phys.
20, 015001 (2018).
[13] K. Sekimoto, Stochastic Energetics, Lecture Notes in
Physics, Vol. 799 (Springer Heidelberg, 2010).
[14] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
[15] T. Speck, EPL 114, 30006 (2016).
[16] A. Ryabov, V. Holubec, M. H. Yaghoubi, M. Varga, M. E.
Foulaadvand, and P. Chvosta, J. Stat. Mech: Theory
Exp. 2016, 093202 (2016).
[17] V. Holubec, A. Ryabov, M. H. Yaghoubi, M. Varga,
A. Khodaee, M. E. Foulaadvand, and P. Chvosta, En-
tropy 19, 119 (2017).
[18] L. Ornigotti, A. Ryabov, V. Holubec, and R. Filip, Phys.
Rev. E 97, 032127 (2018).
[19] M. F. Weber and E. Frey, Reports on Progress in Physics
80, 046601 (2017).
[20] J. Chang and G. Cooper, Journal of Computational
Physics 6, 1 (1970).
[21] C. Jarzynski, Journal of Statistical Physics 98, 77 (2000).
[22] C. Maes and K. Netočný, Scholarpedia 8, 9664 (2013),
revision #134780.
[23] C. Maes and K. Netočný, Journal of Statistical Physics
110, 269 (2003).
[24] T. S. Komatsu, N. Nakagawa, S.-i. Sasa, and H. Tasaki,
Phys. Rev. Lett. 100, 230602 (2008).
[25] N. Nakagawa and S.-i. Sasa, Phys. Rev. E 87, 022109
(2013).
[26] A. V. Chechkin, F. Seno, R. Metzler, and I. M. Sokolov,
Phys. Rev. X 7, 021002 (2017).
[27] M. Baiesi, C. Maes, and K. Netočný, Journal of Statis-
tical Physics 135, 57 (2009).
[28] H. Touchette, Physics Reports 478, 1 (2009).
[29] A. C. Barato and R. Chetrite, J. Stat. Mech. Theor. Exp.
2018, 053207 (2018).
[30] P. Romanczuk, M. Bär, W. Ebeling, B. Lindner, and
L. Schimansky-Geier, Eur. Phys. J. Special Topics 202,
1 (2012).
[31] C. Bechinger, R. Di Leonardo, H. Löwen, C. Reichhardt,
G. Volpe, and G. Volpe, Rev. Mod. Phys. 88, 045006
(2016).
[32] G. Gompper, C. Bechinger, S. Herminghaus, R. Isele-
Holder, U. B. Kaupp, H. Löwen, H. Stark, and R. G.
Winkler, EPJ ST 225, 2061 (2016).
[33] V. Blickle and C. Bechinger, Nat. Phys. 8, 143 (2012).
[34] I. A. Martínez, É. Roldán, L. Dinis, D. Petrov, J. M. R.
Parrondo, and R. A. Rica, Nat. Phys. 12, 67 (2016).
[35] S. Krishnamurthy, S. Ghosh, D. Chatterji, R. Ganapathy,
and A. K. Sood, Nat. Phys. 12, 1134 (2016).
[36] G. Verley, M. Esposito, T. Willaert, and C. Van den
Broeck, Nat. Commun. 5 (2014).
[37] M. Polettini, G. Verley, and M. Esposito, Phys. Rev.
Lett. 114, 050601 (2015).
[38] K. Proesmans, B. Cleuren, and C. V. den Broeck, EPL
109, 20004 (2015).
[39] T. Schmiedl and U. Seifert, EPL 81, 20003 (2008).
[40] R. Zakine, A. Solon, T. Gingrich, and F. van Wijland,
Entropy 19, 193 (2017).
[41] V. Holubec and A. Ryabov, Phys. Rev. Lett. 121, 120601
(2018).
[42] P. Pietzonka and U. Seifert, Phys. Rev. Lett. 120, 190602
(2018).
[43] T. Koyuk, U. Seifert, and P. Pietzonka, Journal of
Physics A: Mathematical and Theoretical 52, 02LT02
(2018).
[44] On each blue box, the central red mark indicates the
median, and the bottom and top blue edges of the box
indicate the 25th and 75th percentiles, respectively. The
black dashed whiskers extend to the most extreme data
points not considered outliers, and the outliers are plot-
ted individually using the red ’+’ symbol. Taken from
Matlab documentation.
[45] C. Giardinà, J. Kurchan, and L. Peliti, Phys. Rev. Lett.
96, 120603 (2006).
[46] T. Nemoto, F. Bouchet, R. L. Jack, and V. Lecomte,
Phys. Rev. E 93, 062123 (2016).
[47] G. Ferré and H. Touchette, Journal of Statistical Physics
172, 1525 (2018).
[48] J.-H. Prinz, H. Wu, M. Sarich, B. Keller, M. Senne,
M. Held, J. D. Chodera, C. Schütte, and F. Noé, J.
Chem. Phys. 134, 174105 (2011).
[49] H. Wang and C. Schütte, J. Chem. Theory Comput. 11,
1819 (2015).
[50] A. Lyasoff, Mathematica Journal 9:2, 399 (2004).
[51] X. He and L.-S. Luo, Phys. Rev. E 56, 6811 (1997).
[52] S. Chen and G. D. Doolen, Annual Review of Fluid Me-
chanics 30, 329 (1998).
