Introduction
The problem of ascertaining the possible forms of relative equilibrium of a homogeneous gravitating mass of liquid, when rotating about a fixed axis with constant angular velocity, had its origin in the investigations on the theory of the earth's figure which began with Newton and MacLaurin. In recent times it has undergone much development especially at the hands of Poincaré, Liapounoff, and Lichtenstein.
We take the axis of rotation as the axis of z and the mass-center, which must evidently lie on the axis, as origin. If « be the angular velocity of rotation, the component accelerations at (x, y, z) axa -u2x, -u2y, -«2z and the dynamical equations reduce to 1 dp dû 1 dp dû 1 dp 50 p dx âx p dy. dy p dz dz where ß is the potential energy per unit mass, p the pressure, and p the density. Hence, integrating, we have p/p = \u>2(x2 + y2) -Í2 + const.
At the free surface, p = constant and we have r dvQ
(1) W(x2 + y2) -\ -==r = const., j b py where R is the region containing the rotating mass. Liapounoff and Lichtenstein t have proved that, at all points where the apparent gravity is not zero, the surface possesses continuous derivatives of all orders but the problem of the analyticity has so far defied solution. This problem is equivalent in difficulty to that of the analyticity of the solutions of elliptic differential equations of the second order which was solved by E. Hopf.í * Presented to the Society, September 10, 1937; received by the editors July 6, 1936, and in revised form, January 11, 1937. f Lichtenstein, Gleichgewichtsfiguren rotierender Flüssigkeiten. % Mathematische Zeitschrift, vol. 34 (1931), p. 194. In this article I use the method developed by E. Hopf in the above paper to prove that the surface of equilibrium figures of rotation is analytic at all points where the apparent gravity exists, that is the gradient of the pressure is not zero.
The equation of the surface of revolution is given implicitly by equation (1). By a few simple transformations we generalize (1) so that it will have a meaning for complex values of x and y and then we differentiate partially with respect to x and y obtaining equations (10) of Part I.
Knowing that a solution exists for real values of x and y we set up a sequence of approximating non-monogenic functions (cf. equations (14), (15) of Part II) which reduce for x and y real to the known solution. We prove the sequence converges uniformly and that the limit is an analytic function.
I wish to express my thanks and gratitude to Professor E. Hopf who proposed the problem and without whose assistance and encouragement it would not have been solved.
I. Formulation of the Problem
We wish to prove that if R is any 3-dimensional region, B its boundary, which satisfies the following equation:
(1) f 4¥S-F(P) = 0 for all P on B, Jr PQ where F(P) is an analytic function of P, dVQ the element of volume and PQ the distance from P to Q, then the surface formed by B is analytic at all points P' where the gradient of (1) is not zero. It will be assumed that surfaces satisfying this equation possess a sufficient number of derivatives. This has been proved by Lichtenstein.* Take any such pointP' as (0, 0, z0), z0>0, and let the z-axis be normal to B at P'. Let the equation of the surface be z = z(x, y). Then since z(x, y) has partial derivatives of all orders we have zx (0, 0) = z"' (0, 0) =0.
Since the gradient of (1) is not zero
Because of the continuity of the surface there then exist positive numbers r, r2 such that for x2+y2<ri2 we have z(x, y) >0, |z(x, y) -z0\ <r2 and The second integral, call it Ga(x, y, z), is the potential at P of the region R -(a)-R. Ga(x, y, z) is known to be an analytic function of x, y, z as long i not in R -(a)-R that is if x2+y2<a2, \z-Zo\ <r2.
where a denotes the circle ^2+rj2<a2, p2 = (£ -x)2+(v -y)2 and so
ii.f ä <2rr **. 
The integral can be split up into f fd,dy\ r-% f!<{%-*--
After we make the change of variable f ' = z(x, y) -f and integrate, it becomes
where/(w) = log (u + (u2 + l)112) is regular for w=0. Call the integral of the first term ga(x, y, z), so that
ga(x, y, z) is an analytic function of x, y, z for \z-z0\ <r2, x2+y2<a2 because z+(z2+P2)1/2>0 for all £, y and ff logpdtfy = -j (x2 + y2) + j (log a-h). To put (7) in a more easily handled form we differentiate it with respect to x and y. We have
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and a similar equation for z"'.
Call the integral in (8) Pi(x, y) and the corresponding integral in the equation for z,', F2(x, y). Then our equations become, omitting for convenience the subscript a,
zi(x', y')dx! + z2(x', y')dy', (uoo»*,o«ln#) Zi(0, 0) = z2(0, 0) = 0.
We wish now to consider (10) for complex values of x and y. To do this we shall extend the meaning of our integrals so that it will take account of complex values of x and y. Then let z(0)(x, y), zx{")(x, y), z2m(x, y) be any continuous functions of the complex variables x, y which reduce for real x and real y to z(x, y), zx(x, y), z2(x, y) the solutions of (10). We then set up by the method of successive approximations Z(x, y), Zx(x, y), Z2(x, y) which satisfy the extended form of (10) also for complex values of x, y and reduce, for real x and real y, to z(x, y), zx(x, y), z2(x, y). Let x = x'+ix", y=y'+iy". We shall restrict x and y to the region Ry, where P7 is defined as follows:
Note that Ry is convex, for if (xx, yx) and (x2, y2) axe in PY so is (x, y) = t(xx, yx) + (l-t)(x2,y2), since (x"2 + y"2)1'2 + 7(*'2 + y'2)1/2 ^ t(x{'2 + yl'2)1'2 + (1 -/)(x2"2 +y2"2)1'2 + yt(xi2 + yi2)1'2 + (1 -t)y(xP + yl2)1'2 yta + 7(1 -t)a = ya.
We now extend the meaning of the integrals in (10). In (13) Z{x, y) -Z(a cos <j>, a sin <b) = J Zi(x', y')dx' + Z(x', y')dy' let x'=t'(x-a cos<f>)+a cos<p, y' = T'(y -a sin <p)+a sin <f>, 0ít'<1. Then which has a meaning for complex x and y. In
r; = y + t(a sin <£ -y), 0 ^ <p < 2x.
The substitution is legitimate since £2+?72<a2. Then p = /[(a cos <j> -x)2 + (a sin <f> -y)2]112 = t$>(<j>), say.
Using (15) and (16) Similarly F2(x, y)=F(x, y, z2, z"). Note that (14), (15), (18), and (19) have meaning for complex x and y. Our equations can now be written as follows :
Zx(x, y)L(x, y,Z(x, y)) + F(x, y, Zi(x, y),Zt(x, y)) = -M(x, y,Z(x, y)), Z2(x, y)L(x, y,Z(x, y)) + F(x, y,Z2(x, y),Z,(x, y)) = -N(x, y,Z(x, y)), Z(x, y) -Z(a cos <j>, a sin #) = I [(x -acos<¡>)Zi(x', y') + (y -a sin </>)Z2(x', y')]dr'.
J o
These are three equations for the unknowns Zi(x, y), Z2(x, y), and Z(x, y). Actually by substituting the value of Z from the third equation into the first two, we have two equations in the unknowns Zi(x, y) and Z2(x, y). These equations will be considered in the following region:
x, y, in Ry, \zi\, \ z2\ < c, where c is a constant to be determined later
We shall now prove that 77(x, y, Z(x, y)) is analytic for x, y in Ry and also obtain bounds for its first and second derivatives when a is small. Now Therefore if c2<\, Ga will be analytic and so will Ha, La, Ma, and N".
Using I (* -Í)2 +(y~ V)2 + (Z(x, y) -ZU, r,))21
To obtain bounds for L, M, N, Li, M'z, Nl we proceed as follows:
We have* *>_ = C C cos_(rç,x) duQ where k2 is independent of a. A similar result holds for the second derivatives with respect to yz and z2. Before going any further we must find a better bound for M and N. When a = 0, Ha reduces to the left side of (1) and since the z-axis is normal to the surface at (0, 0, z0) we have Lo(0, 0, z0) = U, Mo(0, 0, zo) =0.
Using (7), (19), and Schmidt's inequality | L0(x, y,Z(x, y)) -L"(x, y,Z(x, y)) \ < kza, with similar inequalities for M and N. Since La, Ma, and Na axe analytic we can therefore choose a and y so small that d/2 < \La\, \Ma\, \Na\ < -for x, y in Ry.
Since P and ga are analytic they are bounded and using (20) we shall have | Li | < k log [(a cos <t> -x')2 + (a sin <j> -y')2], and the same bound for Ml and Nl.
II. Proof of Analyticity
We have to consider the equations F is defined as follows :
a -x cos <p -y sin 0 -a\t>, <i> where (4) $2 = (a cos tp -x)2 + (a sin tp -y)2,
and (5) Z4(x, y, t,<t>) = [Zi(a, ß)(a cos <b -x) + Z2(a, ß)(a sin <j> -y)]dr, Jo where (6) «-€ + t(*-Ö, ß = y + r(y-y), 0 < r =S 1 and £ = x + t(a cos <t> -x), 0 ^ < < 1, y = y + t(a sin <b -y), 0 ^ <f> < 2ir.
If we let x = x'+î'x", y=y'+iy" when x, y is in /?T, that is, By Cauchy's inequality, | x"y' -x'y" | ^ (x'2 + y'2y'2(x"2 + y"2)1'2 g ya(x'2 + y'2)1'2 -y(x'2 + y'2) so that
Now this bracket is less than a2 if x'2+y'2<a2. So (10) can not be true and $5^0. Hence for <i> = 0 we must have x'2+y'2 = a2 which implies x"=y" = 0 and x = a cos <j>,y = a sin <p. Therefore We now define successive approximations zM, z^, z2M to Z(x, y), Zx(x, y), Z2(#, y) as follows: (14) 17/- The first approximations zx(0)(x, y) and z2l0)(x, y) axe any continuous functions of the complex variables x, y which reduce, when x, y axe real, to Zi(x, y) and z2(x, y), the solutions of (1) in the real domain. By taking a and y small enough we shall have (0) (17) I zi |, | z2 \ < c for x, y in Ry.
Then from (15) and (16) From (14), using (23), we have 
Taking a so small that ad~i(di + \ck log a + k log a + k2d~l log a) < \, we have |A'+12i| <^crv and a similar expression for |Av+1z2|. Therefore <r,+i < \a, and 0-, approaches zero since a, < (%) '¡To. From (34) | A "z | approaches zero and hence zM, Zi('>, z2M approach uniformly limit functions Z(x, y), Zi(x,y),Z2(x,y). We now wish to show that Z(x, y) is an analytic function of x and y. Assume that Zi(0> (x, y) and z2(0) (x, y) have continuous first partial derivatives with respect to x', x" and y', y", e.g., by assuming Zi(0) (x, y)=Zi(x', y'); Z2W (x, y) =z2(x', y'). Then Zi(0) and z4(0) will also have partial derivatives of the first order. Mathematical induction shows that the same is true for Zi('),Z2('),z<"),andz4('').
Consider the operators 
