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Automata on directed acyclic graphs are defined and their closure properties and the 
emptiness problem are studied. It is shown that several types of finite automata on various 
StrUCtUI’eS are special cases of the above automata. ‘C 1992 Academic Press, Inc. 
Finite automata had been first introduced in [9] for classifying sets of finite 
words. Later finite automata were extended onto infinite words [l], finite trees 
[2, 141, and infinite trees [ll, 121. In this paper we define and study finite 
automata on directed acyclic infinite graphs. These automata include the automata 
introduced in [l, 121 as special cases. Whereas the study of finite automata on 
infinite words and trees was originally motivated by decision problems in the 
second-order monadic theories, automata on directed acyclic infinite graphs, being 
able to describe some properties of a partial order, provide a formalism and a tool 
for investigating concurrent or distributed programs, because their computations 
can be represented by directed acyclic graphs resulting from executing atomic 
actions. 
The paper is organized as follows. In the next section we give basic notation, the 
formal definition of graph automata, and examples showing how Biichi automata 
[l] and Rabin’s special tree automata [ 123 can be expressed in terms of graph 
automata. The second section addresses closure properties of graph automata. 
Sections 3 and 4 contain the proofs of closure properties under intersection. Finally, 
in Section 5 we show that the emptiness problem for graph automata is decidable. 
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1. DEFINITIONS, NOTATION, AND EXAMPLES 
A directed graph G is a quadruple ( V,, EG, tG, hG), where Vc and E, are sets of 
vertices and edges, respectively, and t,, ho: EG + V, are the tail and head func- 
tions, respectively, on the set of edges; i.e., to(e) is the tail of the edge e, and h,(e) 
is the head of e. Note that the pairs (t,(el), h,(e,)) and (t,(ez), h,(e,)) are not 
necessarily distinct for e, Ze,. In the notation above h;‘(v) and t;‘(u) denote the 
set of edges entering and exiting vertex v, respectively. 
Let v and V’ be vertices of G. We shall say that v’ is accessible from v, denoted 
v<v’, if there is a sequence e,, ez, . . . . e, of edges of G such that t&e,)= v, 
h,(e,) = v’, and h,(e,) = to(ei+ 1), i= 1, 2, . . . . n - 1. 
DEFINITION 1. We shall say that a directed acyclic graph G of a finite degree is 
admissible if it satisfies the following conditions. 
(i) There is a vertex VIE V, such that all other vertices are accessible from 
0,; i.e., uG is the least vertex with respect to <. In particular, h;l(vG) = 0. 
(ii) For each vertex v E VG the set t;‘(v), is nonempty; i.e., G has no 
maximal vertices. 
(iii) For each vertex v E V, the set {v’},,~, is finite, or, equivalently, there is 
no infinite descending chain of edges in G. 
Condition (iii) of Definition 1 enables one to use induction on the number of ver- 
tices smaller than v which is denoted # {v’ } Of < “. Let v be a vertex of an admissible 
graph G. We define the distance from vG to v, denoted d(v), by induction on 
# 04”,<” as follows. d(v,) = 0 and d(v) = min{d(v’)},,,,,(hcl~u)) + 1. That is, d(v) is 
the length of the sortest chain connecting vG to v. 
A path of an admissible graph G is an infinite sequence e,, e2, . . . of edges of G 
such that t(el) = vo and hc(ei) = tc(ei+ 1), i= 1,2, . . . . i.e., a path is a maximal chain 
of edges of G. 
A set of edges D is said to be dense in G if each path of G contains an edge 
from D. A dense set C is called a cut of G if each path contains exactly one edge 
from C. 
We shall say that an edge e lies above a dense set D, denoted D < e, if e 4 D and 
there is no e’ E D such that ho(e) < to(e’). For dense sets D, and D, we shall say 
that D2 lies above D1, denoted D1 < D2, if each edge of Dz lies above D,. 
DEFINITION 2. A (2, T)-graph is an admissible graph whose vertices and edges 
are labeled Z and r, respectively; i.e., a (C, r)-graph is an admissible graph G 
together with two labeling functions lo,=: V, + Z and &.: E, -+ fY 
Sets of (Z, r)-graphs can be thought as Z-languages on r-labeled graphs, where 
the labeling of the edges provides some kind of an orientation at the corresponding 
vertices, e.g., the left and right successors in a tree, cf. Example 2 below. On the 
other hand, in view of Definition 1, a (Z, r)-graph represents an infinite computa- 
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tion of a concurrent program whose atomic actions are elements of Z, whereas 
elements of C impose some constraints on the communication and synchronization. 
DEFINITION 3. A graph automaton is a system A = (S, 2, r, R, I, F), where S is 
a finite set of states, Z and Z are finite alphabets, R is a finite relation on 
(~,“=,(SxZ)“)xCx(~,“=,(SxZ)“),Zisafinite relationon~x(IJ,“=,(SxZ?“), 
and F s S is a set of designated states. 
The relations R and Z are called the transition relation and the initial 
relation, respectively. The elements of R and Z are of the shape 
(IT(s,, yl), . . . . (s,, Y,)]; a; C(s;, Y;), . . . . (SE,,, yi,Ol) and (a; [@‘I, Y;), . . . . (&, rL)l), 
respectively, where (I EC, si, s,’ E S, and yi, y,’ E Z, i = 1, . . . . n, j= 1, . . . . n’. 
The minimal integer d such that Rr(iJz=, (SxT)“)xCx(U~=, (SxW) and 
ZzCx(Uizl (Sxr)“) is called the degree of A. 
DEFINITION 4. Let A = (S, C, r, R, Z, F) be a graph automaton, and let G be a 
(2, Z)-graph. A run of A on G is a function p: E, -+ S that satisfies the following 
conditions. 
For each vertex o E V, - {vc} there exist permutations (e,, . . . . e,) and (e’, , . . . . e:,) 
of h;‘(u) and t;‘(u), respectively, such that 
and there exists a permutation (e’,, . . . . ek.) of t;‘(uG) such that 
(Z&u,); [Me;), &-(e;)), . . . . (p(6), L&&))l) E 1. 
DEFINITION 5. Let p be a run of a graph automaton A = (S, C, Z, R, Z, F) on 
a (z:, Z)-graph G. We shall say that p is an accepting run of A on G, if there exist 
an infinite sequence C, < C2 < . . < C, < . . . of cuts of G such that all the edges 
from Uz, Ci are labeled F by means of p. 
We shall say that p is a weakly accepting run of A on G, if for each path e,, e2, . . . 
of G there exists anfE F that appears infinitely often in the sequence p(eI), p(e,), . . . 
In particular, if we consider a (C, Z)-graph as an infinite computation of a 
concurrent program, the acceptance conditions can be thought of as some kind of 
fairness imposed on the computation. 
We shall say that A (weakly) accepts G if there exists a (weakly) accepting run 
of A on G. The set of all (C, Z)-graphs acceptable by a graph automaton A is 
denoted by L(A) and the set of all (C, Z)-graphs weakly acceptable by a graph 
automaton A is denoted by L,(A). A set of the (C, Z)-graphs (weakly) acceptable 
by some graph automaton is called a (weakly) definable set of (C, r)-graphs. 
Note that a run of an automaton on a graph and the weak acceptance have been 
defined by local conditions, whereas the acceptance has been defined by a global 
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one. Namely, a cut can be considered as a global state, because, separating the 
graph into two independent parts, it determines the future behaviour of the 
automaton. As it is shown in the sequel, the notion of the acceptance is stronger 
than the notion of the weak acceptance. That is, each weakly definable set of 
(& Z)-graphs is definable, but there exist definable sets which are not weakly 
definable. (It trivially follows from Definition 5 that L(A) E L,(A).) 
Remark 1. Similarly to the conventional definitions of finite automata (cf. [ 1, 9, 
11, 12, 141) the transition relation transforms the set of entering states into the set 
of exiting states depending on the labeling of the input graph. The only difference 
is that in tree or o-automata the run is defined as labeling the vertices rather than 
the edges. However, since in the above types of automata each vertex has exactly 
one entering edge, it is possible to identify the state at a vertex with the state at the 
corresponding edge, cf. Examples 1 and 2 below. The reason for the definition of a 
run by edge labeling is that distinct paths may have the same sequences of vertices, 
cf. the definition of a graph at the beginning of this section. 
Remark 2. The degree of graphs belonging to a (weakly) definable set is 
bounded by the degree of an accepting automaton. Therefore the set of all the 
(C, Z)-graphs is not (weakly) definable. However, using the ordinary interpretation, 
we may restrict ourselves to automata of degree 2. 
We conclude this section with the following two examples. 
EXAMPLE 1. Let A = (S, sO, 2,6, F) be a Biichi automaton [l] with the tran- 
sition relation 6 c (S x z) x S. Consider a graph automaton A’ = (S, Ji’;, r, R, Z, F), 
where Z= {y} is one letter alphabet, and R and Z are defined as 
and 
Z= ((6 C(% Y)l) : cb 0, $1 E a>. 
That is, as it has been mentioned in Remark 1, S-labels of vertices in a run of A 
become labels of edges in a run of A’. Obviously, L(A) = L(A’) = &(A’). 
EXAMPLE 2. Let A = (S, So, JC, S, F) be a special tree automaton [12] with 
the transition relation 6 E (S x ,XJ x S2. Consider a graph automaton A’= 
(S, z;, { 0, 1 }, R, Z, F), where R and Z are defined as 
R=((C(s,i)l;o;C(s,,O),(~~,1)1):i=0,1,(~,~,~g,~~)~6j 
and 
Then we have L(A) = L(A’) = &,,(A’). 
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Conversely, let A = (S, Z, (0, 1 }, R, Z, F) be a graph automaton, where Zr C x 
(SX {O})x(Sx (1)) and RE(SX (0, l})xCx(Sx {O))x(Sx (1)). Consider a 
special tree automaton A’= ((Sx (0, l>)u (s}, {s}, Z:, 6, Fx (0, l}), where s is a 
new state and 6 = ((s} x I) u R. Then we have L(A) = Z,(A’) = Z.,,(A’). 
2. CLOSURE PROPERTIES OF GRAPH AUTOMATA 
This section addresses closure properties of definable and weakly definable sets of 
(C, I-)-graphs which are given by Theorem 1-6 below. 
THEOREM 1. Definable (weakly definable) sets of (.Z’, r)-graphs are closed under 
union. 
Proof. Let A1=(S,,C,r,R,,II,F,) and A,=(S2,C,r,R2,12,F2) be 
graph automata. Renaming the states of A*, if necessary, we may assume 
that S, n S2 = (21. Consider the graph automaton A = (S, C, r, R, I, F), where 
S=SluS2, R=R,uRz, t=I,u12, and F=F,uF,. 
Obviously, after the first move, A simulates either A, or A?. Therefore 
L(A)=L(A,)uL(A,) and LJA)=L,(A,)uL,.(A,). 1 
To state the theorems concerning the closure of definable sets of graphs under 
projection and cylindrification we need the following definition. 
DEFINITION 6. Let p and q be functions from C and r into finite alphabets z? 
and f, respectively, and let G be a set of (Z, r)-graphs. The (p, q)-prqjection of G, 
denoted (p, q)G, is a set of (2, $)-graphs defined by 
(P, q)G= (6 P”&,,, qol,,.): (G, 1,.,x, L..)EG}> 
where 0 denotes the functional composition. Let G be a set of (2, f)-graphs. The 
(p, q)-cylindrification of 6, denoted (p, q) --’ C?, is a set of (C, r)-graphs defined by 
i.e., (p, q)-’ G is the maximal set of (C, I’)-graphs whose (p, q)-projection is equal 
to e. 
THEOREM 2. Definable (weakly definable) sets qf (Z, Q-graphs are closed under 
projection. 
Proqf. Given a graph automaton A = (S, 2, r, R, I, F) and projections 
p: C -+ .J? and q: r -+ i=‘, consider the graph automaton a = (S, 2, p, f, I?, F), where 
I? is the minimal set such that if 
(Lb,, ~11, .. . . (s,, r,)l; 0; Lb;, Y’,), . . . . (sic, &)I)E R, 
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then 
(C(s,, dY1)), .*.7 (&I> 4(YJ)X p(a); Cwl? 4(Yi)), ..‘> bL> 4w741kR 
and f is the minimal set such that if 
(0; CK, Y;), ss.9 b?, YL)l)E4 
then 
(p(a); C(4, q(Y;)), ...? (4fT dYm)EI: 
Obviously, L(a) = (p, q) L(A) and L,(a) = (p, q) L,,,(A). 1 
THEOREM 3. Definable (weakly definable) sets of (L’, r)-graphs are closed under 
cylindrification. 
ProoJ Given a graph automaton 2 = (S, 2, f, I?‘, 1, F) and projections 
p: C + .$ and q: r+ f, consider the graph automaton A = (S, L’, r, R, Z, F) such 
that 
(Lb,, ~11, .. . . (s,, YJI; g; CM, Y;), . ..> (4, yizOl)~R 
if and only if 
(C(s,, 4(Yl)), . ..Y (L dyn))l; P(o); CM, 4(Y;)), . . . . (A,, dYidl)~R 
and 
(0.; [IVl, Yi), ..., (4, YL)l)EZ 
if and only if 
(p(o); [VI, q(vl)), . ..T (s?, 4(YimE~ 
Obviously, L(A) = (p, q)-’ L(a) and L,(A) = (p, q)-l L,(a). 1 
The closure properties of definable and weakly definable sets under intersection 
are given by Theorems 4-6. Unlike the proofs of Theorems l-3 which are 
straightforward modifications of the corresponding theorem for the known types of 
finite automata, the proofs of closure properties under intersection are more 
involved. The reason is that we cannot apply the product construction directly, 
because in vertices of in-degree greater than 1 a path with a counted designated 
state may meet a path yet not having a counted one. We postpone the proofs of 
Theorems 4-6 to the next sections. 
THEOREM 4. Weakly definable sets of (X, r)-graphs are closed under intersection. 
THEOREM 5. Definable sets of (Z; r)-graphs are closed under intersection with 
weakly definable sets. 
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COROLLARY. Each weakly definable set of (Z, r)-graphs is definable. 
Proof: Given graph automaton A = (S, C, r, R, Z, F), consider the graph 
automaton A’ = (S, C, r, R, Z, S). Obviously, L,(A) c L(A’). Hence, by 
Theorem 5, L,,(A) = L,(A) n L(A’) is definable. 1 
For one letter alphabet Z = (0) and r= {a, b} let L, and Lb consist of all 
(C, r)-graphs of degree less than or equal to 3 having an infinite increasing 
sequence of cuts labeled a and b, respectively. It can be readily seen that L, and L, 
are definable. 
THEOREM 6. The set L, n Lb is not definable. In particular, definable sets of 
(C, r)-graphs are not closed under intersection. 
The following corollary to Theorem 6 provides an example of a definable set of 
(C, r)-graphs that is not weakly definable. 
COROLLARY. The set L, is not weakly definable. 
Proof: Were L, weakly definable, then, by Theorem 5, L, n L,, would be 
definable in contradiction with Theorem 6. 1 
Finally we observe that (weakly) definable sets of (2, r)-graphs are not closed 
under complementation in the set of graphs of degree not exceeding 2, cf. 
Remark 2.’ It is known from [ 121 that there exists a special tree automaton A such 
that the complement of L(A) to the set of all binary trees is not acceptable by a 
special tree automaton. By Example 2, A can be thought of as a graph automaton 
as well. Let L(A) denote the complement of L(A) to the set of all graphs of degree 
not exceeding 2. Were there a graph automaton A’ accepting L(A), then restricting 
the transitions of A’ to the transitions of in-degree 1 and out-degree 2 would result 
in a special tree automaton accepting the complement of Z.(A), which is impossible. 
The proofs of Theorems 4 and 5 are given in the next section and the proof of 
Theorem 6 is given in Section 4. At this point the reader can move to Section 5 
which addresses the emptiness problem for graph automata and is independent of 
Sections 3 and 4. 
3. PROOFS OF THEOREMS 4 AND 5 
We shall need several preliminary results. 
PROPOSITION 1. Let D be a finite dense set in an admissible graph G. There exists 
a cut C lying above D. 
‘The proof below has been suggested by M. 0. Rabin instead of the original one that was 
complicated and indirect. 
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ProoJ: Consider the set of vertices 
ID= (uE V,: (jeED)(u<h,(e))}. 
Let C be the set of all the edges exiting the maximal elements of Z,. Then C 
intersects each path of G in exactly one edge, thus providing the desired cut. 1 
PROPOSITION 2. Let G be an admissible graph whose edges are labeled rl v f, 
such that ifall the edges entering a vertex v are labeled r,, then all the edges exiting 
v are also labeled r,. Let D be a dense set whose elements are all labeled r,. Then 
all the edges of G lying above D are labeled r2. 
ProoJ: Assume, by contradiction, that the set of the edges of G lying above D 
and labeled r, is not empty. Let e be an edge belonging to the above set with the 
minimal # {v},,~~~~~. Then each element of h;‘(to(e)) either belongs to D or is 
labeled r,. Therefore all the elements of h; ‘(to(e)) are labeled r,. Thus e must be 
labeled r, as well. This contradiction completes the proof. 1 
PROPOSITION 3. Every dense set in an admissible graph contains a finite dense 
subset. 
Proof: Let G be an admissible graph and let D be a dense set in G. Consider 
a subset D’ 5 D that is defined as 
D’ = (e: there is a path 71 of G such that e is the minimal edge of 7~ n D}, 
Obviously, D’ is dense in G. Since G has a finite out-degree, by the Kiinig Infinity 
Lemma, D’ is finite. 1 
Proof of Theorem 4. Given two graph automata A, = (S,, Z, r, R,, I,, F1 ) 
and AZ = ( S2, L’, r, R,, Zz, F2 ) consider the graph automaton A = ( S1 x Sz x 
(0, 1,2,3 }, 2, Z’, R, Z, S, x S, x { 3 } ), where R and Z are defined as follows. Let @, 
denote the set of all permutations of { 1, . . . . n]. Then 
(C(N, ST, al), Yl), . . . . ((4, & 4, rJ1; 0; 
m;‘, 4*, b,), Y;), -.., ((s:!, d?, kc), y;,)l)~R 
if and only if there exist permutations qk E @, and lClk E @,,, k = 1,2, such that 
and ai, i = 1, . . . . n and bj, j = 1, . . . . n’, satisfy the relation below. 
If there is an i such that a,E {0,3}, then 
b, = 1, 
if sJ”EF~ 
0, if sj’$F,. 
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If for all i’s aie { 1,2} and there is an i such that ui= 1, then 
if s~(~E F, 
if s:~#F~. 
If all a,‘s are 2, then 6, = 2 or b, = 3. 
The initial relation Zconsists of the elements of the shape (a; [((sj’, si2, 3), y’,), . . . . 
((SL!) s;?, 3), Y;,)I)~ where (a; C(s&i), Y;,~~J, . . . . (s&,+ YL~~I)E Ik for $k E @,,sT 
k = 1, 2. 
We contend that L,,.(A) = &,,(A,) n &.(A,). We shall prove first that L,.(A ,) n 
&(A,) c L,,(A). Let GE &(A,) n &,,(A,) and let pi be a weakly accepting run of 
A ; on G, i = 1,2. In order to show that there exists a weakly accepting run of A on 
G we shall construct an infinite increasing sequence of dense sets 
such that for each n = 1, 2, . . . . the set C, is a cut of G and DLcp,:‘(F,),i= 1,2. 
Since CO is a cut, it suffices to show that for any cut C there exist dense sets D'c 
p,- ‘(Fi), i = 1,2, and a cut C’ such that 
C<D'<D2<Ct. 
Let C be a cut of G. It follows from Proposition 3 that C is finite. Since p, is a 
weakly accepting run of A,, the subset of p; ‘(F,) consisting of the edges lying 
above C is dense. By Proposition 3, there exists a finite dense subset D’ of the 
above set. Similarly, since p2 is a weakly accepting run of A,, the subset of pi ‘(FJ 
consisting of the edges lying above D1 is dense. By Proposition 3, there exists a 
finite dense subset D2 on the above set. Finally, by Proposition 1, there exists a cut 
C’ lying above D2. This completes the construction. 
Now we are ready to define a weakly accepting run p of A on G. For an edge 
e E E, the first and the second components of p(e) are PI(e) and p,(e), respectively. 
The third component of p(e), denoted p,(e), is defined below by induction on 
#M ” < tc(e). By the definition of Z, the value of p3 on CO is 3. Assume that px has 
been defined up to C, such that the value of p3 on C, is 3. Then p3 can be extended 
up to C, + I as follows. For every edge e lying above C, and below C,, 1 such that 
the value of p3 on h; ‘(t,(e)) is 2, let p,(e) be 2. This defines p3 uniquely between 
C, and C,,+,. By Proposition 2 with D = 0: + , and Z2 = { 1,2>, the edges above 
0: + I are labeled { 1,2}. By Proposition 2 with D = 05 + , and Z2 = { 2), the edges 
from h;‘(t,(C,+ I)) are labeled 2. Thus we can define p3 on C,, , to be equal to 
3. This completes the definition of p. Since the value of p3 on each C,, is 3, 
automaton A accepts G and the relation &,(A,) n &,(A,) E L,(A) follows. 
Secondly, we shall prove that L,(A) G L,(A,) n &,(A,). Let GE Z.,(A) and let p 
be a weakly accepting run of A of G. For i = 1,2, 3, we shall denote the ith compo- 
nent of p by pi. Let e,, e,, . . . be a path of G. Then for inlinitely many n’s we have 
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ps(en) = 3. For an integer n such that p(e,) = 3 pick the minimal 12’ > II such that 
p(e,,)= 3. Since, by the definition of p3, the automaton A cannot enter 3 and 2 
without passing 2 and 1, respectively, there exist j, and j, such that n < j, < j, < n’, 
pl(e,,)EF1 and P2(ej,)E F2. Therefore p1 and p2 are weakly accepting runs of A, 
and A, on G, respectively. 1 
Proof of Theorem 5. The proof is similar to that of Theorem 4. Given two graph 
automata Al = (S,, L’, r, R,, II, F,) and A,= (S,, 2, Z, R2, 12, F2) consider the 
graph automaton A = ( S1 x S2 x { 0, 1,2 }, Z: Z’, R, I, S, x F2 x { 2 > ), where R and I 
are defined as follows. Recall that Qn denotes the set of all permutations of 
( 1, -.., n}. Then 
(N? 6 a,), Yl), . . . . (($9 $9 a,), YJli fJ; 
C((d’, d2, b,), r,), . . . . (d!, s;?, b,,), L)I)ER 
if and only if there exist permutations (Pk E @n and $k E @,,, k = 1,2, such that 
and ai, i= 1, . . . . n, and b,, j= 1, . . . . n’, satisfy the relation below. 
If there is an i such that USE {O, 2}, then 
If all a,‘s are 1, then 
bj = 
1 or 2, if s,!‘EF~ 
1, if si2$Fz. 
The initial relation Z consists of the elements of the shape (a; [((s;‘, s;‘, 2), yr), . . . . 
((s$, s;t, 2), rL)l), wherk (a; [(d,iFkcIb ~;~d, . . . . (s&,~~, Y&,&I)~& for a \ClkE@d? 
k= 1, 2. 
We contend that L(A)=L,(A,)n L(A,). We shall prove first that L,(A,)n 
L(A,) cL(A). Let GEL,(A,)~L.(A,). Let p1 and p2 be weakly accepting and 
accepting runs of A, and A, on G, respectively. In order to show that there exists 
an accepting run of A on G we shall construct an infinite increasing sequence of 
dense sets 
t,‘(u,)=CO<D,<C1<D2<C2< ... <Dn<Cn<Dn+l<C,,+l< . . . . 
where for each n= 1, 2, . . . . the set C, is a cut of G such that C,CP;~(F,) and 
D, Q?(&). 
Since Co is a cut, it suffices to show that for any cut C there exists a dense set 
Dcp;‘(F,) and a cut C’cp;‘(F,) such that CcD<c’. Let C be a cut of G. It 
follows from Proposition 3 that C is finite. Since p, is a weakly accepting run of A,, 
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the subset of p 7 ‘(F,) consisting of. the edges lying above C is dense. By Proposi- 
tion 3, there exists a finite dense subset D of the above set. By the definition of an 
accepting run, there exists a cut C’ c p2 -‘(F,) such that D < C’. This completes the 
construction. 
An accepting run p of A on G can be defined as follows. For an edge e E E, the 
first and the second components of p(e) are pr(e) and p,(e), respectively. The third 
component of p(e), denoted pX(e), is defined below by induction on # {u),,~~.~). 
By the definition of Z, the value of p3 on C, is 2. Assume that pj has been defined 
up to C, such that the value of p3 on C, is 2. We shall extend p3 up to C, + , . For 
every edge e lying above C, and below C, + , let p3(e) be 1, if the value of p3 on 
h;‘(t,(e)) is 1. This defines p3 uniquely between C, and C,, ,. By Proposition 2 
with D=D,,, and Tz = { 11, the edges above D,, 1 are labeled 1. In particular, the 
set of edges h;l(rC(C,,+i )) is also labeled 1. Thus we can define p3 on C,, , to be 
equal to 2. This completes the definition of p. Since for each n = 1, 2, . . . . the value 
of p3 on C, is 2 and C, &p;‘(F,), the automaton A accepts G and the relation 
LJA,) n L(A,) E L(A) follows. 
Secondly, we shall prove that L(A) c L,(A,) n L(A,). Let GE L(A) and let p be 
an accepting run of A on G. For i = 1,2, 3, we shall denote the ith component of 
p by pi. Let e,, e,, . . . be a path of G. Then for infinitely many n’s we have 
p,(e,) = 2. For an integer n such that p(e,) = 2 consider the minimal n’ > n such 
that p(e,,)= 2. Since, by the definition of p3, the automaton A cannot enter 2 
without entering 1, there exists a j such that n < j < n’ and p 1 ( ej) E F, . Therefore p 1 
is a weakly accepting run of A, on G. Trivially, pz is an accepting run of A, on G. 1 
4. PROOF OF THEOREM 6 
Let N denote the set of all nonnegative integers. Consider the ({a}, {a, b})-graph 
G, where I/,=NxN, E,=NxNx(l,2}uN, and the functions fG, h,, and I,,, 
are defined as 
tc(n) = (n, 0) and h,(n) = (n + 1, 0), 
~G(Cn,~,11)=~,(Cn,~,21)=(n,m) and h,(Cn,m,lI)=h,([n,m,2])=(n,m+l~, 
&42n)=k,ACn, 24 11)=~G.r(C~,2m, 21)=4 
and 
Figure 1 on the next page illustrates the graph G defined above. 
Obviously, GEL, n Lb. Assume that there exists a graph automaton A = 
(S, (a}, {a, b}, R, Z, F) such that L(A) = L, n L,. Then GE L(A). We shall prove 
that L(A) - (L, n Lb) # @ in contradiction with the assumption L(A) = L, n Lb. 
Consider the ((01, {a, bj)-graph G’, where V,,= V,, E,,= E,, I,,,,=[,,,, and 
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-> 
FIG. 1. The graph G. The arrows in bold belong to a typical cut. 
tc, = fG. To define hG, we observe the following. Let p: EG -+ S be an accepting run 
of A on G. Since, obviously, all cuts of G are of the shape {[i, mi, 11, 
Ci, mi, 2]}i,o ,_,,, .u {n}, cf. Fig. 1, there exist y E (a, b},f,, _f*eF, and two infinite 
sequences (n,, k,), (n,,, k2), . . . and (n,, m,), (Q, m2), . . . . where kl <k, < . . . and 
n,<n,<n,< ..-, such that for i, j= 1, 2, . . . . the following is true: 
l,,,(Cno,ki, ll)=~G,~(C~,,ki,21)=~,,(C~j,mj, ll)=E,,(Cnj,mj,21)=y, 
P(Ch, mi, ll)=P(Cnj9 mj9 ll)=fi and P(C%, mi, 21)=P(nj, mj, 21)=f*. 
Let El = {[no, ki, 21}i= 1,2,... and Ez = { Cni, mi, 21}i= 1,2,..: Then 
I 
h&9, if e$E1uE, 
h,,(e) = hc(Cno, ki+~, 21)9 if e = [n,, ki, 21 E E, 
hc(Cno, k,, 21)> if e=[n,,m,,2]EEZ 
h,(Cni-1, m,-], 21), if e=[ni,mi,2]EE2andi>l. 
Figure 2 on the next page illustrates the graph G’ defined above. 
It follows from the above definition that G’ is an acyclic graph. Observe that G’ 
is an admissible graph (cf. Definition 1). Indeed, Conditions (i) and (ii) of Dehni- 
tion 1 are trivially satisfied, because the tail and head functions of G and G’ are 
equal on NW Nx Nx (1 }, respectively. Since the number of vertices of G’ which are 
smaller than (n, m) is equal to n +m, if n# {n,, n,, . ..}. and is at most n +m + 
mi+l + (n,, 1 - n,), if n = ni, Condition (iii) of Definition 1 is also satisfied. 
We contend that G’ $ L, n Lb. Let y = b (the case of y = a is treated similarly). 
Assume that G’ has a cut C labeled a such that min,, ,-{d(t,(e))} > n,, + k,. 
Obviously, C must contain an edge of the shape [no, k, 11, where k > kl. Since 
min,..{d(k(e))J >no+ k,, there exists an i such that ki< kc ki+l. Consider a 
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> 
n0 n1 nj ll# 'lj+l 
FIG. 2. The graph G’. The arrows in bold belong to the cut C,. 
path n of G’ that contains the edge [n,, ki, 21. Since [n,, k,, 21 is labeled h, it 
follows that n: must contain an edge e E C such that either h,(e) < (n,, k;) or 
t,,(e) 2 (no, ki+ 1 + 1). In either case C contains both e and [n,, k, 1 ] which 
contradicts the definition of a cut. This proves our contention. 
It remains to show that G’ E L(A). Since E,, = E,, p maps EGz into S. By the 
definition of G’, the mapping p: E,’ + S is a run of A on G’. We shall prove that 
p is an accepting run. Since n, < n2 < . . . and each cut is finite, it suffices to show 
that for every j= 1,2, . . . there is a cut C, c pP ‘(F) of G’ such that 
mine6 c, (d(Me))J >, nj. Increasing j, if necessary, we may assume that there exists 
an n’, njdn’fnj+,, such that p(n’) E F. Let 
C={Ci,lj,ll, C~,~i,21},.,..~{n}=~~‘(F) 
be a cut of G such that miq,,.{d(t,(e))} > n’+ max,.,(mi}. Pick a z such that 
k;_ , > nj and define 
c,= {[i,li, 11, [i,Z;,2]:O~i~n’,i#n,,n,} 
u { Cfi,, k;, 1 I, C no, k,, 21, IIn,, k=- 1,21} u { Cn,, mj, II} u In’>. 
Then C, is a cut of G’, cf. Fig. 2, and min, E ‘; {d(t,,(e)) 1 > nj. By the definition 
of G’, we have P(Cno,k,, ll)=J;~F, p(Cno,kZ~,,21)=p(Cno,k,,21)=f,~F, 
and p([n,, mj, 11) =f, E F. Therefore Cj~ p-‘(F). Thus G’E L(A) - (L, n Lh), and 
the proof of Theorem 6 is completed. 
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5. EMPTINESS PROBLEM FOR GRAPH AUTOMATA 
In this section we prove that the emptiness problem for graph automata is 
decidable. The precise statement of the result is as follows. 
THEOREM 7. There is an effective procedure of deciding for a graph automaton A 
whether L(A) # a. 
The decision algorithm is based on a reduction to the reachability problem in a 
vector addition system. This reduction is given by Lemmas l-3 below. To proceed 
we need the following definitions. 
DEFINITION 7. A transition table is a triple T= (S, out, in), where S is a finite 
set of states, out is a finite relation on S x ( Uty 1 S’), and in is a finite relation on 
(U E i Si) x S. The elements of out u in are called transitions. 
Below we shall denote by Gmin and G,,, the set of the minimal and the maximal 
vertices of a graph G, respectively, i.e., Gmin = {v E V, : h;‘(v) = @} and G,,, = 
{VE V,: t;‘(v)=@}. 
Let T= (S, out, in) be a transition table. A run of T is a finite directed acyclic 
graph G with vertex labeling 1: VG + S that is defined inductively as follows. 
1. If E, = 0, then G is a run of T. 
2. There exist a vertex v E G,,, , a transition r E in, and a proper subgraph G’ 
of G such that G’ with the labeling induced by 1 is a run of T and the condition 
below is satisfied: 
VG = VG, u (v}, E, = Eo, u h; ‘(v), tJh;l(v)) & GLax, and there 
exists a permutation (vi, v2, . . . . v,) of t,(h;‘(v)) such that r= 
(C,(Q), Qu,), “., 4cJl; 4v))ein. 
3. There exist a proper subgraph G’ of G, a vertex v E GLax, and a transition 
r E out such that G’ with the labeling induced by I is a run of T and the condition 
below is satisfied: 
V, = VG, u h,Jt;‘(v)), EG = E,. u t;‘(v), and there exists a 
permutation (vi, v2, . . . . u,) of &(t;i(v)) such that z= 
(I(v); CQV,), Quz), .*., 4v,)l) E out. 
The run G defined by the induction step above is called a z-successor of G’. We 
say that G is a successor of G’ if there exists a transition r such that G is a r-suc- 
cessor of G’. A partial order < on the set of finite runs of T is defined as follows. 
G’ < G if there is a sequence G’ = G’, G2, . . . . G” = G of runs of T such that G’+ ’ is 
a successor of Gi, i= 1,2, . . . . n - 1. If in the above sequence the run G’+ ’ is a Zi-SUC- 
cessor of the run G’, i = 1,2, . . . . n-l, we shall write G~G’+zr+r~+ ... +7,-i. 
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DEFINITION 8. A transition system is a triple CL = (T, s, F), where T= 
(S, out, in) is a transition table, s E S is the initial state, and F c S is the set offinal 
states. A run G of T is called a run of p if G has exactly one minimal vertex that 
is labeled s and all the maximal vertices of G are labeled F. 
LEMMA 1. Let A be a graph automaton. One can construct a transition system p 
such that L(A) is not empty if and only if there exists an infinite sequence G’ < 
G’-c . ..<G’<...ofrunsof~suchthatGm.,nG~=~=~,i=1,2,.... 
Proof. Since a set of (C, r)-graphs is not empty if and only if its projection onto 
one letter alphabets is not empty, by Theorem 2, we may assume that C = { 0) and 
r= {y >.’ Let A = (S, C, r, R, Z, F) be a graph automaton. We define the trans- 
ition system T= (Su R u {s}, out, in), where s is a new state, by 
our = {(s; [s;) . ..) &I): (0, [WI, Yh .“’ (sic, Y)l)EIl 
u {(r; [s;, . . . . $1) : (Is,, . . . . s, E S) 
(r= (Lb,, Y), .-, (s,, r)l; a; C(si, v), -., (4~~ r)l)~R)j 
u{(s,;[r]):(%, ,..., si_,,sj+, ,...,. Tn,s; ,..., sh.ES) 
(r=(C(sl, Y), . . . . (s,, ?)I; 0; C(si, Y), .-, (.C,~,Y)I)ER)}, 
and 
in= {([s,, . ..) s,]; r) : (!I$, . . . . s;, E S) 
(r = ([I(s,, Y), . . . . (s,, r)l; 0; C(d, Y), . . . . (G, ?)I) E R)} 
u {([r];sj): (3s,, . . . . s,, s;, . . . . sip,, sj+1, . . . . &ES) 
(r= (C(s,, Y), . . . . (snr Y)I; 0; C(s;, Y), -., (&, y)l)~R)). 
We contend that p = (T, s, F) is the desired transition system. Let 
G’<G2< . . . <G’< . . . 
be an infinite sequence of runs of p such that Gmax n Gza,f,f = @, i= 1,2, . . . . Let 
G’=(UE, YG,,U~lEG,,t,h), where t=Uz,tcl and h=Up”_,h,,, and let 
I: I/,, + Su R u {s}. That is, tc,, h,,, and I,, are the restrictions of t, h, and 1 onto 
G’, respectively. Note that by the definitions of in and u~t, if l(o) E S, then 
#t-‘(u)= #h-‘(u)= 1. Consider the ({cr}, {y})-graph G that results from G’ by 
contraction of all the edges with the heads labeled S. That is, each subgraph of the 
shape ({ t(h-l(u)), u, h(t-l(u))}, {t-‘(u), h-‘(u)}) with ~(u)‘E S is replaced by the 
* This assumption is used only for simplifying the notation in the proof. 
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graph ({W’(v)), ~(~~‘(v))~~ {e,>h h w ere e, is a new edge. The formal definition 
of G is 
V, = (00) u I-‘@) and OG = vg. 
EC = (e&,,s> where tG(e,) = t(k’(u)) and h&e,) = h(tP1(v)). 
Define the edge labeling p: E, + S by p(e,) = I(u). It follows from the definitions 
of in and out that p is a run of A on G. Moreover, Gk,, c EC and is a cut of G, 
i= 1, 2, . . . . Hence p is an accepting run of A on G, implying L(A) # @. 
Conversely, assume that there exists a graph GEL(A). Consider the graph G’ 
such that 
vG’= vG" (“e)e,E,y where Alec is a set of new vertices; 
E,~={e,:e~E~,i=1,2}; 
tG’(el) = tG(e)T hGr(el) = tG’(ed = vc and hG’(e2) = hG(e). 
That is, G’ is obtained from G by replacing each subgraph of the shape 
({t(e), h(e)), (e}) by the graph ({t(e), v,, h(e)}, {e,, e2}). It immediately follows 
from the above definition that G’ is an admissible graph and vG, = uG. 
Let p: E, + S be an accepting run of A on G. Then p induces the mapping 
p’: I’,- {uG} + R as follows. Let VE V,- (uG}. Then p’(v)=r, where 
r= (C(p(ei), Y), (p(eA Y), ,.., (p(e,), ?)I; 0; CM4), ~1, Me;), Y), . . . . M&), ~11) E R 
for permutations (e,, e2, . . . . e,) and (e;, e;, . . . . ek,) of &i(u) and t;‘(v), respectively. 
We define the labeling 1: V,. + S u R u {s) of the vertices of G’ by 
i 
s, if u=uGs 
40) = p(e), if v=v<,eEE, 
P’(v), if VE Vc- {vG}. 
Let C be a cut of G. Then each path of G’ contains exactly exactly one vertex u, 
such that e E C. Therefore we can define the subgraph GC of G’ lying below {u,},, c 
by 
vGC= u {&&:a<&} 
esc 
and 
EGc = u {e’ E EC, : t,,(e’) < u,}. 
tTEC 
We shall prove by induction on CeEc # {v)“< lG(ej that GC is a run of T. For the 
basis we have C= t;‘(oG). Let (e;, e;, . . . . e;.) be a permutation of t;‘(v,) such that 
(0; [(p(4), y), (~(4)~ y), ..., (A&), 1~11) E I. 
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Then 
For the induction step consider a cut C # t;‘(u,). We observe that there exists 
a vertex vc E V, such that t; ‘(oc) z C, because otherwise, choosing an appropriate 
direction, we could inductively construct a path not intersecting C. Since 
Cf t;‘(uc), it follows that v,#u,. Therefore C’= (C-t; ‘(u,))u~;~(u,) is a cut 
of G. Since CcEC, # {u).,~~(~) <CrEC # {u},,,~~(~,, by the induction hypothesis, 
GC’ is a run of T. Let 
d(uc) = r = (Lb,, Y), . . . . (s,, y)l; 0; [I(.$, Y), . . . . (&, y)l) E R. 
Then TV = (CJ,,%, . . . . s,];r) E in and z2 = (Y; [s’,,s;,...,&]) E out. Thus 
CC E GC’ + T, + t2 which completes the induction step. 
Now let 
c, < c2 < . . . < ci < . . 
be a sequence of cuts of G labeled F. Then 
GC’<GC2< . . . <@I< . . 
is the desired sequence of runs of CL. 1 
Recall that N denotes the set of all nonnegative integers. The partial order < on 
Nk is defined as follows. For vectors w, w’ E Nk, w 6 w’, if for each i = 1,2, . . . . k the 
ith component of w does not exceed the ith component of w’. We shall say that 
nonnegative vectors (wr , . . . . wk) and (w;, . . . . w;) are positively similar if for 
i = 1, . . . . k, wi > 0 if and only if wi > 0. Let G be a graph whose vertices are labeled 
{S , , . . . . Sk} and let U E I/, be a finite set of vertices. We shall denote by [U] the 
vector from Nk whose ith component is equal to the number of vertices of U 
labeled si, i = 1, 2, . . . . k. 
DEFINITION 9. Let p = (T, s, F) be a transition system. A run G of T is called 
an F-run of p if G,,, n Gmin = 0, all the vertices belonging to G,,, u Gmin are 
labeled F, [G,i,] < [G,,,], and the vectors [G,in] and [Gmax] are positively 
similar. The last condition means that a state appears among the labels of Gmin if 
and only if it appears among the labels of G,,,. 
The proofs of Lemmas 2 and 3 below employ the technique from [3]. 
LEMMA 2. There exists an infinite sequence G’ < G* < . < G' < . . of runs of p 
such that G&, n Gz& = 0, i = 1, 2, . . . . if and only if there exist a run G and an F-run 
G’ O~P such that [Gmax] = [GUI”]. 
Proof. Assume first that there exists an infinite sequence G’ < G2 < . < 
G'< ... of runs of p such that GkaX n CL:: = 0, i= 1,2, . . . . Since there may be only 
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finitely many elements of Nk incompatible with respect to 6, cf. [3, Lemma 4.11, 
there exist i and j such that i< j, [Gk,,] < [Gi,,], and the vectors [Gk,,] and 
[GA,,] are positively similar. Thus G = G’ and G’ = Gj- G’ = (( I’,, - VG,) u 
G’ max, E, - EGC) are the desired run and F-run of ,u, respectively. 
Conversely, let the graphs G and G’ satisfy the conditions of the lemma. Let 
G1 = G and assume that G” has been constructed such that [G,,,] < [G&J. The 
run G”+l is defined inductively from G” as follows. We shall construct a sequence 
G”=H’<H*< . . . <H’< . . . 
of runs of ,u such that [H&,1 < [Hza,+,f], the vectors [Hk,,] and [Hzai] are 
positively similar, and 
#(G& n %,,,) > # (Gk,, n H$,+,f )  i= 1, 2, . . . . 
In view of the last inequality, there must be an m such that GkaX n H;._ = 0. Then 
we can define G" + ’ - H”. Note that the inequality [G,,,] < [G;,‘] is implied by 
CC,,,1 < [G&l = CH,f,,,,l < ... < CH;,,] < [H;;] d ... < L-H”,,,] = [G;;;]. 
Assume that Hi has been constructed. If G;,, n HLax = 0, then i = m and Hi is 
the desired G”+ ‘. If GL,, n Hiax # 0, let U be a subset of Hi,, containing a vertex 
from G&, such that [U] = [GLi,]. The existence of U is provided by induction 
hypothesis and the condition of the lemma stating that [Gk,,] = [G,,,]. Let 
cp: U-P CL, be a bijection between U and Grin. Consider a graph Hi+’ resulting 
from “gluing” G’ to H’ at U, or, in other words, H’+’ is obtained from H’ and G’ 
by identifying the vertices u and q(u) for u E U. Namely, after renaming the vertices 
and the edges of Hi, we put Hi+’ = ((V,, u V,,) - U, E,, u E,,), where tHtt I and 
hH,+, are defined as 
if eE EGs 
if e E EH1 
and 
k,(e), if e E EGz 
h,,+,(e) = h*,(e), if eEE,,-h;,‘(U) 
cp(h,<(e)), if eEEH8nh;,‘(U). 
Obviously, Hi+ ’ is a run of p such that [Hh,,] < [H&i], the vectors [H&J 
and [Hza,+,,‘] are positively similar, and #(G”,,, n H&,,) > #(G&, n HkT,+,f). 1 
LEMMA 3. Given a transition system p = (S, out, in, s, F) it is decidable whether 
there exist a run G and an F-run G’ of p such that [G,,,] = [G6i”]. 
We shall reduce the problem of the existence of G and G’ satisfying the condi- 
tions of Lemma 3 to the reachability problem in a vector-addition system. All the 
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definitions, notation, and terminology we shall need are given by Definitions 10 
and 11 below. 
DEFINITION 10. Let W be a finite set of k-dimensional integer vectors and let 
w, w’ E: Nk. We shall say that w’ is reachable from w by means of W, denoted 
w z w’, if there exist wl, w2, . . . . w, E W such that w’ = w + w1 + w2 + . . + wnr 
where w + w, + w2 + . . . + wi has nonnegative components, i = 1, 2, . . . . n. 
It is known from [S] that the reachability of u” from M’ by means of W, called 
the reachability problem, is decidable. 
DEFINITION 11. Let S= {sl, s2, . . . . Sk} and let [s,,, si,, . . . . s;,] be an I-tuple of 
elements of S. For j = 1, 2, . . . . k we shall denote by [si,, siz, . . . . s,](j) the number of 
the components of [si,, sil, . . . . si,] which are equals to sj. Let T= (S, out, in) be 
a transition table, where S= {sl, s2, . . . . sk}. For a transition trout uin and 
j = 1, 2, . ..) k we define the integers w,(j) and W,(j) as follows. 
If t = ([s,, , s,~, . . . . s,]; s,) E in, then 
and 
If z = (si; [Si,, s i* : 
w,(j) = 
- Csi, 9 si*9 ...2 st,l(j), if j#i 
- Csi,, si19 .*.2 si,l(j) + l, if j=i 
G,,(j) = Csi,5 si*> 7 Si,l(j). 
, . . . . s,,] ) E out, then 
w7(j) = 
[Isi*, siz, -7 Si,l(_O, if j#i 
[Si,, s,2’ . ..) s,](j) - 1, if j=i 
and 
i 
0, 
W,(j)= 1 
if j#-i 
3 if j=i. 
Finally, for a transition z E out u in the k-dimensional integer vectors w, and W, 
are defined by w, = (w,(I), w,(2), . . . . w,(k)) and W, = (W,(l), W,(2), . . . . G,(k)). 
Remark 3. Let G’ and G be runs of T and let 5 E outu in. It follows from the 
above definitions that G’ E G + z if and only if [CL,,] = [G,,,] + w7, i.e., w, is the 
change of G,,, resulting from the transition t. Similarly, W,(j) shows how many 
vertices of G,,, labeled sj became nonmaximal after applying T. 
For two I, - and /,-dimensional vectors w1 and w2, respectively, (w, ) w2) denotes 
the (I1 + &)-dimensional vector whose ith component is equal to the ith component 
of w, , if i < I,, and is equal to the (i - II) th component of w2, if i > I,. The I-dimen- 
sional zero vector is denoted by 0, and the vector (Oim~ I) 1 IO,_ i) is denoted by of. 
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Proof of Lemma 3. As it has been mentioned earlier, the proof is based on 
a reduction to the reachability problem in a vector-addition system. Let 
,u = (S, out, in, sg, F), where S= {sl, . . . . sk} and F= {sl, . . . . s,}. For the reduction 
we shall need the following sets of Sk-dimensional intege r vectors: 
w1= tb% lO4k)) rsoutuin 
wZ= {(-wil Ot I of I oL l”k)}i=l,Z,...,m 
w3= u03kl-~t ld)>i=,,2,...,mu ((03/A 2w:, 
w4= {(OkI Of 1°3k)}i= l,Z,...,m 
w5= {(OkI -‘T I wr 1°2k)}~~i~~o~t 
w6= {(02kl -mf 1-d b)}i=,,2 ,._., m. 
Let W= Up=, Wi. We contend that there exist a run G and an F-run G’ of ,u 
satisfying the conditions of Lemma 3 if and only if o& z OSk. Recall that sg is the 
initial state of the transition system ,u. 
Let G and G’ be a run and an F-run of p, respectively, such that [G,,.J = 
[Gli,]. We shall prove that O,, is reachable from o& by means of W. 
Since there exists a sequence of transitions rl, 72r . . . . 7, such that 
GE({s~}, jZo+71+r2+ ... +7n, 
by Remark 3, we have 
os”k 2 (CGnml I 0d (1) 
Since the last k - m components of [G,,,] are zero and [Gkii] = [G,,,], 
(CGmaxl 10~) z (O,l ITGAl I [G&l I [G&n1 IO/c). (2) 
Since [Ggi”] < CC&,,] and the vectors [Gb,,] and [G&l are positively similar, 
(O/cl CGA1 I CGA1 I CGLnI 10,) 2 (OkI CGLnl I CCL1 I CGinaxl IO/c). (3) 
There exists a sequence of transitions t;, 7;, . . . . t;, such that 
G’ E Go, + 7; + 7; + . . ’ + 7~‘. 
By Definition 9, CL,, n Go, = 0, implying Crl 1 Wr;> [G6i”]a Therefore 
(O,l CGLinl I I:Gininl I [:GLl 10,) 2 OkI 5 f+L, I CGLI I CG6axl IO/c > 
(4) 
i= 1 
and, by Remark 3, 
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Finally, 
(OXI CGd I CC,,,,1 1%) = 0~. (6) 
Since s is an extension of 3, i= 1, . . . . 6, the only if part follows from (l)-(6) 
and transitivity of z. 
To prove the if part of the contention we proceed as follows. Let w& z O,,, i.e.. 
05k=0&+ w,+w,+ ... +u’,,, 
where wi E W, i = 1, 2, . . . . n, and 
w& + W] + w2 f ... + w;aosk. 
By the definition of the sets WI-W,, we may assume that there are positive integers 
1 <n,<n,<n,<n,fn,<n such that 
{wi>i=I ,..., nl= {(w*, I 04k)}i=I ,..., nl c wl, 
{Wi)i=nl+l,...,n*E w27 
{Wi)i=n*+l,...,njc w39 
{W;)i=n,+l....,n4C w47 
tWi}r=q+l ,..., ns= {(“kl-w, I wr, 1°2k)}i=na+l ,... nsC w59 
{ M’i}i=n5+ l,...,n L w6. 
By Remark 3, we can construct a run G by consecutively applying the transitions 
71, 52, . . . . zn, to ({sg), 0). 
Define Gk,, by [Gbi,] = [G,,,]. Then we can construct an F-run G’ such that 
Gk,, n G&i” = @ by consecutively applying the transitions r,,+ , , r,,+ 2r . . . . t,,, to 
[GUI,]. The last construction is possible because, by the definition of an F-run, we 
have CI’ nq + , WI,> [GUI”]. This completes the proof of the lemma. 1 
Now a decision procedure for the emptiness problem is given by Lemmas l-3 
and the decision procedure for the reachability problem in [S J. 
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