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Electric power systems play a major role in modem society and electricity is essential for 
economic development as well as poverty eradication. A modern power system’s primary 
function is to satisfy the system load and energy requirements at the lowest cost with a 
reliable power supply. Therefore distribution systems need to be investigated as they pose the 
greatest risk to the interruption of supply. 
Based on the literature review conducted, analysis of historical data on forced outages for 
populations of medium voltage circuit breakers (i.e., at voltages of 11 kV, 22 kV, and 33 kV) 
has not received much attention from researchers. In particular, no studies have looked at the 
medium voltage breaker outage frequency, and duration variables, using chi-square and 
Kruskal-Wallis tests respectively.  
The aim of this study is to present a study on the analysis of frequency and duration of forced 
outages for a population of medium voltage circuit breakers, based on a 10 year history of 
events from 2008 to 2017. The following key aspects are addressed: 
 Measure the frequency of outage events and compute the rate of forced outages for 
various variables by dividing the number of events by the number of equipments. 
 Perform quantitative dependence tests on selected frequency variables at specified 
voltages by plotting bi-variable graphs and by using chi-square significance tests.  
 Use box plot to analyse the duration of forced outages by observing the spread and 
skewness of outage durations per individual variable level for various variables.  
 Find out whether the variables are significant to outage duration by performing Kruskal-
Wallis to test the duration variation across levels of variables. 
 Build a regression model that will be used to calculate the duration of outages and using 
coefficients of determination to rank the influence of each variable on outage duration. 
Frequency and duration of medium voltage circuit breaker forced outages has given an 
understanding of individual variables. Determining frequency and rate of outages for 
individual variables has given a good insight as to when combined help is an area of concern. 
Dependence tests have given an understanding of which variables to work on to analyse 
outage frequencies. Using boxplot to analyse individual duration variable gave an insight into 
spread and skewness of duration. Assessing the significance of variables to outage duration 
has also given an insight and the co-efficient of determination also determines which 
important variables to analyse to reduce forced outages. 
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Distribution system components outage data, medium voltage circuit breakers in particular, 
can be analyzed in order to reduce the occurrence and duration of forced power outages. If 
the forced outages can be predicted and their duration estimated, the outage cost can be 
minimized. The overall study will contribute to initiatives and discussions about reduction of 
forced outages. Methodology of the study will add value to improvement of distribution 
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Chapter 1: Introduction 
1.1 Background 
A circuit breaker is an automatically operated electrical switch used in power systems to 
protect apparatus from damage caused by overloading or short circuits. It breaks or allows 
current to flow through the electrical circuit [1]. It is one of the most important apparatus in a 
power network system as it provides protection to other equipment in the system by tripping 
whenever there is an abnormal condition. This is achieved by connecting them through a 
relay in which desired protection parameters are set. It is made of fixed and moving contacts 
called electrodes. These contacts remain closed under normal operating conditions, and will 
not open automatically until the system becomes faulty. When a fault occurs in any part of 
the system, the trip coil of the breaker gets energised and the moving contacts are separated 
by some mechanism, thus opening the circuit. 
Circuit breakers also differ by breaking mechanisms which are spring, hydraulic or 
pneumatic operated [2]. A potential energy that is stored in the operating mechanism of 
circuit breaker is released if the switching signal is sent through a protective relay to the 
breaker. The potential energy can be stored in different ways, such as a deforming metal 
spring, compressed air, or hydraulic pressure. Whatever the source of potential energy is, it 
has to be released during operation. The release of potential energy pushes the sliding of the 
moving contact in a speedy manner. 
When the contacts of a circuit breaker are separated under fault conditions, an arc is struck 
between them. The current is thus able to continue flowing until the discharge ceases. The arc 
that is produced not only delays the process of current interruption but it also generates a high 
temperature which may damage the system or the breaker itself. The main problem in a 
circuit breaker is to extinguish the arc within a short space of time so that heat generated by it 
may not reach a critical temperature. Therefore circuit breakers are also classified according 
to their arc quenching medium, namely SF6 circuit breakers, vacuum circuit breakers, air 
circuit breakers, or oil circuit breakers. 
Previously distribution networks used to be equipped with manual switches, with only one 
protection device per feeder in a substation. However, in the case of a fault, all the customers 
supplied by that faulty feeder would be disconnected [3]. The distribution segment has been 
the weakest link between the source of supply and the customer load point [4]. Currently the 
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installation of circuit breakers in the feeder for secondary substations, and protection relays, 
reduces the number of affected customers and outage duration in the case of a fault. As a 
result of a failure in any equipment linked to it as its protection, they open the circuit, cutting 
the power supply, leading to a forced outage. In the same way, they are also tripped as a 
result of their internal failure.  
Replacing breakers with reclosers has also been considered to improve service reliability in 
which outage rates should decrease by a rate equal to the ratio of transient faults to permanent 
faults on the system [5]. A line-sectionalizing device is used to divide the feeder into smaller 
line segments for faults on the main feeder line. All taps should have a protective device for 
larger taps, such as a recloser or sectionalizer, where they are connected to the main feeder. 
The extent of the outage is minimized by limiting the size and length of the affected line. 
Therefore, the shorter line segment reduces the number of customers affected, and minimizes 
the time required to trace the fault on the line. 
Reliability is defined as the probability of a device performing its purpose adequately for the 
period of time intended under the operating conditions encountered [6]. The degree of 
reliability may be measured by the frequency, duration and magnitude of adverse effects on 
the electricity supply [7]. It has been mentioned in a number of studies that most of the 
customer interruptions occur due to failures in the distribution system [4]. Monitoring of 
failures and outages in the transmission and distribution of electrical energy is important to 
determine the reliability of network components and the energy supply to consumers.  
Electrical distribution systems reliability  has a major role to play in the overall reliability of 
power supply, considering the primary missions of power companies to provide a reliable, 
economical and safe supply of electricity to their customers [8], [9]. One of the most 
important characteristics of economic growth and development of a country is the reliability 
and quality of its electricity supply [10]. The lack of power supply (and power outages) gives 
users increasing and serious economic losses [11]. Utilities have to pay more attention to 
reliability analysis of distribution systems in order to ensure a quality of service that is in 
accordance with the customers’ expectations reflected by their willingness to pay [12]. Many 
utilities acceptable level of service continuity is determined by comparing the actual 
interruption frequency and duration indices with their preferred targets.  
Electricity is one of the most important energy sources in today’s society [13]. The World 
Bank Enterprise Surveys reported that less than 1% of firms in Indonesia see electricity as 
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their biggest obstruction, compared with almost 10% of firms Worldwide in 2015, which 
shows a well performing power sector [14]. On the other hand it was also reported that in 
45% of enterprises in Pakistan, a lack of reliable electricity supply was a largest obstacle to 
the operation of their businesses during the same year. 
Industrial, commercial, and residential customers are very concerned with the duration of 
their outages because they can directly affect their revenue, production, safety and 
convenience. Costs related to these outages can be very high, varying with different factors 
such as magnitude of failure, duration of interruption, frequency of interruptions, time of day, 
character of interruption, the season and the customer type [8]. With the increase in frequency 
of power outages, the loss from power outages becomes greater. Although the cost tends to 
be stable after the outage duration exceeds a certain critical value, at the initial stage of a 
forced outage the cost increases with the extension of outage duration. 
1.2 Problem Statement 
Electric power systems play a major role in modern society by providing the means for large 
scale conversion, transportation and distribution of electric energy. One of the really difficult 
problems faced by those responsible for planning these supply systems is to decide how far 
they are justified in increasing the investment to improve service reliability [15]. A modern 
power system has the primary function of satisfying the system load and energy requirements 
at the lowest possible cost and with a reasonable assurance of continuity and quality of 
supply [16]. 
One of the objectives of energy security is the uninterrupted physical availability of energy 
[17]. Electricity is an essential enabler of economic development that can lift people out of 
poverty, and support sustainable urbanization and industrialization [18]. About 1.3 billion 
people worldwide lack access to electricity and 2.6 billion people rely on traditional use of 
biomass for cooking [19]. It is predicted that, in 2030, there will still be 1 billion people who 
lack access to electricity and 2.6 billion people who lack access to clean cooking facilities 
[20].  Energy access extends working hours, reduces wastage of time and bodily energy, 
fosters livelihoods, improves education and raises human development indicators [21]. 
Inadequate reliability of electric power supply ultimately costs the customers much more than 
good reliability [22]. Unreliability of supply can cause huge economic losses and 
significantly affect the people’s lives and social operations [23]. In California [24] the 
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damage caused by the outages in 2001 was $0.25 billion. The data also suggested that across 
all business sectors, the U.S. economy was losing between $104 billion and $164 billion a 
year to outages, and another $15 billion to $24 billion to power quality phenomena in 2001 
[25]. In 2011, Northern Brazil lost about 8000MW (90% of the total load) which led to 
economic loss of $60 million [11]. This is a huge amount of money to lose in a single year. 
Distribution systems are is dominated by a larger number of installed equipments than 
transmission systems. It is therefore a threat to the reliability of power supply, hence there is 
a need for a detailed investigation on forced outages. 
A broad literature review was conducted based on a population of medium voltage circuit 
breaker failures. Roos and Lindah [26] presented failure rates and repair durations based on 
the operational experience for distribution system components of different voltages. In a 
paper by Fotuhi-Firuzabad and Afshar [27] a worldwide reliability survey was conducted on 
circuit breakers of 20 kV and above, and the impact preventative maintenance on failure rate 
variations was examined. Using the data a mathematical expression for the average failure 
rate versus time was established and some degrees of polynomial were used in the proposed 
model.  
In a paper by Kjolle and Sand [12], a model used an analytical simulation approach to 
analyze the individual network components for reliability in radial systems. Expected values 
from the statistical distributions of failure rates, repair times and sectioning times for all 
components in the system were generated. The algorithm accumulated reliability indices for 
each load point from each component, giving outages to the load point.  
In a paper by Chow et al. [28] the Time of Outage Restoration (TOR) influential factors were 
investigated for distribution networks. Statistical techniques to analyse outage data were used 
and tools such as histograms displayed data distribution, and displayed variances by the mean 
diamond boxes. Kruskal-Wallis test and R-square techniques were used to test the variation 
and raking of selected TOR factors respectively.  
Analyses of inequality in electricity outage duration at the census block group level, using 
data from the census, survey and electrical utility database was conducted in the paper by 
Lievanos and Horne [29]. The approach identified a factor variable as a correlate of average 
outage duration, suggesting possible support for an institutional bias hypothesis. A linear 
regression technique was used to test a hypothesis and assess the multivariate association 
between logged average outage duration and explanatory control variables. The study showed 
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that neighbourhoods with a higher proportion of disadvantaged residents experienced longer 
outage duration.   
In summary, the previous publications, with regard to frequency and duration of distribution 
system outages, showed that most researchers looked at areas such as distribution system 
components failure rate, system reliability assessment, system reliability analysis, and 
component reliability modelling. Various methods, tools and models have been used, which 
include surveys, analytical simulation, mathematical formulae, Pearson’s test, Kruskal-Wallis 
and R-squared. Statistical techniques such as failure rate, failure probability, mean-time 
between failures, mean time to repair and time of restoration were also applied. None of the 
the chi-square test for relationship significance test on frequency variables, a boxplot, 
Kruskal-Wallis tests, R-square tests to analyse duration variables, had been used to analyse 
individual variables of medium voltage circuit breaker outages.  
Based on the literature reviews conducted, analysis of historical data on forced outages for 
populations of Medium Voltage (MV) circuit breakers (i.e., at voltages of 11 kV, 22 kV, and 
33 kV) has not received much attention from researchers. In particular, no studies have 
looked at the frequency of forced outages for medium voltage circuit breakers. No previous 
studies were done to assess individual variables (which are selected in this study) in respect 
of frequency of forced outages. The dependency between two variables and its significance 
has never been studied before. Duration of forced outages for medium voltage network has 
been studied previously, and Kruskal-Wallis and R-squared has been applied. However, it has 
not been done for 11kV-33kV circuit breakers. Therefore, the selected duration variables in 
this study has never been analysed using box plot, and testing the variation significance 
through Kruskal-Wallis and ranking using R-squared.  
1.3 Aims and Objectives 
The aim of this study is to present a review on the analysis of frequency and duration of 
forced outages for a population of medium voltage circuit breakers, based on a 10 year 
history of events from 2008 to 2017. The following key aspects were addressed: 
 Measure the frequency of outage events and compute the rate of forced outages for 
various variables by dividing the number of events by the number of equipments. 
 Perform quantitative dependence tests on selected frequency variables at specified 
voltages by plotting bi-variable graphs and by using chi-square significance tests.  
6 
 
 Use box plot to analyse the duration of forced outages by observing the spread and 
skewness of outage durations per individual variable level for various variables.  
 Find out whether or not the variables are significant to outage duration, by performing 
Kruskal-Wallis tests to analyse the variation of duration variables across different levels. 
 Build a regression model that will be used to calculate the duration of outages and using 
co-efficient of determination to rank the influence of each variable on duration. 
1.4 Contribution of the Study 
Analysis of distribution system components such as medium voltage circuit breaker outage 
data in particular, can be analyzed in order to reduce the occurrence and duration of forced 
power outages. By investigating these two key reliability parameters, the cost related to the 
forced outages can be minimized. The overall study will contribute to initiatives and 
discussions about reduction of forced outages. Methodology of the study will contribute to 
strategies for improving the distribution systems reliability.  
1.5  Publications 
The two papers that will be submitted during this study period are: 
 Statistical Analysis of 11-33 kV Circuit Breaker Forced Outage Frequency. 
 Statistical Analysis of 11-33 kV Circuit Breaker Forced Outage Duration. 
These papers will be submitted to the IEEE Transaction on Power Systems journal. 
1.6 Dissertation Layout 
Chapter 2 presents a review of the current literature on MV circuit breaker reliability and 
related power outages. The aim is to learn what has been done as far as the study of outage 
frequency and power restoration time, due to MV circuit breakers, is concerned. 
A review of the theory of statistics applicable to analyze quantitative data samples is 
presented in Chapter 3. The aim is to learn how to summarize and to infer on raw data using a 
statistics approach in order to draw a conclusion from it. In addition, to learn about the 




The methodology followed in this research is covered in Chapter 4. This refers to the 
application of statistics tools, methods and step by step processes followed throughout the 
study. This is an overview of how the study was conducted, from data collection to the 
production and interpretation of the results. 
In Chapter 5, frequency results are obtained from the application of statistics. The aim is to 
learn about the distribution of frequency data variables and to understand their dependence. 
These results are critically analyzed and discussed, and then a scientific conclusion is made.  
Restoration time results are analyzed and discussed in Chapter 6. The aim is to learn about 
the lengthy outages, the duration factor contributions and the degree of their influence. These 
results are critically analyzed and discussed and then a scientific conclusion is made.  
Chapter 7 presents key findings of the study that addresses the problem and to fill the gap 
identified from the previous studies. Overall conclusion is drawn based on the findings and 

















Chapter 2: Review of Power System Reliability 
2.1  Introduction  
In the previous Chapter, the introduction of the study was presented, in which the back-
ground of circuit breaker technology benefits in the system was laid out, the impact of 
insufficient and unreliable power supply was highlighted, and the aims and objectives of the 
study were explained. Work that was done to learn about forced outages was discussed and 
the benefit that will come from this research was discussed. Organised manners that will be 
followed to ensure that the intended outcomes on the subject are achieved, were also 
explained. 
The current Chapter is focus on the work that has been covered in distribution system related 
forced power outages, and power supply reliability in general. The approach and tools that 
were previously used to analyse frequency and duration of outages are explored. Models and 
techniques to analyse components failure frequency and other reliability parameters are also 
reviewed.  
Power distribution systems have been evaluated by researchers using various approaches, and 
published information is summarized. The component failure evaluation for power system 
reliability is also reviewed. The work that has been done to learn about the circuit breaker 
reliability, and medium voltage circuit breaker failure contributing factors, are also discussed. 
Published papers such as journals, articles, conference papers and text books were the main 
sources of information to this chapter. This material has provided a background of 
distribution power supply reliability by failure analysis of distribution system components. 
Sources that were used to access the papers are IEEE, Google Scholar and Science Direct 
data base. 
2.2 Power Distribution System Reliability Overview 
Reliability calculation can be seen as a tool utilized to estimate the expected availability of 
systems or components according to Omokhafe and Ambafi [30]. Most of the reliability is 
determined for the whole system on the basis of components reliability in the system, that is 
why the component parameters are determine first, before the reliability is calculated. 
Whenever an outage occurs, the network’s protective devices such as circuit breakers and 
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blow fuses, are activated. Sumper et al. [31] confirms that reduction of the interruption 
frequency is possible by decreasing failure rates of network components. 
2.2.1 Outage Data Base Overview 
Data should be recorded correctly in order to achieve correct results. Gono et al. [32] suggest 
that it is necessary to merge data bases of various distributors and distribution areas, which 
may be very difficult if data bases are different from one another. This simplifies the 
computation of reliability parameters.  According to Gono and Krátký [33], in cases of power 
system components, data must be available for failures of breakers, disconnectors, 
transformers, lines, etc. The view is that, to analyze the age, type of component as well as 
manufacture, failed component details should correspond with the outage events that had 
been recorded. 
This study by Gono et al. [34] deals with the evaluation of distribution system reliability 
parameters. According to the authors it is only possible to retrieve the component reliability 
parameters with accurate database of distribution system operators. A call for integration of 
particular data bases and their reliability is made. The reliability computation of the whole 
system is done based the reliability of components within the system. The number of outages 
per period is then retrieved from the data base. The additional value necessary to calculate the 
failure rate is the number of components for the set type and area. 
According to Gono and Rusek [35] the rate of reliability may be determined from data bases 
of events, by means of global indices of supply reliability indices of particular elements. The 
world centers of reliability analyses provide information of availability of components and 
distribution functions of kind of failure in the form of electronic databases. These do not 
contain only resultant failure rates, but they can also get to the producer, operation conditions 
and so on. Therefore, it is possible to use these databases for prediction of availability of 
complicated systems. With detailed data bases, other pieces of information that are important 
may be found for operators, such as the most frequent cause of failures, networks that have 
the greatest amounts of energy not delivered. 
2.2.2 Reliability Indices System 
Asgarpoor and Mathine [36] classified reliability indices into basic indices and performance 
indices. The basic indices refer to failure rates, mean times and average annual outage times 
for each load point, whereas performance refers to averages of basic load point indices. In 
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most cases the two performance indices were classified as: System Average Interruption 
Frequency Index (SAIFI), and System Average Interruption Duration Index (SAIDI). SAIFI 
and SAIDI describe frequency and duration respectively, of sustained interruptions 
experienced by customers of a utility in 1 year, according to LaCommare and Eto [37]. In one 
study by Shavuka et al. [38], they apply both analytical and simulation methods to calculate 
the reliability indices for two distribution systems, using six of the Roy Billinton Test 
Systems and real distribution networks.  
Asgapoor and Mathine [39] present an analytical technique, based on the device of stages for 
distribution system reliability evaluation by evaluating three main indices i.e., failure rate, 
outage time and annual outage for each load point. These basic indices and number of 
customers are used to calculate performance indices. The two performance indices have been 
calculated from the data records of the outage events as follows,  
SAIFI =  
Sum of customer interruptions
Total number of customers served
    (2.1) 
and 
 
SAIDI =  
Sum of customer interruptions Duration
Total number of customers affected
   (2.2) 
Gono et al. [40] obtained reliability indices of distribution network by analyzing data about 
failures and outages of electric power supply from several distribution areas. A multi-
dimensional data structure to store the data that enable effective querying is proposed. It is 
necessary to have data in a number and range of the examined pieces of equipment for 
evaluation of reliability, according to this study. It is not only the case of data, but also the 
number of failures and the mean duration of a failure of the line of the given type and the 
given voltage level. The case of data on a range of the observed pieces of equipment, such as 
the total length of the line of a given voltage level, is also important. The results of analysis 
therefore are the determination of the failure rate and mean failure duration for the particular 
items of equipment or groups of equipment. 
A novel approach is proposed by Golshanfard and Hashemi-Dezaki [41] for investigating the 
critical elements of distribution systems, based on the sensitivity analysis of reliability 
indices, in terms of changes in the failure rate of various system elements. The proposed 
method is applied to the actual 20kV distribution network. The implementation through the 
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use of linked MATLAB-DIgSILENT approach is proposed. It is possible to determine the 
impact of distribution network components based on their types and on the proposed method.  
The primary function of power distribution systems is to meet the customer demands for 
energy after receiving the bulk electrical energy from transmission or sub-transmission 
substation. Figure 1 illustrates a one line diagram of a typical distribution network from sub-
transmission line to consumer service points. 
 
Figure 1 : One-line diagram of a typical distribution system 
A back propagation neutral network prediction model, based on a generic algorithm, is 
proposed by Liu et al. [42] to analyse the sensitivity of the factors affecting the reliability of 
the distribution network. In this study the strong correlation factors of reliability in 
distribution systems are extracted to be used as input in the prediction model. The historical 
data is used to train the improved neutral network and to obtain the prediction model. This 
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model is used to predict the reliability level of the distribution system in the future time 
period. 
2.3 Distribution System Failure Component Evaluation 
The equipment in Figure 2 provides two medium voltage components found in a distribution 
network that play an import role in the system. They are the pole mounted transformers, and 
outdoor circuit breakers. The causes of component failures are due to factors such as the 
weather conditions, contamination, vegetation, animals, humans, excessive ambient 
temperature, moisture, excessive load, lack of maintenance, ageing, wear out, design and 
manufacture. Jinghan He et al. [43] analyse the causes of 10 kV distribution feeder outages to 
preselect the influential factors. Data correlation analysis is performed to determine the 
outage critical influential factors. C4.5 decision tree algorithm is used to construct 10 kV 
distribution feeder outage prediction models.  
  
i ii 
Figure 2 : Some typical equipment of a distribution system; (i) pole mounted 
transformer and (ii) outdoor circuit breaker. 
Outage annual frequency models are developed by the authors Catelani et al. [44] in order to 
present a reliability analysis of medium voltage power lines. This model is effective in 
pointing out the reliability of different sub-networks. Poisson and Negative Binomial (NB) 
distribution approaches are considered in order to exploit the large number of data collected 
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from feeder outage records. Regression is proposed and cluster simulation is run obtaining 
confidence intervals for annual subnetwork outages.  
Reliability evaluation techniques, which are applied in distribution system planning studies 
and operations, are presented by Lantharthong and Phanthuna [45]. The approach to wind 
farm modelling, which is a novel approach, is investigated for reliability assessment, based 
on the universal generating functions. This approach combines the use of the z-transform and 
composition operators, which allow accounting for all the factors affecting the wind farm 
performance. The proposed solution methodology is then compared with the Monte Carlo 
simulation through conceptual analyses and numerical simulation. 
Zhang and Gockenbach [46] present the reliability modeling of electrical degraded systems, 
regarding substation components, to provide reliability estimates such as failure probability 
and failure rate for a distribution system. Random failures are investigated for failure rate 
estimation using stochastic models in distribution networks, by Gilvanejadg et al. [47]. An 
algorithm is then developed to estimate the random failure rates in the distribution networks 
during their lifetime.  The results proved that there is a slight dependency on time when 
applied in a network. 
Anthony et al. [48] enhanced Reliability Centered Maintenance (RCM) methodology, applied 
for identification of distribution components critical to system reliability. A mathematical 
method is used to analyze if the system reliability changes with time. A serial correlation co-
efficient Pearson’s test of time between faults is conducted to test their dependence. 
2.4 Distribution System Failure Factor Evaluation 
A categorization of failure rate factors into seven categories, based on the type of information 
for the factors, is proposed by Ekstedt and Hilber [49]. The authors also present a review of a 
number of publications that use different factors to model the failure rate of different power 
system components. The models and methods, such as Artificial neural network, Cox 
proportional, bath-tub curve, Non-homogenous Poisson process, Polynomial fit, Theoretical 
electro-thermo-mechanical life model, Polynomial fit, Linear fit, Exponential fit, Artificial 
neural network, Failure rates from other resources, set theory, Weibull distribution fit with 
censored data, carefully pre-processing of data used, and Bootstrapping, Monte Carlo 
Simulation are evaluated.   
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Xu and Chow [50] report on the investigation of two classification methods, logistic 
regression and neutral network applied in Power Distribution Fault Cause Classifier 
(PDFCC), and comparison of their results. Evaluation criteria of the goodness of PDFCC 
includes, correct classification rate, true positive rate, true negative rate and geometric mean.  
Joseph et al. [51] analyzes up to 10 years of electricity reliability information collected from 
155 U.S. electric utilities to address the information gap, by assessing trends in US electric 
reliability. This is done on the bases of electric utilities information reports on power 
interruptions that were experienced by their customers. Statistics techniques are used that 
take into account differences in reliability reporting practices and methods of keeping the 
records. Using this data, trends are quantified in electricity reliability and examine the 
relationship between these trends and characteristics of the utilities. Then reliability metrics 
are transformed by expressing them as natural logarithms, conducted f-test on the 
transformed reliability metrics to confirm the appropriateness of using statistical models that 
consider utility specific effects. Further use of Hausman specification test is employed to 
determine whether or not it was more appropriate to estimate a fixed effect model versus a 
random effect model. 
2.5 Circuit Breaker Reliability Evaluation 
2.5.1 Medium Voltage Circuit Breaker reliability 
A case study by Jain et al. [52] was conducted to observed SF6 gas leakage from 11 kV Ring 
Main Units (RMUs). It was observed that in one RMUs, there was a safety membrane failure 
and in 4 RMUs the leakages were from resin cost tanks of RMUs. In another case study a 22-
kV vacuum circuit breaker that had been retro-fitted failed during service. The suspicion was 
that the current carrying part of the breaker was getting overheated while carrying the normal 
load current, hence a heat run test was conducted.  
Elton et al. [53] used a criterion to determine the equipment to be used in the plant health 
index model, the capital expenditure during the investment planning, equipment repair time 
and equipment failure rates during its life cycle. To calculate the failure rate the number of 
failures is divided by the number of installed items for the period. Circuit breakers costs, the 
restoration time and failure rate of the equipment were determined.  
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The performance model presented by Scarpellini et al. [54] is based on analysis of the failure 
modes, causes and mechanisms. It is modular and scalable in order to take into account 
different scenarios of data availability applicable to MV breakers of any manufacture. The 
scope of the performance model is provided, the current health condition and estimate the 
probability of failure within a period of time, residual useful life, risk of failure and a level of 
accuracy, based on the coverage of the failure modes, were monitored. In addition, the 
performance model calculated the accuracy of the equipment health condition based on data 
availability and equipment knowledge. Successful application of the proposed performance 
model on significant circuit breaker real cases both industry and utilities are presented. 
2.5.2 Medium Voltage Circuit Breaker Failure Contributing Factors 
According to Paoletti and Baier [55] the most probable top three failure contributing causes 
for MV switchgear are exposure to moisture, exposure to contaminants and normal 
deterioration from age. Condition assessment in relation to the equipment failure contributing 
causes of MV switchgear and circuit breakers is developed where it started by using data 
survey documented by IEEE to analyse these causes. Then the available online monitoring 
diagnostic technologies are reviewed and selected to address the initiating causes of failure in 
the order of their importance. Therefore approximately 50% of the contributing failure causes 
identified by IEEE could be addressed by the commercially available technologies and 
techniques.  
In a study by Schlabbach and Berka [56] a procedure was applied to a 30 kV system and a 
comparison was made over a period of two years with the experience and preceding 
procedures of maintenance, where six circuit breakers were analysed with regard to their 
importance and condition. Reliability centred maintenance that includes the importance of the 
circuit breaker with respect to the power system, is used. The results obtained were found 
suitable, due to the individually adjusted weighting factors for the new reliability centred 
maintenance strategy. 
2.5.3 Reliability Evaluation for Higher Voltage Circuit Breakers 
In a study of high voltage circuit breakers by Lindquist et al. [57], a survey was conducted on 
breakers historical data where failure rate is calculated for each component. A summary of 
the high voltage circuit breaker failures and failure frequencies per voltage level was 
presented. The finding was that circuit breaker failure rate depends on different factors such 
as equipment age, voltage level, manufacture and number of repairs investigated. In another 
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study by Suwanasri et al. [58], they describe a failure pattern where failure frequencies of 
high voltage circuit breaker sub-components are accessed for failure characteristics against 
age in which they are divided into three different zones such as teething, random and ware-
out period from a Bath-tub pattern.  
In another study by Suwanasri et al. [59], failure records of high voltage circuit breakers were 
analysed to determine their optimum number of critical spare parts. By statistical distribution 
techniques, Normal and Poison distribution techniques, the failure rate and replacement rate 
are determined. In another study by Suwanasri et al. [60], failure data of high voltage circuit 
breakers was used to describe a method for estimating the key reliability parameters, such as 
failure rate and mean time between failures, using a Weibull distribution technique for the 
reliability evaluation purpose.  
To correlate the data of operational fields with current and future conditions of circuit breaker 
statistics, an approach is developed that can provide the failure probability, the failure rate 
and the remaining lifetime for the equipment and components. Zhang et al. [61], used 
information about the failure occurrences of 550 kV SF6 circuit breakers. According to the 
authors, the statistical approach can accurately estimate the reliability of the components of 
the assemble in the circuit breakers. Weibull and Normal or Lognormal distribution 
techniques are used and the goodness to fit test is conducted to describe how well each 
distribution accords with a set of observations. 
2.6 Conclusion 
A literature review has been conducted on studies about reliability of distribution systems. 
The approach, methods and tools that were employed to analyse reliability parameters were 
explored. Other influential factors of the reliability of distribution systems have also been 
reviewed. Assessment of historical information and predictive methods has been used for 
distribution network reliability evaluation. Models and techniques that were used previously 
to analyse components failure rates and repair times for various factors were also reviewed.  
Distribution network reliability had been studied in several ways, such as failure contributing 
factors, components reliability analysis, and calculation of reliability indices. The following 
techniques were used for a distribution grid reliability assessment; network modeling, 
Markov modeling, state enumeration (analytical simulation), and Weibull distribution. From 
the previous literature in most cases the failure rate and frequency were calculated to learn 
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about the variation of unplanned outages over a given period for circuit breaker and other 
components in a distribution system. The IEEE standard has also been used to identify the 
influential factors in failures. Individual variables had not been analyzed to understand the 
frequency and duration of 11-33 kV circuit breaker forced outages.  
The next Chapter looks at the statistics theory that can be utilized to learn about frequency 
and duration data sets from the medium voltage circuit breaker forced outage historical data. 
Descriptive statistics and inferential statistics theory is studied for data analysis. A theory of 

















Chapter 3: Statistics Tools and Techniques for Data Analysis 
3.1 Introduction 
The work that was tackled to learn about reliability of distribution systems and studies on 
analysis of outages in general, to address the problem statement, was discussed in the 
previous Chapter. Network components and their reliability in a power system were also 
discussed. The approach and methodologies that were previously used to analyse rates and 
mean durations of outages were explored, including tools and techniques.  
The current Chapter deals with statistics tools and methods that are available to analyze the 
quantitative outage data. Since the probability techniques application in the quantitative 
evaluation of reliability has become popular, the statistics tools and methods are discussed, as 
well as models and mathematical formulae applicable to Chapter 4. Text books, journals, and 
conference papers were the main source of information to learn the theory and application of 
statistics. The references are listed as follows; descriptive statistics and inferential statistics 
tools [62] and regression analysis [63]. 
Statistics have tools and methods that allow for checking the data, modeling it and drawing 
inferences, with selected tools that fit the data. Graphical tools to analyze frequency 
distribution of categorical data and numeric data are studied. Techniques to analyze 
individual variables to understand their characteristics are studied in details. Graphical 
techniques to analyze variable dependence and chi-square techniques for significance tests 
are also studied.  Box plots to summarize numeric data, and Kruskal-Wallis to analyze 
variance is explored. Regression analysis, where a dummy variable is used to model the 
duration data and R-square technique is used to rank the strength data attributes to the model, 
is also explored.  
3.2 Descriptive and Inferential Statistics 
Descriptive statistics deals with methods of organizing, summarizing, and presenting data in a 
convenient and informative way [62]. There is a form of descriptive statistics which uses 
graphical techniques that allow presentation of data in a way that makes it easy to extract 
important information. Another form uses numerical techniques to summarize data. In the 
same way that the average is calculated, the mean and median is computed to measure the 
central location of data. A descriptive technique is use to learn more about the data, however 
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to draw a conclusion inferential statistics are used, which is a body of methods to draw 
inferences about characteristics of populations, based on sample data.  
3.3 Frequency of Events 
3.3.1 Single Variable 
Every variable has a distribution a way the data sets are distributed across the levels of that 
variable. Although in most cases the primary research question will be about one or more 
statistical relationships between variables, it is also important to describe each variable 
individually [64]. This is the reason we begin to look at some of the most common techniques 
to describe single variables. One of the ways to display the distribution of a variable is in a 
frequency table. A histogram is also used which is a graphical display of a distribution. It 
presents the same information as a frequency table but a quicker and easier way to 
understand. Distribution of a quantitative variable has a shape when it is displayed in a 
histogram. Another characteristic of the shape of a distribution is whether or not it is 
symmetrical or skewed.  
A use of descriptive statistics which is a bar graph, is employed to display the frequency 
distribution of variables [62]. This is important information because, each variable frequency 
of events can be displayed with its levels, and a comparison can be made across the levels. As 
this does not give justifiable results it is appropriate to compute the rate of change of events 
per variable level where the number of equipment involved is considered. Therefore, the rate 
of change is computed by dividing the number of events by the number of equipments and 
years considered for the study. The frequency rate is;           
   λ =
N
CB
        (3.1) 
Where N is the number of outage events and CB is the number of installed circuit breakers.   
3.3.2 Bi-variate Test 
Bi-variable analysis explores how the dependent variable depends or is explained by the 
independent variable. Alternatively, it explores the association between two variables without 
any cause and effect relationship [65]. For dependence among the selected variables where 
there is dependence between two variables, if one variable tends to display specific values, 




The bar chart combination tool in Figure 3 is used to explain the relationship between two 
variables. The combinations of two pairs for all the selected variables data sets are used to 
conduct bi-variable tests. The shapes in the graph determine the nature of the combination 
whether there is a relationship or not.  
   
Figure 3 : Typical example of a correlation graph [62] 
If the two variables are not related, then the patterns exhibited in the bar charts should be 
approximately the same. If some relationship exists, then some bar charts will differ from 
others. To draw a conclusion on this test, a significance test is conducted by application of 
chi-square test. 
A Chi-square test is one of the methods an inferential statistics that is used to draw 
conclusions or inferences about characteristics of populations based on sample data. This is 
used to test correlation significance.  Chi-square test statistics can be evaluated by comparing 
the actual value against a critical value of a chi-square distribution. Only one required 
condition is to be met in this technique. A null hypothesis will specify that there is no 
relationship between the two variables, and the alternative hypothesis specifies that one 
variable affects the other and this can be stated in the following ways respectively; 
H0: The two variables are independent. 
H1: The two variables are dependent. 
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The chi-square test of a contingency table is used to determine whether or not there is enough 
evidence to infer about two nominal variables that are related, and to infer that differences 
exist between two or more populations of nominal variables. The expected values for a 
contingency table for each cell are calculated by multiplying the row total by the column total 
and dividing by the size of the sample. Therefore the expected frequency of the cell in row (𝑖) 
and column (j) is; 
𝑒𝑖𝑗  =  
row i total ×colum j total
sample size
                (3.4) 
If there is quite a difference between the expected frequencies 𝑒𝑖 and the observed 
frequencies 𝑓𝑖  then, a conclusion is made that the null hypothesis is false, and it is rejected. 
However, if the expected and observed frequencies are similar, the null hypothesis will not be 
rejected. The test statistics, as defined by equation (3.3), measures the similarity of the 
expected and observed frequencies; 





𝑖=1      (3.3) 
Where, 𝑒𝑖 stands for expected frequencies and 𝑓𝑖  stands for observed frequencies. When the 
null hypothesis is true, observed and expected frequencies should be similar, and the test 
statistic will be small. Thus, a small test statistic supports the null hypothesis.  
 
Figure 4 : Data sampling distribution [62] 
Figure 4 shows the sampling distribution, rejection region, and p-value. If the null hypothesis 
is untrue, some of the observed and expected frequencies will be different and the test 
statistic will be large. The null hypothesis is rejected if 𝑥2 is greater than  𝑥𝑎,   𝑘−1
2 . 
The rejection region is;     
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𝑥2 > 𝑥𝑎,   𝑘−1
2
               (3.4) 
To make a conclusion about the hypothesis, a p-value is observed against the null hypothesis 
at significance level of 5%, which refers to a 95% confidence level. If the p-value is less than 
0.05 the null hypothesis is rejected to say there is a relationship between the two. If the p-
value is greater than 0.05, then the null hypothesis fails to reject and concludes that there is 
no relationship. Unfortunately the p-value calculation cannot be performed manually; 
therefore R computer software is used. If the sampling was conducted properly, one will be 
quite confident about the conclusion.  
3.4 Duration of Events 
3.4.1 Boxplot 
A boxplot is introduced to learning about several bits and pieces of information that are 
looked for. Figure 5 is a typical boxplot; a tool is used to test distribution of selected variables 
by observing the spread and skewness of the data. One of its characteristic is the location of 
the centre of the data, where measures of central location are presented by observing the 
median. Another important characteristic that is seeked from this tool is the spread of the data 
in order to measure variability. 
 
Figure 5 : Typical boxplot 
Minimum and maximum values are measured with this tool to see the range of data set that is 
being measured. Median position allows for determination of the distribution nature of the 
data used, whether or not it is normally distributed, or a skew distribution. Quartile 1 is 
referring to 25 percentile; Quartile 2 refers to the 50 percentile or median and Quartile 3 to 
the 75 percentile of a data set. The outliers depend on a data sample, in this case it shows the 




3.4.2 Kruskal -Wallis Test  
Inferential Statistics Kruskal-Wallis test is a non-parametric statistics. It is one way analysis 
of statistics can be used to analyse data where the normal distribution is not possible. This is 
used to determine if there are statistically significant differences between two or more groups 
of an independent variable observing the location of the median and making a comparison. 
The null and alternative hypotheses are expressed as follows respectively; 
 
H0: The locations of all populations are the same. 
H1: At least two population locations differ. 
The test statistics are calculated in a way which closely resembles the way that the Wilcoxon 
Rank Sum Test is calculated as shown in the following;  
  H = [ 
12
𝑛(𝑛+1)
∑   ] 3(𝑛 + 1)𝑘𝑗=1     (3.5) 
The first step is to rank all of the observations. 1 is the smallest observation and n is the 
largest observation where n = n1 + n2 + ・ ・ ・ + nk and in case of ties, average the ranks. 
If null hypothesis is true, these ranks should be evenly distributed among the k samples. The 
degree to which this is true is judged by calculating the rank sum (T1, T2, . . . , Tk). Then the 
last step is to calculate the test statistic, which is denoted H. Here, k represents the number of 
populations to be compared. 
If the rank sums are similar, the test statistic will be small and a small value of H supports the 
null hypothesis. If a difference exists between the rank sums, the test statistic will be larger. 
All these possible combinations of ranks can be listed with their probabilities to yield the 
sampling distribution. A table of critical values can then be determined and therefore the null 
hypothesis is rejected if H is sufficiently large. Rejection region is  
𝐻 > 𝑥𝑎,   𝑘−1
2   (3.5) 
And the p-value is 







Where, H is test statistics and 𝑥2 is rejection region. 
Test statistics value, degree of freedom and p-value are observed. A p-value is observed 
against the null hypothesis which states that there is no relationship between two variables at 
significance level of 5%, which refers to 95% confidence level. If the p-value is less than 
0.05 therefore we reject the null hypothesis to say there is a relationship between the two. If 
the p-value is greater than 0.05, then it is accepted that the null hypothesis cannot be rejected 
and conclude that there is no relationship. Unfortunately, the p-value cannot be determined 
manually, therefore R software is used. 
3.4.3 Regression Analysis 
Regression analysis is used to predict the value of one variable on the basis of other variables 
[63]. The technique involves developing a mathematical equation or model that describes the 
relationship between the variable to be forecast, which is called a dependent variable and 
variables that are believed to be related to the independent variable. The dependent variable is 
denoted by “y”, and the related variables are called independent variables denoted by 
“𝑥1, 𝑥2”. A simple regression is defined by equation (3.7). 
Equations that allow us to determine the value of the dependent variable from the values of 
the independent variables are called deterministic models. A method that presents the 
randomness is called probabilistic model. To create a probabilistic model, it starts with a 
deterministic model that approximates the relationship needed to be modelled. Then a term 
that measures the random error of the deterministic component is added as follows; 
 𝑦 = 𝛽0 + 𝛽1𝑥 + Ԑ     (3.7) 
Where y =dependent variable, 𝑥 = independent variable, 𝛽0 = y-intercept, 𝛽1 – slope of the 
line. Ԑ = error. To define the relationship between x and y, the value of the coefficients 𝛽0 
and 𝛽1 need to be known. 
Multiple regression models often contain interaction variables where each variable is formed 
by multiplying two independent variables together. If for instance a regression model 
includes the independent variables 𝑥1 and 𝑥2, then the interaction variable 𝑥1𝑥2 can be 
formed. It is appropriate to use an interaction variable if the relationship between the mean 
value of the dependent variable y and one of the independent variable is dependent on that of 





the other independent variable. Modelling the interaction between 𝑥1 and 𝑥2, consider the 
following model; 
𝑦 =   𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +  𝛽3𝑥1𝑥2 +Ԑ    (3.8) 
Therefore; 
 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2   (3.9) 
This cannot describe the interaction between 𝑥1 and 𝑥2 as it implies that for any particular 
value of 𝑥1 , the slope of the straight line relating to the mean value of y to 𝑥2, will always be 
𝛽2. Therefore in order to model the interaction between 𝑥1 and 𝑥2 the cross product term  𝑥1 
𝑥2  can be used. Therefore the following model is considered;  
 𝑦 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +  𝛽3𝑥1𝑥2 +Ԑ   (3.10) 
This can be written as; 
  𝑦 = (𝛽0 + 𝛽1𝑥1) + (𝛽2 +  𝛽3𝑥1) 𝑥2    (3.11) 
Which implies that the slope of the line relating to the mean y to 𝑥2, which is (𝛽2 +  𝛽3𝑥1), 
will be different values of 𝑥1. Inferences are drawn by observing the p-values related to the 
intercept and the independent variables. If the p-value is less than 0.05, therefore there is 
evidence that each of 𝛽0, ; 𝑥1, 𝑥2, and ; 𝑥1𝑥2 is significant in the model in (3.9). In particular, 
the very small p-value related to 𝑥1𝑥2 confirms that the interaction exists between 𝑥1 and 𝑥2 .  
3.4.3.1 Dummy Variables for Modelling 
The levels of a quantitative independent variable are numerical, whereas the levels of a 
qualitative independent variable are defined by describing them.  A dummy variable is used 
to model the effects of the different levels of qualitative independent variable. These 
variables are defined so that they take two values, either 0 or 1. For the interaction model the 
following regression model is considered. 
𝑦 =  𝛽0 + 𝛽1𝑥 + 𝛽2𝐷1 +  𝛽3𝐷2 +  𝛽4𝑥𝐷1 + 𝛽5𝑥𝐷2 +Ԑ   (3.12) 
If 𝐷1= 0 and  𝐷2 = 0, then the equation is;    
𝑦 =  𝛽0 + 𝛽1𝑥      (3.13) 
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If 𝐷1 = 1 and  𝐷2 = 0, then the equation is;    
 𝑦 = (𝛽0 + 𝛽2) + (𝛽1 + 𝛽4)𝑥       (3.14) 
If 𝐷1 = 0 and  𝐷2 = 1, then the equation is;   
𝑦 =  (𝛽0 + 𝛽3) + (𝛽1 + 𝛽5)𝑥        (3.15) 
Where 𝐷1  and 𝐷2 stands for independent variables. This model assumes interaction between 
𝑥 and y. The p-value determines if the interaction terms 𝐷1, 𝐷2, 𝑥𝐷1 and 𝑥𝐷2 are important or 
not important. With large p-value, greater than 0.05, a conclusion is made that there is no 
interaction, the interaction terms are not important and the model is the best. Therefore the 
equation to estimate duration is; 
 𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 +  𝑏3𝑥3 +  𝑏4𝑥4 +  𝑏5𝑥5 + 𝑒   (3.16) 
On this output; 𝑥1,𝑥2,𝑥3, 𝑥4and 𝑥5 represent the five independent variables. The output 
explains that the least squares point estimates of the model parameters are given as values 
for 𝑏1, 𝑏2 , 𝑏3 , 𝑏4 and 𝑏5 . 
3.4.3.2 Co-efficient of Determination 
The model can be assessed in three ways such as the standard error of estimate, the 
coefficient of determination, and the F-test of the analysis of variance. The co-efficient of 
determination, which is also referred to as “R-square”, merely supplies a measure of the 
strength of a linear relationship. R-square value from regression analysis is able to measure 
the strength of contribution of independent variables or various factors. The test of 𝛽1 of (3.7) 
addresses only the question of whether there is enough evidence to infer that a linear 
relationship exists. It is also useful to measure the strength of that linear relationship when 
several different models must be compared. R-square value is between 0 and 1, with 0 the 
lowest influence and 1 the highest influence. The highest value is the closest to the regression 
line and the lowest is the furthest to the regression line. The total variation in the dependent 
variable can be decomposed into two parts:- the explained variation, and the unexplained 




       (3.17) 
𝑅2 = 1 −
SSE
∑(𝑦𝑖– 𝑦)
     (3.18) 
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𝑦 = 𝑆𝑆𝑅 + 𝑆𝑆𝐸     (3.19) 
Where SSR is the sum of squares for regression and SSE is the sum of squares for error. If 
SSR is large relative to SSE, the co-efficient of determination will be high, meaning a good 
model. On the other hand, if SSE is large, most of variation will be unexplained, which 
indicates the model provides a poor fit and consequently has little validity. 
3.5 Conclusion 
A statistics theory that can be used to investigate the two reliability parameters, frequency 
and duration of recorded forced outage data were discussed. Statistics tools that are used to 
analyse quantitative data were studied, such as graphical techniques to analyse frequency 
distribution of character data, and numeric data are also studied. Inferential statistics to draw 
a scientific conclusion on correlation to selected factors is also explored. 
Descriptive statistics is able to provide tools to analyse frequency and duration from 
historical data. It enables one to analyse data distribution of variables by use of graphs to 
display frequency variations amongst variables on quantitative data. Inferential statistics 
tools, chi-square test can be used for significance testing of dependence between variables. A 
boxplot is used to analyse data distribution of numeric data. A non-parametric statistic, which 
is a Kruskal-Wallis test, is employed for variation significance to test between dependent 
variable, which is a numeric data, and independent variables, which are the character data 
type. By application of regression analysis the value of R-square can be found to rank the 
independent variables according to their influence to a dependent variable. 
In the next Chapter the methodology that was followed to conduct the study will be 
discussed. Statistics tools are used to analyse the frequency variation and to test for 
dependence among the selected variables. Tools to analyse duration and the contribution of 






Chapter 4: Frequency and Duration Study Methodology  
4.1 Introduction 
From the previous Chapter the theory that was covered to successfully conduct the study was 
discussed. Statistics theory that can be used to investigate frequency and duration from the 
obtained medium voltage circuit breaker forced outage historical data were discussed. 
Statistics tools that are used to analyze quantitative data were studied. Graphical techniques 
to analyze frequency and duration of events data were studied. Inferential statistics to draw a 
scientific conclusion on correlation to selected factors was also explored.  
In the current Chapter a step by step methodology that was followed to achieve the intended 
outcomes will be discussed. Studied statistics tools and techniques are applied to a prepared 
data set to analyze the frequency and rate of individual variable, and to test the dependence 
between variables. Tools to analyze the duration individual variable and the contribution of 
the selected variables are also employed and the significance test is conducted. The process 
involves collecting the data, cleaning it, selecting the variables, the graphical display of data, 
and then significant testing by application of statistics.  
The source of information used and challenges that were identified during requisition of data 
are discussed. Frequency and duration attributes of outages are selected from the outage data. 
Individual frequency variables are analyzed using a bar chart and the outage rate are 
measured across the levels of each variable.  Variables dependence test is conducted using a 
bar graph technique and a chi-square significance test is conducted to verify the results at 
significance level of 5%. Outage duration analysis is also analyzed using the same data for all 
the selected attributes. A box plot is used to summarize the individual variables. Variance 
analysis is conducted by application of a Kruskal-Wallis test. Then regression analysis is 
conducted where a dummy variable is used for linear regression and to rank the attributes of 





4.2 Outage Data Preparation  
Data was obtained from the Eskom Distribution Data Base System called Network and 
Equipment Performance System Quality Assurance (NEPSQA). This data is recorded for 
information such as event ID, zone (location), time of event, date of event, nature of event 
etc. The population data obtained from MAXIMO, which is an Eskom asset management 
system in the wires universe on Business Intelligence Computer Centre (BICC) also, provides 
useful information about installation and history of the equipment.  
A ten year recorded data from 2008 to 2017 was obtained from these sources, downloaded 
and cleaned up using MS excel tools. Mainly 11 kV, 22 kV and 33 kV circuit breaker related 
outages data sample of Gauteng Operating Unit in the South African network, as shown on a 
map in Figure 6, were considered. Only sustained events from three seconds were selected. 
This Operating Unit was divided four zone locations, which were further divided into forty 
Customer Network Centres (CNC), but the scope of the study was limited to a zone level. A 
population of 3318 installed circuit breakers was recorded in the period of the study. 
 
Figure 6 : Gauteng Operating Unit map 
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4.3 Data Challenges 
Inconsistence recording of data with some of the information not recorded properly on the 
events notes has been a challenge. Equipment attributes data, and outage events data records 
were not linked to one another, which made it difficult to work out some of the variables, 
such as age of the equipment, and the manufacture of the failed equipment. The failure 
component information had not been recorded for all the events which left some omissions in 
this potential variable. Synchronization of the two data bases, NEPSAQ and MAXIMO can 
reduce challenges that are being experienced during selection of variables.  
4.4 Selection of Various Attributes of the Study  
As the data was received it was cleaned up and sorted into a form of spreadsheet in Microsoft 
excel, and the variables of interest were identified. From the records, only unplanned outage 
events for circuit breakers and re-closers were selected and only sustained events were 
selected from three second and above events. Five independent variables were managed to be 
identified, namely: zones, kV, months of the year, days of the week, times of the day as well 
as one dependent variable, the duration of outage events.  
The following independent variables were identified and the data was cleaned accordingly; 
Zone was identified as a variable from data records with four levels. They were arranged as 
follows; Ekurhuleni, Johannesburg, Tshwane and Vaal and these were denoted by letters a, b, 
c and d respectively. Voltage level (kV) was also identified for three levels and filtered for 11 
kV, 22 kV and 33 kV.  Month of the year (MoY) was also selected with twelve levels and 
were organized as follows; Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov and Dec. 
Day of the week was selected as a variable taken from the calendar date records with seven 
levels for the ten year period of study. These were grouped into days of the week (DoW) and 
were organized as follows; Sun, Mon, Tue, Wed, Thu, Fri and Sat. Time of the day (ToD) 
had been identified as each time of event occurrence was recorded. Twenty four hours of the 
day were grouped into twelve periods of day and were organized as follows; 12am to 02am 
(00-02),  02am to 04am (02-04) , 04am to 06am (04-06),  06am to 08am (06-08),  08am to 
10am (08-10), 10am to 12pm (10-12), 12pm to 02pm (12-14), 02pm to 04pm (14-16), 04pm 





4.5 R Software  
R is a piece of statistical software created by Ross Ihaka and Robert Gentleman [66].This 
software is used to manipulate data, draw plots and to perform data statistical analysis. 
Results are displayed in a form of written text, and plots are visualized directly in their own 
separate window. The most common methods for statistical analysis such as descriptive 
statistics, hypothesis testing, analysis of variance, and linear regression methods are included 
in this system. Other most advanced statistical methods are also available for use from 
external packages. One of the main strengths of R is its capacity to combine a programming 
language with the ability to draw and display plots of high quality. According to the reference 
[66], this is a very powerful and complete software tool on the market. 
4.6 Medium Voltage Circuit Breaker Forced Outage Frequency  
4.6.1 Actual Number and Rate of Forced Outages 
The use of a bar graph is employed to analyze frequency of outage events, and a line graph to 
project failure rate. The actual number of outage events is observed across the levels of each 
variable and a comparison is made. Failure rate is also calculated for each zone and at a 
specific voltage level where both results are projected on the same graph per variable for 
comparison purposes. This failure rate is computed by dividing the number of events by the 
equipment years considered for the study. 
4.6.2 Quantitative Dependence of Specified Frequency Variables  
Each variable each was tested against one another where a bar graph is used to test for 
dependence. The bar chart combination is used to explain the relationship between the two 
variables. The pairs for all the combinations of the selected variables were analyzed by 
observing graph pattern across the variables to determine their nature. All variables were 
tested as follows: Zone and kV, Zone and MoY, Zone and DoW, Zone and ToD, kV and 
MoY, kV and DoW, kV and ToD, MoY and DoW, MoY and ToD and DoW and ToD. To 
draw inferences in the correlation of these factors, a further test was applied for significance.  
Inferential statistics, which is a body of methods used to draw scientific conclusions or 
inferences about characteristics of outage events is applied. A Chi-square test is used to 
conduct this test at significance level of 5%. If the statistic value is less than the critical value 
there is no evidence of any dependence. A p-value is observed against the null hypothesis that 
states there is no correlation between the two variables. This is further confirmed by the p-
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value. If it is more than 0.05 the null hypothesis that says there is no relationship is accept, or 
if the p-value is less than 0.05 the null hypothesis is rejected, meaning there is a relationship. 
Therefore test statistics value, and p-value, are observed in each test and a conclusion is 
drawn based the two conditions of hypothesis. 
4.7 Medium Voltage Circuit Breaker Forced Outage Duration  
4.7.1 Spread and Skewness of Outage Duration 
Graphical descriptive techniques which is a box plot, is used to summarise the duration of 
forced outages for the five selected variables. To summarize time of day variable, the twenty 
four hours of day were grouped into twelve periods of day and were organized as follows; 
12am to 02am (1),  02am to 04am (2) , 04am to 06am (3),  06am to 08am (4),  08am to 10am 
(5), 10am to 12pm (6), 12pm to 02pm (7), 02pm to 04pm (8), 04pm to 06pm (9), 06pm to 
08pm (10), 08pm to 10pm (11) and 10pm to 12am (12). Computer software R, is used to 
display the summary results. The median and range of outage events duration is observed in 
this tool. The skewness which determines the distribution nature of outage duration for each 
variable across the levels is also observed. With this tool it is possible to determine a relevant 
technique to analyse the variation of outage duration for each variable.  
4.7.2 Variation of Duration Factors for Various Variables  
A non-parametric statistic which is a Kruskal-Wallis test, is used to test the variation of the 
outage duration factors. This is applied across the five variables to understand their 
contribution to outage duration. The null hypothesis states that the variables are not from the 
same population by observing the location of the median and doing a comparison. The p-
value is monitored against the null hypothesis at significance level of 5%. If a p-value is more 
than 0.05, the null hypothesis cannot be rejected to say that there is no relationship. On the 
other hand, if the p-value is less than 0.05 the null hypothesis is rejected to say there is a 
relationship between the variables and outage duration. The entire variables the zone, kV, 
month of the year, day of the week and time of the day are tested against the duration using R 
software, and the results are organised in a form of table. 
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4.7.3 Duration Factors Linear Relationship  
4.7.3.1 Outage Duration Estimation Model 
The effect of the different levels of a qualitative independent variable can be modelled by 
using a dummy variable. The output of regression analysis of the outage duration data using 
the model is presented by equation (3.12). From this equation the output 𝑥1, 𝑥2, 𝑥3, 𝑥4 and 𝑥5 
are denoted as zone, kV, ToD, DoW and MoY respectively. The output tells us that the least 
squares point estimates of the model parameters are 𝑏1, 𝑏2, 𝑏3, 𝑏4 and 𝑏5. Therefore equation 
(3.16) is used to estimate outage duration of forced outages. 
4.1.1.1 Rank Impact of Outage Duration Factors 
Regression analysis is conducted to observe a co-efficient of determination. The R-square 
value is used to rank the outage duration factors according to their influence. R-square value 
is between 0 and 1, with 0 the lowest influence and 1 the highest influence. The highest value 
is the closest to the regression line and the lowest is the furthest from the regression line. 
These values are arranged in a descending order of their strength in a table. 
4.8 Conclusion 
A step by step process and method followed to conduct the study has been discussed in this 
Chapter. Statistics tools were used to analyse the frequency variation and to test for 
dependence among the selected variables.  Tools to analyse the duration and the contribution 
of the selected factors were also employed, and the significance test conducted. This involves 
collecting the data, cleaning it, selecting the variables and the analysis of data. Microsoft 
Excel and R-software was used to analyse frequency and duration of outage events. 
A data was collected and cleaned up using MS excel software tools. Although there were 
challenges such as omitted information under failed components but managed to select five 
variables for the reliability parameters under investigation, and the frequency and duration of 
outages. Statistics tools and techniques were successfully applied to analyse the data for 
frequency variation and dependence among the variables. Five independent variables were 
further investigated against the dependent variable, which is the outage duration for 




In Chapter 5 the statistics theory and tools are applied to the data set of medium voltage 
circuit breaker outages. The observations are made and discussed from the results that are 
obtained from the statistics techniques applied, for the purpose of analysing these outage 
events. Descriptive statistics to analyse the frequency and rate of forced outage events is 
applied. Chi-square tests are also applied to test dependence of two pairs of variables for 













Chapter 5: Results and Discussion of Forced Outage Frequency Analyses 
5.1 Introduction  
From the previous Chapter, a methodology of the study was discussed in which a detailed 
process was explained. Descriptive statistics and inferential statistics tools were used to learn 
about the forced power outage frequency and dependence of frequency variables. Statistics 
tools and techniques were also applied to learn about the variation of forced outage duration 
variables and the degree of their influence to outage duration.  
In the current Chapter we observe and discuss the results that were obtained from the 
statistics techniques application to analyse the frequency of forced outages. The application 
of a bar chart is used to display the frequency of outage events. Firstly the frequency of 
events and failure rates are measured. Secondly, the selected variables are tested graphically 
for dependence. Finally, the results are further verified using chi-square significance test to 
draw a conclusion.  
A bar graph is used and the observation is made across the levels of variables, where a 
comparison is made. A line graph is also used to measure the outage rate across the zone, and 
specific voltage variable levels are then compared. Dependence tests are conducted using a 
graph on each combination of two variables for five selected variables. Further use of chi-
square test for significance is employed where the null hypothesis is tested at a significance 
level of 5%. With the calculated test statistics dependence is determine the by observing the 
position of statistic values with the rejection region. This is further confirmed by the p-values 
against the null hypothesis. Then the results are discussed with reference to the findings of 
the previous studies. 
5.2 Statistics of Medium Voltage Circuit Breakers and Outage Events  
The number of circuit breakers per year of study period, for the three voltage levels, is 
presented in Table 1, with a total of 3318 installed circuit breakers in 2017. The voltage level 
11 kV had the highest number of installed breakers with 2746, followed by 22 kV with 395 











 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 
11 kV 1614 1728 2023 2099 2159 2336 2370 2396 2617 2746 
22 kV 166 182 266 301 313 329 331 333 384 395 
33 kV 74 93 157 159 162 170 170 174 176 177 
Total 1854 2003 2446 2559 2634 2835 2871 2903 3177 3318 
 
The population of installed circuit breakers per zone each year is shown in Table 2, for the 
period of ten years. The highest number of installed circuit breakers is observed in zone b 
with 1508 circuit breakers in 2017, followed by zone d with 784 circuit breakers. Zone c  had 
the least number with 469 installed breakers followed by zone a with 557 breakers in 2017. 





 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 
a 351 370 475 487 501 513 515 523 557 557 
b 974 1030 1093 1151 1186 1315 1315 1319 1412 1508 
c 147 199 410 413 417 429 442 457 465 469 
d 382 404 468 508 530 578 599 604 743 784 
Total 1854 2003 2446 2559 2634 2835 2871 2903 3177 3318 
 
Figure 7 shows the frequency of 1904 unplanned outage events observed from 2008 to 2017. 
Most of the outage events throughout the study period occurred between 2008 and 2011. A 
sudden increase of events from 140 to 552 events between 2008 and 2009 is observed. This 





  Figure 7 : Forced outage frequency statistics. 
South Africa suffered an electricity crisis in 2008 causing widespread blackouts with 
disastrous impacts. Among the factors poor coal quality, staff shortages and high loads on its 
capacity were the cause of the Eskom plant to be under severe strain, according to a previous 
study [67]. Another study [68] revealed that, as a result of these blackouts, the load shedding 
commenced, as this posed a threat to the national grid. This might be the reason that the 
outage rate between 2008 and 2009 had increased so drastically. The circuit breakers of the 
selected voltages were operated during this period. 
5.3 Analysis of Forced Outage Frequency 
5.3.1 Frequency of Forced Outages by Zones 
The actual number and rate of forced outages by zones for the period of study is presented in 
Figure 8. Outage rate and frequency distribution of outage events is plotted on the same graph 
so their characteristics can be compared. The highest number of outage events in zone c with 
779 events was observed. Zone d came second with 476 events, which shows a huge gap 






























Figure 8 : Frequency of outage events by zones. 
Zone c has an outage rate of 1.66 events which corresponds with the number of outage events 
of 779. Zone b has the lowest rate of 0.24 events per Circuit Breaker (CB) which is far from 
the average outage rate of 0.76. Looking at the location of the equipment, a reasonable 
difference among a, b and d zones is observed, but a huge difference from zone c.  
The operating environment of outdoor facilities is extremely variable and component failure 
rates can increase considerably in stormy periods. This is confirmed in a study [56]. Zone c 
has the highest outage rate of all the zones, which might be caused by environmental 
conditions. Considering the number of equipments installed in this area, the outage rate 
seems to be very high. According to previous studies [27], [26] the weather conditions and 
other factors, such as contamination, vegetation, humans, etc., these factors might be different 
from zone to zone, hence the component failure rate varies with location.  
5.3.2 Frequency of Forced Outages by Voltage Levels 
The actual number and rate of outages by voltage levels is shown in Figure 9. Outage rates 
and distribution of outage events is also plotted in this graph to compare their characteristics. 
Among three voltage levels, a significant difference is observed in the number of outage 
events. 11 kV breakers has 1416 events (also the number of installed breakers are 2746 of 
3318 breakers higher than the rest, voltage level 22 kV has 363 events, followed by 33 kV 



























































Voltage level 22 kV has the highest outage rate of the three voltage levels with 0.92 events 
per CB. Voltage level 33 kV also has a higher outage rate of 0.71 events per CB compared 
with 11 kV, which is 0.52 events per CB. The 22 kV and 33 kV outage rates are above 
average with 0.71 CB each, and raise a concern when considering the lesser number of 
installed circuit breakers for the two categories.  
 
Figure 9 : Frequency of outage events by voltage levels 
Considering the smallest number of installed breakers for 22 kV, the highest outage rate is 
observed, even more than 11 kV, which has the highest number of installed breakers. In 
addition 33 kV has the highest outage rate, which is not normal considering the installed 
breakers. From the previous study [57], [69] it was revealed that the failure rate increases 
with the system voltage, which might be the case considering the three voltages under 
investigation. According to the author [34], a component failure rates tends to vary with a 
component work life. From this study, a 22 kV circuit breaker had a failure rate of 0.007 
failures per year, which is not very far from 0.0092 failures per year obtained from this study 
results. 
5.3.3 Frequency of Forced Outages by Months of the Year 
Figure 10 illustrates the number of forced outage events by months of the year for the period 
of study. The highest frequency is in January with 239 events, followed by November with 



























































the lowest frequency was 94 events, then September had 110 events. Beginning from April, a 
decrease in frequency with 134 events is observed, followed by May with 123 events. 
On observation from April to September, the frequency is below the average, whereas from 
October to January, and in March, it is above the average. Towards the end of the year and at 
the beginning of the year, a high number of forced outage events are observed, but during the 
course of the year the number decreases to below average.  
 
Figure 10 : Frequency of outage events by months of the year. 
During winter (April to September in Southern Africa) a low outage frequency is observed, 
and in summer (November to January) the highest frequency is observed, which agrees with 
the authors [28] that in summer there is a lot of rain with thunderstorms, therefore the power 
utilities experience more outages. The variation also agrees with the authors [27], [26] that 
the weather conditions and other factors such as contamination, vegetation, humans, etc., 
cause component failure rates to vary with time and location. 
5.3.4 Frequency of Forced Outages by Days of the Week 
In Figure 11 the number of forced outages by days of the week is presented. On Saturdays 
and Sundays a lesser number of outage events is observed, with 199 and 248 respectively. On 
Tuesdays and Thursdays a higher frequency of 303 events and 319 events respectively is 
noted. The observation is that on weekends there is less frequency of outages and during the 
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Figure 11 : Frequency of outage events by days of the week. 
During the course of the week the actual outage events occur more than over weekends, as a 
lesser number of events are noted. This might be due to the fact that on weekends most of the 
businesses and industries are closed so there is a low demand of electricity, therefore less 
energy is used.  
5.3.5 Frequency of Forced Outages by Times of the Day 
The actual number of forced outages by times of the day is shown in Figure 12. At midnight 
the lowest outage frequency (02-04) with 48 events is observed. In the mornings (06-08), 
since most of the domestic customers are waking up and industries are starting with their full 
scale production, the frequency increases and becomes the highest in the evenings (16-20) 
with 253 events. During the course of the day from midday to 2 p.m. and from 6 to 8 p.m. the 
highest number of outages above the average are observed. From midnight to 2 a.m. and from 
6 to 8 a.m. the events are below average. 
During course of the day the number of events is higher than at midnight where the number 
of events is the lowest. In the afternoon when most of the domestic users are home from work 
and school, the highest frequency is observed from 4 to 6 p.m. and from 6 to 8 p.m. A 
decrease in number of outages begins from 8 until 10 p.m. and reaches a minimum from 2 to 
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Figure 12 : Frequency of outage events by times of the day 
As one would have expected (due to supply and demand) there is less usage of electricity at 
night compared with during the day when most of the industries are running at their full 
scale. In the early hours of the morning frequency starts to show an increase, due to the fact 
that most of the people are waking up and the businesses are starting their operations. The 
results agree with the authors [27], [26] that the human element is one of the factors that 
makes component failure rates vary with time and location. 
5.4 Dependence Analysis between Various Frequency Variables 
5.4.1 Zone and voltage level 
The results of the relationship between the zones and voltage levels outage events using a bar 
graph technique are shown in Figure 13. The observation shows that some interaction among 
variables in level 33 kV as a different pattern is noticed, compared with 11 kV and 22 kV. 
Therefore there is evidence of a relationship between variables using visual tests, but a 
significant test is conducted to verify the results. To make these inferences a chi-square test is 
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Figure 13 : Relationship between zones and voltage levels factors. 
H0: No relationship between zone and voltage level.  
H1: There is a relationship between zone and voltage level. 
Chi-square is performed to test the relationship between zones and voltage levels and the p-
value was <0.0001. Therefore, based on the significance level of 5%, the hypothesis can be 
rejected and concluded that the two variables are related. 
The expectation of this test was that, a relationship exists between the location of the 
equipment and the voltage levels, as there is a huge difference in failure rates in these two 
variables from section 5.3.1 and 5.3.2. The visual test shows, a dependence of the two 
variables and the significant test results do not agree with the expectation, as it shows no 
evidence of dependence.  
5.4.2 Zones and Months of the Year 
In Figure 14 the results of a relationship test between the zones and the months of the year 
outage events, using a bar graph, are shown. From the observation there is some interaction 
between variables looking at February, March, October and November. Therefore there is 
evidence of a relationship between variables using a visual test, however, a significant test is 
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Figure 14 : Relationship between the zones and months of year factors. 
H0: No relationship between zones and months of year.  
H1: There is a relationship between zones and months of year. 
Chi-square is performed to test the relationship between zones and months of the year. The p-
value was 0.0003. Therefore, based on the significance level of 5%, the hypothesis can be 
rejected and concluded that the two variables are related. 
The expectation here was that there should be a relationship between the geographic location 
and months of the year, considering various types of customers and the seasons of the year. 
The visual test shows dependence between the two variables. However, the significance test 
results do not agree with the expectation. Therefore, zones failures do vary with months of 
the year. These results are also confirmed in other studies [27], [26] that the weather 
conditions and other factors make component failure rates vary with time and location.  
5.4.3 Zones and Days of the Week 
From Figure 15, the results of a relationship test between zones outage events and the days of 
the week outage events using a bar graph are shown. From Monday and Tuesday there is 
some interaction observed between variables. Therefore there is evidence of a relationship 
between variables using a visual test. However, a significant test is further conducted to 
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Figure 15 : Relationship between zones and days of the week factors. 
H0: No relationship between zones and days of week. 
H1: There is a relationship between zones and days of week. 
Chi-square was performed to test the relationship between zones and days of the week. The 
p-value was 0.1518. Therefore, based on the significance level of 5%, the hypothesis cannot 
be rejected, and the conclusion is that the two variables are not related. 
The expectation here was that there should be a relationship between the geographic location 
and the days of the week considering the various types of the customers in different locations, 
and the week days as well as the weekends. The visual test shows a dependence between the 
two variables, however, the significance test results do not agree with the expectation 
therefore zones failures do not varying with days of the week.  
5.4.4 Zones and Times of the Day 
Figure 16 shows the results of a relationship test between the zones and the times of the day 
using a bar graph technique. On observation, from 4 to 6 a.m. and from 10 to 12 noon there is 
some interaction between the variables. Therefore there is evidence of a relationship between 
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Figure 16 : Relationship between the zones and times of the day factors. 
H0: No relationship between zones and times of the day.  
H1: There is a relationship between zones and times of the day. 
Chi-square was performed to test the relationship between zones and times of the day, and the 
p-value was 0.0052. Therefore based on the significance level of 5%, the hypothesis can be 
rejected and concluded that the two variables are related. 
The expectation here was that there is a relationship between the geographic location and the 
times of the day considering the type of the customer and the peak hours. The zone failures 
seem to vary with times of the day. Therefore the results do agree with the expectation as 
relationship is confirmed between the two variables. The weather conditions and other factors 
such as contamination, vegetation, humans, etc.; makes component failure rates vary with 
time and location, according to the authors [26], [27]. 
5.4.5 Voltage Levels and Months of the Year 
The results of a relationship test between voltage levels outage events, and the months of the 
year outage events, using a bar graph technique, are presented in Figure 17. From the 
observation there is no interaction between the variables. Therefore there is no evidence of a 
relationship between variables using a visual test. However, a significant test is conducted to 
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Figure 17 : Relationship between voltage levels and months of the year factors. 
H0: No relationship between voltage levels and months of the year.  
H1: There is a relationship between voltage levels and months of the year. 
Chi-square was performed to test the relationship between voltage levels and months of the 
year. The p-value was 0.306. Therefore based on the significance level of 5%, the hypothesis 
cannot be rejected and the conclusion is that the two variables are not related. 
The expectation here was that there is a relationship between the voltage levels and months of 
the year considering the seasons of the year and weather factors [28], [43]. The visual test 
shows no dependence between the two variables, and the significance test results agree that 
voltage levels do not vary with months of the year. Therefore the results do not agree with the 
expectation as there is no evidence of a relationship between the two factors.  
5.4.6 Voltage Levels and Days of the Week 
The results of a relationship test between voltage levels and days of the week outage events 
using a bar graph technique are shown in Figure 18. On visual observation there is no 
interaction of variables. Therefore there is no evidence of a relationship between variables 
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Figure 18 : Relationship test between voltage levels and days of the week factors. 
H0: No relationship between voltage levels and days of the week. 
H1: There is a relationship between voltage levels and days of the week. 
Chi-square was performed to test the relationship between voltage levels and days of week, 
and the p-value was 0.0047. Therefore, based on the significance level of 5%, the hypothesis 
can be rejected and conclude that the two variables are related.  
The expectation here was that there is no relationship between the voltage levels and days of 
the week. The visual test shows no dependence between the two variables. However, the 
significance test results do not agree with the expectation, as the chi-square results prove that 
the voltage levels failure varies with the days of the week.  
5.4.7 Voltage Levels and Times of the Day 
In Figure 19 the results of a relationship test between voltage levels and the times of the day 
outage events, using a bar graph technique, are shown. From observation there is no evidence 
of interaction between the variables. Therefore there is evidence that there is no relationship 
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Figure 19 : Relationship test between voltage level and time of the day factors. 
H0: No relationship between voltage levels and times of the day.  
H1: There is a relationship between voltage levels and times of the day. 
Chi-square was performed to test the relationship between voltage levels and times of the day 
and the p-value was 0.7274. Therefore based on the significance level of 5%, the hypothesis 
cannot be rejected and the conclusion is made that the two variables are not related. 
The expectation here was that there is no relationship between the failed circuit breaker 
voltage levels and the times of the day. The visual test show a dependence between the two 
variables but the significance test results agree with the expectation that the voltage levels 
failures do not vary with the time of the day, as it shows no evidence of dependence. 
Therefore the voltage of the equipment is not dependent on the time of the day for the 
equipment to fail. 
5.4.8 Day of the Week and Month of the Year 
Figure 20 illustrates the results of a relationship test between the days of the week and 
months of the year outage events, using a bar graph technique. On the observation from 
September to December there was some interaction between the two variables. Therefore 
there is evidence of a relationship between variables using a visual test. However, a 
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Figure 20 : Relationship between days of the week and months of the year factors. 
H0: No relationship between months of the year and days of the week. 
H1: There is a relationship between months of the year and days of the week. 
Chi-square was performed to test the relationship between days of week and months of the 
year, and the p-value was 0.01101. Therefore, based on the significance level of 5%, the 
hypothesis can be rejected and conclude that the two variables are related. 
The expectation here was that there is no relationship between the days of the week breaker 
failures and months of the year. The visual test shows no dependence between the two 
variables, but the chi-square test results do not agree with that, as the days of the week 
failures do vary with the months of the year. Therefore the results do not agree with the 
expectation as there is a relationship between the two factors.  
5.4.9 Time of the Day and Month of the Year 
The results of a relationship test between times of the day and months of the year events 
using a bar graph technique are illustrated in Figure 21. From the observation, there is some 
interaction between the two variables throughout the levels. Therefore there is evidence of a 
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Figure 21 : Relationship between time of day and month of year factors. 
H0: No relationship between months of the year and times of the day.  
H1: There is a relationship between months of the year and times of the day. 
Chi-square was performed to test the relationship between months of year and times of the 
day, and the p-value was 0.0004. Therefore, based on the significance level of 5%, the 
hypothesis can be rejected and conclude that the two variables are related. 
According to the expectation there should be a relationship between months of the year 
breaker failures and times of day considering the demand during different periods of day and 
seasons of the year. The visual test showed dependence between the two variables and the 
significance test results proved that the months of the year varied with the times of the day. 
Therefore, the results agree with the expectation that there is a relationship between the two 
factors. According to the study [13], the season and time of day that caused the most damage 
(when an outage occur by each sector from the survey), most of the sectors have the greatest 
damage in summer afternoons (June to August, between 6 and 12 pm), followed by the 
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5.4.10 Days of the Week and Times of the Day 
Figure 22 presents the results of a relationship test between days of the week and times of the 
day outage events using a bar graph technique. The results show some interaction between 
the two variables. Therefore there is evidence of a relationship between variables using a 
visual test. However, a significant test will be conducted using a chi-square test.   
 
Figure 22 : Relationship between days of the week and times of the day factors. 
H0: No relationship between days of the week and times of the day.  
H1: There is a relationship between days of the week and times of the day. 
Chi-square was performed to test the relationship between days of the week and times of the 
day, and the p-value was 0.0047. Therefore, based on the significance level of 5%, the 
hypothesis can be rejected and conclude that the two variables are related. 
The expectation here was that a relationship exists between the days of the week and times of 
the day considering the fact that the demand should vary with time during the course of the 
week and during the periods of day. The visual test shows no dependence between the two 
variables, but the significance test results proves that there is a relationship, which agrees 
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5.5 Overview of Chi-square Test Results 
Table 3 : Summary of chi-square test results 
Variables 
Description 
P-value Null Hypothesis Dependence 
Zone vs kV <0.0001 Reject Yes 
Zone vs MoY 0.0003 Reject Yes 
Zone vs DoW 0.1518 Fail to reject No 
Zone vs ToD 0.0052 Reject Yes 
kV vs MoY 0.3060 Fail to reject No 
kV vs DoW 0.0047 Reject Yes 
kV vs ToD 0.7274 Fail to reject No 
MoY vs DoW 0.0110 Reject Yes 
MoY vs ToD  0.0004 Reject Yes 
DoW vs ToD  0.0047 Reject Yes 
Table 3 represents the results of chi-square test at significance level of 5%. All variables were 
tested against the dependent variable, which is outage frequency. Variables that have their p-
values less than 0.05 confirm that the null hypothesis is rejected, and therefore the 
relationship is significant to the outage frequency. If the p-value is higher than 0.05, the null 
hypothesis cannot be rejected, therefore the variables relationship is not significant. 
5.6 Conclusion 
In the current Chapter we observed and discussed the results that were obtained from the 
statistics techniques applied for the purpose of analysing frequency of outages. Descriptive 
statistics tools were applied, and a bar chart and line graphs to analyse a frequency and rate of 
forced outage events, respectively. By applying chi-square tests we were able to test a 
combination of two variables for a relationship, and test for significance. All variable 
combinations were tested at 5% significant levels. This was further confirmed by the p-values 
against the null hypothesis. 
Frequency of outages was analysed to find out how often outages occur looking at different 
factors that might have been previously studied. Location has an influence on the frequency 
of outages, which might be related to the maintenance of the equipment and environmental 
conditions where they are installed. There is a variation as far as the voltage level is 
concerned, which confirms that the outage rate increases with voltage. It is also clear that the 




Seasons of the year relating to the supply and demand and weather conditions, has an 
influence on power outages as more outages occur during summer, and less outages during 
winter in South Africa, which makes the month an important factor on forced outages. Time 
of day has an influence relating to the supply and demand, hence more events are observed 
during the day and less from midnight to the early hours of morning. Days of the week also 
has an influence as more outages occur during the course of the week, and less frequency of 
outages occur over weekends due to the supply and demand. 
The next Chapter will look at the results of outage durations to learn more about the length of 
outages, considering the selected variables. A box plot is used to analyse distribution of 
outage hours for all the variables. Variation of the selected factors is tested for their 
contribution to outage duration, and these factors are ranked according to their influence. 













Chapter 6: Results and Discussion on Forced Outage Duration Analyses 
6.1 Introduction 
From the previous Chapter the results of frequency analysis we discussed regarding forced 
outages for medium voltage circuit breaker populations, based on a number of events that 
occurred during the period of study. The results that were obtained from the applied statistics 
techniques for the purpose of analyzing these outage events were observed and discussed. 
Descriptive statistics were applied; a bar chart and line graphs to analyze a frequency 
distribution of forced outage events were compiled, and a chi-square test, to test a 
combination of two variables for dependence and test for significance, was applied. 
The current Chapter presents the observations and discussion of the results obtained from the 
statistics application to analyse the duration of forced outages. Application of statistics tools 
and techniques were used to summarize outage events. Firstly, the outage duration was 
summarized by observing the spread and skewness of data using boxplot. Secondly, the 
selected variables were tested for variations using Kruskal-Wallis tests. Then finally, the 
variables were ranked according to their influence using R square tests.  
A boxplot was used across the levels of variables and the observations were made. Median 
was observed to determine whether or not the duration data is normally distributed or skew. 
Since the distribution was found not normal, the variation of the five selected factors was 
tested using Kruskal-Wallis tests for their significance on outage duration.  The null 
hypothesis was tested at significance level of 5%. Then the p-value was observed against the 
null hypothesis to draw a conclusion. Duration factors were ranked according to their degree 
of importance on forced outage duration. The results were discussed with reference to the 
findings of the previous studies. 
6.2 Distribution and Variation of Forced Outage Duration  
6.2.1 Duration of Forced Outages by Zones 
Spread and skewness results across the four zones of Gauteng Operating Unit are presented in 
Figure 23. For zone c that has a maximum of only 8 hours duration, which is far less to that 
of the zone d with a maximum of 818 hours.  The fact that zone c is taking such a short time 
to restore raises a concern considering the frequency of outages during this period of study. 
Zones a and b durations are observed and their maximum duration is close to the average. 
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On observation, the median is drawn towards the minimum value in all the zones, which 
indicates a positive skew showing that the outage duration data is not normally distributed 
across the zones. Therefore, non-parametric statistics one way analysis, which is Kruskal-
Wallis test, is used to test the variation of zones on outage duration. 
 
Figure 23 : Forced outage duration by zones 
H0: Outage duration vary across zones.  
H1: Outage duration vary across zones. 
Kruskal-Wallis test was performed to test the influence of zones (geographic locations) in 
outage duration and the test statistics value was found to be 305.376, degree of freedom was 
3 and a p-value < 0.0001. Therefore based on the significance level of 5%, the hypothesis can 
be rejected and conclude that this variable is statistically significant to the outage duration. 
One would have anticipated a huge influence in outage duration by different location because 
of factors such as the weather conditions, the availability of resources, terrain etc. Component 
failure rates are closely related to the stress level of the environment in which they function, 
according to the author [6]. The results agree with the expectation that the outage durations 
differ with geographic location. 
57 
 
6.2.2 Duration of Forced Outages by Voltage Levels 
Figure 24 illustrates the spread and skewness of forced outage hours in a boxplot by voltage 
levels. Of all three voltage levels outages, 22 kV is taking the shortest time of 53.8 hours to 
restore.  Graphically the observation is that for 11 kV it takes longer to restore with 141.9 
hours compared to other two voltage levels, 22 kV and 33 kV.  
 
Figure 24 : Forced outage duration by voltage levels 
H0: Outage duration vary across voltage levels. 
H1: Outage duration vary across voltage levels. 
On observation, the median is drawn towards the minimum value, which indicates a positive 
skew, showing that the outage duration data is not normally distributed across the voltage 
levels. Therefore, a non-parametric statistics one way analysis, which is a Kruskal-Wallis 
test, is used to test the variation of voltage levels on outage duration. 
A Kruskal-Wallis test was performed to test the influence of voltage levels during outage 
durations and the test statistics value was found to be 12.165. The degree of freedom was 2 
and a p-value was 0.2283. Therefore based on the significance level of 5%, the hypothesis 




Regardless of a large population of 11 kV installed breakers, one would expect voltage levels 
to influence the outage duration. It has been confirmed that voltage levels vary with outage 
duration. From the previous study [55], the circuit breakers expected average downtime is 
28hrs per failure.  
6.2.3 Duration of Forced Outages by Months of the Year 
In Figure 25 the spread and skewness of outage duration across the months of the year is 
presented. On a monthly base, the observation is that in February, November and August it 
takes very long to restore power, with a maximum value of 474 hours, followed by 204 hours 
and 194 hours respectively. From April to July it has been noticed that it takes a very short 
time to restore power, with a maximum of 81 hours.  
The hours are not normally distributed for outage durations with a median towards minimum 
value is observed. A positive skew is observed on outage duration data across the months of 
the year. Therefore, a non-parametric statistics one way analysis, which is a Kruskal-Wallis 
test, is used to test the variation of months of year on outage duration. 
 
Figure 25 : Forced outage duration by months of the year. 
H0: Outage duration vary across months of the year.  
H1: Outage duration vary across months of the year. 
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A Kruskal-Wallis test was performed to test the influence of months of the year in outage 
duration and the test statistics value was found to be 11.821, the degree of freedom was 11 
and a p-value was 0.377. Therefore, based on the significance level of 5%, the hypothesis 
cannot be rejected and the conclusion is that this variable is not statistically significant to the 
outage duration. 
It was expected that the duration of forced outages would take longer during the summer than 
in winter due to harsh weather conditions.  The operating environment of outdoor facilities, 
which is part of the considered population, is extremely variable and component failure rates 
can increase considerably in stormy periods. This was confirmed in a study [28], [6] that 
under bad weather conditions, e.g. stormy weather with high winds, lightning, etc., the outage 
restoration time would take much longer than in fair weather conditions.  
6.2.4 Duration of Forced Outages by Days of the Week 
A distribution of forced outage hours by days of the week is illustrated in Figure 26. On 
Saturdays the observation is that lengthy outages has a maximum of 291.7 hours, and during 
the course of the week a maximum of 44.061 hours is observed on Tuesdays, which is far less 
than weekend durations. On Thursdays and Fridays the observation is that the duration is less 
than the rest of the week. 
There is a difference between the mean and the median, which confirms a positive skew with 
the mean pulled closer towards the minimum value. A positive skew was observed to confirm 
that the outage duration data is not normally distributed across the days of the week. 
Therefore, a non-parametric statistic one way analysis, which is the Kruskal-Wallis test, is 
used to test the variation of week days on outage duration. 
H0: Outage duration vary across days of the week. 
H1: Outage duration does not vary across days of the week. 
A Kruskal-Wallis test was performed to test the influence of days of the week on outage 
duration and the test statistics value was found to be 3.2945, the degree of freedom was 6 and 
a p-value was 0.7711. Therefore based on the significance level of 5%, the hypothesis cannot 





Figure 26 : Forced outage duration by days of week 
Restoration of power takes longer on Saturdays than on the other days of the week. The 
reason might be that most of the workforce is off at that time and the utility is relying on the 
standby personnel. The mean difference is not significant to outage duration which agrees 
with the authors [28] that the days of the week are not significant to outage duration.  
6.2.5 Duration of Forced Outages by Times of the Day 
Spread and skewness of forced outage duration hours by times of the day is shown is Figure 
27. The time periods are organized as follows; 12 midnight to 02am (1),  02 to 04am (2) , 04 
to 06am (3),  06 to 08am (4),  08 to 10am (5), 10am to 12 midday (6), 12 midday to 02pm 
(7), 02 to 04pm (8), 04 to 06pm (9), 06 to 08pm (10), 08 to 10pm (11) and 10pm to 12 
midnight (12). On observation, period (7) outages are lengthy with a maximum of 315.8 
hours compared with the rest of the time. Period (6) comes second with 280 hours. On period 
(5) the observation is that it takes a shortest duration of 25.8 hours to restore power supply.  
It is observed that distribution of outage hours is not normally a positive skew across the 12 
periods of day. There is a difference between the mean and the median, which confirms a 
positive skew with the mean pulled close towards the minimum value. Therefore, a non-
parametric statistics one way analysis, which is the Kruskal-Wallis test, is used to test the 





Figure 27 : Forced outage duration by times of the day 
H0: Outage duration vary across times of the day.  
H1: Outage duration does not vary across times of the day. 
A Kruskal-Wallis test was performed to test the influence of times of the day in outage 
duration, and the test statistics value was found to be 26.597, the degree of freedom was 11 
and a p-value was 0.005285. Therefore, based on the significance level of 5%, the hypothesis 
can be rejected and concluded that this variable is statistically significant to the outage 
duration. 
It was expected to have short hours during the course of the day compared with the night time 
since the response teams are available during the day. Because of a low electricity demand at 
midnight, the shortest outage duration is observed compared with the course of the day, 
where the longer duration is noted. The authors [26] agree that there is a variation in times of 
day. 
6.3 Overview of Kruskal-Wallis Test 
In Table 4 the results of Kruskal-Wallis tests at significance level of 5% are presented. All 
variables were tested against the dependent variable, which is outage duration. Variables that 
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have their p-values less than 0.05, the null hypothesis is rejected and therefore are significant 
to the outage duration, whereas if the p-value is higher than 0.05, the null hypothesis was not 
rejected and the variables are not significant to the duration. 
Table 4 : Summary of Kruskal-Wallis test results 
Description 






Year Day of Week 
Time of Day 
 
Probability 
value (p-value) < 0.0001 0.002283 
 
0.3773 0.7711 0.005285 
 
Significance Yes Yes 
 
No No Yes 
 
Null Reject Reject 
 
Fail to reject Fail to reject Reject 
6.4 Influence of Forced Outage Duration Factors 
Table 5 presents the results of an R-square test, a tool in which a degree of influence for 
selected factors on outage duration is measured. These values are ranked according to their 
influence in a descending order. The zone factor has a greater influence than all the other four 
factors with R-square value of 0,041949, meaning that 4.2% of the total variation in outage 
duration is explained by the variation in the five variables, whereas 95.8% remains 
unexplained. Time of the day becomes the second influential factor on outage duration with 
R-square value of 0.00869. The voltage level factor has the least influence on outage 
duration, with R-square value of 0,001731, the lowest of all the factors of interest. 
This agrees with the expectation since the resources and terrain is not the same for different 
geographic locations, so zone is an important factor on outage duration. Time of the day 
becomes the second influential factor on outage duration, which agrees with the authors [28]. 
However, the geographic location has a higher degree of influence. 
The R2 value of voltage level is lower than the value of the day of the week, which is not the 
case with the authors [28], as the voltage level factor was not considered in their selection of 
variable of interest in their study. Days of the week have lower R-square value, which implies 






Table 5 : R-square values for identified factors with respect to outage duration 
                       Variable R-Square 
                       Zone 0.041949 
                       Time of Day 0.008690 
                       Month of Year 0.004030 
                       Day of Week 0.003155 
                       Voltage level 0.001731 
6.5 Conclusion 
Duration of all events is analyzed using a statistics approach. Box plot was used to measure 
the distribution of hours for each factor and compared the levels against one another.  
Kruskal-Wallis tests were used to measure the similarity of these factors to the duration of 
outages, by testing the location of median from the duration data set. R-square tests were also 
applied to test the influence of these factors on lengthy outages, and ranking them according 
to the strength of their influence.  
Although there are many other factors that influence the outage durations but location has 
more impact and can be used to estimate outage durations. No evidence of contribution of 
voltage rating of equipment as a factor is shown in outage duration. At midnight the outage 
duration is shorter than during the course of the day which also makes time of day an 
important factor in estimating outage durations. It takes longer to restore power on weekends 
than during the course of the week, but it is not significant in outage duration. It takes longer 
to restore power in summer than in winter.  
Chapter 7 will focus on the findings of the entire study. A conclusion is drawn based on the 
findings, together with previous studies, looking at the selected factors. A future research 
topic will be highlighted as it is clear that more studies need to be conducted as far as 




Chapter 7: Conclusion and Future Research Work 
7.1 Conclusion 
7.1.1 Study Problem Overview 
Uninterrupted physical availability of energy is one of the objectives of energy security and 
the electricity in particular is an essential enabler of economic development that can eliminate 
poverty and support sustainable development. Poor reliability of electric power supply 
ultimately costs the customers much more than good reliability. Unreliable power supply can 
cause huge economic losses, affect the people’s lives and social operations. Since distribution 
systems are dominated by a larger number of installed equipment than transmission systems, 
this poses a greatest risk to the interruptions and therefore needs to be investigated. 
The previous publications, with regard to frequency and duration of distribution system 
outages, indicated that most researchers have covered areas such as distribution system 
components failure rate, system reliability assessment, system reliability analysis, and 
component reliability modelling. Various methods, tools and models have been used which 
includes surveys, analytical simulation, mathematical formulae, Pearson’s test, Kruskal-
Wallis and R-squared test. The statistical techniques have been used to compute statistic 
parameters such as failure rate, failure probability, mean time between failures, mean time to 
repair, and time of restoration. Chi-square tests for relationship significance on frequency 
variables and a boxplot, Kruskal-Wallis test, R-square test on duration variables to analyse 
individual variables of medium voltage circuit breaker outages, were not used. 
Literature review showed that analysis of historical data on forced outages for populations of 
medium voltage circuit breakers of voltages 11 kV, 22 kV, and 33 kV have not previously 
received much attention from researchers. In particular, no studies have looked at the 
frequency and duration of forced outages for medium voltage circuit breakers. No previous 
studies were done to assess individual variables with respect to frequency of forced outages. 
The dependency between two variables and their significance have not been studied before 
for this voltage range. Duration of forced outages for medium voltage have been studied 
previously and Kruskal-Wallis tests and R-square test have been applied, but not for circuit 
breakers. Therefore, the selected variables in this study had never been analysed using box 
plot, test the variation significance through Kruskal-Wallis tests and ranked them using R-
square tests for outage duration of these circuit breakers.  
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7.1.2 Aim and Objectives Overview 
The aim of this study was to present a study on the analysis of frequency and duration of 
forced outages for a population of medium voltage circuit breakers, based on a 10 year 
history of events. The following key aspects were addressed: 
 Measured the frequency of outage events and computed the rate of forced outages for 
various variables by dividing the number of events by the number of equipment. 
 Performed quantitative dependence tests on selected frequency variables at specified 
voltages by plotting bi-variable graphs and by using chi-square significance tests.  
 Used box plot to analyse the duration of forced outages by observing the spread and 
skewness of outage durations per individual variable levels for various variables.  
 Found out whether or not the variables are significant to outage durations by performing 
Kruskal-Wallis tests to test the duration variations across levels of variables. 
 Built a regression model that will be used to calculate the duration of outages and using 
co-efficients of determination to rank the influence of each variable on duration. 
7.1.3 Findings for the Frequency of Forced Outages 
Frequencies of outages, combined with rate of outages, have given clarity to rank the 
variables in terms of their importance. Related variables that are important for strategic 
planning and reduction of the number of forced outages were identified. 
7.1.4 Findings for the Duration of Forced Outages 
Spread and skewness of outage duration across the levels of each variable gave an insight 
using boxplot. Variation of different outage durations, for various variables to durations was 
able to show whether or not there is a significant variation for selected variables.  An outage 
duration estimating model was developed through regression analysis and selected variables 
were ranked according to their impact on duration. 
7.1.5 Overall conclusion 
The results of the study gave an insight into power outage frequency and duration of medium 
voltage circuit breaker population. If contributing factors to frequency and duration of forced 
outages, with their degree of contribution are known, good power supply reliability and 
economic goals can be achieved. The overall study will contribute to initiatives and 
discussions about reduction of forced outages. Methodology of the study will add value to 
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improvement of distribution network systems reliability, and will contribute to future 
electrification strategies. 
7.2 Future Research Work 
There is much work needs to be done in terms of analysis of quantitative data for reliability 
purposes of distribution power system. Other distribution equipment historical data could be 
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