Abstract| We propose a new framework for the link assignment (i.e., topological design) problem that arises from the use of inter-satellite links (ISL's) in Low-Earth Orbit (LEO) satellite networks. In the proposed framework, we model a LEO satellite network as a Finite State Automaton (FSA) where each state corresponds to an equal-length interval in the system period of the LEO satellite network. This FSA-based framework allows the link assignment problem in LEO satellite networks to be treated as a set of link assignment problems in xed topology networks. Within this framework, we study various link assignment and routing schemes. In particular, both regular link assignment and link assignment optimized by simulated annealing are considered. For each link assignment, both static and dynamic routing schemes are considered. Our simulation results show that the optimized link assignment combined with static routing achieves the best performance in terms of both newly initiated call blocking probability and ongoing call blocking probability. The results also show that when the link assignment is the same, static routing gives better performance than dynamic routing since the latter requires a substantial amount of time to stabilize its routing table after a state transition.
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I. INTRODUCTION
T HE advent of mobile communications networks using Low-Earth Orbit (LEO) satellites enables true global communications that allow people anywhere in the world to communicate with one another 1]. Recent LEO satellite networks such as Iridium 2] and Calling 3] use inter-satellite links (ISL's) to provide direct communication paths between satellites. The use of ISL's has many advantages. For example, it enhances the autonomy of the network, decreases the call propagation delay, and obviates the need for terrestrial gateway stations 4]. However, it also poses a set of new problems arising from the dynamic characteristics of LEO satellite networks. For example, as one satellite moves along its orbit, its relative position to others and to the earth changes continuously, and so does the set of satellites visible from it. Therefore, it is necessary This work was supported in part by the Ministry of Informationand Communication of the Republic of Korea under Grant 96071-RT-II1.
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H that links be dynamically established and deleted according to the visibility change. For this purpose, an e cient link assignment scheme is needed to make best use of the limited number of ISL's on each satellite that is usually smaller than the number of satellites that are visible from it.
An e cient link assignment scheme must take into account the pattern of tra c requirement to maximize the overall network performance. However, previously, the link assignment problem was addressed independently of the tra c requirement 2], 4], 5], 6]. For example, many LEO satellite networks assume simple regular topologies 2], 4]. In other studies, link assignment is geared towards maximizing the number of established links 5] or the network connectivity 6], largely ignoring the tra c pattern.
The link assignment problem in LEO satellite networks is more complicated than the link assignment problem in other types of network since the topology changes continuously. To circumvent the di culty arising from this dynamic topology change, in this paper, we model a LEO satellite network as a Finite State Automaton (FSA). In this modeling, the states of the FSA are derived by dividing the system period of the LEO satellite network into equal-length intervals, i.e., each state corresponds to an equal-length interval in the system period. By treating as being invisible those satellites that are only partially visible within a given state, we can assume that the LEO satellite network has a xed topology during a state. Thus, the link assignment problem in LEO satellite networks can be simpli ed into a set of link assignment problems in xed topology networks.
To solve the link assignment problem for each state, we rst formulate it as a mixed integer linear programming problem whose solution gives the globally optimal link assignment. Since this mixed integer linear programming problem is NP-hard 7], an iterative optimization method is used. The iterative method is based on simulated annealing 8], 9], which is commonly used in solving many other combinatorial optimization problems. It re nes the link assignment incrementally and yields a a link assignment that performs signi cantly better than a simple regular topology.
The remainder of this paper is organized as follows: The next section details the FSA modeling of LEO satellite networks. In Section III, we formulate the link assignment problem as a mixed integer linear programming problem and present an iterative method for solving the problem. Simulation results for sample LEO networks are given in Section IV. This section considers not only the link assignment given by the proposed method but also a regular link assignment for comparison purposes. In the simulation, both static and dynamic routing schemes are considered for each link assignment. Finally, we conclude this paper in Section V.
II. FSA-BASED LINK ASSIGNMENT SCHEME
In LEO satellite networks, the visibility among satellites changes due to their orbital movements. Fig. 1 depicts an example of this visibility change. In Fig. 1 -(a), two satellites a2 and b3 are visible from each other. However, as the two satellites move along their orbits, they become invisible from each other (cf. Fig. 1-(b) ). On the other hand, though two satellites a1 and b1 are not visible from each other in Fig. 1-(a) , they become mutually visible in Fig. 1-(b) .
In this paper, we model a LEO satellite network as a Finite State Automaton (FSA) based on the observation that the orbit movement in LEO satellite networks is periodic. In this modeling, each state of the FSA corresponds to an equal-length interval (I) within the LEO satellite network's system period (S), which is the least common multiple of the orbit period (O) and the earth period (E) (i.e., 24 hours). This relationship is illustrated in Fig. 2 . Note that each satellite reaches the exactly same position relative to the other satellites and to the earth after every system period. In our FSA-based approach, two satellites are de ned to be visible from each other in a state if they are within line-of-sight throughout the state. The information about inter-satellite visibility within a state can be encoded into a visibility matrix where an element (i, j) being one means that the ith and jth satellites are visible from each other throughout the state. This visibility matrix can be obtained from the orbital position of each satellite in each state. In this manner, the LEO satellite network in a state can be regarded as having a xed topology. This allows the link assignment problem in LEO satellite networks to be reduced into a set of link assignment problems in xed topology networks. Fig. 3 shows an overview of the proposed FSA-based link assignment scheme. First, the link assignment for each state is determined from the visibility matrix and tra c requirements. The result of this step is the link assignment table that gives the list of satellite pairs to connect dur- 
III. LINK ASSIGNMENT OPTIMIZATION
In this section, we rst formulate the link assignment problem as a mixed integer linear programming problem 10]. Since the formulated problem is NP-hard and thus is computationally intractable, we give an iterative method to solve it approximately.
A. Problem Formulation
In this paper, we de ne the optimal link assignment as the one that gives the best performance when the optimal static routing 10], 11], 12] is used. The optimal static routing provides a routing pattern that distributes the total carried tra c in the most balanced manner 12]. More speci cally, the optimalstatic routing aims to maximize the minimum residual capacity, i.e., to maximize the residual capacity of the most bottlenecked link. Note that this objective is equivalent to minimizing the maximum link ow, i.e., minimizing the utilization of the most bottlenecked link. The objective is motivated by the observation that the link assignment should not have any critical bottleneck that limits the overall performance 10], 12].
The optimal link assignment problem can be formulated as follows: N = number of nodes (satellites) N t = maximum number of links at each node (# of ISL's) C = link capacity O ij = tra c requirement from node i to node j V ij = visibility between node i and node j (the (i; j) element of the visibility matrix) u ij = link connectivity between node i and node j x mn ij = carried tra c on link (i; j) due to source-destination pair (m; n) f ij = total carried tra c on link (i; j) maximize z = min i;j fC ? f ij g subject to X j V ij u ij N t 8 i 
Constraint (1) speci es that the number of established links from a node cannot exceed the total number of ISL's available to the node (i.e., N t ). In this constraint, V ij is the (i; j) element of the visibility matrix described in Section II and is 1 if nodes i and j are visible from each other and 0 otherwise. Constraint (2) expresses our assumption that if a link from node i to node j is established, then the backward link from node j to node i is also established. The total tra c on link (i; j) (i.e., f ij ) is given by Constraint (3). The link capacity constraint, Constraint (4), states that, for each established link, the total link tra c should not exceed the link capacity C. The tra c conservation constraint, Constraint (5), speci es that, for each sourcedestination pair (m, n), the tra c into a node minus the tra c out of the node balances sourcing or sinking trafc at that node. That is, if the node is the source, then the outgoing tra c minus the incoming tra c should be equal to the tra c requirement of the source-destination pair. Similarly, if the node is the destination, then the incoming tra c minus the outgoing tra c should be equal to the tra c requirement. Finally, if it is neither the source nor the destination, the incoming tra c should be equal to the outgoing tra c. Constraint (7) states that u ij takes one of two integer values 0 and 1 meaning that a link is either established (i.e., u ij = 1) or not (i.e., u ij = 0). The link assignment problem formulated in this way is a mixed integer linear programming problem since the formulation has both integer and real variables. This problem is known to be NP-hard meaning that its time complexity increases In this subsection, we explain an iterative approach to the link assignment problem formulated in the previous subsection. Fig. 4 shows a ow diagram of an iterative approach that consists of two steps. In the rst step, a new link assignment is generated by a branch-and-exchange operation that randomly selects two links and exchanges them. In the second step, the quality of the new link assignment is evaluated by computing the minimum residual capacity over all links. The minimum residual capacity is obtained by solving the optimal static routing problem for the new link assignment. The formulation of the optimal static routing problem can be derived from that of the optimal link assignment problem explained in the previous subsection by xing u ij 's according to the link assignment given in the rst step. After this linear programming problem is solved, the resulting objective function value (i.e., the minimum residual capacity) is used to appraise the quality of the link assignment in the second step of the iterative procedure. The two procedures in Fig. 4 are performed repeatedly. This approach gives rise to a need for a mechanism to control the iteration. One possible approach is to repeatedly perform topological rearrangements until no further improvement of the objective function value is made. Unfortunately, this approach is vulnerable to falling into a local optimum. To rectify this problem, we use the simulated annealing approach 8] that reduces the probability of falling into a local optimum by accepting a link assignment with an inferior objective function value on a probabilistic basis. Fig. 5 shows a ow chart of the simulated annealing approach. From the initial or the previous link assignment, a new link assignment is proposed by the branch-and-exchange operation. Then, the objective function value of the new link assignment is computed by solving the optimal static routing problem, and is compared with that of the previous link assignment. If the new objective function value is better than the old one, the new link assignment is accepted. In the other case where the new objective function value is worse than the old one, the new link assignment is accepted with the following probability:
Acceptance Probability:
where z is a positive value that is obtained by subtracting the new objective function value from the old one and T is a parameter called the temperature that governs the simulated annealing process. During the iterative process, the value of T decreases as more iterations are performed. This allows the iterative process to terminate in a stable state. The above procedure is repeated until the number of iterations reaches a given limit or there is no improvement on the objective function value after a given number of iterations.
In simulated annealing, the number of iterations before a stable state depends on the following two factors: the initial value of T and the rate by which T is lowered. When T is initially set high, a link assignment with an inferior objective function value is accepted with a high probability. This requires a large number of iterations to reach a stable state. On the other hand, when T is initially set low, a link assignment with an inferior objective function value is accepted with a low probability. In this case, only a small number of iterations are needed to reach a stable state, but there is an increased danger of falling into a local optimum.
In addition to the initial temperature, the rate at which T is lowered a ects the number of iterations and the quality of the resulting solution. For example, when the temperature is lowered at a slow rate, a relatively large number of iterations are needed to reach a stable state but the danger of falling into a local optimum decreases. On the other hand, when the temperature is lowered at a fast rate, a smaller number of iterations are needed but the danger of falling into a local optimum increases. In summary, although a higher initial temperature and a slower lowering rate require more iterations, they reduce the possibility of falling into a local optimum.
IV. PERFORMANCE EVALUATION
In this section, we assess through simulation the performance of the FSA-based link assignment strategy described in the previous two sections.
A. Simulation Environment
The default con guration of the simulated LEO satellite network is as follows:
-number of satellites : 12 -number of orbits : 3 -number of ISL's for each satellite : 3 -orbit period : 6 hours -constellation : delta pattern 13] -orbit inclination: 55 degrees This con guration is similar to that of Odyssey 1] except that Odyssey does not have any ISL's. Since the orbit period (6 hours) divides the earth period (24 hours), all satellites reach the same relative position to the other satellites and to the earth after every earth period (i.e., the system period is 24 hours). We divide this 24 hour period into 144 equal-length intervals (states). With these settings, each state corresponds to a 10 degree movement of satellites.
In the experiment, we consider two link assignments. The rst is the link assignment optimized for the tra c pattern of each state by the simulated annealing approach (cf. Section III). This link assignment is called the optimized link assignment hereafter. The second is a regular link assignment with a mesh-like shape. Figs. 6-(a) and 6-(b) show the optimized link assignment and the regular link assignment for a state, respectively, in both two dimensions and three dimensions for the default con guration.
For each of these two link assignments, we consider two routing schemes: dynamic and static routing schemes. The dynamic routing scheme is based on the distributed shortest-path algorithm 14], where the routing table is updated according to cost estimation derived from link utilization information that is broadcasted periodically. The static routing scheme uses a routing table that is xed for each state and is optimized for maximizing the minimum residual capacity in the network (cf. Section III). In this static routing approach, the routing tables for all states are computed o -line before the real-time operation of satellites and are stored at each satellite. During the real-time operation, the stored routing table is retrieved whenever a state transition occurs and is used throughout the state. Fig. 7 shows the timing of routing table updates for the two routing schemes. In the static routing, the routing table is updated only once at the start of each state. On the other hand, in the dynamic routing, the routing table is updated multiple times in a state (every one second in our simulation).
In the experiment, we use a simple model to obtain the tra c matrix that drives the simulation. In the model, the element (i; j) of the tra c matrix, denoted by T ij , is calculated from the potential requirement densities of the two satellites i and j, denoted by w i and w j , respectively, and the distance d ij between them.
The potential requirement density of a satellite approximates the likelihood that calls are originated/destined from/to the regions covered by the satellite and is calculated as follows: we divide the earth surface by 15 degrees along with the latitude and longitude. The potential requirement density of a square region is determined by the region's population 15] and GNP 15], and ranges from 1 to 10. The actual density of square regions used in our simulation is shown in Fig. 8 . From this, the potential requirement density of each satellite is calculated by summing up the densities of the square regions covered by the satellite.
In the simulation, calls between satellites i and j are generated according to a Poisson process with mean arrival rate ij that is obtained by the following equation:
T mn (the total o ered tra c) (13) where 1= is the average call duration (90 seconds in our simulation) and the total o ered tra c is the average number of calls carried by the entire satellite system assuming that all the requested calls are accepted. The total o ered tra c is used as a normalization constant and is assumed to be 2000 calls in our simulation unless stated otherwise. In our approach, the link assignment optimized for the tra c pattern of each state is obtained by simulated annealing. As mentioned earlier, in the simulated annealing, temperature scheduling (i.e., the initial temperature and the rate at which the temperature is lowered) has a signicant impact on the number of iterations and the quality of Fig. 9 shows how the solution converges for various initial temperatures and lowering rates. We can note from the gure that a higher initial temperature and a slower lowering rate require a larger number of iterations before the stable state. On the other hand, a lower initial temperature and a faster lowering rate require a smaller number of iterations before the stable state. when the initial temperature is low and/or the lowering rate is fast, the number of iterations before the stable state is small. When such an aggressive temperature scheduling is used, there is an increased danger of falling into a local optimum although such a case is not shown in the gure.
In the experiment, the temperature is initially set at 500 and is reduced by 2% after each iteration. This rather conservative temperature scheduling is intended to avoid falling into a local optimum. In fact, for a LEO system with 2 orbits and 10 satellites, this temperature scheduling yields a solution that is equal to the optimal solution obtained by solving the mixed integer linear programming problem described in Section III.A as Fig. 10 illustrates 1 .
B. Simulation Results
Our performance comparison of various link assignment and routing schemes is presented in terms of three types of call blocking probability. The rst type of call blocking probability, probability of newly initiated call blocking (P new ), is the probability that a new call is blocked due to an unavailability of the required channels. The second probability, probability of ongoing call blocking (P ongoing ), is the probability that an ongoing call is blocked due to an unsuccessful re-routing during a state transition. Finally, the probability of total call blocking (P total ), is the probability that a call is blocked, which includes both the newly initiated call blocking and the ongoing call blocking. Fig. 11 shows P new when the link capacity (i.e., number of channels per link) is varied from 200 channels to 600 channels while the total o ered tra c is xed at 2000 1 For the default con guration with 3 orbits and 12 satellites, our mixed integer linear programming solver CPLEX could not locate the optimal solution (the solver was run for 7 days before it run out of storage). that shows P new of each state for both the regular and optimized link assignments assuming that the link capacity is 300 channels. In Fig. 12 , the call blocking probability and its variance are very high for the regular link assignment case as compared to the optimized link assignment. This indicates that the regular link assignment does not work well with the tra c requirement of every state. Another observation from Fig. 11 is that when the same link assignment method is used, the static routing scheme gives slightly better performance than the dynamic routing scheme. This result comes from the fact that in the dynamic routing case a substantial amount of time is needed after each state transition to stabilize the routing table, whereas in the static routing case no such time is needed since its routing table is pre-computed. Fig. 13 shows P ongoing as the link capacity increases from 200 channels to 600 channels. The results show that P ongoing of static routing is lower than that of dynamic routing. This is due to the capability of the static routing to re-route ongoing calls at state transitions in a well distributed manner. On the other hand, in the case of dynamic routing, only a few links are intensively used while the other links are idle. Such trends are well illustrated in Fig. 14 that shows the re-routing process for the two routing schemes with the optimized link assignment. This phenomenon is attributed to the fact that the dynamic routing uses the shortest path algorithm that associates only one path with each sourcedestination pair.
Another interesting point in Fig. 13 is that when the link capacity is low, the regular link assignment gives lower P ongoing than the optimized link assignment. As we note in Fig. 11 , when the link capacity is low, P new of the regular link assignment is very high. Thus, only a few calls are accepted in this case. As a result, at a state transition, not many calls need to be re-routed in the regular link assignment case. This results in less blocking during rerouting and, thus, gives a better P ongoing for the regular link assignment case than the optimized case when the link capacity is below some threshold.
The results in Figs. 11 and 13 can be used as a guideline for network design. More speci cally, if constraints on P new and P ongoing are given as design parameters, the two gures can be used to determine the link capacity required to satisfy them. For example, when the P new and P ongoing constraints are 1% and 0.5%, respectively, the required link capacity is 350 channels from the gures in the case of the optimized link assignment with static routing. Similarly, in the case of the regular link assignment with dynamic routing, the required link capacity is 550 channels. This shows that the optimized link assignment requires substantially smaller link capacity than the regular link assignment to meet the same P new and P ongoing constraints with only the one-time overhead that is paid before the real-time operation to compute the link assignment and routing tables. Fig. 15 shows P total when we vary the link capacity. Its behavior closely follows that of P new since the number of newly initiated calls is much larger than that of re-routed calls.
C. Extended Simulation Results
In this subsection, we extend the previous simulation in three ways. First, we repeat the simulation for a bigger LEO network with 4 orbits and 24 satellites. Second, we compare our optimization criterion that maximizes the minimum residual capacity with another optimization criterion that maximizes the average residual capacity in the network. Finally, we assess the impact of varying the total o ered tra c on performance. Fig. 16 shows P new , P ongoing , and P total for a bigger LEO satellite network with 4 orbits and 24 satellites assuming that the total o ered tra c is 4000 calls. The results are similar to those in Figs. 11, 13, and 15. This indicates that the proposed FSA-based link assignment scheme maintains good performance as the number of orbits and satellites increases.
One attractive alternative to our optimization criterion of maximizing the minimum residual capacity is to maximize the average residual capacity, which reduces the average number of hops used by each call. Fig. 17 compares this new optimization criterion with the original one. From the gure, we can note that the original optimization criterion gives lower blocking probabilities regardless of the routing method used (static routing or dynamic routing). This is due to the fact that the new optimization criterion prefers a link assignment where calls are routed mostly through minimum-hop paths, which may lead to severely bottlenecked links. Fig. 18 shows P new , P ongoing , and P total as the total o ered tra c is varied from 1000 calls to 3000 calls while the link capacity is xed at 300 channels. The graphs are almost identical to the ones that are obtained by ipping to the left Figs. 11, 13, and 15. From this, we can deduce that reducing the total o ered tra c has an e ect similar to increasing the link capacity. In this paper, we have proposed a new framework for link assignment in LEO satellite networks that use intersatellite links (ISL's). In the proposed framework, a LEO satellite network is modeled by a Finite State Automaton (FSA), which allows the link assignment problem in LEO satellite networks to be treated as a set of link assignment problems in xed topology networks. As an application of the proposed framework, this paper considered a link assignment optimized for the tra c pattern of each state by simulated annealing. For comparison purposes, the paper also considered a regular link assignment. For each of these two link assignment strategies, we applied both dynamic routing and static routing.
The four possible combinations from the two link assignment strategies and the two routing schemes were compared in terms of various call blocking probabilities using simulation. The results showed that the link assignment obtained by the simulated annealing technique performs better than the regular link assignment for both dynamic and static routing. The results also showed that regardless of the link assignment strategy the static routing performs better than the dynamic routing in terms of newly initiated call blocking. In addition, the static routing gives lower ongoing call blocking than the dynamic routing since the former's pre-computed routing table is less susceptible to an abrupt topological change during a state transition. From these results, we can conclude that among the schemes we considered in this paper the static routing with the link assignment optimized by simulated annealing performs best.
As future studies, we plan to perform research on methods for providing fault-tolerance to the proposed FSAbased framework. We also plan to perform more accurate simulations that consider the overhead involved in link reassignment process, such as ISL tracking and retargeting overhead 4].
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