Abstract -Nodes in mobile ad hoc networks (MANETs) are mandated to utilize their limited energy resources in forwarding routing control and data packets for other nodes. Since a MANET lacks a centralized administration and control, a node may decide to act selfishly by not responding to route requests from other nodes or deceitfully by responding to some route requests but dropping the corresponding data packet that is presented for forwarding. A significant increase in the presence of these misbehaving nodes in a MANET can subsequently degrade network performance. In this paper, we propose a Dynamic Reputation Management System for detecting and isolating misbehaving nodes in MANETs. Our model employs a novel direct monitoring technique to evaluate the reputation of a node in the network which ensures that nodes that expend their energy in transmitting data and routing control packets for others are allowed to carry out their network activities while the misbehaving nodes are detected and isolated from the network. Simulation results show that our model is effective in curbing and mitigating the effects of misbehaving nodes in the network.
INTRODUCTION
MANETs are networks with a decentralized control of operations. MANETs are infrastructure-less, and are characterised by low bandwidth, high error rate environment, and limited battery power [1] . MANETs are vulnerable to various security threats such as eavesdropping, denial of service attacks (DOS), grey-hole attack, black-hole attack, etc. [2] Nodes in a MANET must act as routers for forwarding packets to its desired destination [3] , it is essential for all nodes in a MANET to collaborate for the efficient and effective operations of the network. Specialised protocols have been used in the network layer of nodes to ensure cooperation amongst nodes. It is normally expected that these nodes will operate in compliance to the protocol specifications. However, due to the limitations associated with MANETs, these expectations are not always met. Generally, some nodes do not adhere to the network basic operations. These nodes may decide to act selfishly by not participating in route discovery processes or deceitfully by responding to some route request but ensure that the corresponding data packets are dropped. An increase in the number of nodes exhibiting these types of behaviours may result in reduced network efficiency. It is therefore essential to employ a management system that will ensure an effective and reliable collaboration of all nodes in a MANET. An effective reputation management system would ensure that a node attains a certain reputation level before it can effectively operate in a network. This would ensure a gradual reduction or elimination of misbehaving nodes trying to disrupt the operations of the network. [4] . In this paper we propose a novel approach in monitoring the packet transmission activities of mobile nodes. The reputation of nodes is evaluated based on the number of successfully transmitted data and control packets a node carries out for other nodes. Our distinctive monitoring approach is effective in detecting and mitigating various misbehaviours exhibited by nodes in a MANET. The rest of the paper is organised as follows: Section 2 contains related works on trust and reputation systems in MANETs. Section 3, discusses issues concerning misbehaving nodes in MANETs, Section 4 presents the proposed Dynamic Reputation Management System. Section 5 presents details of implementation work, simulation results and analysis. Section 6 concludes by setting out the benefits of the proposed system and outlines future works.
II.
RELATED WORKS Cooperation enforcement in MANETs using the concept of reputation management systems has received considerable attention by researchers in the ad hoc network community. A significant number of publications have proposed various reputation management systems in which nodes in a MANET monitor packet forwarding activities of their neighbours. If a node contributes in forwarding packets, the reputation value of the node is increased. Likewise, if a node selfishly or maliciously drops a packet, the reputation value is decreased. When the node's reputation value drops below a certain threshold, the node is either punished or isolated from the network [1] .
Marti, Giuli, Lai and Baker [5] proposed a reputationbased technique which employs a watchdog and Path Rater. The watchdog overhears packet transmission and checks if the next-hop node forwards the packet. Every node maintains a buffer of recently sent packets and compares each overheard packet with the packets in the buffer. If there is a match, the packet is removed and the node is certified to be a normal node. If a packet exceeds a certain period in the buffer and no transmission is overhead, a failure count is incremented. When the count exceeds a certain threshold value, the node is certified as a misbehaving node and the source node is notified.
Buchegger and Boudec [6] proposed a model called CONFIDANT (which stands for cooperation of nodesfairness in dynamic ad-hoc networks). CONFIDANT provides a mechanism to detect and isolate misbehaving nodes. In CONFIDANT, each node maintains a monitor, a reputation system, a trust manager and a path manager. CONFIDANT uses passive acknowledgement as a way of confirming that a data packet has been forwarded by the next-hop node in a routing path.
He at al [7] proposed a secure and objective reputationbased incentive scheme for MANETs. The reputation of nodes in their model is quantified by objective measures, and the propagation of reputation is efficiently secured by one-way-hash-chain based authentication. Their model uses punishment as a way of encouraging packet forwarding and discipline selfish nodes by probabilistically dropping packets that originates from those nodes.
Bansal and Baker proposed an Observation-based Cooperation Enforcement in Ad Hoc Networks (OCEAN) [8] . OCEAN uses only first-hand observations of its neighbour nodes' behaviour to compute their reputation value. In OCEAN each node maintains a NeighbourWatch, a RouteRanker, a Rank-Based Routing, Malicious Traffic Routing, and Second Chance Mechanism which are used to monitor and mitigate misbehaviours. OCEAN aims at maintaining high overall packet throughput of WANs in the presence of misbehaving nodes at the routing layer.
One of the drawbacks of the above mentioned related works is their inabilities to detected nodes that refuse to participate in route discovery processes. The various monitoring techniques employed in [5] - [8] have the ability to detect when a node forwards a packet by listening to the traffic of the forwarding node. When it overhears the packet being forwarded, it uses the information gathered to compute the corresponding reputation or trust values. These monitoring techniques will not be able to detect selfish nodes that do not participate in route discovery processes. These selfish nodes will never be presented packets to forward for other nodes. These nodes preserve their energy while the nodes that participate in the route discovery processes suffer the consequences of their selfish actions due to the extra work they will have to carry out. The monitoring technique employed in our model is able to detect and mitigate these selfish behaviours.
III. SOME SECURITY ISSUES IN MANETs
MANETs generally suffer from several vulnerabilities which are exploited by misbehaving nodes in the networks. Some of these exploitations occur at the routing layer and the resulting attacks are mostly carried out by these misbehaving nodes operating inside the network. Some of these attacks are explained below;
A. Selective Existence (Totally Selfish Behaviour) A misbehaving node is said to exhibit a totally selfish behaviour if it does not participate in network operations but uses the network for its advantage to enhance its performance and save its own resources such as energy. This selfish node only makes its presence known to other nodes in the network whenever it wants to send its own packets. These selfish behaviours are known as selective existence attacks [9] . When a selfish node wants to send its own packet to another node, it performs a route discovery and then sends the required packets. When the node no longer needs to use the network, it returns to the silent mode. It ensures that all control packets that comes during a route discovery requests by other nodes are dropped. After a certain period, its neighbouring nodes update their various route entries and delete their entries to this node; this makes the node invisible to the network.
B. Selective Dropping (Deceitful Behaviour) A misbehaving node can act deceitfully in order to conserve its energy. It periodically participates in route discovery processes by forwarding control packets for other nodes. This is because control packets are smaller in size than data packets and consume low amount of energy during transmission. Whenever a data packet is presented to this node for onward transmission, the data packet is dropped. Nodes that forward data packets to this node perceives the link as broken when they don't receive acknowledgements for the first set of data sent. The connection to this node is then deleted from their route entries, but after a while, the connection is later re-added when the deceitful node participates in route discovery process again.
IV. THE PROPOSED REPUTATION MANAGEMENT SYSTEM The proposed reputation model consists of a monitor, a reputation manager, a punishment scheme and a path administrator. The following assumptions are employed in our reputation management system. i.
Nodes in our network do not maliciously modify packets before forwarding. ii.
Every node operates in a promiscuous mode. iii.
A node may be selfish in terms of conservation of energy, but not malicious, i.e. it will not try something that could directly target another node. These assumptions are very essential to our model because we are more concerned about detecting nodes that exhibit totally selfish and deceitful behaviours in the network. A brief description of the various core components of our model is given below. Figure 1 shows the core modules of the proposed reputation management system. A.
Monitoring Module (Monitor) The monitor is an important part of the proposed model. It promiscuously listens to traffic and captures packets transmitted by a node. The monitor registers and records the number of packets being transmitted by a node. The Monitor carries out a basic analysis for every captured packet to determine the type of packet being transmitted. It also checks if the node being observed is the originator of the packet or just a forwarder by comparing the source IP address of the packet against the IP address of the node being monitored. It has an inbuilt counter that increments and registers these data which are then stored in a node table. In order to cater for situations where a node has not had enough time to promiscuously listen to the traffic of its neighbours, the monitor relies on the packets a node receives from its neighbours. 
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For every packet it receives, it analyzes it to check if the sender is the originator or just a forwarder. The table above shows a brief summary of the information that could be derived from monitoring nodes activities. The stored data is passed on to the reputation manager for onward computation.
B.
Reputation Manager The Reputation manager computes the reputation values of a node from the information it obtains from the monitor. Nodes generally consume more energy when they transmit data packets than routing control packets. In our model, we place more emphasis on the number of data packets a node transmits for other nodes than the number of routing control packets it transmits for other nodes. To compute the reputation of a node, we evaluate the information derived from the monitor in two phases.
Let represent the reputation of the node based on the data packets it transmits for other nodes and represents the reputation of the node based on the routing control packets it transmits for other nodes. We computed as shown in the equation below; Where = transmitted data generated by other nodes and = transmitted data generated by the node Similarly, is given as = transmitted routing control packets generated by other nodes.
= transmitted routing control packets generated by the node. To compute the reputation of a node based on the number of data and routing control packets it receives from the monitored node which originates from other nodes, let represent reputation value based on received data packets originating from other nodes and let represent reputation value based on received routing control packets originating from other nodes. We compute and as follows; = = Where = received data packets originating from other nodes and = received data packets originating from the monitored node. Similarly, = received routing control packets originating from other nodes and = received routing control packets originating from the monitored node. To compute the final reputation of a node in terms of data packets it has transmitted for other nodes, we combine and . Thus, the final reputation of a monitored node in terms of data packets it has transmitted for other nodes is given as Similarly, the final reputation of the nodes based on the number of routing control packets it has transmitted for other nodes is given by:
1) Total Reputation Value of Nodes
The total reputation of a node in our model denoted as is the combination of the individual final reputation values of a node in terms of the data packets transmitted, and the routing control packets transmitted, Mathematically, is given by the equation below;
(7) where λ and ρ are given as 0.8 and 0.2 respectively. The values of λ and ρ are based on the relative importance placed on the final reputation value of a node in regards to the type of packets it transmits continuously for other nodes.
2) Initial Reputation of Nodes in the Networks
At the onset of network operations, nodes in the network may not have interacted with other nodes or have the opportunity to monitor their neighbouring nodes for long enough time before computing their respective reputation values. We introduce a default reputation value for all nodes in the network; this value will also be assigned to a node that joins the network newly. We define the default reputation value for all nodes in the network as which equals 0.6. After a certain period of time t, the monitoring node may have gathered enough evidence to enable the computation of the total reputation value of the node being monitored. The total reputation value in this case is a combination of the initial default reputation value and the currently measured reputation value. Let's denoted the new total reputation T = 1 . We can deduce that the new total reputation value is given as (8) Where is computed from (7) and is a small value such that
As more evidence becomes available, the total reputation value of a node ( T ) will be regularly updated at specific time interval. For instance after a certain period of time t+1, the new total reputation value 2 will be given as; (9) Subsequently, will be given as; (10) Mathematically, when we substitute the value of into (9), can be given as; (11) Similarly, when we substitute the value of in (11) into (10), can be given as; (12) We can deduce that the total reputation value of a node in our model can be evaluated using the equation below; (13) Where , and are the newly measured total reputation values at regular intervals which is computed from (7).
C.
Punitive Module The punitive module comprises the punishment scheme and the path administrator. These two modules ensure that nodes with total reputation values lower than the set threshold are dealt with as required.
1) Punishment Scheme
After evaluating the total reputation value of monitored nodes in our network, the values are stored in a node table and updated at regular intervals. After a period of time, it is expected that the total reputation value of a monitored node should increase if the node is transmitting data and routing control packets for other nodes. We defined a threshold value of 0.75 which is just a 25% increase in the initial default reputation value (0.6) assigned to all nodes at the onset of the network operations. The statuses of all monitored nodes are checked at regular intervals. The computed total reputation value of a node is mapped with a grading criterion which helps to determine the status of a node. The table below gives an overview of how the grading of the computed total reputation values is carried out by the nodes. When the status of a node is checked based on the computed total reputation value after a defined time interval i.e. every 60 seconds. If the node status is flagged as "undecided", the node-id of that node is placed on a watch-list within the punishment scheme. If subsequent node status checks still flags the node's status as undecided i.e. after two subsequent checks, the node status is changed to "bad node" and the node is moved into a black-list within the punishment scheme. A node that is blacklisted will be denied network resources; all route requests that originate from it will be ignored. The node details are then passed on to the path administrator which checks the route cache and ensures that paths that contain that node are deleted and an alternative route will be sourced for when needed. On the other hand, if a node is flagged as a "good node" or a "very good node", the node-id is moved to a "white-list". Every node on the white-list is allowed to carry on with their normal network activities. Finally, when a node is flagged once as a bad node, the node is immediately blacklisted and its details passed to the path administrator for immediate action.
2) Path Administrator As already mentioned in the previous subsection, the path administrator ensures that nodes that are flagged as bad nodes are removed from the route cache. Its actions are based on the information it receives from the punishment scheme. The path administrator is integrated into the routing protocol such that whenever a path is being sourced for sending a packet, it checks to ensure that the packet will not be sent via a path that contains a node that has been black-listed.
V.
IMPLEMENTATION AND SIMULATIONS We designed and programmed the modules described above using C++ and implemented the various classes to work with existing NS-2.34 modules [10] . Several modifications were also carried out on existing NS-2.34 modules to incorporate the various required node behaviours and the overall functionality of the proposed Reputation Management model. Dynamic Source Routing was used as the routing protocol to verify the functionalities of the proposed model. Exhaustive simulations were also carried out, averaging 10 simulations for each specified scenario. Other general parameters used are mentioned in Table III . 1) The Implemented Behaviours The simulated nodes were programmed to exhibit 3 different behaviours during the course of the simulations. The behaviours exhibited by these nodes are briefly described below; a) Good Nodes: A good node in our model responds to all route requests and ensures that all the data and routing control packets that are meant for other nodes are forwarded to the next hop node or the recipient node if they are the last hop in the path.
b) Selfish Node:
This node do not respond to any route request it receives from other nodes, which ensures that it does not forward data and routing control packets for other nodes. Its existence is only known to other nodes when it needs to send its own packets.
c) Deceitful node:
A deceitful node sporadically replies to the route requests from other nodes but ensures that all the data packets that are meant for forwarding are dropped. For instance, it drops 1 out of every 3 routing control packets it receives, and ensures that every data packet it receives for forwarding is dropped.
2) Network Performance Evaluation
For the purpose of evaluation we use the following network metrics in our study; a) Throughput: Network throughput refers to the average data rate of successful data or message delivery over a specific communications link. b) End to End Delay: The end to end delay of a packet is defined as the time a packet takes to travel from the source to destination.
A.
RESULTS AND ANALYSIS
The following are our simulation results that show the effects of an increase in the presence selfish and deceitful nodes in network and how the deployment of our proposed model was able to curb and mitigate the presence of these nodes.
1) End to End Delay:
As seen in fig 2, as the presence of selfish nodes in the network increases the network end-2-end delay decreases. This is due to fewer good nodes participating in packet routing activities. Since these selfish nodes do not participate in route discovery, their increased presence may partition the network which in turn reduces the amount of time it takes to send and receive packets, between the good nodes that are in the various partitions. When compared to the network with our model, the end to end delay was higher when the network had 2 and 8 selfish nodes, but as the number of selfish nodes increased from 10 to 12, the end to end delay of our network slightly decreased when compared to the network without the reputation model. The higher end to end delay in our model may be as a result of the additional time it takes to check if a node is on the whitelist, watch-list or the blacklist before responding to the route request from the node. It may also be as a result of the activities of the path administrator to source for paths without bad nodes before routing a packet. When we compare the end to end delays of networks with the selfish nodes to the networks with deceitful nodes as seen in Fig. 2 & Fig.3 , we can see a trend toward a decrease in the network delay as both set of misbehaving nodes increased. But it can be clearly seen that the network with deceitful nodes had a much lower end to end delay when End-toEnd Delay
Without Reputation System With Reputation System compared to the network with selfish nodes. Deceitful nodes periodically respond to route requests and drop the corresponding data packets, the good nodes in the network do not possess the means to verify if the data packets has been sent or not, thus do not retransmit the dropped data packet which will result in lower end to end delay.
2) Throughput: As seen in Fig. 4 , an increase in the number of selfish nodes in the network resulted in a gradual decrease in the network throughput. This is as a result of fewer data packets been delivered to the desired destination. When we compare the network without the reputation model to the network with the reputation model, the same trend can be observed but the network with the reputation model had a better network throughput performance. The improved network throughput may be as a result of fewer nodes utilizing the available bandwidth. The Reputation model also increases the proportion of packets that reach the final destination by re-routing the packets to avoid blacklisted node. Additionally, since selfish nodes are blacklisted when detected; the act of ignoring their route requests means they would not be able to send their own data packets thus a possible reduction in packet collision which means better network throughput. Similarly, when we compare the throughput of the networks with the reputation model and the network without the reputation model in the presence of an increased number of deceitful nodes as seen in Fig.5 It can be observed that as the number of the deceitful nodes increases, the network throughput decreases due to many fewer data packets being delivered to their respective destinations. Similarly, the improved network throughput observed in the network with the reputation model may also be as a result of the ability of the network to isolate the deceitful nodes. The reputation model ensures that only nodes in the whitelist and watch-list participate in network activities which may result in reduced packet collision.
VI.
CONCLUSION Simulation results show that our deployed model is effective in detecting and isolating misbehaving nodes. Analysis of the results of the simulated networks shows that the network with our reputation model experienced a slightly higher end to end delay than the networks without our model. However, the network with our reputation model had a much better performance in terms of the throughputs. Finally, our reputation model was able to mitigate the adverse effects the presence of misbehaving nodes will have on the scarce network resources. The presence of these misbehaving nodes in a mobile network is detrimental to good nodes. These good nodes consume their limited energy by participating in all network activities as required in a MANET. Future work will research on how to compensate the good nodes for consuming their limited energy in forwarding packets for other nodes in the network. 
