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Este proyecto se basa en el diseño y la implementación de un sistema de respuesta a 
incidencias masivas mediante el uso de recuperación de backups del departamento 
del TSC. 
Inicialmente se definirán los objetivos y requisitos y se hará un estudio del software 
que ya existe para este propósito. 
A continuación, se detallará cuál es la situación actual dentro del departamento 
(arquitectura de la red y sistemas de trabajo) y se realizará un estudio para poder 
diseñar un sistema que se adapte al entorno de trabajo. 
Posteriormente al diseño, se implementará un sistema que facilite la gestión de los 
administradores de sistemas y que contemple algunas metodologías de trabajo en el 
departamento. 
Una vez acabada la implementación, se realizarán un conjunto de pruebas mediante 
un muestreo representativo de los sistemas del departamento. Después, se analizarán 
detenidamente los resultados y se tomarán decisiones a partir de éstos. 
Seguidamente, se mostrará la planificación que se ha seguido. Ésta contemplará tanto 
un detallado esquema temporal de las tareas mediante un diagrama de Gantt como un 
estudio de los costes del proyecto. 
Finalmente, se realizará una evaluación crítica del trabajo llevado a cabo y se 







This project is based on the design and implementation of a system that responds to 
critical incidents by using a recovery backup system on TSC department. 
Initially the objectives and requirements will be defined and a study of the existing 
software for this purpose. 
Then, it will detail what is the current situation in the department (network architecture 
and other systems) and a study to design a system to suit the working environment will 
be performed. 
After this, a system that facilitates the management of system administrators and that 
includes some work methodologies will be implemented in the department. 
After finishing the system implementation, a set of tests were carried out using a 
representative sampling of the department. Then, the results will be analyzed and 
decisions will be taken from them. 
Then, a planning that includes a detailed time schedule of all the tasks with a Gantt 
chart and a study of the costs of the project will be done. 
Finally, a critical evaluation of all the work performed and the summarized conclusions 
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Capítulo 1: Introducción 
 
 
Debido al crecimiento de la tecnología, la información ha pasado a tener un valor de 
vital importancia para cualquier empresa. Esta información se genera rápidamente y el 
riesgo de perderla aumenta proporcionalmente. Además de la información hay que 
tener en cuenta los sistemas en los que se sustenta dicha información (servidores de 
correo, DNS, SQL, etc.) y qué implicaría la desaparición completa de uno de ellos. En 
algunos casos, el coste técnico y económico que supone la recuperación completa del 
sistema implica un gran impacto en la productividad de una empresa u organización. 
Algunas empresas gastan aproximadamente la cuarta parte de su presupuesto en 
proyectos de recuperación de desastres y el propósito de esta inversión es evitar 
pérdidas más significativas. De las empresas que tienen una pérdida masiva de 
información y de registros automatizados, el 43% nunca vuelve a recuperarse, el 51% 
cierra en menos de dos años, y sólo el 6 % sobrevivirá a largo plazo1.  
Además de la pérdida de productividad, los periodos de inactividad provocan daños en 
la imagen y reputación de las empresas que pueden afectar en la lealtad y la confianza 
de los clientes. 
Los problemas no terminan cuando el sistema vuelve a funcionar, ya que tras la caída 
las empresas destinan una media de nueve horas en recuperar los datos perdidos, 
durante este periodo la productividad de los trabajadores no supera el 70%.2 
Las amenazas son considerables teniendo en cuenta que pueden venir de diferentes 
procedencias: virus, spam, vulnerabilidades en la instalación errónea de un servidor, 
ataques por la red, catástrofes naturales, troyanos, etc. Es imposible protegerse 
completamente de todas las amenazas, ya que van surgiendo nuevas a medida que 
avanza la tecnología. Por este motivo todos los recursos que se utilicen como 
protección frente a este tipo de amenazas son insuficientes. 
 
                                                          
1
 Informe de Symantec Intelligence, 2013 
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Tal y como se puede apreciar con los datos anteriores, resulta indispensable tener 
algún plan de contingencia para recuperarse en caso de incidencia masiva.  
En algunas ocasiones el sistema creado como método de recuperación es muy 
costoso tanto administrativa como económicamente. Esto dificulta la operación 
aumentando el tiempo de recuperación y disminuyendo las probabilidades de éxito si 
se complica el proceso.   
Este trabajo tiene como objetivo la creación de un sistema de recuperación de 
servicios frente a incidentes con un bajo coste económico, robusto y sencillo a la hora 
de proceder a restablecer los sistemas para agilizar el proceso de recuperación para el 
departamento de Teoria del Senyal i Comunicacions (TSC). 
El departamento de Teoría del Senyal i Comunicacions (TSC) de la Universitat 
Politècnica de Catalunya (UPC) realiza investigación y docencia en el ámbito de la 
teoría, la tecnología y la ingeniería de las telecomunicaciones y sus aplicaciones. 
La investigación en el departamento de TSC tiene una amplia gama de temáticas en el 
campo de la teoría, la tecnología y las aplicaciones relacionadas con el tratamiento de 
la información, y se lleva a cabo en diferentes grupos de investigación autónomos que 
cubren tanto la investigación básica como la aplicada. La importancia de la actividad 
desarrollada queda expuesta por la gran cantidad de proyectos europeos y estatales 
en los que participan los diferentes grupos, así como la gran cantidad de publicaciones 
con alto índice de impacto producido. Los diferentes grupos de investigación participan 
activamente en la transferencia de tecnología manteniendo convenios de colaboración 
con empresas privadas y organismos públicos. En el siguiente capítulo, Estado actual, 












Para que un trabajo tenga sentido es necesario que en éste se especifiquen las 
necesidades y los objetivos. En el siguiente capítulo se justificará el planteamiento y 
los requisitos del proyecto 
En el capítulo Diseño del sistema se explicará el planteamiento del sistema que se ha 
propuesto para conseguir los objetivos planteados. Este capítulo se divide en 
diferentes partes como el estudio de la situación actual del departamento y las 
distintas metodologías para realizar copias de seguridad de un servidor físico o virtual, 
tanto si está apagado como encendido.  
Posteriormente, en el capítulo de implementación del sistema están explicados los 
pasos que se siguieron para la consecución del proyecto, así como las características 
del servidor, la implementación de la copia de los servidores físicos, la configuración 
de la red,  la implementación de la copia de las máquinas virtuales y la copia online. 
En el capítulo dedicado a las pruebas se detallarán los tests realizados y los 
resultados de cada uno de ellos. 
El siguiente capítulo es el manual de usuario donde se pueden encontrar los diferentes 
casos de uso y un manual para saber cómo realizar paso a paso cada una de las 
funciones que se han creado en este proyecto. 
En el capítulo Gestión del proyecto se desarrollarán puntos como la viabilidad 
económica del proyecto a través de un diagrama de Gantt en el que se pueden ver los 
tiempos dedicados al proyecto y las fases críticas. 
Es necesario hablar de los factores sociales y medioambientales, de modo que hay un 
capítulo que explica la relación del proyecto con éstos. 
Por último, en el capítulo Conclusiones se valorará el trabajo realizado a partir de los 







1.1 Metodología y rigor 
 
Para llevar a cabo el proceso de implementación del sistema que alcance el objetivo 
planteado en el proyecto es necesario seguir un procedimiento de actuación, el cual 
consta de un conjunto de tareas. En el caso de este proyecto se ha establecido una 
lista de métodos que han de tenerse muy en cuenta y llevarse a cabo para conseguir 
dicho objetivo. 
 




Análisis de impacto en el negocio. 
 
El departamento de Teoría del Senyal i Comunicació (TSC) está formado por 14 
grupos de investigación, con más de 300 usuarios entre Personal Docente e 
Investigador (PDI) PAS (Personal de Administración y Servicios) y estudiantes. 
Actualmente, en el departamento se desarrollan alrededor de 50 proyectos de un 
centenar de convenios con empresas. Para llevar a cabo esta tarea el departamento 
dispone de un total, entre servidores de cálculo y almacenaje, de unos 150 servidores 
destinados a investigación para diferentes proyectos y más de 60 máquinas virtuales. 
Las funciones de los servidores están dirigidas principalmente al cálculo, almacenaje y 
virtualización. Una incidencia masiva es crítica y afectaría a un gran número de 
personas impidiendo que continuaran sus tareas. Esto implicaría un retraso en el 
trabajo y un coste económico elevado dado el volumen de personas y servidores 
afectados.  
 
Este apartado se podrá ver ampliado en el capítulo referente a la gestión del proyecto 
donde se matiza cuáles han sido los gastos y el impacto que provoca en el trabajo el 
sistema creado. 
Análisis de riesgos 
 
Existen múltiples posibilidades en las que pueden quedar expuestas las 
vulnerabilidades de un centro de cálculo o CPD. Las salas de servidores del 
departamento del TSC disponen de algunas medidas como, por ejemplo, el control de 
acceso mediante una tarjeta personal que autoriza el paso. Por otro lado también se 
dispone de cámaras de seguridad que están conectadas a un servidor que detecta y 
graba el movimiento.  
 
Además, en los centros de cálculo y salas de servidores es indispensable un control 
de temperatura debido a la cantidad de máquinas que liberan energía calorífica. Es por 
ello que las salas están equipadas con sistemas de refrigeración ya que, de lo 
contrario, las máquinas podrían sufrir problemas por sobrecalentamiento. Para evitar 
este problema la sala dispone de unos sensores de temperatura conectados a un 
servidor que controla y avisa en caso de que se supere un umbral de temperatura 








El departamento dispone de unos SAI (Sistemas de Alimentación Ininterrumpida) para 
proteger los servidores de problemas eléctricos como fluctuaciones y cortes de tensión 
pero en algunos casos no es suficiente para evitar un desastre.  
Dentro de los servicios más importantes están los servicios de gestión del 
departamento (correo, eAdministracion, intranet, etc.), los servicios de cálculo 
(CALCULA, HFSS, ADS, etc.) y los servicios de almacenamiento de datos y resultados 
(ARXIUTSC, GLUSTER-EEF, etc.). Cualquiera de los servidores que proporcionan 
estos servicios deben incluirse en el sistema de copias de datos y recuperación para 
evitar posibles riesgos frente a una incidencia. De esta manera no sólo se minimiza la 
posibilidad de que se pierda información sino que se asegura una recuperación lo más 
rápida posible.  
 
Como se puede ver son muchos los motivos por los que es necesario proteger algunas 
debilidades con sistemas que permitan ofrecer una seguridad. 
 
 
Esta parte de la metodología se cubrirá en el capítulo de Diseño del sistema. 
 
Desarrollo de plan de contingencia 
 
Se propone implementar un sistema de respaldo que trabajará de forma paralela 
mientras los servicios afectados se recuperan. Esto requiere que el servidor tenga una 
copia de los servidores y los usuarios puedan seguir trabajando con normalidad hasta 
que el servidor afectado por una emergencia se recupere. 
 
Por otro lado, el servidor hará la recuperación de los servicios de forma paralela a 
unos nuevos servidores si éstos se han visto afectados en cuanto al hardware. Si 
únicamente se ha corrompido la información del disco duro, las copias se restaurarán 
en el mismo servidor una vez comprobado su correcto funcionamiento. 
 
Una vez que el servidor se haya recuperado del estado de emergencia se volverá a 
restaurar el modo original de trabajo y se migrará el volumen de usuarios para que 
vuelvan a trabajar en el servidor principal.  
 
El plan de contingencia también involucrará a los dispositivos de comunicaciones, los 
cuales han de protegerse de errores que puedan afectar a su configuración. 
 
Este punto de la metodología se desarrollará extensamente en el capítulo 
Implementación del sistema. 
 
 
Estrategias de recuperación 
 
Una vez creado el plan de contingencia es necesario desarrollar un manual con el que 
los usuarios puedan identificar qué pasos han de seguir y qué medidas deben tomar 
en caso de incidencia.  Este manual o estrategia de casos de uso se utilizará para la 
recuperación e identificación de los posibles problemas y establecerá cuál es la 
operativa de actuación en caso necesario. Dentro del manual se han de contemplar 
todas las posibles afectaciones en los sistemas. 
Las estrategias que se han de seguir para recuperar el sistema se han especificado en 







Prueba y mantenimiento del plan 
 
Una vez diseñado el sistema, han de realizarse una extensa batería de pruebas para 
asegurar que el sistema escogido es fiable, seguro y de fácil gestión técnica. Este es 
un sistema crítico y ha de estar completamente testeado porque un error en el proceso 
de test implicaría una posible pérdida información y son este tipo de sucesos los que 
pretende evitar este trabajo.  
 
Esta parte se ha desarrollado en el apartado de pruebas donde se podrán ver todas 







Capítulo 2: Situación actual 
 
Tal y como se ha mencionado anteriormente, el departamento de Teoria del Senyal i 
Comunicacions (TSC) está formado por catorce grupos de investigación, con más de 
trescientos usuarios. Actualmente en el departamento se desarrollan cerca de 
cincuenta proyectos de financiación pública y un centenar de convenios con empresas. 
Para llevar a cabo esta tarea el departamento dispone de un total, entre servidores de 
cálculo y almacenaje, de más de ciento cincuenta servidores destinados  a la 
investigación repartidos entre distintos proyectos y virtualización los cuales disponen 
de máquinas virtuales destinadas a la gestión del departamento.  
Cada grupo de investigación dispone de sus propios recursos de computación y 
almacenaje. Además de los servidores destinados a los grupos de investigación 
existen otros de uso general que aportan servicios a todo el departamento (correo, 
Web, intranet, gestión de proyectos, etc.). Todos estos sistemas mantienen distintos 
servicios, algunos de los cuales son exclusivos de cada grupo de investigación, otros 
son compartidos por varios grupos y otros son comunes  para todo el departamento. 
Estos servicios no son independientes, ya que están interrelacionados, lo cual implica 
dependencias entre los sistemas y que hayan algunos sistemas más críticos que otros 
Esta situación implica un alto nivel de complejidad y criticidad al de hacer las copias de 
seguridad. 
Actualmente existe un servicio de copias de seguridad programadas para los servicios 
críticos del departamento. Estos backups únicamente contienen la información 
relacionada con los datos pero no de los sistemas operativos ni del software instalado. 
Por tanto, en caso de incidencia masiva, la configuración del servidor debería de 
restaurarse manualmente (instalación, recuperación de configuraciones, 
incompatibilidades en caso de actualizaciones de sistema operativo, etc). Este método 
supone un problema dado el excesivo tiempo que supondría una recuperación total de 
todos los servidores, lo cual implicaría que el funcionamiento normal del departamento 
estuviera paralizado durante todo este tiempo..   
 
Existen distintos tipos de sistemas operativos y el método para realizar la restauración 
es distinto en cada caso. Dada la heterogeneidad de los sistemas y la inexistencia de 
un sistema centralizado para realizar la recuperación de un servidor en caso de 
necesidad, es muy interesante la creación de un sistema como el que se plantea en 
esta memoria. Con éste se podrán simplificar, facilitar y centralizar las tareas del 
administrador. 
En el siguiente capítulo se especificarán tanto los objetivos como las necesidades que 





Capítulo 3: Objetivos y necesidades 
 
Tal y como se ha podido comprobar en el anterior apartado, existen unas carencias 
que se deben cubrir y, para ello se han establecido unos objetivos para resolverlas. 
Los principales objetivos consisten en implementar un sistema que frente a un 
incidente permita: 
● Reducir el tiempo de recuperación: en caso de incidencia masiva el tiempo de 
recuperación es importante, ya que éste supone dinero a la empresa. Para la 
consecución de este objetivo se diseñará e implementará un sistema 
automatizado que simplifique la recuperación de los sistemas. 
● Facilitar las tareas de recuperación: la gestión técnica ha de ser lo más sencilla 
posible y así facilitar las tareas del administrador. 
● Disminuir la probabilidad de pérdida completa de la información: para alcanzar 
este objetivo es útil usar la redundancia o sistemas que implementen algún 
grado de confiabilidad a la hora de mantener los datos a salvo. Con los 
backups periódicos se podrá alcanzar este objetivo.  
 
Una vez explicados los objetivos del proyecto es necesario definir el conjunto de 
características y requisitos que éste debe cumplir: 
 
 
● Ha de estar basado en software libre y gratuito: se hace la aclaración de 
gratuito dado el gran número de posibilidades que hay dentro del software libre. 
En este caso deberá utilizarse un software que no esté restringido ni que 
implique un aspecto comercial. 
● Ha de adaptarse a la infraestructura y servicios actuales del departamento: no 
se puede alterar la arquitectura de red que dispone ahora mismo el 
departamento. Modificar la topología supondría cambiar otros sistemas que 
deben quedar intactos en la realización de este proyecto. 
● Se debe realizar en un periodo máximo de 4 o 5 meses: se trata de un sistema 
crítico y es necesario que sea llevado a producción lo antes posible por el 
impacto que puede causar en la operativa habitual del departamento. 
● Ha de ser escalable: es previsible la posibilidad de que en un futuro haya un 
incremento en la capacidad o número de los sistemas. Es por ello que se ha de 
implementar una solución que no requiera de modificaciones o que, en caso de 





● Debe estar altamente testeado (proceso de calidad): se trata de un sistema que 
evite la costosa recuperación frente a catástrofes o incidentes. Ha de ser muy 
confiable y seguro. No puede haber lugar a errores y es necesario que se haya 
realizado una extensa batería de pruebas. 
● El sistema ha de ser económico: uno de los requisitos del proyecto es que el 
sistema creado se ajuste a un presupuesto determinado. 
● Debe de facilitar la gestión, reducir la carga del personal TIC, y suponer un 
mantenimiento sin complejidad: se ha de implementar un sistema sencillo de tal 
forma que si el administrador no está presente pueda dar las órdenes de 
ejecución a otro técnico y éste pueda llevar a cabo la realización del proceso 
sin problemas.  
● Hacer copias de volúmenes lógicos (LVM+iSCSI): la copia de los volúmenes 
lógicos se realizará mediante protocolo iSCSI. Estos se copiarán desde la SAN 
(Storage Area Network) hasta el servidor de recuperación activa de incidencias 
masivas. 
● Realizar copias y restauración de soportes físicos (servidores) y volúmenes 
lógicos en la SAN. 
● Realizar copias de seguridad de las configuraciones de los sistemas (SAN, 
SW, CISCO, etc.) y tener un repositorio donde guardarlas: esta tarea posibilita 
la opción de guardar y recuperar los scripts de los routers y switches en caso 
de incidencia o desconfiguración. 
● Servir de sistema de respaldo (Xen): para que el proceso de recuperación sea 
más ágil y, de cara a los usuarios, el impacto sea el menor posible. De este 
modo se podrán ejecutar las máquinas virtuales desde el servidor de respaldo 
hasta que la recuperación de los otros equipos se haya completado. 
Posteriormente se volverán a volcar los datos con las últimas modificaciones y 





Capítulo 4: Diseño del sistema 
 
Este capítulo consta de cinco secciones en las que se analizará y se explicará cómo 
se ha llevado a cabo el escenario planteado en capítulos anteriores. Se hará un 
pequeño análisis de cuál es la arquitectura actual dentro del departamento y, a partir 
de éste, diseñar el sistema para lograr alcanzar los objetivos iniciales. Se explicará el 
diseño del sistema de copias de servidores físicos y máquinas virtuales y se podrá ver 
el esquema lógico inicial y la arquitectura definitiva del proyecto. 
En el apartado relativo al estado actual se podrá ver el esquema inicial desde el que 
se parte en este trabajo además de ver el estudio del diseño que se ha realizado. 
Para que el servidor RESPIRAS (RESPuesta a Incidentes con Recuperación Activa de 
los Servicios) pueda acceder a todos los servidores es necesario que tenga 
conectividad y para ello se han de configurar interfaces virtuales. Todos estos 
aspectos relacionados con la red y las comunicaciones se podrán ver en el apartado 
correspondiente al diseño de la red.  
 
4.1 Estudio de la situación actual 
 
Previamente al desarrollo del sistema es necesario conocer cuáles son las 
características, la arquitectura de la red y los servidores y dispositivos de 
comunicación que están implicados. Por otro lado, para conseguir el objetivo de este 
proyecto se distinguirá entre copia de servidor físico y copia de máquinas virtuales.  
Durante el resto de la memoria de este trabajo se hablará de las copias de servidores 
físicos y las copias de máquinas virtuales.  
 Copias físicas: son aquellas que será necesario recuperar el MBR, la tabla de 
particiones, el sistema (ficheros) y se requerirá el uso del arranque de la 
máquina mediante un sistema Live para proceder a la copia. 
 Copias virtuales: al contrario que las copias físicas, no se necesitan recuperar 
el MBR. La tabla de particiones no será tampoco necesaria, ya que los ficheros 
están en un punto de montaje (directorio). Por último, la copia se puede hacer 
desde un sistema físico sin necesidad del sistema Live. 
En la Ilustración 1 se puede apreciar la metodología de copia de datos utilizada en el 
departamento, la cual muestra un ejemplo representativo de la situación anterior a la 
implementación del sistema creado para este proyecto. Como ejemplos se han 
utilizado dos servidores: CLOUDTSC06 y CLOUDTS08. Estos servidores son parte de 
un cluster de virtualización y están conectados a la SAN (utilizado como medio de 






Tanto la comunicación con la SAN como los mensajes del cluster utilizan una VLANs 
independientes. Los servidores ejecutan máquinas virtuales almacenadas en la SAN 
ofreciendo los servicios a través de otras VLANs (VLANs de servicios) no 
representadas en este esquema. 
En el esquema se puede comprobar la existencia de un punto crítico en el caso de que 
uno de los nodos del cluster falle. En este caso, si el CLOUDTSC08 falla, 
automáticamente el sistema del cluster entrará en acción y la máquina virtual 2 (MV2 
en el esquema) pasará a ser posesión del CLOUDTSC06. Entonces el cluster 
únicamente se compondrá de una máquina (CLOUDTSC06) pero aún así podrá 
ejecutar MV2 y MV2 simultáneamente y para los usuarios será transparente. La 
problemática de este sistema reside en que se habrá reducido el punto de fallo a la 
mitad. El segundo punto a tener en cuenta en el ejemplo planteado es que será 
necesario reponer el servidor por uno nuevo. Para ponerlo en producción y que 
sustituya completamente el servidor dañado será necesario implementar una 
instalación desde el inicio incorporando el nuevo servidor en el sistema. Esta tarea 
puede presentar una gran demora de tiempo y una posible pérdida de información 
además de un trabajo costoso por parte de los administradores. 
Además de los dos servidores anteriormente mencionados se puede ver un servidor 
de backups (TSCBACKUP), que realiza las tareas de copia de seguridad mediante el 
software BACULA (explicado en detalle en próximos apartados), el cual hace una 
copia de los datos de las máquinas virtuales. Tal y como se puede apreciar, el 
TSCBACKUP realiza una copia de seguridad de las máquinas virtuales a través de 
una VLAN independiente (VLAN de backups). 
Con este sistema, si una de las máquinas virtuales (MV1, MV2 y MV3) se corrompía el 
servicio de backups de BACULA previamente había hecho una copia de los datos de 
ésta. Sin embargo, para recuperar completamente la máquina virtual era necesario 
instalarla de partida y posteriormente volcar los datos que se habían guardado con la 
copia de seguridad. 







Ilustración 1: Esquema lógico inicial 
 
Una alternativa para que se pudiera reducir el tiempo sería almacenar una copia de los 
servidores físicos y también de la máquina virtual. A continuación se explicarán las dos 
opciones que se han tenido en cuenta  para de diseñar el sistema. 
4.1.1 Copia de servidores físicos 
 
Tal y como se ha comentado anteriormente, en una incidencia masiva es posible que 
los dispositivos físicos, como puede ser un servidor, sufran daños materiales y no sea 
viable recuperar la información y sus servicios. Por este motivo es imprescindible 
disponer de un sistema que permita realizar esta función. 
El estudio realizado para llevar a cabo esta función se ha hecho después de analizar 
una parte de las herramientas que existen hoy en día. Al realizar el análisis se puede 
concluir que el hecho de diseñar una copia de un servidor físico beneficiaría al 
departamento reduciendo el tiempo cuando se requiera una recuperación del sistema 
y, por consiguiente, mejoraría el rendimiento de los trabajadores. Por otro lado, 
repercutiría notablemente en los administradores de sistemas economizando la 







Ilustración 2: Esquema de copia física 
 







4.1.2 Copia de máquinas virtuales 
 
La tecnología de clusters ha evolucionado en apoyo de actividades que van desde 
aplicaciones de supercomputación a la creación de sistemas de alta disponibilidad. 
Hoy en día es muy importante la alta disponibilidad y la gestión y optimización de 
recursos informáticos. Es por este motivo que las empresas albergan grandes 
servidores que contienen máquinas virtuales y éstas, a su vez, están dentro de un 
sistema de clúster con otros servidores para garantizar que los servicios estén online 
el máximo tiempo posible.  
Una máquina virtual es un software que simula un equipo y puede ejecutar programas 
como si fuese un PC real. Este software se considera una réplica eficiente y aislada de 
una máquina física. Una de las características principales de las máquinas virtuales es 
que los procesos que ejecutan están limitados por los recursos y abstracciones 
proporcionados por éstas.  En el caso del departamento del TSC existen sistemas con 
estas características y ha sido necesario implementar una solución que dispusiera de  
garantías para salvar las máquinas virtuales.  
Las máquinas virtuales se comportan como una máquina física y, por tanto, hay que 
tener en cuenta el modo de realizar el backup en función del estado en el que se 
encuentren. Es decir, si la máquina está encendida o apagada. Por ello es 
indispensable distinguir entre estos dos estados. 
 
4.1.2.1 Online 
Si la máquina está encendida y se desea realizar una copia online será necesario 
tener en cuenta algunos aspectos. Cuando hay un servidor en marcha tiene servicios y 
procesos en ejecución y también puede contener archivos que estén en uso. Esto 
provoca que, en caso de hacer una copia, pueda generar un error y no permita 
hacerla. Por ello es importante tenerlo presente al elaborar un plan de copias de 
seguridad para una máquina que esté en ejecución. 
 
4.1.2.2 Offline 
Para realizar una copia offline se tendrá que apagar la máquina virtual y 
posteriormente se procederá a la copia de la máquina remotamente al servidor 
RESPIRAS. Es imprescindible asegurarse de que la máquina virtual esté apagada, ya 
que este sistema dispone de una SAN donde escriben diferentes servidores y se 







4.1.3 Copia de dispositivos de comunicaciones 
 
La estructura de la red está repartida en tres edificios que componen una única red 
lógica dividida en VLAN’s. Cada edificio tiene unos dispositivos de comunicaciones 
(routers y switchs) y se encuentran enlazados entre ellos de tal forma que, en caso de 
la caída de algún router, el tráfico de cualquier edificio que se haya visto afectado por 
la incidencia se encamina a otro router convirtiéndolo en el gateway. De esta forma se 
reduce el riesgo a quedar incomunicados. El estado habitual del tráfico es balancear la 
carga entre los routers.  
Además, existen dos firewalls que analizan el tráfico y lo encaminan hacia las 
correspondientes VLAN’s. El tráfico entre VLAN’s también pasa por el firewall, ya que 
de este modo se puede aislar un equipo o servicio que contenga algún tipo de virus, lo 
cual evita contagiar al resto de redes virtuales. 
Por otro lado también hay servicios que quedan fuera del efecto del firewall, ya que se 
utilizan para propósitos que podrían afectar el funcionamiento de la red general del 
departamento. Dentro de la DMZ de servicios (red desmilitarizada) se encuentra el 
correo y la web pública. 
Cada uno de los servicios tiene una VLAN y la mayor parte de ellas no tienen 
conectividad entre sí. Sin embargo, existe una VLAN de backups que es común en 
todos los servidores y, por este motivo, ésta ha sido la VLAN utilizada para llevar a 
cabo este proyecto. En muchos casos la VLAN de backups dispone de una tarjeta de 
red independiente que separa el tráfico de backup del resto de servicios evitando el 
colapso de la red. 
Dentro de la estructura de la red hay un switch que está dedicado a la SAN. Este 
switch está conectado mediante el protocolo iSCSI a la SAN y es aquí donde también 
hay una VLAN que se utiliza en los clusters. 
En el siguiente apartado se indicará cuál era la configuración del sistema de cluster 
existente en el departamento. 
 
4.1.4 Equipos dentro del cluster 
 
Es necesario especificar cuál era el estado en el que se encontraban los clusters, ya 
que, como se ha especificado en el capítulo de Objetivos y necesidades, uno de los 






A continuación se muestra un esquema de cuál era el funcionamiento hasta ahora. 
 
Ilustración 3: Esquema del sistema Cluster 
 
Tal y como se puede ver los servidores, CLOUDTSC08 y CLOUDTSC06 disponen de 
un bonding de cuatro interfaces correspondientes a la VLAN perteneciente a los 
clusters.  Esta configuración dota a los servidores de cuatro accesos configurados 
como activo/pasivo para poder acceder al resto de los integrantes del cluster. La 
configuración activa/pasiva significa que en caso de que una falle, se enlazarán por el 
otro camino. 
Por otro lado, estos dos servidores se comunican entre sí mediante el software 
Pacemaker (protocolo corosync). Con este software se evitan conflictos al acceder a 
un mismo archivo.  
Por último, todas estas herramientas se gestionarán mediante CRM para acceder y 
administrar las máquinas virtuales alojadas en la SAN. 
En el apartado de la implementación se indicará con más detalle esta configuración, ya 
que se tuvo que adaptar al servidor RESPIRAS. 
 
4.2 Diseño del sistema de copia física 
 
Dado que en el departamento existe un gran número de servidores físicos y una 
incidencia masiva sería crítica para la continuidad de los servicios, es de vital 
importancia diseñar un sistema que permita recuperar los servicios en caso necesario. 
Para ello, en este apartado se explicará detalladamente cuál ha sido el motivo de cada 





herramientas existentes y se explicará mediante una tabla comparativa las ventajas y 
los inconvenientes de cada una de ellas. Una vez descritas las herramientas se 
explicará cuáles han sido las escogidas y cómo se han combinado para adaptarlas al 
entorno del departamento. 
 
4.2.1 Estado del arte 
Hoy en día existen distintas herramientas que realizan tareas similares a las que se 
plantean como objetivo de este proyecto, pero hay que considerar algunos aspectos 
que pueden hacer decantarse por alguna de ellas. En primer lugar, gran parte de ellas 
son de pago (aunque sí libres) y otras lo son parcialmente, ya que existe una versión 
premium (de pago) y otra liberada con menos opciones. Las herramientas que se han 
analizado son: 
- OpenQRM: es una plataforma de código abierto utilizada para la administración de 
centros de datos. Su diseño está basado en incorporar dispositivos a su entorno para 
posteriormente monitorizarlos y permite tener alta disponibilidad (versión premium). Es 
una herramienta muy completa y con un gran alcance pero no muy adaptable para el 
caso particular del TSC, puesto que ofrece muchas opciones siempre y cuando se 
adapten a las posibilidades del software, por lo que resulta muy complicado no tener 
que modificar parte de la estructura del departamento para poder usarlo. Sin embargo 
hay que tenerla en cuenta si se va a crear un centro de cálculo desde el inicio, ya que 
ofrece muchas alternativas interesantes de monitorización y cuenta con distintas 





- Clonezilla: es una herramienta muy útil que cumple con su cometido: realizar backup 
y restaurar. El interfaz es sencillo y la gestión es muy flexible a soportar cambios, 
aunque es necesario utilizar sistemas complementarios para que la tarea sea 
centralizada y de fácil gestión y además, en algunos casos no es viable realizar la 
copia sin el uso de un soporte físico (USB, CD-ROM/DVD). Teniendo en cuenta la 
topología de red del TSC y el gran número de servidores existentes, se ha de utilizar 






- FOG: es un sistema interesante que dispone de gran aceptación. Es una herramienta 
basada en Linux para la clonación de equipos que tengan Windows XP, Windows 
Vista y Windows 7. Además, integra una gran cantidad de software libre como 
Partimage para el proceso de clonación. Dispone de la herramienta PXE (Preboot 
Execution Environment) para iniciar el proceso de backup y restauración. Incorpora 
herramientas interesantes como el cambio automático de los nombres de los equipos y 
opciones de multicast para volcar una imagen en distintos equipos simultáneamente, y 
dispone de un entorno visual muy intuitivo. Además, ofrece opciones interesantes 
como programar las tareas de backup y restauración a una hora determinada y en sus 
nuevas versiones implementa opciones para trabajar con wake-on-lan. 
Sin embargo, los principales inconvenientes son que únicamente permite clonar discos 
completos y no alguna de sus particiones por separado y, sobretodo, que tiene 
limitaciones importantes para realizar copias de seguridad con Linux. En el entorno del 
departamento la gran mayoría de los servidores tienen Linux como sistema operativo. 
 
 
- Symantec Disaster Recovery Advisor: es una alternativa que detecta e informa 
automáticamente de riesgos en la infraestructura de recuperación después de un 
desastre, y también alberga un sistema de alta disponibilidad. Este proceso es 
implementado mediante el análisis de todo el datacenter para asegurarse de que la 
estrategia de alta disponibilidad después de un desastre existente sea aplicada 
adecuadamente. Disaster Recovery Advisor ayuda a limitar el riesgo de la caída de 
servicio de las aplicaciones e infraestructuras asegurando la recuperación del 
datacenter. El inconveniente de esta herramienta es que tiene un coste económico y, 
por lo tanto, queda descartada de las opciones. 
 
 
- OpenStack:  es un proyecto computacional en la nube que también tiene posibilidad 
de realizar tareas similares a lo que se necesitaba para el sistema. Dispone de 
herramientas capaces de monitorizar a bajo nivel tareas de procesamiento y 
almacenaje. El problema es que no dispone de compatibilidad con Debian y es la 
distribución de software que se impuso a la hora de hacer el trabajo. Además, está 






- OpenGnSys: este sistema es el resultado del trabajo conjunto de varias 
universidades estatales que tenían como objetivo crear una aplicación para gestionar 
de forma centralizada la distribución y el despliegue de diferentes sistemas operativos. 
El problema de esta herramienta es que está demasiado enfocada a las universidades 
y no tiene un propósito general.  Por este motivo, hay algunas tareas que dificultan la 
consecución de objetivos y, por tanto, también quedó descartada. 
 
- DRBL (Diskless Remote Boot in Linux): es una herramienta que ofrece un entorno sin 
disco duro para las máquinas de una de red. Es compatible con Debian y ofrece un 
alto grado de adaptabilidad. 
Para implementar una solución capaz de cubrir las necesidades del proyecto se 
tuvieron en cuenta algunas aplicaciones comentadas anteriormente. En la tabla 
comparativa que se muestra a continuación aparecen algunas características 














Sí Sí Sí Privativa No Bajo 
DRBL No Sí Sí Libre No Alto 
OpenQRM Sí Sí Sí Libre
*
 Sí Bajo 
OpenGnSYS Sí Sí Sí Libre No Medio 
OpenStack Sí Sí Sí Libre* Sí Bajo 
Fog Sí Sí Sí Libre No Bajo 
Clonezilla No Sí Sí Libre No Alto 
Cobbler Sí No No Libre No Bajo 
Ilustración 4: Tabla comparativa del estado del arte 
 
Finalmente, la herramienta que ha sido elegida para llevar a cabo este proyecto es una 
mezcla de aplicaciones. Para realizar los backups y restaurar las imágenes de equipos 
físicos se ha utilizado una combinación entre DRBL y  Clonezilla. DRBL permite el 
arranque de máquinas con un pequeño sistema operativo vía PXE. De este modo se 
puede combinar a la herramienta de Clonezilla y proveer un sistema centralizado de 
copias de seguridad y restauración de imágenes. 
 
 
                                                          
*









El sistema DRBLes un servidor NFS que ofrece un entorno sin disco duro para las 
máquinas de una red. Esta herramienta combinada con el programa Clonezilla (con 
Partimage) y PXE (arranque por red) proporciona un ambiente en el que se pueden 
realizar backups y restaurar imágenes. 
DRBL puede utilizarse con distintas herramientas para poder realizar un sistema de 
recuperación de desastres. A continuación se resumen brevemente las herramientas 
que se han utilizado en este trabajo junto a DRBL. 
El servidor DRBL permite diferentes tipos de ejecución: DRBL completo, DRBL SSI, 
Clonezilla completo y Clonezilla box. Estos tipos de ejecución se basan en el 
comportamiento que tendrán en el servidor una vez se haya arrancado una imagen en 
el servidor cliente. Los cambios más significativos se pueden ver en la siguiente tabla. 
 











/etc y /var en clientes 
Se mantienen Se eliminan Se mantienen Se 
eliminan 
Archivos modificados en 
/etc/ y /var en los 
clientes después de 
reiniciar 
50 MB 0 50 MB 0 Espacio extra por cliente 
en el servidor 
Ilustración 5: Modos de ejecución 
 
 
El modo DRBL SSI (Single System Image) facilita que cada cliente use tmpfs basado 
en /etc y /var. En este modo, la carga y el espacio de disco necesario del servidor será 
más ligero. Se recomienda al menos 256 MB de memoria en la máquina cliente para 
que pueda funcionar correctamente. Por otro lado, los archivos de configuración del 
cliente no se salvarán en el servidor DRBL, serán utilizados mientras esté 






Estas modalidades de ejecución son útiles si se necesita realizar algún cambio en la 
estructura del sistema operativo como por ejemplo la creación de las particiones. 
 
Este sistema necesita un sistema de arranque de los clientes para poder realizar las 
tareas de backup y restaurar. En el siguiente subapartado se detalla el sistema 
utilizado. 
4.2.2.1 Netboot (NFS, PXE, DHCP, TFTP)  
Es un entorno de ejecución de prearranque que ofrece la posibilidad de arrancar e 
instalar un sistema operativo en ordenadores a través de una red, de manera 
independiente de los dispositivos de almacenamiento de datos disponibles o de los 
sistemas operativos instalados. 
A su vez, este sistema está compuesto por un servidor DHCP con el que se otorga 
una IP al cliente y se le proporciona la posibilidad de arrancar un pequeño sistema 
operativo desde la red. El servidor DHCP es un protocolo de red que permite a los 
clientes de una red IP obtener sus parámetros de configuración automáticamente. Se 
trata de un protocolo de tipo cliente/servidor en el que el servidor posee una lista de 
direcciones IP dinámicas y las va asignando a los clientes a medida que éstas van 
estando libres, sabiendo en todo momento quién ha estado en posesión de esa IP, 
cuánto tiempo la ha tenido y a quién se la ha asignado después. Para poder hacer 
posible esto, es necesaria la complementación con el servidor NFS.  
El Network File System (NFS) es un protocolo de nivel de aplicación que se utiliza para 
sistemas de archivos distribuido en un entorno de red de servidores de área local. 
Hace posible que distintos sistemas conectados a una misma red accedan a ficheros 
remotos como si se tratara de locales. Con éste se consiguen los permisos necesarios 
para montar y compartir un recurso a través de la red. 


















Clonezilla es un software libre de recuperación ante desastres que sirve para la 
clonación de discos y particiones. Es un software similar a Norton Ghost Corporate 
Edition. Con la combinación entre DRBL y Clonezilla es posible realizar restauraciones 
en multicast a múltiples equipos. Esta herramienta será utilizada para gestionar los 
backups y las tareas de restauración. Viene integrado como módulo en el servidor 
DRBL.  
Clonezilla utiliza la aplicación Partimage como motor para realizar las copias y 
restauraciones. Además, para realizar las tareas asociadas a esta aplicación existen 
múltiples opciones que se explicarán en este mismo apartado con detalle.  
Dadas las diferentes posibilidades que existen y la heterogeneidad que se encuentra 
en los servidores dentro del departamento fue necesario diseñar qué haría falta para 
que todas las posibles alternativas fueran cubiertas. Para ello se dividió la estrategia 
en tres partes. En primer lugar, la referente al sistema operativo donde se pueden 
diferenciar los sistemas de ficheros (NTFS, FAT, EXT4, etc) y el sistema de arranque 
MBR. En segundo lugar se tuvo en cuenta el número de particiones y, finalmente, la 
comprobación del disco y reparación en caso necesario. 
 
Entre las múltiples opciones existen algunas más significativas e importantes para 
alcanzar el objetivo de este proyecto y, a continuación, se explicarán cuáles fueron 
determinantes para el diseño del sistema. 
 
-G auto: Esta opción comprobará si existe un gestor de arranque GRUB en el MBR. Si 
existe y un archivo de configuración de GRUB (/boot/grub/grub.cfg o 
/boot/grub/menu.lst) se encuentra en la partición restaurada, el comando grub-install 
se llevará a cabo para volver a instalar el gestor de arranque GRUB en el MBR del 
disco del cliente. 
-T: Por defecto, Clonezilla clonará el MBR mediante el comando dd. En cambio, si se 
ejecuta –T,  no se ejecutará este comando dd tal y como aparece en la siguiente línea.  
 
dd if=$IMAGE_DIR/$HARDDRIVE-mbr of=/dev/$HARDDRIVE bs=446 count=1 
 
 
-J1 (opción predeterminada: desactivada):  Escribe el MBR (512 B) de nuevo después 
de restaurar la imagen. No es correcto utilizarlo para la tabla de partición distinta de la 
de la imagen. En algunos casos, el comando sfdisk utiliza diferentes valores de CHS 





kernels tienen diferentes valores de CHS de disco duro), y hará que los OS restaurar 
no logren arrancar. Con esta opción activada, el siguiente comando se ejecuta una vez 
se han restaurado las particiones: 
 
dd if=$IMAGE_DIR/$HARDDRIVE-mbr of=/dev/$HARDDRIVE bs=446 count=1 
 
-J2: Hay fabricantes que ponen algunos datos ocultos en el espacio entre el MBR y la 
primera partición (IBM por ejemplo). Sin esta opción no funciona y en caso de no 
conocer la operativa de cada fabricante es mejor que permanezca activada siempre. 
 
-K: Por defecto, Clonezilla crea la tabla de particiones en el disco de destino. Si ya hay 
una tabla de partición en el disco de destino y no se desea sobrescribir, se debe 
marcar esta opción. 
 
-K1: Mediante el uso de esta opción, Clonezilla tratará de crear la tabla de particiones 
en el disco de destino de forma proporcional. Por ejemplo, en un disco de origen 100 
GB con 2 particiones 20 GB y 80 GB, cuando la opción -k1 está marcada, si el disco 
de destino es de 200 GB, las particiones creadas en el disco de destino será de 40 GB 
y 160 GB. 
 
-J0: Por defecto Clonezilla utilizará sfdisk para crear la tabla de particiones. Sin 
embargo, debido a que el valor CHS podría ser diferente, la tabla de particiones 
creada podría no funcionar para algunos sistemas operativos. Con esta opción 
activada, se puede forzar Clonezilla a utilizar dd para volcar los datos de imagen 
binarios en el disco o imagen de origen. 
 
-R: Al activar esta opción, el tamaño del sistema de archivos en una partición se puede 
ajustar para adaptarse al tamaño de la partición. Por ejemplo, en una partición de 100 
GB, el tamaño del sistema de archivos puede ser sólo 60 GB (no hay necesidad de 
que el tamaño del sistema de archivos sea igual al tamaño de la partición), con "-R" 
marcada, Clonezilla intentará emplear utilidades del sistema de archivos , por ejemplo, 
"e2fsck" (para ext2/3/4), "resize_reiserfs" (para reiserfs), "ntfsresize" (para NTFS) para 
redimensionar el tamaño del sistema de archivos y así ajustarse al tamaño de la 
partición. En este ejemplo, el tamaño del sistema de archivos se puede cambiar de 







 -E1 auto: Cuando se está realizando la imagen con un sistema operativo que dispone 
del sistema de ficheros NTFS y su gestor de arranque de la partición de MS Windows, 
Clonezilla intentará utilizar partclone.ntfsfixboot para establecer los parámetros de la 
geometría y la ubicación en el sistema de archivos NTFS para poder arrancar. Esta 
opción se ha utilizado exclusivamente para los sistemas operativos con gestor de 
arranque Windows. 
 
-E2: Cuando sfdisk crea la tabla de particiones en el disco de destino, el número CHS 
se lee del EDD (Enhanced Disk Drive), no a partir de kernel. Esto es para el gestor de 
arranque no-GRUB, sobre todo el gestor de arranque de Microsoft Windows. Esta 
opción no tiene efecto si el gestor de arranque en el disco de destino es GRUB. 
 
 
-ICDS: Al intentar volcar una imagen cuya partición sea mayor que la capacidad del 
disco duro destino se puede usar esta opción. Es imprescindible conocer que el 
tamaño de la imagen (usado) sea menor que el disco duro destino, en caso contrario 
podrían haber errores y que se abortara la operación de restauración. Es 

















Es una herramienta de clonación de particiones que tiene la particularidad de no 
realizar una copia bit a bit del disco duro. De este modo se evita que la copia que se 
realiza de un disco tenga el tamaño del disco completo, sino que tendrá el tamaño 
únicamente del contenido del disco duro o de las particiones. 
En el siguiente apartado se hará un resumen del funcionamiento del sistema 
englobando todas las herramientas y procedimientos descritos en los apartados 
anteriores. 
4.2.3 Funcionamiento del sistema 
 
El servidor que se quiere copiar/restaurar se configura para arrancar desde la tarjeta 
de red usando un sistema de Netboot. El cliente pide una dirección IP mediante DHCP 
que está configurado en el servidor DRBL. El administrador debe recopilar en un 
archivo todas las MAC de los servidores implicados en el sistema de backup y 
restauración. Posteriormente a la recopilación de las MAC, se asocian a un rango 
privado especificado en la configuración del DRBL y quedan configuradas en el DHCP.  
Una vez el proceso relacionado con el DHCP ha finalizado se solicita la imagen por 
TFTP para arrancar con ésta, que también es proporcionada por el servidor DRBL. El 
cliente carga la imagen proporcionada por el servidor DRBL vía TFTP, y se contrastan 
los permisos del servicio NFS y se mapea su partición de raíz (/). Así, dependiendo de 
cómo fue configurado ese cliente particular en el servidor de DRBL, el cliente cargará 
o bien una distribución Linux o bien recuperará la imagen que previamente se haya 
guardado en el servidor DRBL. 
Tal y como se ha comentado antes, el servidor DRBL dispone de un servidor NFS que 
se utilizará para montar y compartir la imagen o distribución Linux una vez se ha 
cargado por PXEBoot.  
Clonezilla es la aplicación encargada de realizar la gestión de las copias de seguridad 
y restauración. Ésta, mediante el uso de la herramienta Partimage, hará una imagen o 
bien la restaurará según unos parámetros que se le faciliten a la hora de hacer la 
gestión de la operación de backup/restauración.  Para desarrollar esta función se 
ejecutará un comando de DRBL donde se podrá escoger si se desea realizar una 
copia de seguridad o restauración. 
Finalmente, se deberá reiniciar el servidor para que arranque por PXE y se ejecute la 








4.3 Diseño del sistema de copia virtual 
 
En el departamento existen clusters en los que se encuentran diferentes servicios que 
trabajan con máquinas virtuales. Por este motivo, es necesario diseñar un sistema 
para realizar copias virtuales. Para conseguir almacenarlas es necesario utilizar otro 
sistema diferente al empleado en las máquinas físicas porque con las máquinas 
virtuales debe existir la posibilidad de realizar una copia o restauración online o bien 
offline. Esto significa que es el cluster permitirá apagar una máquina virtual en caso de 
que sea viable. Por el contrario, si es preciso que una máquina siempre esté 
encendida, hay que adoptar otra estrategia, y será entonces cuando entre en juego la 
copia virtual online. Ésta realizará una copia de algunas carpetas siempre teniendo en 
cuenta que hay directorios dinámicos por los cuales no será viable realizar una copia 
completa online. Se entenderá por directorios dinámicos aquellos que están en 
continuo cambio debido al funcionamiento del sistema operativo (proc, var, tmp). 
Para diseñar un sistema que soporte estas dos estrategias ha sido necesario realizar 
un estudio sobre las herramientas que permiten llevar a cabo este propósito. 
 
4.3.1 Estado del arte 
 
Existen varias herramientas que pueden realizar las tareas deseadas y, a 
continuación, se especifican algunas de las que se han estudiado. 
 
- Amanda  
Amanda es el "Archivador de Disco de Red Automatizado Avanzado de Maryland" 
(Advanced Maryland Automated Network Disk Archiver). Permite establecer un 
servidor centralizado de copias de seguridad para almacenar datos de diferentes 
servidores y puede utilizar diferentes softwares para realizar los backups. Las 
versiones más recientes de Amanda también permiten usar Samba para hacer copias 
de máquinas Windows en el servidor. 
 
- Backup Exec 
Las instalaciones de Backup Exec pueden tener uno o más media servers, que son 
responsables de mover datos de una o más ubicaciones a un medio de 
almacenamiento, incluyendo prácticamente cualquier disco o dispositivo de cinta. Los 






Esta aplicación dispone de una arquitectura cliente-servidor y permite realizar backups 
locales y remotos. Su diseño está elaborado mediante scripts y, por tanto, también es 
muy flexible para realizar cambios.  
 
 





Full, Incremental Full, Differential, 
Incremental 
Catálogo SQL Sí No No 
LIcencia Libre Libre Privativa 
Ilustración 7: Tabla comparativa 
 
En el trabajo se utilizará Bacula para llevar a cabo el proceso de copias de máquinas 
virtuales dentro de los volúmenes lógicos, ya que no es posible realizarlo con las otras 
herramientas mencionadas de una forma específica. Además ya está implementado 







Bacula es un conjunto de herramientas que permiten gestionar backups, así como 
recuperar y verificar los datos de la máquina a través de una red de ordenadores. 
Además, es un programa de copia de seguridad de red Open Source. Es capaz de 
cubrir las necesidades de respaldo de equipos en red y se basa en una arquitectura 
cliente-servidor.  
Dispone de funciones relacionadas con el almacenamiento y recuperación de 
información tales como copiar y restaurar ficheros dañados o perdidos. Además, 
debido a su desarrollo y estructura basada en módulos, es apto para ser utilizado en 
un amplio conjunto de servidores. 
Bacula se compone de diferentes subaplicaciones o componentes con las que reparte 
las distintas funciones que ofrece. En la siguiente ilustración3 se puede ver el esquema 
de cómo interactúan los componentes entre ellos. 
 
Ilustración 8: Esquema de los componentes de Bacula 
 
                                                          
3





A continuación se detallan los componentes. 
Bacula-Director 
 
Es el daemon que gestiona la lógica de los procesos de backup y los demás servicios. 
Es necesario que el servidor de la base de datos esté accesible desde la máquina que 
ejecuta este comando. Existe un archivo de configuración donde se especifica cómo 




Este daemon se encarga del almacenamiento. Esto implica que esté instalado en la 
máquina que disponga de la conexión física a los dispositivos de almacenamiento. 
El fichero de configuración de este servicio define tanto los dispositivos de 




El bacula FD es el daemon cliente que envia los archivos al Storage. Este componente 
ha de estar instalado en las máquinas donde se realizará la copia. 





Esta es la instrucción que se ejecuta en la ventana de comandos para entrar en el 
modo consola de Bacula. Desde aquí se pueden llevar a cabo todas las operaciones 
una vez ya se han configurado las tareas de backup en el director. Se pueden 
ejecutar, cancelar, modificar y programar tareas de backup, comprobar el estado de 
cliente, director y de tareas en ejecución o comprobar el histórico de backups y su 
resultado. Por otro lado también se pueden restaurar los datos almacenados 
escogiéndolos desde el catálogo donde se almacena la información que hace viable la 
recuperación. 
Todo el conjunto de elementos que forman Bacula es compatible con bases de datos 





Mediante esta herramienta se ha diseñado el sistema de copias de máquinas virtuales. 
En los siguientes dos apartados se matizarán las diferencias entre la copia online y 
offline. 
4.3.2 Copia online 
El objetivo de este proceso es realizar copias de las máquinas virtuales. Es necesario 
hacer la distinción entre una copia online y una copia offline, ya que existen algunas 
características que impiden que se efectúen con el mismo método. Si se desea 
realizar una copia online se ha de tener en cuenta que algunos recursos del sistema 
pueden estar ocupados por procesos y algunos no podrán ser guardados, o incluso 
pueden generar errores y con ello problemas al almacenar los datos y la información. 
Es por ello que, en caso de que se realice un backup cuando un servidor está activo, 
la política de una tarea de backup ha de ser distinta.  
Existen algunos directorios propios del sistema operativo como proc, var, tmp o mnt 
que son dinámicos y son susceptibles de presentar errores si intentamos copiarlos 
mientras están en uso. 
En este tipo de copia el componente de Bacula que se usará como cliente-fd estará 
ubicado en el mismo servidor en el que se realizará la copia. Éste será el que gestione 
la transmisión de archivos hacia el bacula-director (en este caso el servidor 
RESPIRAS). 
 4.3.3. Copia offline 
Al hacer una copia offline la máquina virtual estará apagada y, de este modo, no es 
necesario comprobar cuál es el estado de algunas carpetas. Una vez se monte la 
carpeta en el servidor local ésta se puede copiar y, si no contiene información, 
quedará vacía.  
En este tipo de operativa se utiliza el componente de Bacula cliente-fd propio del 
RESPIRAS. Allí será donde se realice, ya que el cliente estará apagado. 
A continuación se detallará el diseño de red del que se aprovechó parte de la 
configuración de red ya estructurada dentro del departamento. 
 
4.4 Diseño de la red 
 
En el apartado del estado actual se ha explicado cuál es la configuración de la red. 
Para diseñar esta parte del sistema se ha aprovechado toda la estructura ya creada.  
Gran parte de los servidores están compartidos por diferentes grupos de investigación 
y éstos tienen varias redes virtuales con las que se diversifica el tráfico. Además de  
servidores que dan servicio a algunos grupos de investigación (servidor EEF), existen 
otros que no disponen de conectividad a la VLAN de backups. Para estos casos se ha 





asignarlo a la VLAN de backup. Una vez se haya completado la tarea se volverá a 
restablecer la conectividad inicial. Está planificado que en un determinado periodo de 
tiempo se vayan conectando todos los servidores a la VLAN de backup para que esta 
labor no sea necesaria. Hasta entonces, la metodología para proceder a las tareas de 
copia de seguridad y restauración en los servidores que no dispongan de conectividad 










Del mismo modo que en el sistema de backup en máquinas físicas, el sistema de 
copias virtuales también utiliza la VLAN correspondiente a backups. Por este motivo 
hay un gran número de servidores que disponen de esta misma VLAN. 
Tal y como se puede apreciar, todas las VLANs pasan directamente por el firewall para 
controlar el acceso, a excepción de algunas VLANs que no están protegidas 
expresamente, como es el caso de NMG. El tráfico de esta VLAN pasa directamente 
por el router. 
Como se puede distinguir en el esquema de la ilustración 7, existen diferentes 
elementos con los que el sistema de recuperación activa deberá interactuar y, por ello, 
el servidor RESPIRAS está conectado a distintas VLANs (cluster, iSCSI, Xen, 
Backup). 
Por otro lado, existe una SAN que se utiliza desde los servidores cloud mediante un 
enlace a un switch con protocolo iSCSI. Existen algunos servicios en los que 
intervienen todos los grupos de investigación, como por ejemplo el servidor de correo. 
En cambio, hay otros servidores que son exclusivos de algunos grupos, como por 
ejemplo los que hacen referencia al grupo de ópticas. 
Los servidores CLOUDTSC06 y CLOUDTSC08 representados anteriormente en la 
ilustración 1, están conectados a la VLAN de Xen para poder gestionar las máquinas 
virtuales y a la SAN mediante su conmutador. Del mismo modo que gran parte de los 
servidores, también están conectados a la VLAN de Backups. 
El servidor RESPIRAS estará conectado a la SAN mediante el switch por iSCSI y a la 
VLAN de los clusters. Esto permitirá que pueda ser un servidor más del sistema de 
clusters que pueda albergar las máquinas virtuales en caso de que los otros servidores 
estén fuera de servicio. 
Además, el servidor RESPIRAS también estará conectado a la VLAN de backup (tal y 
como se ha podido ver en el esquema  de la Ilustración 7), ya que ésta es común en 
gran parte de los servidores y, por tanto, desde esta VLAN será posible realizar las 
tareas de copia de seguridad y restauración. Además, es esta red la que estará 







4.5 Funcionamiento del sistema de copias  
Una vez diseñado el sistema de copias de servidores físicos y máquinas virtuales el 
esquema lógico quedaría de la siguiente manera. 
 






Tal y como se puede comprobar, el servidor RESPIRAS está conectado a la VLAN de 
backup y, además, está conectado al sistema Xen para pertenecer al cluster. Esto 
permite que, en caso de fallar el servidor CLOUDTSC08, el servidor RESPIRAS 
adoptaría el control de la máquina virtual MV2 como un componente más del sistema 
de clusters.  
Para recuperar la máquina CLOUDTSC08, en caso de fallo, se tendría que incorporar 
un nuevo servidor que tuviera acceso a la VLAN de backup. Después, el servidor 
RESPIRAS volcaría la imagen que periódicamente es almacenada en su storage 
(almacenamiento). Esta operación se llevaría a cabo mediante el funcionamiento del 
Live PXE y el Clonezilla (servidor DRBL). Mediante este método se podría recuperar el 
estado original del servidor y así únicamente faltaría devolver el control de la MV2 de 
nuevo al CLOUDTSC08. Esta operación sería transparente para los usuarios ya que la 
máquina virtual en ningún momento habría estado fuera de servicio. 
El storage del servidor RESPIRAS contiene, además de las copias de los servidores 
físicos CLOUDTSC08 y CLOUDTSC06, una copia de las máquinas virtuales. Gracias 
a este funcionamiento, en caso de que la máquina virtual MV2 se corrompa, se podrá 
volver a restablecer mediante la copia almacenada que guarda el servidor de Backups 
que contiene Bacula. Será en ese momento cuando entre en funcionamiento el 
sistema de copia de máquinas virtuales.  
Bacula periódicamente realiza copias de las máquinas virtuales. La política general 
establecida para las copias es un backup total cada semana y backups incrementales 
cada día para almacenar los posibles cambios efectuados. Para poder recuperar la 
máquina virtual bastaría con restaurar el backup total de MV2 y los incrementales. De 
esta forma se obtendría el estado original de la máquina virtual afectada. La política se 
puede personalizar para cada servidor particular en función del uso que se le va a dar. 
Tal y como se puede comprobar, el funcionamiento de este sistema ha permitido 
realizar tres tareas principales: funcionar como miembro del cluster, recuperar una 
máquina física partiendo de un estado inicial y recuperar una máquina virtual. 
A continuación se explicará el sistema creado para la copia de dispositivos de 






4.6 Diseño del sistema de copia de los dispositivos de 
comunicaciones. 
 
Para poder crear un sistema de recuperación de los sistemas en caso de incidencia 
masiva se debe contemplar la posibilidad de que una incidencia afecte a los 
dispositivos de comunicaciones (switch, routers).  Tal y como se ha podido ver en el 
apartado 4.1.3 que explicaba el estado de la red y las comunicaciones, la complejidad 
de la arquitectura de red del departamento es lo suficientemente alta como para 
establecer una política de backups de la configuración. 
Teniendo en cuenta la frecuencia de acceso y  de modificación de la configuración de 
los switchs, se ha diseñado un sistema de backups. Este sistema periódicamente se 
conectará a un servidor mediante TFTP y volcará la información relativa al show 
running config a un archivo con el que poder recuperar la configuración en caso de 
incidencia.  
La información en el servidor se irá guardando periódicamente ya que también está 
incluido en el sistema de backups de Bacula. 
Cuando sea necesario recuperarla se tendrá que obtener la configuración desde el 
switch indicando cuál es el servidor TFTP de donde se quiere restablecer la 
configuración. 
 





Capítulo 5: Implementación del sistema 
 
5.1 Servidor RESPIRAS 
 
El servidor que hará la función de servidor RESPIRAS debía estar dimensionado para 
poder albergar todas las funciones. Debía disponer de la suficiente capacidad para 
almacenar toda la información para, en caso de incidencia, volver a restaurar los 
sistemas tal y como estaban inicialmente. Es por ello que se optó por un servidor 
DELL con las siguientes características. 
Módulo Descipción 
Base PowerEdge R515 Rack Chassis for AMD Opteron 42xx, Up to 12x 3.5" Hot 
Plug HDDs, LCD Diagnostics 
Procesador 
adicional 
AMD Opteron 4334, 6C, 3.1GHz, 6M L2/8M L3 Cache, Turbo CORE, 95W 
TDP, DDR31600MHz 
Memoria 32GB memoria de 2 CPUs, DDR3, 1066MHz (8x4GB Dual Ranked LV 
RDIMMs), Usando 1333MHz DIMMs 
Garantía básica 3 años de garantía básica 
Servicios de 
asistencia 
4 años de soporte 
Procesador AMD Opteron 4334, 6C, 3.1GHz, 6M L2/8M L3 Cache, Turbo CORE, 95W 
TDP, DDR31600MHz 




PERC H700 controlador RAID integrado, 1GB NV Cache, for 12x HDD 
Chassis 
Conectividad RAID C7 8/12HD R5 for PERC H700, 38 o 312 SAS/SATA/SSD HDDs basado 
en el chasis 
Fuente de 
alimentación 
750 Watt Redundant Power Supply (2 PSUs Included) 
Disco duro 4 x 4TB 7.2K RPM SATA 3Gbps 3.5in Hotplug Hard Drive 
Activación de UEFI UEFI BIOS settings 
Tarjetas de red Intel Gigabit ET Quad Port Server Adapter, Cu, PCIe4 
Tarjeta  adm. iDRAC6 Enterprise 






El motivo para escoger una gran capacidad de memoria RAM es porque el servidor 
RESPIRAS ha de formar parte del cluster en caso necesario, y para poder gestionar 
un volumen de máquinas virtuales es imprescindible disponer de la RAM suficiente. 
Dado que se trata de un servidor donde se alojarán copias de seguridad es necesario 
que disponga de una gran capacidad. Es por ello que se adquirió el servidor con 
cuatro discos de cuatro TBytes cada uno. 
Para obtener un plus de seguridad el servidor RESPIRAS posee dos fuentes de 
alimentación de 750w. 
Además, para conseguir redundancia en la red, tiene dos tarjetas de red 
independientes. De esta manera, si una falla seguirá habiendo comunicación desde la 
otra. 
Es necesario indicar que se ha adquirido una tarjeta de administración IDRAC6 
Enterprise para poder arrancar o apagar el servidor en caso de no poder conectarse a 
él vía remota debido a que el sistema operativo esté bloqueado. 
5.1.1 Configuración 
 
El servidor RESPIRAS ha de estar adaptado a unas necesidades, y para ello se ha de 
configurar según algunos propósitos. Dado que alberga una gran capacidad de 
almacenaje, es importante definir una estructura acorde con el uso que se le va a dar. 
En este caso, su función es la realización de backups y, por tanto, es importante 
además de la capacidad, la fiabilidad de los discos.  
Inicialmente no había configurado ningún sistema RAID en los discos y para acceder 
al modo de configuración de éstos se ha de interrumpir el inicio pulsando Control + R. 
Por defecto, había algunos discos virtuales creados que, en nuestro caso, se debían 
eliminar para realizar la configuración que más se adaptara a las necesidades del 
departamento. Posteriormente a la eliminación de la configuración de los discos 
virtuales, se procedió a configurar el RAID. Las configuraciones que se han valorado 
para la realización del proyecto han sido el RAID 5 y RAID 6. Las ventajas del RAID 5 
sobre el RAID 6 son que es más rápido y que se aprovecha más capacidad de los 
discos duros, pero tiene el inconveniente de que, en caso de pérdida de dos discos 
duros, no se podrá recuperar la información. El RAID 6 es menos eficiente si el 
número de discos es pequeño, pero va incrementando la eficiencia a medida que 
aumenta el número de discos debido a que la pérdida en capacidad de 






Para determinar la configuración del RAID, se han tenido en cuenta las ventajas e 
inconvenientes del RAID5 y el RAID6: 
 
 RAID5 RAID6 
Ventajas 
  -   Más económico 
  -   Es más rápido 
  -  Se aprovecha más capacidad de los 
discos duros 
- Tiene dos discos 
de redundancia y 
por tanto, mayor 
tolerancia  a fallos. 
Inconvenientes 
 






- Mayor lentitud 
de escritura 
Ilustración 13: Tabla comparativa de RAID 5 y 6 
 
Después de hacer la valoración se optó por el RAID5, dado que en esta ocasión 
primaba la opción del almacenaje. Una posible línea futura sería cambiar la 
configuración si se adquieren más discos duros para el servidor.  
Una vez escogida la configuración del RAID, fue necesario configurar el tipo de 
escritura que se utilizaría: write back o write through. También fue necesario escoger 
el tamaño de bloques para guardar en disco.  
Para decidir qué tipo de escritura escoger es importante comprobar si la controladora 
RAID tiene batería para asegurar que se dispone del tiempo suficiente para copiar en 
disco en caso de corte eléctrico. Así pues, se ha escogido el tipo de write back, lo cual 
provoca que haya menos tráfico de escritura en disco si no hay muchos accesos a la 
información y ésta ya estará guardada en caso de que se intente acceder a ella. 
El tamaño de los bloques se ha de elegir teniendo en cuenta el uso que se le dará al 
servidor. Por ejemplo, si se está utilizando un servidor de correo que tiene poco uso, el 
tamaño de bloque debería ser pequeño para que la escritura desde la memoria a disco 
se realiza con frecuencia. Si el tamaño de los archivos a utilizar en un servidor es muy 
grande, el tamaño del bloque deberá ser mayor, ya que sino el buffer se completará 
frecuentemente y los envíos a disco serán continuados, lo cual provocaría mayor 







En la ilustración 14 se muestra el esquema de almacenamiento del servidor 
RESPIRAS. Hay 4 discos duros de 4 TB de capacidad que son configurados con RAID 
5. Puesto que RAID 5 necesita un disco de paridad, la capacidad neta se reduce 
aproximadamente a 12 TB. Finalmente, el almacenamiento ha quedado distribuido 
según se puede ver en el esquema. 
 
 
Ilustración 14: Esquema del almacenamiento del servidor RESPIRAS 
 
Una vez configurado el RAID se procede a la instalación de la distribución Debian 
(GNU/Linux) en el servidor. Se ha escogido la distribución Debian debido a la política 
de versiones estables que tiene. Además de estar pensada para ser muy estable, es 
completamente fiel a la filosofía del Free Software. Dado que es un servidor crítico y 
uno de los requisitos del trabajo es que posea un alto testeo y seguridad en los 






5.1.2 Configuración de la red 
 
Tal y como se ha comentado en apartados anteriores, era necesario tener una 
configuración de red específica con la que el servidor RESPIRAS pudiera acceder al 
resto de servidores con los que debía interactuar para realizar el proceso de copias de 
seguridad y restauración. Para llevar a cabo esta función se tuvo que configurar la red 
del servidor para permitir el acceso a éstos y también a la SAN. 














La Ilustración 15 muestra el esquema lógico de la configuración de red del servidor 
RESPIRAS. El servidor se está dotado de dos tarjetas independientes de memoria las 
cuales disponen de dos y cuatro puertos respectivamente. El objetivo de esta 
configuración es conseguir las siguientes funciones: 
1. Utilizar el servidor RESPIRAS como parte integrante del cluster. 
Para ello era necesario garantizar la comunicación del cluster existente. Para 
ello: 
 Se establecieron enlaces redundantes: tal y como se ha comentado 
anteriormente existen dos tarjetas independientes. Tal y como están 
configurados los enlaces a los switch que acceden a la SAN se puede 
comprobar que aunque falle una de las tarjetas se seguirá teniendo 
acceso a la SAN y si falla un puerto de la misma tarjeta también. Esto 
permite que la probabilidad de pérdida de acceso a la SAN disminuya 
considerablemente. 





 Se crearon enlaces lógicos (bonding): existe un bonding configurado 
como activo/pasivo. Esto permite crear un camino desde la VLAN de 
backup hasta su destino por cuatro caminos. En caso de que uno de los 
enlaces falle activará otro path y desactivará el erróneo. 
Por otro lado era necesario garantizar la comunicación a la SAN mediante el 
protocolo iSCSI. Para conseguir esto: 
 Se creó un pool de IP’s de conexión con la SAN balanceadas con 
multipath y mapeadas en los dos grupos de volúmenes lógicos. 
Para acceder a las VLAN’s de servicios desde las máquinas virtuales: 
 Se conectaron las interfaces eth2 y eth5 del servidor RESPIRAS al 
SWTSC. 
 Configuración de bridges de acceso a VLANs de servicios. 
2. Permitir la copia física y virtual online 
Se utilizó la VLAN de backup accesible a través del bridge correspondiente y 
que se enlazó a la interfaz eth5. 
3. Permitir la copia virtual offline 
 Realiza  una copia local de la máquina virtual. 
 No utiliza la VLAN de backup. 
 Accede directamente a la SAN mediante iSCSI con el procedimiento 
explicado en el punto 1. 
4. Acceso al servidor RESPIRAS 
El servidor RESPIRAS dispone de una IP en la VLAN de gestión de Xen 
(10.10.91.14) conectada mediante bridge a eth2 y al TSCSW 
 
Tal y como se puede comprobar en el esquema, los enlaces son 802.1q. Esto significa 






5.1.3 Integración del servidor RESPIRAS en el cluster 
 
Tal y como se ha comentado anteriormente, uno de los requisitos del proyecto era que 
el servidor RESPIRAS formara parte del cluster. Para ello se ha copiado la 
configuración de los otros nodos del cluster y, además, se ha instalado la herramienta 
Pacemaker  y corosync que se encargará de gestionar los accesos a recursos sin 
provocar inconsistencias en el sistema. 
apt-get install pacemaker corosync 
Ya que el servidor se utiliza como parte de un sistema de clusters que gestionará 
máquinas virtuales, es imprescindible que disponga de un entorno seguro junto con el 
resto de servidores cluster para minimizar la posibilidad de que haya errores de 
consistencia en el acceso a la SAN. Para disponer de acceso a la máquina en caso de 
que ésta esté bloqueada, es indispensable configurar y habilitar el IPMI (interfaz de 
administración de plataforma inteligente). IPMI es un estándar basado en la utilización 
de la interfaz de red de una máquina para poder comprobar el estado. Se utiliza para 
gestionar un equipo que puede estar apagado o que no responde mediante el uso de 
una conexión de red con el hardware en lugar de un sistema operativo o login shell. De 
esta manera también se tiene la opción de apagar el equipo, iniciarlo o bien reiniciarlo, 
sin acceder al sistema operativo. 
 
Previamente a configurar el IPMI se ha de dejar en standby el servidor RESPIRAS 
dentro del sistema CRM para evitar riesgos en el acceso a los datos. Para ello se han 
de utilizar los siguientes comandos: 
- Para comprobar en qué estado se encuentra la máquina: 
crm_mon -1  
- Para poner en modo standby: 
crm node standby respiras 
Para configurar el IPMI se ha de habilitar mediante las herramientas propias del 
servidor mientras se inicia la máquina presionando, en el caso del servidor utilizado 
para el proyecto, Control + E. Esta opción inicia la configuración del IPMI donde hay 
que modificar los parámetros LAN y poner una IP de un rango donde se pueda 
acceder. También es necesario indicar las credenciales para el uso de esta 
herramienta. Existe la opción de cifrar la contraseña para evitar ataques de filtrado de 
tráfico para descubrir las credenciales.  
Una vez se realizaron los cambios se hizo la prueba para comprobar si estaba 
correctamente configurado. Para ello se inició sesión en otro de los servidores del 
cluster y se intentó apagar la máquina con el comando: 





Una vez ejecutado el anterior comando se comprobó que el servidor RESPIRAS se 
apagó, de modo que se dio por concluida la configuración del IPMI. 
Para que esta tarea se realice automáticamente en caso de una caída de la red es 
necesario configurar el STONITH (Shoot The Other Node In The Head). STONITH es 
una herramienta utilizada en clusters para apagar la máquina que queda aislada en 
una caída o incidencia de red, y así evitar inconsistencia de datos si dos servidores 
intentan escribir en un mismo recurso a la vez. 
 
Para configurar el STONITH en el sistema se realizaron los siguientes pasos: 
crm configure 
primitive respiras-stonith stonith:external/ipmi \ 
params hostname="respiras" ipaddr="10.10.60.114" userid="root" passwd="pass" 
interface="lan" \ 
 meta target-role="Started" 
location respiras-stonith-loc respiras-stonith -inf: respiras 
 
La línea anterior indica que el STONITH para gestionar el IPMI del servidor RESPIRAS 
se puede ejecutar en cualquier máquina a excepción del propio RESPIRAS. 
crm node online respiras 
Una vez se han realizado todas estas tareas el servidor ya es un integrante del cluster. 
5.2 Implementación de la copia del servidor físico 
En este apartado se especifican los pasos que se han seguido para implementar la 
copia del servidor físico. Se explicará cómo se han configurado cada una de las 
herramientas y su funcionamiento. 
5.2.1 DRBL 
 
DRBL es una herramienta muy adaptable y con muchas opciones, de modo que es 
necesario valorar las necesidades. En este caso únicamente se va a utilizar para 
cumplir con los requisitos del proyecto y, a continuación, se especifican los pasos que 
se siguieron: 
 Descarga del software e instalación: el software está disponible desde la web. 
Se puede descargar directamente con la instrucción apt-get install si se añade 





 Configurar una segunda interfaz de red: Uno de los requisitos iniciales para que 
el servidor DRBL funcione correctamente es configurar una segunda interfaz de 
red con rango privado. Este rango también se utiliza para asignar a los clientes 
desde el DHCP una vez se descarguen una imagen o inicien una distribución 
diskless con ayuda del servidor DRBL. Por ello, se creó una interfaz privada del 
rango de la VLAN del departamento dedicada a la realización de backups 
(192.168.33.x). 
 Configuración inicial: una vez instalado se ha de ejecutar la instrucción drblsrv -i 
y  posteriormente se han de configurar distintas opciones: 
o Indicar si descargar distribuciones de Linux para posteriormente 
iniciarlas mediante PXE en los servidores cargados en la memoria 
RAM. En este proyecto no se hace uso de esta opción, de modo que no 
se tuvo en cuenta. 
o Indicar el DNS y el sufijo (RESPIRAS) que renombrará todos los 
clientes que se creen. 
o Escoger qué interfaz utilizar entre las existentes en el servidor. Se ha de 
tener en cuenta que es necesario escoger una del rango privado 
anteriormente creado.  
o Guardar las direcciones MAC de los clientes en un archivo e indicar la 
ubicación. En este proyecto se añadieron manualmente todas las MAC 
de los servidores del departamento y, tal y como se explicará en 
próximos apartados, se gestionan mediante scripts. 
o Especificar el número a partir del cual el DHCP puede otorgar IP a los 
clientes. Del mismo modo que con las direcciones MAC, en apartados 
posteriores se explicará cómo se gestiona la relación entre MAC e IP 
para que finalmente quede configurado el DHCP. 
o Indicar los equipos conectados  a la red. En el sistema creado para este 
proyecto se ha realizado mediante un archivo de configuración donde 
se indican todos los servidores sin necesidad de especificar un número 
concreto. Si se han de añadir nuevos servidores sólo será necesario 
añadir la MAC del nuevo servidor junto al nombre y su IP 
correspondiente al rango 192.168.33.x. 
o Configurar un modo de ejecución. Tal y como se ha indicado en el 
anterior capítulo de Diseño del sistema existen diferentes modos de 
ejecución en el servidor DRBL. En el sistema creado la función principal 
es guardar y restaurar imágenes, por lo que bastará con indicar el modo 
de configuración SSI en caso del DRBL y el Clonezilla Box. De esta 
manera no se guardarán los directorios /etc y /var sino que al reiniciar 
volverán al estado original. Es una opción interesante saber que se 
puede utilizar si necesitamos implementar un sistema de arranque sin 
disco para usuarios que hagan simulaciones remotas y necesiten 





o Habilitar un entorno gráfico para el desarrollo del proceso de 
backup/restauración. Es importante habilitar este modo, ya que el 
administrador puede monitorizar el estado de las tareas. Para habilitar 
este modo es necesario indicarlo en el archivo de configuración 
drblpush.conf. 
o Habilitar el servidor DRBL como un servidor NAT. De esta manera el 
cliente DRBL podrá acceder a Internet, pero requiere la modificación de 
algunas reglas locales del iptables del servidor RESPIRAS.  
Debido a que DRBL trabaja con diferentes modos (SSI y completo) y el modo SSI crea 
una  réplica del entorno del sistema en el que está instalado (RESPIRAS). El servidor 
RESPIRAS dispone de conexiones a la SAN mediante el protocolo iSCSI. Para evitar 
que estas conexiones estuvieran disponibles en el cliente que arranca el sistema 
mediante PXE se tuvo que implementar un script de post arranque que deshabilitara 
los servicios de iSCSI. De este modo, al iniciar no estaban accesibles y se evitaban 
problemas de vulnerabilidad en el sistema. 
Para poder realizar esta tarea el servidor DRBL acepta scripts que se ejecutan antes o 
después de cargar la imagen. En este caso se configuró de la siguiente manera: 
#!/bin/bash 
drbl-client-service open-iscsi off 
drbl-client-service multipath-tools off 
drbl-client-service multipath-tools-boot off 
Estos comandos deshabilitan los servicios de iSCSI y las herramientas de multipath y 
de esta manera se evita el acceso a la SAN arrancando una imagen desde DRBL.  
El comando drblpush realiza una preparación del entorno para llevar a cabo las copias 
de seguridad y las tareas de restauración. Es necesario ejecutar este comando cada 
vez que se agrega un servidor o grupo de servidores. Cada vez que se ejecuta se 
debe especificar el rango IP que se va a utilizar, el sufijo temporal de las máquinas, la 
configuración de red de las máquinas (si tendrán NAT, conexión a Internet, etc.) entre 
otras opciones más. Una vez se ha finalizado la instrucción drblpush agrega las 
entradas de los servidores a su servidor NFS y crea las entradas pertinentes al 
servidor DHCP para permitir el arranque remoto. Este proceso es muy costoso y por 
este motivo se creó un sistema para agilizarlo y hacerlo más sencillo.  
Para efectuar este proceso, se ejecutó con la opción de pre arranque del servidor 
DRBL un script que lee las entradas (IP y MACs de los servidores) agregados 
manualmente al archivo /etc/drbl/IP_MAC_HOST.txt e incluye las IPs de los servidores 
en el fichero /etc/drbl/client-ip-hostname y las MAC en el fichero /etc/drbl/macaddr.txt. 
De este modo, al ejecutar el comando drblpush –c /etc/drbl/drblpush.conf se prepara el 
entorno automáticamente generando las entradas oportunas en el servidor DHCP e 






5.2.1.3 PXE boot 
Para implementar un sistema PXE es necesario instalar un DHCP y un TFTP  tal y 
como se ha podido ver en el esquema del capítulo de Diseño del sistema. En este 
caso la implementación también contempla un servidor NFS. En el caso de este 
proyecto tanto el servidor NFS, TFTP como DHCP están instalados en el propio 
servidor RESPIRAS y cada uno de los servicios trabaja conjuntamente, como se 
















Para crear este sistema se ha instalado NFS, con la que se puede acceder a los 
recursos compartidos. Para ello se ha de configurar el archivo /etc/exports para que se 
indiquen los directorios compartidos y los permisos que se otorgarán a los usuarios 
que puedan acceder. Esta configuración la realiza DRBL en función de las 
necesidades que se le indiquen. Automáticamente lo hará para las imágenes que 
guardemos en la carpeta /tftpboot/. 
Para que el sistema configure el DHCP es necesario que se especifiquen las 
direcciones MAC de los equipos cliente y una vez se ejecute el comando drblpush se 
generará automáticamente un dhcpd.conf con las MAC y un rango de IP privado que 
previamente se habrá especificado en la configuración inicial del DRBL. 
 







Al  utilizar Clonezilla hay que tener en cuenta algunos aspectos como qué sistema de 
arranque se va a utilizar (Windows o Linux) o de qué se hará un backup/restauración 
(completa o por particiones).  
Si se utiliza Clonezilla independientemente de DRBL éste requiere de un dispositivo 
para llevar a cabo las tareas de clonar y restaurar imágenes. Estos dispositivos 
pueden ser el uso de USB o bien de DVD con una imagen previamente guardada. 
Para llevar a cabo esta tarea es necesario utilizar un live CD proporcionado desde la 
misma web de Clonezilla. Si se desea que las copias se realicen de modo centralizado 
se ha de utilizar un servidor DRBL. 
En este sistema interesa hacer las tareas de recuperación en caso de incidencia 
masiva y no sería viable ni práctico utilizar un USB o Live CD para recuperar un gran 
número de servidores. Por este motivo la instalación y configuración de Clonezilla se 
realizó desde el servidor DRBL. 
Además existe una gran versatilidad en cuanto a servidores que hace complicada la 
automatización de los backups y restauraciones, de modo que se ha tenido que crear 




La herramienta Partimage se utilizará indivisiblemente con Clonezilla. La instalación de 
Clonezilla incluye este módulo ya que es el motor con el que realiza las tareas de 








Algunas herramientas realizan la copia bit a bit y esto implica una copia exacta del 
disco duro, lo cual exige almacenar en disco una copia del mismo tamaño del disco 
duro origen de la imagen aunque únicamente se esté utilizando una parte. 
Partimage es una herramienta muy útil ya que posibilita la creación de imágenes sin 
que ocupen el tamaño de la partición sino que únicamente ocupan el espacio utilizado 
y así se reduce considerablemente el espacio de almacenaje. De todos modos, la 
aplicación permite realizar también una copia bit a bit en caso de que se desee. 
5.2.1.5 Scripts 
 
Con el propósito de automatizar algunas tareas, facilitar el trabajo del administrador y 
evitar errores, se han creado unos scripts tanto para hacer backups como recuperar 
imágenes de los servidores. A continuación se explicará con más detalle cada uno de 
los scripts y cuál es su funcionalidad. 
Backup 
 
Clonezilla ofrece la posibilidad de preparar una imagen con distintas opciones en 
función de las características del servidor origen (del que se va a realizar la copia) o en 
el servidor destino (donde se va a volcar la imagen guardada). A continuación se 




















Las funciones que aparecen en la Ilustración 17 hacen referencia al uso de un método 
de copia si no está soportado el sistema de ficheros del servidor. 
 
Estos parámetros son críticos, ya que en función de las características del servidor 
(tipo de particiones, sistema de arranque, sistema de ficheros, etc) existe el riesgo de 
que no funcione. 
Para agilizar este proceso y facilitar la tarea al administrador se ha creado un script 
que automatiza la elección de estos parámetros para evitar errores y ahorrar esfuerzo 
en la gestión técnica. 
El script ofrece la posibilidad de elegir un servidor desde una lista y escoger una 
configuración según las necesidades (backup completo o algunas particiones). La lista 
de servidores está creada previamente y se compone de los servidores dados de alta 
disponibles para que se hagan copias de seguridad. 
Una vez seleccionado uno, hay que verificar si ya se ha hecho una copia previa de ese 
servidor. En caso afirmativo es necesario indicar qué configuración se utilizó para que, 
en caso de que se necesite la misma configuración, sea más sencillo si se desea 
ejecutar la misma operación. En caso de que no se quiera volver a utilizar la misma 
configuración, el script da la opción de crear una nueva. Con la ayuda de un asistente 
que realiza preguntas se conseguen configurar todos los parámetros necesarios para 
llevar a cabo la copia de seguridad con éxito. 
 
 







Un ejemplo sería el siguiente:  
 
Ilustración 19: Ejemplo de script de backup 
 
 






En las ilustraciones 19 y 20 aparece un conjunto de servidores que están agregados al 
servidor RESPIRAS. En este ejemplo se ha escogido la opción 3 correspondiente al 
servidor VPNTSC y se ha optado por realizar la copia entera del disco duro (sda). Por 
otro lado se trata de un servidor con sistema de arranque. Finalmente sólo queda 





En el caso de necesitar restaurar una imagen también es imprescindible una correcta 
elección entre los parámetros del asistente de Clonezilla en función de las 
características del servidor destino. Tal y como se puede apreciar en la siguiente 
ilustración también existe un gran número de opciones. 
 
Dado que también existe un considerable número de parámetros y la elección es 
crítica a la hora de obtener un resultado exitoso también se ha creado un script para 
restaurar una imagen.  
En la ilustración 22 aparecen los parámetros a escoger en función de si necesitamos 
crear una tabla de particiones aparte, mantener la existente o bien modificarla. 






Ilustración 22: Opciones de Clonezilla para restaurar 
 
En el caso de este script, aparecen únicamente los servidores en los que ya se ha 
realizado previamente una tarea de backup y existe una imagen almacenada en el 
servidor RESPIRAS. Una vez escogido el servidor hay que indicar cuál es la 
configuración con la que se ha almacenado la imagen. Si es útil para el usuario que 
está intentando realizar la copia se escogerá  la configuración y se indicará el número 
de imágenes y las distintas fechas con las que se ha realizado una tarea de backup 
con dicha configuración. Posteriormente, se ha de especificar cuál será el servidor de 
destino o dónde se volcará la imagen. Finalmente se deberá confirmar la configuración 
escogida y se procederá a la transferencia de la imagen en el servidor destino una vez 






Un ejemplo de lo que se puede ver en el script: 
 
 
Ilustración 23: Ejemplo de script para restaurar 
 
 






5.3 Implementación de la copia de las máquinas virtuales 
 
Bacula es un software que se compone de un conjunto de herramientas de respaldo. 
Está basado en una arquitectura cliente-servidor y dispone de la opción de copiar y 
restaurar ficheros. Una de sus características es que es modular y de fácil 
escalabilidad, por este motivo ha sido elegido para dar soporte y cubrir las 
necesidades en el proyecto. 
Tal y como se ha explicado anteriormente, el uso de un software como Bacula es 
necesario, ya que no es eficiente hacer siempre una copia total de un servidor. En 
algunos casos interesa hacer la copia únicamente de los datos que son susceptibles 
de ser modificados con cierta asiduidad y son estos ficheros la razón de usar Bacula. 
En la política de backups hay que tener en cuenta diferentes aspectos de las copias de 
seguridad. El administrador encargado de realizar las copias debe plantearse algunos 
aspectos como por ejemplo de qué debe hacer copias, cada cuánto se realizarán, 
cuánto tiempo deben almacenarse y qué tamaño supone cada copia. Teniendo en 
cuenta este último punto es importarte conocer en profundidad el funcionamiento de 
los tipos de backups. 
A menudo es deseable tener copias diarias de todos los ficheros con una retención 
alta y un almacén local para poderlo recuperar rápidamente. Sin embargo, esto puede 
suponer un problema con la eficiencia y con los costes. Si un servidor tiene un gran 
volumen de almacenamiento no será eficiente realizar una copia completa de la misma 
si se puede implementar alguna solución para copiar únicamente los archivos que se 
modifican en un cierto periodo de tiempo. Por lo tanto, es necesario priorizar los 
backups de los recursos más críticos y conocer cuál es el uso de cada máquina virtual. 
Bacula permite backups incrementales, diferenciales y completos. En todos ellos es 
necesario realizar un Full Backup y, posteriormente, incrementales o diferenciales. No 
se ha creado una política general para todos los servidores, ya que hay que tener en 
cuenta los usos de cada uno (generación de datos, tamaño de datos, etc.). Aún así, 





5.3.1 Copia online 
Es necesario definir una política de copias de seguridad que no contenga carpetas 
dinámicas con las que se pueda generar un error al hacer la copia. En este caso, se 
ha definido la copia online donde se detallan qué carpetas se van a copiar y, como en 
este caso interesa hacer copia de todo a excepción de las dinámicas, se ha 
especificado en los directorios incluidos toda la raíz y luego en el rango de exclusión 
se han matizado las carpetas que son dinámicas o aquellas que una vez se reinicie la 
máquina se perderá la información contenida en las mismas como por ejemplo /var 
/tmp o /proc. En este caso el cliente File Daemon encargado de comunicar los 
directorios al director del Bacula será el fd del cliente. Es decir, del servidor que se 
hará el backup. 
Job { 
  Name = "Onlinetemplate" 
  Type = Backup 
  JobDefs = "DefaultJob" 
  Client = template-fd 
  FileSet = "onlinetemplate" 
  Pool = onlinetemplate 
  Write Bootstrap = "/home/RESPIRAS/BACULA/bootstrap/template.bsr" 
} 
 
5.3.2 Copia offline 
En el caso de las copias offline sí es posible copiar toda la raíz ya que éstas deben 
estar apagadas y, por tanto, se evita la problemática del acceso a recursos en uso. 
Para asegurarnos que la máquina está apagada en la propia definición de la tarea se 
ejecutan dos scripts: uno antes de que se realice la tarea de backup y otra después. 
El script de comprobación inicial revisa el estado de la máquina virtual que se desea 
realizar el backup y comprueba si está iniciada en cada uno de los servidores físicos 
que componen el cluster de máquinas virtuales. En caso de que esté utilizándose en 
alguno, provoca la interrupción de la tarea de backup ya que, de lo contrario, podría 
ocasionar algún error en el cluster si se intenta montar un recurso ocupado. Si está 
libre permite la realización del backup. Posteriormente se monta la máquina virtual en 
el propio servidor RESPIRAS y, en este caso, es el propio respiras-fd el encargado de 
llevar a cabo la comunicación de directorios ya que el recurso montado actua como un  







Ejemplo de la configuración: 
Job { 
  Name = "Offlinetemplate" 
  Type = Backup 
  #Schedule = "WeeklyCycle" 
  JobDefs = "DefaultJob" 
  Client = respiras-fd 
  FileSet = "offlinetemplate" 
  Pool = offlinetemplate 
  Write Bootstrap =  
  ClientRunBeforeJob = "/etc/bacula/scripts/testbefore.sh" 
  ClientRunAfterJob = "/etc/bacula/scripts/testafter.sh" 
} 
 
5.4 Copia de la configuración de dispositivos de comunicación 
 
Para realizar esta tarea fue necesario configurar una tarea programada en el switch 
que conectara mediante el protocolo TFTP a un servidor e hiciera una copia de su 
configuración. 
Para ello se instaló el TFTP en el servidor de gestión desde donde se tuviera acceso a 
la VLAN de comunicaciones.  
apt-get install tftp 
Por otro lado, se debía utilizar alguna tarea que realizara una copia desde el switch. 
Para ello fue necesario conectarse al switch y crear una tarea programada para que 
periódicamente se ejecutara y volcara la configuración del switch en el servidor 
indicado. Este servidor está dentro de la política de backups de Bacula y, por tanto, se 








Para crear la tarea programada en el switch se siguieron los siguientes pasos: 
swtsc # configure terminal 
swtsc (config)# kron policy-list Backup 
swtsc (config-kron-policy)# cli show running config | redirect tftp://IP_servidor/conf.cfg 
swtsc (config-kron-policy)# exit 
swtsc (config)# kron occurrence Backup at 23:00 Sun recurring 
swtsc (config-kron-occurrence)# policy-list Backup 
swtsc (config-kron-occurrence)# exit 
swtsc (config)#exit 
swtsc # wr 
Mediante esta configuración se realizaría un backup del show running config, que es 











Capítulo 6: Pruebas 
 
Una vez realizada la implementación del sistema era necesario realizar un proceso de 
pruebas antes de ponerlo en producción. Esto permite tener la certeza de que el 
funcionamiento es correcto y, por tanto, evitar problemas futuros. 
Antes de que el trabajo fuera utilizado por el usuario final era necesario realizar 
pruebas con el objetivo de detectar errores del sistema. Este proceso resulta de gran 
importancia ya que ofrece un indicador de la calidad del producto siempre que se lleve 
a cabo de forma apropiada. Este capítulo se centra en la aplicación de un 
procedimiento para realizar pruebas  sobre el sistema en un entorno distinto al que se 
llevó a producción con la finalidad de lograr el nivel de calidad requerido y poder 
registrar la documentación con los resultados de cada una de las pruebas  realizadas 
en el sistema. 
En este capítulo se explicará cuál ha sido el entorno de pruebas y, posteriormente, se 
detallarán cuáles han sido cada uno  de los procedimientos para comprobar el 
funcionamiento y descartar errores. 
A continuación se describe el modo de organizar las actividades relacionadas con el 
proceso de pruebas y testeo del sistema que se ha seguido: 
 Planificación: ﬁjación de un objetivo y una estrategia general de pruebas. 
 Preparación: descripción del procedimiento general de pruebas y generación 
los casos de prueba especíﬁcos. 
 Ejecución: proceso relacionado con la puesta en marcha del sistema 
implementado siguiendo los casos de prueba previamente definidos en el 
apartado de preparación. 
 Análisis: verificación y estudio de los resultados para determinar si se 
observaron errores en la ejecución. 
 Seguimiento: en caso de que se hayan detectado errores o fallos en el análisis, 
se inicia un proceso de reparación. Los procesos de ejecución, análisis y 
seguimiento se deben realizar hasta verificar que todos los errores del sistema 






6.1 Servidores implicados 
 
Para realizar el estudio se ha escogido entre todos los servidores una muestra 
representativa con características muy dispares con la finalidad de poder conseguir 
gran parte de los tipos de configuración existentes dentro del departamento. A 
continuación se indica una tabla con los servidores seleccionados y algunas de las 
características principales. 
Equipo SO Grupo Particiones 
GCO27 
Windows 
XP GCO 1 
GCO28 
Windows 
XP GCO 1 
GCO29 
Windows 
XP GCO 1 
GCO300 
Windows 
XP GCO 1 
LicensesVPI 
Windows 
XP GCO 1 
ULTEO 2 linux Laboratorios 
4 particiones. 1 primaria, 2 extendidas, 5 lógica y 6 
logica ext4 
ULTEO 3 linux Laboratorios 
4 particiones. 1 primaria, 2 extendidas, 5 lógica y 6 
logica ext4 
RESPIRAS linux TSC 3 particiones GPT: 1 bios_grub, 2 swap, 3 ext4 
SAN linux TSC  
Cloudtsc06 linux TSC 
/dev/sda1 swap /dev/sda2 xfs / /dev/sda3 xfs 
/home (raid SW) 
Cloudtsc08 linux TSC /dev/sda1 swap /dev/sda2 xfs / /dev/sda3 
CALCULA linux TSC  
ULTEO linux Laboratorios 1 swap 2 raid 
Circuits linux GEC  
Gestió linux TSC /dev/sda1 swap /dev/sda2 ext4 / 
SITSC linux TSC /dev/sda1, /dev/sda2 swap, /dev/sda3 
DOCTERR linux Laboratorios  
NMGSRV1 linux NMG 
4 particiones GPT: 1 bios_grub, 2 boot ext4, 3 
swap, 4 lvm 
NMGSRV2 linux NMG 
4 particiones GPT: 1 bios_grub, 2 ext4, 3 swap, 4 
lvm 
GCO linux GCO 
/dev/xvda1 swap /dev/xvda2 ext4 / /dev/xvda3 
/home 
COMWEB linux GPS/Laboratorios 2 particiones. 1 dev/sda1, dev/sda2 
    
TSCLAB3 linux Laboratorios 
/dev/sda1 swap /dev/sda2 ext3 / /dev/sda3 
/dev/sda4 
TSCLAB4 linux Laboratorios 
/dev/sda1 swap /dev/sda2 ext3 / /dev/sda3 
/dev/sda4 
Cloudtsc02 linux TSC 
4 particiones GPT: 1 swap, 2 bios_grub, 3 xfs, 4 
xfs 







6.2 Test copia física 
Para asegurar un correcto proceso de pruebas se ha desarrollado una extensa 
variedad de verificaciones que contemplaran gran parte de las posibilidades del 
departamento. En este apartado se verá qué pruebas se han realizado para el test de 
la copia física. Inicialmente se realizaron pruebas en un servidor que emuló el 
funcionamiento del servidor RESPIRAS. Esto fue debido a las complejas 
configuraciones que dispone el servidor una vez llevado a producción, como por 
ejemplo la integración dentro del sistema de clusters o la configuración de la red. Una 
vez realizadas las pruebas básicas, el resto se llevaron a cabo directamente en el 
servidor RESPIRAS.  
 
6.2.1 Entorno de pruebas 
 
Para llevar a cabo las pruebas iniciales se utilizó un servidor DELL haciendo la función 
de servidor RESPIRAS con las siguientes características: 
Disco duro: 960 GB 
Procesador: 8x Intel(R) Xeon(R) CPU        E5410  @ 2.33GHz 
RAM: 8 GB de RAM 
Particiones: 
/dev/sda1   *     2048  39063551 19530752   83  Linux 
/dev/sda2      39063552 42969087  1952768   82  Linux swap / Solaris 
/dev/sda3      42969088    881829887    419430400   8e  Linux LVM 
/dev/sda4     881829888   1874933759    496551936   8e  Linux LVM 
 
Se utilizó la misma VLAN para hacer las pruebas que para el servidor definitivo. Por 
tanto, en cuanto a conectividad existían las mismas características que en el sistema 
definitivo. 
Para estar en un entorno parecido se creó un grupo de volúmenes con volúmenes 
lógicos dentro del servidor de pruebas. 







- Se creó un Physical Volume en la partición /dev/sda3. 
  root@TFG:~# pvcreate /dev/sda3 
  Writing physical volume data to disk "/dev/sda3" 
  Physical volume "/dev/sda3" successfully created 
 
- Se creó un grupo de volúmenes emulando la SAN que el servidor definitivo utilizaría. 
De este modo, las pruebas se ajustarían más al resultado final. 
 
root@TFG:~# vgcreate sanvirtual_vg /dev/sda3 
  Volume group "sanvirtual_vg" successfully created 
 
 
- Posteriormente se crearon volúmenes lógicos para hacer la función de máquinas 
virtuales dentro del grupo de volúmenes sanvirtual_vg 
 
root@TFG:/# lvcreate -L 15G -n maquina_virtual1 sanvirtual_vg 
  Logical volume "maquina_virtual1" created 
root@TFG:/# lvcreate -L 20G -n maquina_virtual2 sanvirtual_vg 
  Logical volume "maquina_virtual2" created 
root@TFG:/# lvcreate -L 25G -n maquina_virtual3 sanvirtual_vg 
 
- Se preparó el formato del sistema de ficheros (ext4) de cada máquina virtual: 
root@TFG:/# mkfs.ext4 /dev/sanvirtual_vg/maquina_virtual1 
root@TFG:/# mkfs.ext4 /dev/sanvirtual_vg/maquina_virtual2 
root@TFG:/# mkfs.ext4 /dev/sanvirtual_vg/maquina_virtual3 
 
Por otro lado se creó un grupo de volúmenes lógicos para emular el funcionamiento 
del servidor RESPIRAS: 
- Se cambió la tabla de particiones del servidor haciendo la /dev/sda3 un LVM 
- Se creó un Physical Volume la partición /dev/sda4 
  root@TFG:~# pvcreate /dev/sda4 
  Writing physical volume data to disk "/dev/sda4" 
  Physical volume "/dev/sda4" successfully created 
 
- Se creó un grupo de volúmenes emulando el servidor RESPIRAS que el servidor 
definitivo utilizaría. De este modo, las pruebas se ajustarían más al resultado final. 
 
root@TFG:~# vgcreate respiras_vg /dev/sda4 







- Posteriormente se creó un volumen lógico para hacer la función de la SAN 
 
root@TFG:/# lvcreate -L 473G -n respiras_lv respiras_vg 
  Logical volume “respiras_lv" created 
 






Por lo que hace referencia a los equipos cliente en las pruebas iniciales se han 
utilizado equipos HP Compaq 6910P. Estos equipos han hecho las funciones de 
servidores que estarán dentro del sistema de backups, tareas de restauración y 
supervisión del servidor RESPIRAS. Estos equipos tenían las siguientes 
características: 
Procesador: 
Intel® Core™2 Duo Processor T7250 2.0 GHz , 2 MB L2 cache, 800 MHz FSB  
Memoria: 





Para simular un entorno y cubrir varias posibilidades se instaló en un equipo una 
distribución de Linux Debian con tres particiones y en otro un Windows XP con una 
partición. Se utilizó un tercer equipo con características similares pero sin ningún 
sistema operativo de arranque con la finalidad de realizar pruebas en él. 
Una vez se completaron las pruebas sobre los portátiles fue necesario desarrollarlas 
en el entorno real, es decir, en el servidor RESPIRAS. El resto de pruebas  se 
desarrollaron en el propio servidor RESPIRAS, ya que éstas no tenían ningún riesgo 
de afectar al propio servidor.  
6.2.2 Pruebas de backup 
En las pruebas de backup se han diferenciado las relativas al entorno emulado para 
testear la estabilidad del sistema desarrollado de las realizadas en el entorno 
definitivo. 
6.2.2.1 Pruebas en entorno emulado 
Todas las pruebas en el entorno similar al servidor RESPIRAS fueron sobre los 
equipos portátiles HP Compaq 6910P anteriormente descritos. Las pruebas de backup 





 Backup completo Windows XP 
 Backup completo Debian (sda1, sda2, sda3) 
 Backup parcial Debian (sda1) 
 Backup parcial Debian (sda2) 
Al realizar el backup completo de Windows, DRBL identifica el disco duro completo 
como sda.  Al disponer de un sistema de arranque con Windows XP se tuvieron en 
cuenta algunas características a la hora de realizar el backup como comprobar el 
sistema de archivos NTFS o verificar el backup una vez se hubiera completado para 
comprobar si la imagen se había guardado correctamente o por el contrario era 
necesario volver a generarla de nuevo. Inicialmente no se tuvieron en cuenta los 
parámetros relacionados con NTFS y la imagen dio problemas tal y como se 
especificará en el apartado de pruebas de restauración en el entorno emulado. 
Al realizar el backup completo del equipo con una distribución Debian también se 
indicó en el servidor DRBL como sda para seleccionar todo el disco duro. En este caso 
no se seleccionó la opción de mantener el sistema de archivos NTFS. Al finalizar la 
tarea se realizó el proceso de verificación indicando que había sido correcta. 
Por lo que respecta a la copia de una partición, se utilizó la misma estrategia que en la 
copia total del servidor en la distribución Linux. Inicialmente no presentó ningún 
problema pero fue necesario que se modificara la estrategia de almacenaje de la 
imagen cuando únicamente se guardaba una partición del disco duro. La particularidad 
en estos casos se resolvió generando manualmente la tabla de particiones y 
ejecutando un fsck en función del tipo de sistema de ficheros que tuviera la partición. 
Una vez ejecutado el comando funcionó correctamente. 
6.2.2.1 Pruebas en entorno de producción 
En este apartado se explicarán las pruebas realizadas en el servidor RESPIRAS. Ha 
sido en el servidor de producción donde se han hecho las pruebas más complejas una 
vez ya se conocía el correcto funcionamiento de la herramienta. Se han elaborado las 
pruebas teniendo en cuenta una muestra de los servidores del departamento. Las 
pruebas han sido las siguientes: 
 
 Windows 2003 Server  
Este servidor no se encontraba en la VLAN de backup. Por tanto, la primera 
labor fue modificar el puerto del switch para que pudiera trabajar en la misma 








Las características de este equipo eran las siguientes: 
Procesador: 






 Servidor con Linux que no arrancaba el sistema operativo. 
Este entorno tenía algunas particularidades que complicaban el proceso de 
backup y recuperación: 
1. Tenía más capacidad de la que disponía el propio servidor 
RESPIRAS. 
2. El servidor no arrancaba y se quería copiar una imagen física y 
volcarla en el mismo disco reparando el sistema de arranque. En 
caso de que no funcionara esta prueba estaba previsto volcar la 
imagen en otro servidor para ver si se podía recuperar. 
Para tratar el punto 1 se utilizaron las opciones –ICDS conjuntamente a la –k1 
que permitieron que no se comprobara el tamaño origen de la partición al 
volcarla al destino (RESPIRAS). Esto aseguró que, aunque las particiones 
fueran mayores que el destino, el tamaño ocupado en el disco fuera menor. El 
propio creador del software indica que es una tarea delicada ya que existen 
posibilidades de que la partición se trunque y haya información necesaria en la 
parte de disco que se desprecia al hacer el backup. 
Una vez tenida la información necesaria se lanzó el backup y se quedó 
interrumpido indicando un error en el sistema de ficheros. Para solucionar este 
problema se incluyó en el proceso de backup un chequeo añadido del sistema 
de ficheros además de una reparación en caso necesario. Una vez realizados 
los cambios, el proceso de backup no generó ningún error con este mismo 
problema. 
Aún así, cuando el backup llegó a la parte final utilizada del disco volvió a 
interrumpirse. En este caso, fue debido al tamaño de la partición y a los riesgos 
de la opción –ICDS y –k1 indicados anteriormente. 
Para solventar el problema del tamaño de las particiones fue necesario 
arrancar la imagen mediante DRBL y modificarlas manualmente reduciéndolas 







Las características de este equipo eran: 
Procesador: 
Intel(R) Xeon(R) CPU        E5335  @ 4x 2.00GHz 8M cache 
RAM: 




 Portátiles Windows XP y Linux 
Una de las pruebas que se realizó en los portátiles fue utilizar la función de 
multicast. Para ello se capturó la imagen y se volvió a descargar con los dos 
portátiles de mismas características. Las pruebas fueron satisfactorias. 
Por lo que respecta a los equipos Linux, se realizaron las mismas pruebas que 
en el entorno emulado explicado en el anterior subapartado con similares 
resultados. 
 Servidor Windows XP 
Estos servidores disponen de software específico y se utilizan continuamente 
en un grupo de investigación. Estos servidores no están incluidos en la red de 
backup y, por tanto, fue necesario modificar el puerto del switch. Una vez 
realizado se lanzó la tarea de backup y el resultado fue satisfactorio. Cuando 
finalizó la tarea se volvió a conectar la máquina a la VLAN correspondiente. 
 Las características de esta máquina eran las siguientes: 
 
Procesador: 









6.3 Test copia máquina virtual 
En este apartado se explicarán las pruebas que se han llevado a cabo en lo referente 
a máquinas virtuales diferenciando entre la copia online y la copia offline.  
6.3.1 Entorno de pruebas 
El entorno de pruebas en el que se prepararon los test fue el propio servidor 
RESPIRAS como servidor de Bacula y una máquina virtual testvm que disponía de 
características similares con el resto de máquinas virtuales (sda1, sda2 y LVM). 
6.3.2 Test online 
Para llevar a cabo esta prueba se efectuó sobre una máquina virtual que estaba en 
marcha sobre todos los directorios a excepción de los siguientes: 
  Exclude { 
    File = /proc 
    File = /var 
    File = /mail 
    File = /media 
    File = /tmp 
    File = /mnt  
    File = /dev   
  } 
La prueba se realizó en las siguientes máquinas virtuales: 
- testvm 
- vpntsc 
En la ilustración 26 se puede ver el listado que apareció cuando se intentó realizar una 
tarea de backup. Estas configuraciones de los servidores se han realizado 
previamente, tal y como se explicado en el capítulo de la Implementación del sistema. 
Los pasos a seguir para proceder a esta configuración se pueden ver detalladamente 






Ilustración 26: Ejemplo de script para restaurar 
 
Tal y como se puede, ver una vez se ejecutó el comando bconsole se entró en el 
entorno de Bacula donde se podían ejecutar distintos comandos. Este listado contiene 
los servidores configurados como offline y online.  
En la siguiente ilustración se puede apreciar cómo se solicitó la confirmación de la 
tarea que se iba a realizar. 
 






Después de haber confirmado la tarea se conoció el estado de la misma a través los 
mensajes del servidor mediante el comando messages. 
Las pruebas se desarrollaron correctamente. Se restauró en el directorio raíz y se 
comprobó el correcto funcionamiento del sistema. 
6.3.3 Test offline 
La realización de una copia offline implica que la máquina virtual esté apagada y que 
se pueda montar en un recurso compartido en el servidor RESPIRAS. Las pruebas se 
realizaron sobre las siguientes máquinas: 
La prueba se realizó en las siguientes máquinas virtuales: 
 testvm 
 vpntsc 
Para efectuar estas pruebas directamente se ejecutaron los mismos comandos que se 
han especificado en el apartado anterior pero escogiendo un servidor con la 
configuración offline. 
Las pruebas se desarrollaron satisfactoriamente. Se restauró en el directorio raíz y se 
comprobó el correcto funcionamiento del sistema. 
 
6.4 Test backup comunicaciones 
Esta prueba se realizó desde el servidor de Gestió donde se creó un script. Tal y como 
se ha descrito en el apartado de la implementación, se creó una tarea individual de 
backup y de restauración sobre el servidor TFTP que se instaló previamente en el 
servidor de Gestió. Posteriormente, se creó una tarea programada y se ejecutó 
correctamente.  
Durante unos días la tarea se fue generando y se comprobó que estaba guardando los 
mismos datos, ya que las modificaciones que se realizaban en el switch no eran tan 
frecuentes.  
Para evitar una sobrecarga de archivos iguales se creó un sencillo script para 
comprobar si el archivo creado era igual al que se iba a volcar. En caso afirmativo se 
descartaba y no se volvía a copiar.  






if [[ ! -f $rutatftp/tscsw02d4.conf ]]; then 
exit 1 
fi 
diff /home/tftp/tscsw02d4.conf `ls $rutatftp/tscsw02d4_* |tail -1` > /dev/null 





        echo "es igual" 
        rm /home/tftp/tscsw02d4.conf 
else 
echo "es diferente" 
  
        fechacreacion=`ls -l --time=ctime --time-style=+%Y%m%d%H%M -g -G -o $rutatftp/tscsw02d4.conf | 
awk '{print $4}'` 
        mv $rutatftp/tscsw02d4.conf $rutatftp/tscsw02d4_$fechacreacion.conf 
fi 
  
total=`ls $rutatftp/tscsw02d4_* | wc -w` 
borrar=`expr $total - $keep` 
#ls tscsw02d4_* | head -$borrar 
if [ $borrar -gt 0 ]; then 
 
        echo "rm `ls $rutatftp/tscsw02d4_* | head -$borrar`" 









Capítulo 7: Gestión del proyecto 
El primer reto para la gestión de un proyecto es alcanzar su meta y cumplir los 
objetivos, dentro de las limitaciones conocidas. En este capítulo se verá cuál ha sido la 
planificación y se explicarán cuáles han sido los gastos generados. Además, se 
estudiará la viabilidad económica y se demostrará que el proyecto es rentable. 
 
7.1 Viabilidad económica 
  
El software que se va a utilizar para llevar a cabo todas las tareas de este proyecto 
será software libre y gratuito, de este modo las implicaciones económicas se apoyarán 
en el coste del servidor y los recursos humanos necesarios para la consecución del 
proyecto.  
Dado que el punto de fallo para que no se cumpla la estimación del presupuesto 
depende esencialmente de las personas encargadas de llevar a cabo los roles, se ha 
hecho un cálculo de las horas que se dedicarán a cada tarea. 
 
La amortización únicamente se tendrá en cuenta con el hardware. El departamento del 
TSC dispone de un contrato de reposición de equipos, el cual es de 6 años a partir de 
la compra. Una vez superado este periodo lo pueden cambiar, por tanto se 
considerarán estos años para calcular la amortización. 
 
Equipo Precio Periodo en 
producción 
Amortización estimada  
durante el proyecto 
Dell PowerEdge 
r515 
5.425,65 € 6 años 542,6 € 
 
Por otro lado es necesario tener en cuenta el coste en los recursos humanos del 
personal que ha elaborado el proyecto. En la siguiente tabla se pueden ver los costes 
asociados: 
 
Rol Tiempo estimado Precio por hora Coste estimado 
Responsable IT 50 h 35 € 1.750 € 
Ingeniero Informático 450 h 25 € 11.250 € 
Técnico informático 150 h 15 € 2.250 € 







El coste total del proyecto es la suma del coste de hardware y del coste de los 
recursos humanos en el servicio técnico: 
 
Hardware + soporte técnico = 5425.65 € + 15.250 € = 20.675 
 
Para calcular si el trabajo será o no rentable se han tenido en cuenta distintos 
aspectos. Es complicado cuantificar exactamente el valor económico de lo que se 
produce en el departamento del TSC en cuanto a trabajos de investigación se refiere y 
no ha sido posible obtener esta información. En este proyecto no se genera una 
ganancia, sino que se evita generar pérdidas, por este motivo el cálculo se ha de 
realizar con la diferencia de una recuperación con el sistema creado y sin él.  
 
Para determinar que es un proyecto rentable, debería obtener un VAN (Valor Actual 
Neto) superior a 0. Para poder realizar las operaciones se han valorado los siguientes 
factores: en el departamento hay 14 miembros del personal de administración 
(18.800€ anuales)4. Considerando una supuesta caída de los sistemas debido a una 
subida de tensión que provoca el mal funcionamiento de la SAN y el fallo de 5 discos 
duros de servidores implica tres días de recuperación parcial de los servidores y más 
de un mes y medio del resto de los servicios afectados. 
 
En la situación planteada es necesario tener en cuenta el tiempo que empleó el 
personal TIC para evaluar los daños, buscar una solución y resolverlos (comprar 
discos, restaurar RAIDs, reinstalar sistema operativo, configurar aplicaciones, 
restaurar copias de seguridad de datos…), se debería de calcular el salario de 10 días 
enteros (aproximando el impacto generado durante el mes y medio) de 14 personas 
que no pudieron efectuar su trabajo correctamente. Esto supone 7.311€ (18.800€ / 12 
meses / 30 días x 10 días de inactividad).  
 
Por otro lado, hay 14 grupos de investigación en los que se realizan simulaciones en 
equipos con un alto rendimiento. Estas simulaciones son imprescindibles y se deben 
hacer a cualquier precio. Durante el periodo de inactividad se deberían haber 
contratado equipos de alto rendimiento para realizar simulaciones en una empresa 
externa (BSC, Amazon). Haciendo una comparativa con los precios de Amazon, el 
alquiler de un equipo con capacidad similar a la del servidor afectado 
(http://aws.amazon.com/es/ec2/) es de 1,8 € por hora5 y, puesto que las simulaciones 
son ejecutadas 24 horas al día, se puede hacer el cálculo de los 3 días de inactividad 
de los 14 grupos de investigación: 2,3 €/h x 24 h x 3 días = 165.6 € x 14 grupos de 
investigación = 2.318,4 €. 
 
Es necesario considerar las horas extra que se abonaron a los técnicos para resolver 
el incidente. Para ello se ocuparon unas 4 horas extra diarias para los 5 técnicos del 
TSC durante los 3 días. 4 h x 3 días x 25 € x 5 técnicos = 1.500 € 
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Suponiendo una incidencia anual de este tipo (subida de tensión, problemas con el 
SAI, problemas de mantenimiento, fallo en aire acondicionado que genera defectos en 
equipos, cortes de luz, etc) y que algunos discos duros se corrompen causando 
problemas similares, esto provoca unos dos días extra de inactividad de algunos 
servicios. Por tanto, la suma es: 1.500 + 2.318,4 + 7.311 + investigación y 
remuneración de los resultados de los grupos de investigación + 2 días extra de 
inactividad (3000 € aproximadamente)  = 14.129.4 € anuales 
 
Adicionalmente, hay que tener en cuenta el factor variable correspondiente al salario 
de los trabajadores por el tiempo que tendrán que dedicar a rehacer el trabajo perdido 
(en caso de que una parte de la información no se haya podido recuperar). Este valor 
es muy difícil de cuantificar porque es variable, por tanto no se tendrá en cuenta en el 
cálculo.  
 
Y, por último, se debe considerar que hay una parte de la información perdida que 
será irrecuperable. Para esto hay que cuantificar, por un lado, el valor económico o 
cualitativo de la información y, por otro, el salario que se remuneró a los trabajadores 
cuando realizaron estas tareas. 
 
Haciendo el mismo cálculo con el sistema RESPIRAS: 
 
- No es necesaria la participación de 5 técnicos a la hora de realizar la 
recuperación sino que con 1 o 2 técnicos es suficiente. 
 
- Las horas de trabajo del personal TIC se reducen considerablemente, ya que 
una vez se ejecutan las tareas de recuperación se pueden realizar otros trabajos 
paralelamente y, por tanto, no se necesitan horas extra. 
 
- El tiempo de recuperación también se ve reducido debido a que el tiempo 
medio para la recuperación de la partición de un servidor de unos 50 GB es 
aproximadamente de 30 minutos. Esto provoca que los días de inactividad se 
reduzcan a 1. 
 
Teniendo en cuenta los puntos anteriores, el cálculo final queda: 
18.800€ / 12 meses / 30 días x 3 día de inactividad =  156,6 €  x 14  = 2.193,3 € 
2,3 €/h x 24 h = 55 €  x  14 = 772.8 € 
Cómputo total con el sistema RESPIRAS = 2.193,3  €+ 772,8 € = 2.966,13 €. 
Como se puede observar, la diferencia de coste evaluado con el sistema RESPIRAS 
es prácticamente la cuarta parte del coste inicial. 
7.2 Diagrama de Gantt 
 
A continuación se muestra el diagrama de Gantt representado en la línea de tiempo. 
Hay que tener en cuenta que la distribución del proyecto se ha repartido en tres roles: 





definición del proyecto y parte del estudio dentro del diseño del sistema, el ingeniero 
informático realizará gran parte del diseño del sistema y compartirá la tarea del estudio 
con el responsable IT. La parte correspondiente a las pruebas las hará el técnico 
informático. Las tareas marcadas en rojo son las críticas dentro del diagrama y es 
necesario que se completen dentro del periodo establecido para que no peligre la 
posibilidad de finalizar el proyecto dentro del plazo establecido. 
 





Una vez completado el proyecto, se ha comprobado que algunas de las tareas 
mostradas en el diagrama han sufrido una alteración respecto a lo que se había 
planificado. El apartado que se ha visto más modificado es el relativo al estudio del 
estado del arte. 
Algunas herramientas que inicialmente parecía que podían ser adaptadas al proyecto, 
una vez eran testeadas no se lograba el resultado deseado, o bien no cumplían 
íntegramente con los requisitos expuestos en el proyecto. Este tipo de factores han 
provocado que la línea de tiempo en esta tarea creciera. 
Sin embargo, el análisis de las pruebas se ha conseguido hacer con algo más de 
celeridad de la prevista, lo cual ha permitido equilibrar el diagrama para su 
consecución dentro del plazo establecido. La estrategia que se ha seguido para 
conseguir mejorar los tiempos en las pruebas ha sido realizarlas paralelamente, ya 
que se disponía de diferentes entornos (copias virtuales, copias físicas y copias de la 
configuración de dispositivos de comunicación). Esto ha permitido no alargar las tareas 






Capítulo 8: Manual de usuario 
 
En este capítulo se explicarán los pasos a seguir para realizar las tareas que se han 
llevado a cabo en la implementación y así facilitar la administración del servidor. 
8.1 Dar de alta nuevo servidor físico 
Para dar de alta un servidor físico se han de seguir los siguientes pasos: 
 Incluir la MAC de los clientes a los que se les va a realizar una tarea de 
backup. Para llevar a cabo este paso será necesario añadir la MAC de forma 
ordenada en el archivo IP_MAC_HOST.txt ubiado en /etc/drbl/. 
 Ejecutar la instrucción drblpush -c /etc/drbl/drblpush.conf: Esta sentencia 
incluirá el equipo en el DHCP junto con la MAC que previamente se ha 
indicado en el fichero de configuración. Añadirá también un directorio dentro 
del directorio /tftpboot con su IP escogida directamente del fichero 
client_ip_hostname donde se hará un mapeo entre la MAC y una IP. 
Finalmente se incluirá en el fichero /etc/exports una línea para cada directorio 
compartido en el /tftpboot/ y en la ruta preestablecida para generar la imagen 
cuando se lance la tarea de almacenar la imagen el servidor 
(/home/RESPIRAS/drbl/$imagen). 
Para proceder a la baja de un servidor físico se han de realizar los siguientes pasos: 
 Eliminar la MAC del servidor que se quiere dar de baja en el archivo 
IP_MAC_HOST.txt ubicado en /etc/drbl/. 
 Ejecutar la instrucción drblpush -c /etc/drbl/drbpush.conf. Esta sentencia 
eliminará el equipo asociado a la MAC que se ha eliminado de cada uno de los 





8.2 Hacer backup 
Se ha de distinguir entre realizar una tarea de backup con Windows y con Linux. En el 
caso de Linux es posible realizarlo de distintas particiones. En cambio en Windows, 
dadas las características de los servidores Windows, únicamente se hacen del disco 
completo. 
Al realizar las tareas de backup es imprescindible que los servidores de los que se va 
a realizar el backup estén configuradas para permitir el arranque por red y tengan 
habilitada la opción de PXE desde la BIOS. Para configurar esta opción dependerá de 
la BIOS que disponga cada servidor. En cualquier caso, la opción de PXE boot ha de 
estar habilitada y la secuencia de arranque ha de estar iniciada por la tarjeta de red o 
bien mientras inicia el servidor hay que elegir manualmente el sistema de arranque y 
escoger la red. 
Los dos siguientes apartados especifican los pasos a seguir para realizar un backup 
en Windows y en Linux. 
8.2.1 Hacer backup servidor físico Windows 
Para realizar una tarea de backup de Windows se han de seguir los siguientes pasos: 
 Ejecutar script ubicado en /etc/drbl/Backup_script.sh 
 Indicar el servidor del que se quiere realizar backup (escoger de una lista). 
 En caso de que ya exista una configuración previa se mostrará en el propio 
script exponiendo brevemente qué tipo de configuración de backup tenía. Si se 
desea utilizar la misma, se escogerá la opción y automáticamente se lanzará la 
tarea de backup con la misma configuración. En caso de querer otra distinta, se 
deberá escoger la opción “Nuevo”. 
 A continuación se indicará qué sistema de arranque tiene el backup del que se 
desea guardar una imagen. En este caso se escogerá la opción Windows. 
 Posteriormente el script preguntará la partición. En caso de Windows se 





 Una vez completados los anteriores pasos aparecerá un resumen de las 
opciones escogidas y solicitará confirmación. Si se acepta se lanzará 
automáticamente la tarea y, en caso de no estar seguros, se deberá escoger la 
opción “no” que cancelará todo el proceso y se saldrá de la aplicación. 
8.2.2 Hacer backup del servidor físico Linux 
Para realizar una tarea de backup de un servidor que disponga un sistema de 
arranque basado en Linux se han de seguir los siguientes pasos: 
 Ejecutar script ubicado en /etc/drbl/Backup_script.sh 
 Indicar el servidor del que se quiere realizar backup (escoger de una lista). 
 En caso de que ya exista una configuración previa se mostrará en el propio 
script exponiendo brevemente qué tipo de configuración de backup tenía. Si se 
desea utilizar la misma se escogerá la opción y automáticamente se lanzará la 
tarea de backup con la misma configuración. En caso de querer otra distinta se 
deberá escoger la opción “Nuevo”. 
 A continuación se indicará qué sistema de arranque tiene el backup del que se 
desea guardar una imagen. En este caso se escogerá la opción Linux. 
 Posteriormente el script preguntará la partición. Si se desea ralizar una copia 
de seguridad completa de la imagen se indicará sda y, si se necesita realizar 
una copia únicamente de una o varias particiones pero no de todas se debe 
especificar. Ejemplo: sda1 sda2 sda3.  Es indispensable conocer previamente 
la tabla de particiones del servidor del que se realizará la tarea de backup. 
 Una vez completados los anteriores pasos aparecerá un resumen de las 
opciones escogidas y solicitará confirmación. Si se acepta se lanzará 
automáticamente la tarea y, en caso de no estar seguros, se deberá escoger la 








8.3 Restaurar imagen 
Para restaurar una imagen se ha de utilizar un script dedicado a esta tarea, del mismo 
modo que en backup también existe una distinción en función del sistema de arranque. 
En los dos siguientes subapartados se especifican los pasos a seguir. 
Por lo que respecta a la configuración de las máquinas en las que se volcará la 
imagen, es necesario que se configure el sistema de arranque por red y esté habilitado 
desde la BIOS el sistema de arranque por PXE. 
8.3.1 Windows 
Para realizar una tarea de restauración de un servidor con sistema operativo de 
Windows se han de seguir los siguientes pasos: 
 Ejecutar el script ubicado en /etc/drbl/Restaurar_script.sh 
 Indicar qué imagen se desea restaurar. Aparecerá un listado ordenado de 
todos los servidores dados de alta y se debe seleccionar uno de ellos 
escribiendo el número y pulsando la tecla Enter. 
 A continuación aparecerán las configuraciones disponibles del servidor 
seleccionado siempre y cuando se haya realizado previamente una tarea de 
backup sobre el servidor seleccionado. 
 Cuando se haya seleccionado una opción aparecerá otra lista con las 
imágenes existentes que contengan la misma configuración escogida en la 
anterior pregunta. 
 Para finalizar, el script solicita la confirmación del proceso que se acaba de 
especificar. Si se acepta la configuración se deberá iniciar la máquina cliente 









Para realizar una tarea de backup con un sistema de arranque basado en Linux se han 
de seguir los siguientes pasos: 
 Ejecutar el script ubicado en /etc/drbl/Restaurar_script.sh 
 Indicar qué imagen se desea restaurar. Aparecerá un listado ordenado de 
todos los servidores dados de alta y se debe seleccionar uno de ellos 
escribiendo el número y pulsando la tecla Enter. 
 Seguidamente aparecerán las configuraciones disponibles del servidor 
seleccionado siempre y cuando se haya realizado previamente una tarea de 
backup sobre el servidor seleccionado. 
 Cuando se haya seleccionado una opción aparecerá otra lista con las 
imágenes existentes que contengan la misma configuración escogida en la 
anterior pregunta. 
 Para finalizar, el script solicita la confirmación del proceso que se acaba de 
especificar. Si se acepta, la configuración se deberá iniciar la máquina cliente 
para que cargue la imagen mediante PXE. 
8.3.2.1 Restauración del disco completo 
En el caso del disco completo se deberán seguir los mismos pasos que en el anterior 
apartado y las opciones que aparecerán serán las mismas. 
8.3.2.2 Restauración de particiones 
Clonezilla recupera la tabla de particiones y las que no vuelca están sin formatear, de 
modo que es necesario formatearlas. 
En el caso de que la restauración se deba hacer de las particiones, se deben realizar 
los pasos anteriores y, una vez se arranque la máquina mediante DRBL SSI, se 
deberán crear las particiones que no se han volcado al realizar la tarea de restauración 
y formatearlas en función del sistema de archivos que tenga la imagen. Esta 







Suponiendo que la partición sda2 no se haya recuperado del backup ejecutaríamos la 
siguiente orden. 
root@maquinavirtual mkfs.ext4 /dev/sda2 
8.4 Dar de alta nueva máquina virtual 
Para realizar la copia de una máquina virtual se deberá dar de alta en el sistema de 
backups de Bacula. Para ello se deberán seguir unos pasos y tener en cuenta que 
cada uno de los servidores podrán tener dos tipos de ejecuciones: una online y otra 
offline.  
Los pasos para dar de alta una máquina virtual en el sistema de backups de Bacula 
son: 
 Copiar de ejemplo una de las configuraciones de template: 
root@respiras cp /etc/bacula/include/template.conf /etc/bacula/include/nuevaMV.conf 
 Editar el archivo y reemplazar el nombre de la plantilla por el de la máquina 
virtual. 
root@respiras vi /etc/bacula/include/nuevaMV.conf 









 Crear los scripts de antes y después de la tarea de backup (en offline), buscar 
y reemplazar los nombres y otorgar permisos de ejecución al script. 
root@respiras cp /etc/bacula/scripts/template-after.sh /etc/bacula/scripts/nuevaMV-
after.sh 
root@respiras cp /etc/bacula/scripts/template-before.sh /etc/bacula/scripts/nuevaMV-
before.sh 
%s/template/nuevaMV/g 
root@respiras chown bacula.tape /etc/bacula/scripts/nuevaMV* 
root@respiras chmod 750 /etc/bacula/scripts/nuevaMV* 
 
 Crear carpeta en /mnt/ por cada volumen lógico donde se va a montar las 
máquinas virtuales offline. 
root@respiras mkdir /mnt/nuevaMV 
 Añadir el nuevo include dentro de la configuración del Bacula director del 
servidor RESPIRAS. 
root@respiras:~# vi /etc/bacula/bacula-dir.conf 
 incluir la línea @/etc/bacula/include/nuevaMV.conf  
 Instalar el paquete respiras-fd en la nueva máquina virtual, en caso de un 
servidor Debian:  






 Configurar el archivo de configuración del bacula-fd (/etc/bacula/bacula-fd.conf) 
en la nueva máquina virtual 
Modificar el password y poner el del bacula-dir.conf del servidor RESPIRAS. Por otro 




  Name = Standard 
  director = respiras-dir = all, !skipped, !restored 
} 
Director { 
  Name = respiras-dir 
  Password = "password" 
} 
 Reiniciar daemon bacula-fd de la máquina virtual 
root@nuevaMV:~# /etc/init.d/bacula-fd restart 
 Reiniciar daemon bacula-director del servidor RESPIRAS 
root@respiras:~# /etc/init.d/bacula-director restart 
Para proceder a la baja de una máquina virtual se deberán realizar los siguientes 
pasos: 
 Eliminar el archivo de configuración 
root@respiras:~# rm /etc/bacula/include/nuevaMV.conf 
 Eliminar los scripts de before y after: 
root@respiras:~# rm /etc/bacula/scripts/nuevaMV-beforer.sh 





 Eliminar la carpeta de la unidad /mnt/ 
root@respiras:~# rmdir /mnt/nuevaMV 
 Eliminar la siguiente línea del archivo /etc/bacula/bacula-dir.conf 
@/etc/bacula/include/nuevaMV.conf 
 Reiniciar bacula-director 
root@respiras:~# /etc/init.d/bacula-director restart 
8.4.1 Backup online 
La diferencia en la configuración (/etc/bacula/include/nuevaMV.conf) entre un backup 
online y el offline consisten en que se podrán copiar únicamente las carpetas que no 
estén en uso. Por tanto, en el archivo de configuración correspondiente a cada uno de 
los servidores se deberá seguir un ejemplo similar al que se expone a continuación: 
 
FileSet { 
  Name = "nuevaMV-online" 
  Include { 
 Options { 
   signature = MD5 
   compression=GZIP 
 } 
 File = / 
 
  } 
  Exclude { 
 File = /proc 
 File = /var 
 File = /mail 
 File = /media 
 File = /tmp 
 File = /mnt 
 File = /dev   









En cuanto a la configuración de la tarea debería ser similar a la siguiente: 
 
Job { 
  Name = "nuevaMV-online" 
  Type = Backup 
  Schedule = "WeeklyCycle" 
  JobDefs = "DefaultJob" 
  Client = nuevaMV-fd 
  FileSet = "nuevaMV-online" 
  Pool = nuevaMV-online 
  Write Bootstrap = "/home/RESPIRAS/BACULA/bootstrap/nuevaMV.bsr" 
} 
8.4.2 Backup offline 
Aunque los scripts comprueban el estado del servidor, en caso de necesitar hacer un 
backup offline uno de los requisitos será que la máquina permanezca apagada. En 
caso contrario el script de comprobación determinará que el estado del servidor no es 
el adecuado y cancelará el backup. 
Para apagar la máquina se ha de ejecutar el siguiente comando:  
 root@respiras:~# crm resource stop nuevaMV 
Para comprobar el estado si ya se ha apagado: 
root@respiras:~# crm_mon 




  Name = "nuevaMV-offline" 
  Include { 
 Options { 
   signature = MD5 
   compression=GZIP 
 } 
 File = /mnt/nuevaMV 
    










  Name = "nuevaMV-offline" 
  Type = Backup 
  Schedule = "WeeklyCycle" 
  JobDefs = "DefaultJob" 
  Client = respiras-fd 
  FileSet = "nuevaMV-offline" 
  Pool = nuevaMV-offline 
  Write Bootstrap = "/home/RESPIRAS/BACULA/bootstrap/nuevaMV.bsr" 
  ClientRunBeforeJob = "/etc/bacula/scripts/nuevaMV-before.sh" 
  ClientRunAfterJob = "/etc/bacula/scripts/nuevaMV-after.sh" 
} 
8.4.3 Programación de la tarea 
Tal y como se puede ver en el apartado anterior, en la configuración de cada tarea es 
posible especificar una programación (schedule). Para hacer una programación 
automatizada es necesario definirla en el archivo de configuración bacula-dir.conf del 
servidor RESPIRAS. Una posible configuración podría ser la siguiente: 
 
Schedule { 
  Name = "WeeklyCycle" 
  Run = Full 1st sun at 23:05 
  Run = Differential 2nd-5th sun at 23:05 
  Run = Incremental mon-sat at 23:05 
} 
 
Tal y como se puede apreciar, existen tres configuraciones en el modo de ejecución de 
los backups: backup completo el primer domingo de mes, diferencial el segundo y 





8.5 Realizar backup 
En el apartado anterior se ha explicado cómo se puede implementar un backup 
programado pero también se posible realizar un backup bajo demanda. 
Si se desea realizar una tarea bajo demanda se debe seguir el siguiente proceso: 
bconsole 
> run 
- Escoger entre todos los servidores una opción para realizar una tarea 
- A continuación aparecerá un listado de cuáles son las opciones que implica la 
realización de esa tarea. El programa ofrece la opción de modificarla, anularla y 
confirmarla. Si se acepta la tarea se ejecutará seguidamente. 
 
8.6 Realizar restauración 
En este capítulo se explicará cómo se restauran los backups almacenados 
previamente. Dado que una vez guardados el procedimiento de restauración es el 
mismo tanto en el caso del offline como el online, no se hará distinción. 
A continuación se detallarán las instrucciones a seguir para realizar la restauración. 
Bconsole 
> restore 
A continuación aparecerá el siguiente menú: 
To select the JobIds, you have the following choices: 
     1: List last 20 Jobs run 
     2: List Jobs where a given File is saved 
     3: Enter list of comma separated JobIds to select 
     4: Enter SQL list command 
     5: Select the most recent backup for a client 
     6: Select backup for a client before a specified time 
     7: Enter a list of files to restore 
     8: Enter a list of files to restore before a specified time 
     9: Find the JobIds of the most recent backup for a client 
    10: Find the JobIds for a backup for a client before a specified time 
    11: Enter a list of directories to restore for found JobIds 
    12: Select full restore to a specified Job date 
    13: Cancel 
Select item: (1-13):  
 






Si por ejemplo se indica la opción 5 nos mostraría los clientes que se encuentran. Una 
vez escogido el la opción que se desee, Bacula hará un escaneo de todos los datos 
que dispone en el servidor. Tras recuperar todo el catálogo se dará acceso a un promt 
especial, similar a la navegación en shell de GNU/Linux. De esta forma se verán los 
archivos de los que existe un backup y se podrá navegar por carpetas y ficheros. Los 
comandos más importantes y necesarios aquí son cd, ls, mark, markdir y done. En 
especial los últimos 3, que se emplearán para marcar los archivos o carpetas que se 
deseen recuperar y done, que indicará que la selección ha finalizado y se procederá a 
la recuperación de los datos. 
 
8.6 Backup de comunicaciones 
En este apartado se especificará cuál es el procedimiento a seguir para realizar el 
backup de la configuración de un dispositivo de comunicaciones a un servidor TFTP. 
En estas instrucciones se presupone que el servidor TFTP ya ha sido instalado.  
8.6.1 Backup manual a servidor TFTP 
Para realizar un backup manual de la configuración del switch se deberán seguir los 
siguientes pasos: 
 swtsc#copy running-config tftp: 
Address or name of remote host []? IP_SERVIDOR_TFTP 
Destination filename [swtsc-confg]? Swtsc-confg 
1030 bytes copied in 2.489 secs (395 bytes/sec) 
 
8.6.2 Restauración manual de servidor TFTP 
 
Para restaurar la configuración desde el servidor TFTP hasta el switch se deberán 
seguir los pasos que se detallan a continuación. 
swtsc#copy tftp: running-config 
Address or name of remote host []? 64.104.207.171 
Source filename []? backup_cfg_for_my_router 
Destination filename [running-config]? 
Accessing tftp://10.66.64.10/backup_cfg_for_my_router... 
Loading backup_cfg_for_router from 64.104.207.171 (via FastEthernet0/0): ! 
[OK - 1030 bytes] 






8.6.3 Programar tarea de backups periódicos 
 
Si se quiere programar una tarea para que periódicamente realice un backup de la 
configuración al servidor TFTP se deberán seguir los siguientes pasos: 
En el ejemplo que se muestra a continuación se realizaría un backup periódico cada 
domingo a las 23:00 h. 
swtsc(config)#kron policy-list Backup 
swtsc(config-kron-policy)#cli show run | redirect tftp://10.1.1.1/test.cfg 
swtsc(config-kron-policy)#exit 








Capítulo 9: Estudio del impacto social y 
ambiental 
 
El incesante crecimiento de la tecnología ha irrumpido en todos los ámbitos y niveles 
sociales. Lo cual ha provocado cambios que repercuten en los procesos y fenómenos 
sociales y, más específicamente, en la forma pensar y en el comportamiento de los 
seres humanos. 
Desde los orígenes de la humanidad, el crecimiento y la expansión de la población ha 
originado la aparición de diferentes tecnologías que han facilitado el desarrollo de la 
sociedad y han proporcionado las herramientas para afrontar problemas que, hasta 
entonces, no tenían solución con los medios existentes. 
En este capítulo se analizarán los aspectos sociales y medioambientales que surgen 
en el desarrollo de este proyecto.  
9.1 Impacto social 
 
Para analizar el impacto social de este proyecto es necesario plantearse cómo afecta 
o beneficia a la sociedad el sistema creado. En este caso se entiende por sociedad las 
personas dentro del entorno laboral asociado al departamento del TSC.  
Tal y como se ha especificado en anteriores capítulos, el objetivo del proyecto es que 
los problemas de recuperación y respaldo de datos sean lo más transparentes 
posibles para los usuarios. Por tanto, los resultados directos considerados un beneficio 
al realizar el sistema planteado en este trabajo son el incremento y la mejora en la 
productividad en los resultados de los grupos de investigación. Se puede afirmar esta 
conclusión ya que se reduce el tiempo de inactividad facilitando así que el trabajo 
tenga una continuidad mayor y por tanto un mejor rendimiento general del conjunto de 
trabajadores del departamento. Además, se evita la frustración que conlleva perder 








9.2 Impacto ambiental 
 
Las actividades humanas, desde la obtención de una materia prima, hasta el desecho 
de los residuos generados tras la obtención de un producto tecnológico, pueden tener 
consecuencias nefastas para la conservación del medio ambiente. Un ejemplo es la 
contaminación producida en la obtención y tratamiento de muchas materias primas o 
de fuentes de energía y los residuos generados en muchas actividades industriales. 
Posiblemente la contaminación sea el efecto más perceptible. El incremento en el 
consumo de energía provoca que aumenten considerablemente las proporciones de 
determinados gases como el dióxido de carbono o el óxido de azufre en la atmósfera, 
sobre todo cerca de las áreas industrializadas. Algunas consecuencias de la 
contaminación del aire son el calentamiento global del planeta debido al efecto 
invernadero o la disminución del grosor de la capa de ozono. 
Determinadas actividades tecnológicas generan residuos muy contaminantes que 
resultan difíciles de eliminar, como algunos materiales plásticos o componentes para la 
elaboración de muchos componentes electrónicos. 
Estos aspectos fueron tenidos en cuenta a la hora de escoger el servidor. Al realizar la 
compra de un servidor escalable de estas características se pueden añadir elementos 
de almacenaje sin que conlleve realizar la compra de otro servidor en un corto periodo 
de tiempo. De esta manera se colabora en alargar la vida útil de elementos 
informáticos y así evitar los residuos electrónicos que tanto contaminan por sus 
contenidos en componentes nocivos para el ser humano. 
En lo que respecta a la monitorización, existe la función de apagar el equipo en caso 
de que sea susceptible de presentar fallos. El hecho de apagarlo y no mantenerlo 
encendido, además de evitar la pérdida de información, tiene repercusiones en el 
consumo eléctrico. Además, el equipo estará inactivo en los periodos en los que no se 
esté utilizando con los backups periódicos. Teniendo en cuenta que en este caso es 
un servidor dentro de un centro de cálculo pequeño, el consumo no se verá afectado 
apenas pero en otra situación de mayor envergadura y más elementos, la acción 







9.2.1 Medidas adoptadas en el proyecto 
 
Existe un término llamado Green Computing que está relacionado con el uso eficiente 
de las tecnologías. En este trabajo se han tenido en cuenta algunos aspectos que 
intenten evitar un excesivo consumo eléctrico. 
 Fomentando la virtualización: la virtualización es una herramienta que ahorra 
hardware a una empresa. Además, promueve la reducción de sus emisiones 
de carbono y el ahorro de energía además de permitir una gran flexibilidad. 
Uno de los requisitos del sistema RESPIRAS era poder utilizarse como 
respaldo de máquinas virtuales en caso de fallo del resto de servidores dentro 
del cluster. El hecho de utilizar un servidor para almacenar distintos servicios 
en máquinas virtuales supone un ahorro de energía considerable, teniendo en 
cuenta el consumo eléctrico.  
Algunos estudios afirman que mediante la virtualización es posible ahorrar 
hasta un 40% del consumo eléctrico, además del ahorro de hardware.6 
Por otro lado, el sistema permite balancear las máquinas virtuales dentro del 
servidor que las alberga. Así, es posible apagar uno de los servidores en 
momentos en los que el pico de trabajo en el departamento es bajo (por 
ejemplo en vacaciones).  
 Creando un sistema escalable: la escalabilidad es una característica en los 
sistemas que permite que se adapte y reaccione ante cambios sin perder la 
funcionalidad. De esta manera se alarga la vida útil del hardware y se evitan 
recurrentes compras de nuevo hardware. 
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Capítulo 10: Conclusiones 
Este capítulo se centrará en explicar los resultados que se han obtenido en la 
implementación del trabajo. Se valorará la consecución de los objetivos y se explicará 
de qué modo se podrían mejorar en el subapartado referente a las líneas futuras. 
 
10.1 Objetivos conseguidos 
En este apartado se enumerarán los objetivos que se planteaban en el inicio del 
proyecto y se explicará el resultado de éstos. 
 Reducir el tiempo de recuperación: antes de implementar el sistema, el tiempo 
de recuperación era la suma de la preparación del equipo, la instalación del 
software y la puesta en producción del sistema. Una vez desarrollado el 
sistema, el tiempo se ha minimizado a únicamente el tiempo en que se 
transfiere la imagen a un servidor y se traspasan las máquinas virtuales. Este 
objetivo se ha cumplido satisfactoriamente. 
 Facilitar las tareas de recuperación: el proceso de recuperación asociado al 
administrador de sistemas conllevaba un esfuerzo técnico considerable dada la 
complejidad que albergan la gran mayoría de servidores del departamento. Las 
configuraciones asociadas a cada servidor requieren de particularidades de 
software en función del servicio que ofrecen y complejas configuraciones de 
red. 
El sistema desarrollado facilita la gestión mediante el script creado con el que 
únicamente en unos pasos se puede realizar backup y recuperaciones tanto de 
máquinas virtuales como físicas y de los dispositivos de la red del 
departamento. Este objetivo se ha cumplido satisfactoriamente. 
 Disminuir la probabilidad de pérdida completa de la información: previamente al 
desarrollo del sistema, la probabilidad de pérdida de información era elevada 
en el caso de los servidores físicos, ya que no se estaba realizando una copia 
de éstos. Si bien es cierto que la probabilidad de perder información nunca va a 
ser nula, con este sistema se ha reducido considerablemente teniendo en 
cuenta el sistema de copias que se ha llevado a cabo. Este objetivo se ha 
cumplido satisfactoriamente. 
Además, cabe destacar que los anteriores objetivos expuestos se han conseguido 
cumpliendo los requisitos. Entre los requisitos más importantes: debía estar basado en 
software libre y gratuito, adaptarse a la infraestructura y servicios del departamento, 







10.2 Valoración personal 
Este proyecto me ha aportado una amplia visión de cómo funciona un departamento y 
la complejidad que supone. Por otro lado, he sido testigo de la dificultad que implica el 
diseño e implementación de un sistema desde cero. Una de las etapas con mayor 
incertidumbre ha sido el trabajo de investigación dado que son muchas las fuentes de 
información disponibles y también las opciones a implementar. Pero en muchos casos 
las soluciones no se adaptan correctamente a las necesidades por completo y se ha 
de rehacer todo el trabajo realizado.  
Una vez finalizado el proyecto resulta reconfortante que pueda ser tan útil y que se 
modifique la metodología de trabajo en cuanto a la política de backups haciendo ésta 
más segura y robusta.  
Durante el trabajo he ido adquiriendo conocimientos y formas de administrar el tiempo 
que antes no tenía. Existen capítulos como la planificación o la metodología que son 
necesarios para elaborar un proyecto y antes del TFG no estaba familiarizado con 
ellos. En otros capítulos como el de Pruebas se es consciente de lo importante que 
son y lo que implica que un sistema no esté correctamente testeado antes de llevarlo a 
producción en una empresa. Estoy convencido de que todos estos conocimientos 
serán muy útiles en el entorno laboral. 
Y, por último, es poco frecuente tener la opción de llevar a cabo un proyecto de esta 
envergadura y, por eso, agradezco la oportunidad que se me ha brindado.  
10.3 Líneas futuras 
El proyecto se ha centrado en satisfacer unas necesidades y éstas han sido cubiertas 
haciendo que el sistema creado sea plenamente funcional y útil. No obstante, existe la 
posibilidad de incrementar el número de funcionalidades y opciones para conseguir 
que el sistema tenga mayor proyección en el departamento. 
A continuación se explican algunas de las posibles mejoras: 
 Alternativa temporal a la SAN en caso de incidencia: una posible mejora sería 
implementar un sistema temporal similar a la SAN en caso de que ésta falle. Se 
trataría de instalar un servicio iSCSI y que los servidores miembros del cluster 
tuvieran como target las máquinas virtuales alojadas en el servidor RESPIRAS. 
 Mejorar seguridad en discos de almacenaje: una de las formas con las que se 
puede aumentar la seguridad es utilizando RAID6 con un disco de reserva (hot 
spare). Esta medida supone un aumento de seguridad en cuanto a los discos 
de redundancia pero se pierde capacidad de almacenaje. Por tanto, esto 
implica que si se quiere utilizar un mismo tamaño de almacenaje se deberán 
adquirir más discos duros para incluir en el RAID6. Por otro lado, el disco de 
reserva estaría inactivo hasta que uno de los discos RAID6 fallase y éste 






 Monitorización: en este proyecto es interesante la participación de un sistema 
de monitorización para que se compruebe cuando un sistema no está 
funcionando correctamente o revisar cuándo un disco duro está presentando 
problemas. De esta manera, se puede realizar una actuación preventiva para 
evitar que los sistemas se corrompan y así eludir un problema mayor. 
 Redundancia del sistema de backups: integración de backup de datos en el 
RESPIRAS. De esta manera en caso de que falle el servidor RESPIRAS 
existiría una máquina redundante donde guardar toda la información 
almacenada además del propio sistema creado para llevar a cabo el 
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Capítulo 12: Glosario 
 
802.1q: protocolo que permite a múltiples redes compartir de forma transparente el 
mismo medio físico sin problemas de interferencia entre ellas. 
BINL: (Boot Image Negotiation Layer) capa utilizada en el procedimiento de arranque 
por red, que solicita un sistema operativo. 
Bootstrap: Proceso de inicio de una máquina. 
BSC: Barcelona Supercomputing Center. 
CHS: (cylinder-head-sector) es un modo de acceso para discos duros. 
Cluster: conjunto servidores que se comportan como si fuesen uno único a la hora de 
trabajar. 
CPD: Centro de procesamiento de datos, ubicación de los recursos necesarios para el 
procesamiento de información de una organización. 
CRM: (Cluster Resource Manager) es el gestor de recursos de los sistemas cluster. 
Daemon: es un proceso en segundo plano en lugar de ser controlado por el usuario. 
Datacenter: Centro de procesamiento de datos. 
DHCP: Protocolo que permite a los clientes de una red obtener los parámetros de 
configuración de su tarjeta automáticamente mediante la dirección MAC. 
DMZ: zona desmilitarizada o red perimetral. Es una red local que se ubica entre la red 
interna de una organización y una red externa 
DNS: Domain Name Server, es un servidor de nombres basado en una base de datos 
DRBL: herramienta capaz de arrancar un sistema por red sin disco. 
EXT4: sistema de ficheros basado en el entorno de Linux. 
Firewall: dispositivo de red diseñada para controlar el acceso. 
Gateway: dispositivo que permite interconectar redes a nivel de comunicación. 
GPL: Es la licencia pública general de GNU que garantiza a los usuarios finales la 
libertad de usar, estudiar, compartir y modificar el software. 
GRUB: Grand Unified Bootloader es un gestor de arranque utilizado por los sistemas 
operativos GNU/Linux 
IPMI: (interfaz de administración de plataforma inteligente) estándar basado en la 





Iptables: Framework disponible en el nucleo GNU/Linux que permite interceptar y 
manipular los paquetes de la red. 
iSCSI: es un estándar que permite el uso del protocolo SCSI sobre redes TCP/IP 
IT: siglas de Tecnologías de la Información. 
Kernel: Es el principal responsable de facilitar a los distintos programas acceso seguro 
al hardware del equipo. 
LAN: Red de Área Local. 
Live CD: sistema operativo almacenado en un medio extraíble normalmente un CD o 
un DVD. 
LVM: Logival Volumen Manager. Es un administrador de volúmenes lógicos. 
MAC: (Media Access Control). Es un identiﬁcador único de 48 bits para identiﬁcar una 
tarjeta o dispositivo de red. 
MBR: (Master Boot Record) es el primer o principal sector de un dispositivo de 
almacenamiento de datos. 
MV: Máquina virtual. 
NFS: (Network File System)  es un protocolo utilizado para sistemas de archivos 
distribuidos en un entorno de red que permite que distintos sistema puedan acceder a 
ficheros remotos. 
NTFS: es un sistema de archivos utilizado por sistemas Windows. 
Open Source: es la expresión con la que se conoce al software distribuido y 
desarrollado libremente. 
PDI: Personal Docente e Investigador. 
Prompt: conjunto de caracteres que se muestran en una línea de comandos para 
indicar que está a la espera de órdenes 
PXE: (Preboot Execution Environment) es un entorno para arrancar un sistema 
operativo en ordenadores a través de una red. 
RAID: sistema que combina discos para obtener eficiencia, capacidad y fiabilidad. 
RESPIRAS: servidor central donde se implementa el sistema creado en este proyecto. 
SAN: (Storage Area Network) es un área de almacenamiento por red. 
SQL: es un lenguaje de consulta estructurado. 
STONITH: STONITH (Shoot The Other Node In The Head) es una herramienta 
utilizada en Clusters para gestionar el apagado de servidores en caso de que peligre la 





Switch: Dispositivo de comunicación encargado de interconectar diferentes 
dispositivos y que trabaja en la capa de enlace. 
TFTP: (Trivial File Transfer Protocol) protocolo básico de transferencia basado en FTP. 
TSC: Departamento de Teoria del Senyal i Comunicació. 
VLAN: Es una virtual LAN, utilizada para redes lógicamente independientes dentro de 
una misma red física. 
Wake-on-lan: es un estándar de redes de equipos Ethernet que permite encender 
remotamente máquinas apagadas. 
Xen: es un monitor de máquina virtual de código abierto. 
