We present a new inversion formula for the classical, nite, and asymptotic Laplace transformf of continuous or generalized functions f. The inversion is given as a limit of a sequence of nite linear combinations of exponential functions whose construction requires only the values off evaluated on a M untz set of real numbers. The inversion sequence converges in the strongest possible sense. The limit is uniform if f is continuous, it is in L 1 if f 2 L 1 , and converges in an appropriate norm or Frech et topology for generalized functions f. As a corollary we obtain a new constructive inversion procedure for the convolution transform K : f 7 ! k ? f; i.e., for given g and k we construct a sequence of continuous functions f n such that k ? f n ! g.
-norm respectively. The sequence (f n ) is the convolution inverse in the sense of the operational calculus of J. Mikusi nski (see Mi] or Ba]) and converges to a generalized function f in an appropriate norm induced by the function k.
We solve this problem by introducing a new inversion formula which can be used for the Laplace transform, the nite Laplace transform and the asymptotic Laplace transform. It is noteworthy that the inversion formula does not involve in nite integrals, in nite sums, derivatives of all orders or alike, but consists of the limit of ( nite) linear combinations of exponential functions P N j=1 a j e j t , where the coe cients a j are determined by the (classical, nite, or asymptotic) Laplace transformf of f, evaluated at M untz points ( n ). This sequence of exponential functions converges uniformly if f is continuous, it converges in L 1 if f 2 L 1 , and it converges in an appropriate norm or Frech et topology for generalized functions f.
We refer to the new inversion formula as the Phragm en-Mikusi nski inversion since it generalizes the classical Phragm en-Doetsch inversion of Laplace transform theory (see Do] or B-N]) and since the proof was inspired by a proof of J. Mikusi nski of Titchmarsh's theorem ( Mi] , Chapter VII).
1. The Phragm en-Mikusi nski Inversion.
The rst theorem deals with the inversion of the nite Laplace transform. As a corollary we obtain that the inversion formula is indiscriminate towards perturbations of exponential decay which in turn allows the extension to the Laplace transform and to asymptotic Laplace transforms.
(1)
We say that a sequence ( n ) IR + is a M untz sequence, 
It is important to realize that the inversion procedures of Laplace transforms are invariant under certain perturbations. This de nes co-classes of functions in the Laplace domain, representing the same function in the time domain.
(2)
The condition n+1 ? n 1 can be relaxed to n+1 ? n > 0; however, then there exists a subsequence that satis es the condition. ( n e ? n ( ) ? (n 2) e ? (n 2) ( ) ? : : : ? (n N n ) e ? (n N n ) ( ) (t + c n ) for t ?c n 0 else converges \in the mean" to the -function; i.e., the antiderivatives n := 1 ? n converge towards the Heaviside function H : t 7 != (0;1) (t) (pointwise for all t 6 = 0 and uniformly for jtj > ).
(A) We show that n (t) = 1 ? P N n i=1 1 ? e ?nt=2 : Thus, n (t) ! 1 as n ! 1, uniformly for t > > 0.
It follows from the de nition of n that n , as a convolution of positive functions, is positive. Hence n = 1 ? n is positive and monotonically increasing. Therefore, ?1 e ?t n (t) dt ! 1, which implies { again by the positivity and monotonicity of n { that n (t) ! 0 for all t < 0 (3) and thus uniformly for all t < ? < 0. 
Thus,
Suppose there exists t < 0 such that n (t) does not converge to 0. Since . In fact, as we will see in Section 2, if f is in a space of generalized functions, then, modi ed slightly, the above sum of exponential functions converges in a suitable norm (which is optimal). for all 0 t < T , where n;i and N n are as in the previous theorem, and the limit is uniform for all t 2 0; S] and 0 < S < T:
Proof. Let t 2 0; T ). Then ?T < ? 2T +t 3 . Thus, there exists n 0 such that kr( n )k 1 n e ?
2T +t 3 n for all n n 0 and such that 2=n 0 < (T ? t)=3. By the previous theorem we know that j n;i j < ni e e ? T ?t 
Proof. We show rst that (i) => (ii) => (iii) => (iv) => (i) and then (iv) <=> (v).
Suppose (i) holds, and let ( n ) n2IN be a M untz sequence. Let ( n ) n2IN be the subsequence that is obtained by dropping the elements of ( n ) n2IN for which kr( n )k e Since (i) is assumed to hold, the dropped sequence ( n ) can not satisfy the M untz condition. Thus P 1 n < 1, and hence ( n ) n2IN is still a M untz sequence. Now we use a diagonal argument. Let j = 1 and take the rst k 1 elements of ? 1 n n2IN such that
Clearly (ii) implies (iii). Suppose (iii) holds. In the case that T > 0, we combine Corollary 3 with Corollary 2 and obtain that Notice that in Corollary 7 we proved the equivalence of (i) and (ii). In Theorem 9 we will not only prove the equivalence of (i) and (iii), but give an approximating sequence and thus provide an inversion for the convolution transform. With the above de nition, a generalized function g can be regarded as an equivalence class g n ] k of continuous (or L 1 ) functions g n such that k ? g n ! f =: k ? g. The union of these spaces will, for the scalar valued case and up to translation, give us back the convolution eld. In the vector valued case we obtain a vector space over the convolution eld. (See Ba] for details). Since the (asymptotic) Laplace transform maps convolution into multiplication, the (asymptotic) Laplace transform of such a generalized function is a quotient of the (asymptotic) Laplace transform of a function f and the (asymptotic) Laplace transform of the kernel k; thus they are meromorphic functions in some sectorial region in the right halfplane (See Ba] or L-N]).
In the following theorem, for given k and f, we provide a sequence of continuous functions g n such that k ? g n ! f. This is done by using the inversion formula onĝ =fk , yielding the sequence of exponential functions g n . This sequence converges in the k k k - e ni (2=n? n =2) ! 0: } Remark 10. We only considered scalar valued kernels k in this article. If the kernel is a strongly continuous or strongly locally integrable operator family (K t ) t 0 , the same theorems hold, provided that forK 2 L A (K), there exists a M untz sequence ( n ) n2IN such that for all > 0 there exists a constant N with kK( n )k kxk e n kK( n )xk for all n > N and all x 2 X. See Ba] for details.
