Over the past few years, we have witnessed the widespread deployment of wireless sensor networks and distributed data management facilities: two main building blocks of the Internet of things (IoT) technology. Due to the spectacular increase on the demand for novel information services, the IoT-based infrastructures are more and more characterized by their geographical sparsity and increasing demands giving rise to the need of moving from a cloud to a fog model: a novel deployment paradigm characterized by the provisioning of elastic resources geographically located as close as possible to the end user. Despite the large number of wireless sensor networks already available in the market, there are still many issues to be addressed on the design and deployment of robust network platforms capable of meeting the demand and quality of fog-based systems. In this paper, we undertake the design and development of a wireless sensor node for fog computing platforms addressing two of the main issues towards the development and deployment of robust communication services, namely, energy consumption and network resilience provisioning. Our design is guided by examining the relevant macroarchitecture features and operational constraints to be faced by the network platform. We based our solution on the integration of network hardware platforms already available on the market supplemented by smart power management and network resilience mechanisms.
Introduction
Over the past years, the development of wireless networks, mobile devices, and computing paradigms have given rise to the introduction of a large amount of information and communication-assisted services. From Smart City applications to the management of rural areas, Internet of things (IoT) technologies are being deployed to monitor or assist the operation of a wide variety of control and production processes. Nowadays, behind city traffic control and food production tasks, IoT systems are being used to monitor the resources and effectiveness of the actions that are manually or automatically being taken in response to the information provided by tiny sensors deployed across the monitored area. For instance, the use of IoT systems have been used to monitor the environmental conditions of vineyards and the growth of grape bunches over a season [1] .
Despite the promising results that have been obtained up-to-date, there are still many issues to be addressed on the design and implementation of robust IoT-based systems capable of meeting the end-user application requirements. Besides the issues to be addressed in order to improve the operation of the underlying communication platforms, another major issue has to deal with the design of a scalable and robust data processing architecture. Towards this end, the data processing architecture of IoT systems has moved from a cloud paradigm to a fog paradigm. The latter has been designed bearing in mind that for a large number of applications, the main consumers of the information obtained from the sensor data may be located close to the data sources. Furthermore, many application may have stringent qualityof-service requirements, such as real-time, security, and nonstop operation requirements. Some applications may also be characterized by their high data rates; for example, Since one of our goals is to develop a robust and selfhealing fog platform to be used in various Smart City and Smart Farming applications, we take as basis the opensource communication hardware platform. This decision has been motivated by the large number of different sensors available in the market offering larger coverage range: two main features towards the deployment of an ever increasing number of citywide applications.
Numerous works have been already reported on the use of open-source hardware and software technologies in Smart City and Smart Farming applications [3] [4] [5] [6] , implementation of protocol mechanisms [7] , or using data fusion to reduce the power consumption [8] .
Due to the increasing number of parameters to be monitored, we also address the design of a configurable sensor node platform: a platform consisting of a configurable array of sensors, from now on sensor node. This is an important issue to be taken into account when developing platforms to be deployed in the fields, for example, Smart Farming applications [9] as well as in numerous Smart City applications and weather and pollution monitoring, [10] [11] [12] . Our work therefore undertakes a holistic approach towards the design of configurable wireless node platforms integrating power management and network resilience mechanisms. Figure 1 shows the overall proposed methodology. The ultimate goal is to develop smart fog computing platforms capable of providing a wide range of end-user applications including the monitoring of complex event processing (CEP) and the provisioning of edge-to-core communications.
In this paper, we focus on the design and integration of the three building blocks, bottom boxes in Figure 1 .
We start by designing a configurable node platform integrating off-the-shelf components, that is, sensors and wireless network platforms. We then incorporate into our design the aforementioned power management and network resilience mechanisms.
In the following, the paper is organized as follows. Section 2 reviews the related work and describes the main contribution of our work. Section 3 reviews the principles and architecture of the fog computing paradigm. We also explain the role played by each node making a part of the edge network infrastructure. Section 4 details our proposal. We first introduce the power management mechanism and explain its implementation based on the functionalities of the Arduino platform. In the second part of this section, we provide the rationale behind the design of the power-aware network resilience mechanism. Based on our discussion, we specify the operation of our proposal.
In Section 5, we first evaluate the benefits of an onboard power management mechanism. This first evaluation shows the benefits of our application-aware power management mechanism. We then evaluate the power-aware resilience mechanism. We finally spell out our conclusions and future research plans in Section 6.
Related Work
Power consumption management of wireless sensor networks has long attracted the attention of many research groups. While many studies have looked into solutions ranging from the use of alternative power sources, that is, solar energy [13] , other studies have centered on the design of power-aware protocol mechanisms [14, 15] . With the main goal of improving the overall network operation, fog computing has emerged to extend the cloud computing paradigm to the edge of the network [16] . Fog computing has been created to address, among others, the mobility, geographical, and latency requirements of most IoT applications [17] . Due to the requirement when deploying an increasing number of interconnected devices, power management and selfhealing mechanisms have become two of the key design parameters of fog computing platforms [18] [19] [20] . In [18] , the authors have identified the main features of the underlying network mechanisms of a fog computing platform, namely, location, distribution, scalability, density of devices, mobility support, real-time, and standardization. Moreover, the network infrastructure in a fog computing platform must be autonomous and efficient in terms of the energy consumption and network resilience [21] .
As for the available communication technologies, the IEEE 802.15.4 ZigBee standard, from now on ZigBee, has attracted the attention of many designers. Various studies have shown the benefits of ZigBee in the context of various Smart City and Smart Farming applications. In [22] , the authors have evaluated the connectivity, packet loss rate, and transmission throughput in an indoor experimental area. A hybrid network approach, ZigBee/5G, has been described in [23] . The authors have shown the effectiveness of integrating various protocol mechanisms aiming at reducing the power consumption. On the other hand, the authors from [24] have evaluated and compared the power consumption of ZigBee versus the Advanced and Adaptive Network Technology (ANT). According to their analysis, ANT outperforms ZigBee in terms of the energy consumption implemented through a sleep/wake algorithm. However, their study has also revealed that by properly managing the overall platform, radio, and sensors, the power consumption reported by the ZigBee systems can be considerably reduced. These results make ZigBee an excellent experimental platform to study the benefits of integrating power consumption management mechanisms. Furthermore, the wider coverage range of ZigBee makes it an excellent development platform for the development of Smart City and Smart Farming applications.
In a recent work, Piromalis and Arvantis have introduced a scalable hardware architecture for wireless sensor and actuator networks to be used in Smart Farming applications [21] . While our work follows a similar approach on the design of the sensor node platform, our work focuses on the power consumption management and network resilience mechanisms taking into account the latest trends on the fog computing paradigm. That is to say, our approach brings into the design of the sensor node platforms, some of the major features of the fog computing paradigm, mainly, geographical location, latency, and power management.
Fog Computing: Principles and Technologies
The fog computing paradigm can be simply defined as a natural extension of the cloud computing paradigm. Under the fog computing paradigm, the data processing and user services are performed by smart devices, called fog nodes, closely located to the end users.
In this context, the fog computing architecture is divided into two levels, core and edge [19] . The components and technologies of each level are adapted to the services to be provided by each one of them, see Figure 2 . The core comprises the main computing components of the system, for example, the main database and broker, among others [18] , while the edge level is comprised by other components: wireless sensor and actuators networks and the fog nodes. The latter comprises a local broker, local databases, and a processing and visualization server [18, 25, 26] . The fog nodes are in charge of processing the time-sensitive data while making a better use of the underlying network infrastructure.
In this work, we focus on the edge level of fog computing architectures and in particular on the features and operation of each one of the edge elements. In fact, this work contributes on enhancing the intelligence of the network nodes and the autonomy, including the self-healing mechanisms, of the wireless network infrastructure. In order to fully justify our contribution, we start by briefly describing the main processing tasks of the two main components of an edge infrastructure: the fog nodes and the wireless sensor network. We will also highlight the features and processes to benefit from our proposal.
3.1. Fog Nodes. The fog nodes are the main processing units located closely to the data nodes. They process the data 3 Journal of Sensors captured by the sensor node and are also responsible for filtering and delivering the relevant data to be stored in the cloud. Their two main tasks can be described as follows:
(i) Complex event processing (CEP). This task refers to the processing fusion of the data collected by the sensor nodes. The main outcome of this task is to notify stakeholders of patterns derived from events of the lower level [25] . Tools, such as Apache Flink, are being used as a CEP motor in the fog node for local events and in the cloud level for general events. A fog node processes the different events based on the information extracted from the data collected by the sensor nodes. At the edge level, an initial analysis is carried out. As the second step, the fog node sends the data and events to the core level via the Internet reducing the processing and analysis to be done at the core level.
(ii) Edge and edge-to-core communications. Fog nodes are in charge of sending (1) local alerts to the subscribers and (2) the sensed data and events to the core level via the Internet [26] . Nowadays, many platforms use the MQTT protocol: a lightweight protocol where the devices send (publish) information with a label (topic) to a server that works as a broker. The broker sends information to all subscribers to the referred topic [19] ; that is, (i) the communication mechanisms are implemented in a local broker implemented at the fog node and (ii) a global broker built into the cloud facilities [26] .
Wireless Sensor Network.
In the following examples, we based our design on the ZigBee standard. This standard provides the following advantages for our proposal: (i) long distances between sensors because of the low frequency; (ii) a hierarchical topology that can be deployed in environments with high dimensions such as a Smart City or Smart Farming; and (iii) a hierarchical definition of the roles played by the various node elements enabling the natural interconnection with the fog nodes. The three node roles can be simply described as follows:
(i) Coordinator node. Every ZigBee network needs to have a single coordinator node. This device has the following features whose main functions are network initialization, distribution of addresses, and management operations. (ii) Router node. Router nodes receive the data packets generated by the sensor nodes and deliver them to the coordinator node. In order to ensure the reliable delivery of the data generated by the end nodes, every end node should be able to communicate with at least one router node. In our configuration, the router node has been implemented using an offthe-shelf hardware platform equipped with various sensor devices and a long-range RF interface. A customized programmable on/off switch has been designed in order to implement the power management mechanism. The implementation of this latter switch was deemed necessary to enable the use of analog sensor devices. The routers also implement the self-healing network mechanism.
(iii) End node. The main mission of an end node is to monitor its environment. An end node always relies on a router node or coordinator node to make part of the network. The end nodes have also been implemented using off-the-shelf hardware platforms. Similarly to the router nodes, the end nodes also implement the dynamic power management mechanism.
Based on the above discussion, we will proceed to explain the two main contributions of our proposal, namely, the power management mechanisms and the self-healing protocol.
FROG: A Robust and Green Wireless Sensor Platform
In this section, we first introduce the power management mechanism of our proposal. Our design also includes the implementation of the required electronics to properly couple the sensor nodes to the platform. In the second part, we describe the network resilience-provisioning mechanism.
Power Management.
A large number of works have been reported in the literature aiming to manage the power consumption of sensor nodes. Many of such works have defined mechanisms to turn on/off the radio system, see for instance [27] . Many works were initiated at the time when the sensor nodes comprised a limited number of sensors, typically ranging between two or three sensors. In the last few years, the number of sensors that can be integrated into one node platform has considerably increased. The main reason behind this trend has been motivated by the development of novel applications in sectors, such as Smart Cities and Smart Farming. This increase has resulted in a higher energy demand to power the onboard processing and monitoring functions [2] . Furthermore, the data acquisition requirements, time, and data amount to be processed, greatly vary from one application to another. In this work, we follow the latest trends on developing a multiple-purpose sensor platform capable of dynamically adapting its duty cycle to the application [28] . Different from the early proposals introduced in the literature, the proposed power management mechanism consists basically on turning on/off the power to be delivered to the sensors, rather than dealing with the radio system. This choice has also been made taking into account the latest development on low power radio transceivers.
In order to illustrate the benefits of the proposed mechanism, we will take the case depicted in Figure 3 where we have plotted the level of CO 2 reported by the sensors placed in our premises using three different sampling periods, 5 s, 10 s, and 20 s. As seen from Figure 3 , the trend of the data is for the most predictable; that is, from the data reported with the lowest sampling resolution, we could easily predict other values. We further notice that there are few exceptions where there is a significant change on the values reported by the sensors. Based on the previous analysis and bearing in mind the wide spectrum of applications, including the monitoring of sensitive data, we proceed to define a dynamic power management scheme meeting the requirements of a large number of potential applications. In other words, the design should take into account all the safety requirements by properly fixing the sampling rate and transmission periods. Accordingly, the management mechanism only applies to the sensor nodes; the main controllers should always be powered up. In this way, we should be able to integrate into our platform both paradigms: synchronous and asynchronous event scheduling.
In this context, many commercial sensors already count with the logic to program the on/off periods. For instance, Figure 4 depicts the connection diagram of a digital sensor based on the well-known I2C protocol. However, the connection of simpler sensor devices require the development of a programmable digital switch, see Figure 5 .
The switch is simply controlled by the programmable power management mechanism. The duty cycle is commanded using the digital signal generated by the main onboard processor connected to the base of the NPN (negative-positive-negative) transistor Q1. When the pulse is generated, the circuit is activated. The sensors are powered by connecting the power input of the sensors to the collector of Q2 and to the common ground, GND. It is important to mention that the collector voltage decreases although transistor emitter Q2 is connected to the 5 V source. This fact occurs because when the transistor switches to the on mode, there is a potential drop between the emitter and the collector of Q2 whose value is V EC = 0.7 V approximately. Nevertheless, the sensor operation is not affected by this slight potential drop [29] . In fact, multiple sensors can be connected to the transistor collector Q2 and a common ground.
Finally, Figure 6 shows the sensor node platform developed in this work. The same platform may be used to implement the router nodes and end nodes. As for the packaging, we have designed a box facilitating the installation of various sensors. We have also designed the chambers to store the volume of air required to determine the level of concentration meeting the specifications of most gas sensors. Moreover, we have also provisioned the platform with a battery charger to be integrated with the follow-up of our project.
Power-Aware Network Resilience Management Mechanism.
Based on the underlying programmable power management facility presented in Section 4.1, we developed herein 5 Journal of Sensors a power-aware network-wide resilience mechanism. The main goal of this latter mechanism is to provide the means to enhance the robustness of the wireless sensor network. Figure 7 depicts the general topology of the wireless sensor network on which we base the description of our proposal. As seen in Figure 7 , the network is composed of three types of sensor nodes, namely, the coordinator, router, and end nodes. The coordinator node is responsible of initializing the sensor network and ensuring its connectivity to the fog premises. This type of nodes is normally implemented by a highly reliable node. The other two types of nodes, routers and end nodes, are the subject of our proposal.
Since the router nodes are in charge of forwarding the data collected by the end nodes and monitoring the environment, it is obvious that they are exposed to higher load demands than the ones handled by the end nodes. We then propose to replicate the number of router nodes providing service to a given number of end nodes. At all times and in order to get the most of the available resources, the router and end nodes will monitor the environment making use of their onboard sensors.
In order to show the benefits and gains in terms of power consumption, let us define the following relation assuming that the sensor nodes are initially fully charged:
where E r is the energy level of the router node at time t, E e is the energy level of the end node at time t, K r is the discharge rate as router node, and K e is the discharge rate as end node. Since the discharge rate depends on the task performed by the sensor nodes, it is clear that given that a router node provides service to one or more end nodes, the discharge rate of a router node is higher than the discharge rate of an end node. The relation between the discharge rate of a router node and an end node can be simply expressed as follows:
where N e is the number of end nodes connected to the router node and M denotes the average energy consumed at the router node by each end node connected to it up to time t. As seen in Figure 7 , three sensor nodes may play the role of router nodes, while six sensor nodes always operate as end nodes. Our goal is to find the number of routers required to guarantee the robustness of the network without leaving out of service any end node. Let us take the following three scenarios. Notice that in our analysis, we do not include the energy consumed by the router node(s) to serve the six end nodes, since this energy consumption will be the same for all the three scenarios under study. Journal of Sensors nodes are connected to the active router node. The power consumption for this case can be simply stated as follows:
(ii) Two router nodes and one end node: L of the end nodes located at the group of nodes are connected to one of the two router nodes, while (8 − L) sensor nodes are connected to the second router node. The third sensor node located at the group of the router/end node is connected to one of the two active router nodes. The overall energy demand can be simply expressed as follows:
(iii) Three router nodes: L 1 end nodes are connected to the first router node, L 2 to the second router node, and L 3 to the third router node. Then, the overall energy demand is expressed as follows:
Summarizing, for every possible configuration on the second level, we have the following power consumption: (i) One router node + two end nodes = K r + 2K e t (ii) Two router nodes + one end node = 2K r + K e t (iii) Three router nodes = 3K r t Since K r > K e , we have the following power consumption:
From (6), it is clear that the use of one router node exhibits the best results in terms of the power requirements. The implementation of a lightweight protocol should provide the means to take over the role of the router node by another In order to design and develop the network resilience algorithm, we must take into account that the coordinator node is the one in charge of controlling the network. In order to take the decision of replacing a router node, we must verify the status of the batteries of the current sensor node and the one of all those sensor nodes that may take over the routing task. Algorithm 1 specifies the operation of our network resilience mechanism.
One of the main characteristics of our proposal is its simplicity. Since the number of sensor nodes involved on the role-changing task is fixed to three sensor nodes, the reliability of the mechanism is practically guaranteed. In fact, such configuration allows us to schedule maintenance tasks while ensuring the presence of the backup node at all times. That is to say, the sensor node taking over the routing task will be the one in charge of taking over the in-transit traffic ensuring that no packets get lost. Furthermore, our algorithm prevents the presence of potential loops involving end nodes and router/end nodes.
Experimental Evaluation
In this section, we start by describing our experimental setup. We first conduct the evaluation of the sensor node platform in terms of onboard power savings, and then, the evaluation of the power-aware network resilience mechanism.
5.1. Experimental Setting. Our experimental setting counted with the following elements:
(i) FROG platforms. We have assembled nine FROG units. Each FROG unit comprises a set of sensors with a total current consumption requirement of 475.48 mA. We implemented the processor and communications platform using an Arduino Fio V3 and an XBee-PRO XSC radio system whose current consumption requirements add up to 266.5 mA.
1: procedure BALANCEGAME 2:
lookForRouter ← FALSE 4: whileTRUEdo 5:
secondLevelDevices ← coordinatorDevice. findConnectedDevices() 6:
indexDevice ← 0 7:
forindexDevice < secondLevelDevices.size() do 8:
ifdevice.getRole() == ROUTER-NODE then 10 ifdevice.getBatteryLevel() <= 50 then 11:
device.setRole(END − NODE) 12:
lookForRouter 
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The total FROG node consumption is, processor plus sensors, 741.98 mA. Following the baseline topology depicted in Figure 7 , we have placed three FROG platforms within the router/end node sector. Throughout our experiments and based on our previous analysis, we have considered the case where only one of the three sensor nodes will act as a router node at a given time. In the case when the power management mechanism is enabled, the duty cycle is set with an off period of 5 s and an on period of 1 s. We have further implemented a coordinator node using a single-board computer, Raspberry Pi 3 Model B. This latter system has been plugged into the power line. As already mentioned, we will add a battery charger as part of our future plans.
(ii) Batteries. Table 1 summarizes the main characteristics of the Li-Po batteries used throughout our trials.
(iii) Voltage level monitoring circuit. An Arduino UNO shield was used to monitor the voltage level of the batteries during our experiments. In order to be able monitor the voltage values in the range of 0 to 5 V using the 12 V batteries, we implemented a voltage divider consisting of a 2 kΩ resistor and a potentiometer, R 2 , see Figure 8 .
Since the battery voltage diminishes during the experiments, the setting of the potentiometer had to be adjusted accordingly. A Matlab script was used to dynamically change the setting of R 2 . A second Matlab script was used to monitor and plot the battery voltage as a function of time.
Onboard Power Consumption Evaluation.
In the first set of experiments, we monitored the discharge of the batteries by first disabling the power management mechanism, and then enabling the power management mechanism of FROG. We repeated our experiments ten times. It is worth mentioning that the results were very similar in all ten trials.
Figures 9(a) and 9(b) show the results for both platform configurations using Li-Po batteries. In the case when the platform does not implement the proposed power management mechanism, the first deep voltage drop is reported after 3.5 × 10 4 s from the beginning of the test. As seen in Figure 9 (a), the discharge time for this type of battery is approximately 9 × 10 4 s. This result confirms the theoretical bound given by the ratio of the battery rate being used, 20C, divided by the current consumption of our platform, 741.98 mA [30] . In our case, this ratio is approximately equal to 9.7 × 10 4 s (26 hours). Figure 9 (b) shows the results for the FROG platform. As seen from Figure 9 (b), the battery voltage slowly diminishes and no deep drop is reported during the evaluation period. These results clearly show the benefits of our proposal. However, we should realize that the optimal setting of the power management mechanism depends on various factors, such as the sampling rate (latency) of the actual data to be reported and number of sensors integrated into the platform for a given target application. Furthermore, the integration of asynchronous handling of events, such as the CEP to be integrated into our system, will play a major role on the actual duty cycle and more specifically on the sensors being powered during a given period of time. Take for instance, the general case where each sensor may be turned on at different time instances and for periods of variable length. Following the discussion similar to the one in [30] , the power management strategy will prove beneficial if the following condition holds for the period of operation of the system, t:
where t i on denotes the time during which the sensor, i, is powered up; the corresponding power consumed by sensor i during this period of time by P i on , and the cost of the transition and time delay from off to on is expressed by P i of f /on and t i of f /on , respectively. Finally, t denotes the total running time. Our experimental results have shown that considerable power saving can be achieved by simultaneously turning on/off all the sensor devices. In fact, several of the sensor devices we have used comprise numerous sensors. Furthermore, the power consumed during the off/on transition is due to the electronic switch we have developed. We can therefore rewrite (7) to reflect our platform operation as follows:
As seen from the last expression, the fact of turning on all the sensors at the same time reduces considerably the power consumption. The second term of the left-hand side of (8) only contributes once during a duty cycle.
From the above analysis, it is clear that the proper scheduling of the data gathering process and setting of the duty cycle play a major role on the power consumption. However, the solution best fitting the needs of a specific application will have to take into account other requirements, such as the latency and sampling rate. Furthermore, the implementation of a CEP engine will require the handling of both synchronous and asynchronous events.
Network Resilience Mechanism Evaluation.
In this section, we evaluate the performance, in terms of the energy consumed, of the FROG platform operating in each one of the two roles: router node and end node. In this case, we placed the nine FROG nodes throughout the hall of our Faculty department. The duty cycle was set with an on period of 1 s and an off period of 5 s. All the nodes transmit a packet 9 Journal of Sensors conveying the data generated by the sixteen sensors: one sample for each one of the nine sensor devices. Similarly to the previous evaluation trials, we repeated ten times the trials under a given setup. At the beginning of each trial, the battery was replaced by brand new ones.
The experiment ran for a period of 8.5 × 10 4 s (23.61 hours). Figure 10(a) shows the energy consumption for the end node and Figure 10(b) shows the results for the router node. As seen from the results, the router node consumes much more energy than the end node. We also monitored the number of packets having been successfully received. No losses were reported despite the handover performed as the battery of the router crosses the threshold defined in the algorithm. These results confirm once again D1  D2  D3  D4  D5  D6  D7  D0  D1  D2  D3  D4  D5  D6  D7   Arduino   A5  A4  A3  A2  A1  A0  VIN  GND1  GND2  5 
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Conclusions and Future Plans
In this paper, we have developed FROG: a robust and green wireless sensor network platform to be integrated into the fog architecture. Our design has been fully justified after a review of the current trends on the use of IoT technology in various types of Smart City and Smart Farming applications. We based our design on the use of open software and open hardware platforms. We therefore made use of some of the facilities and functionalities already available on the market. We then design and develop a power management mechanism and a network resilience algorithm. We show that the use of a reduced number of sensor nodes capable of acting as a relay or end node as required will provide the means to considerably improve the network operation while lowering the power required for the overall network operation.
Our immediate research will focus on developing an experimental platform including Smart City applications. The system will include various end-user services based on a complex event processing (CEP) system and the fog computing paradigm. We will also explore the use of software defined networks (SDNs).
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