Abstract-An expression for the distortion rate function of cyclostationary Gaussian processes is derived. This expression is given by water-filling over the eigenvalues of a spectral density matrix associated with the source. For processes in continuous time, the distortion rate function is given in terms of a limiting function of the eigenvalues of this matrix. A lower bound on the distortion-rate function, which does not involve eigenvalue computation, is also derived. This distortion rate function is evaluated for the processes obtained by modulating a Gaussian stationary narrowband pulse by a deterministic sine wave, and is shown to be equal to the distortion rate function of the stationary narrowband pulse.
I. INTRODUCTION
The distortion rate function (DRF) describes the average minimal distortion achievable in sending an information source over a rate-limited link 1 . Sources with memory posses an inherent statistical dependency which is arguably more interesting than i.i.d sources in the context of data compression. However, not many closed-form expressions for the DRF of such sources has been found, and those are usually limited to the class of stationary processes (one exception is the DRF of Wiener processes [1] ). Moreover, information sources are rarely stationary in real-world applications, and source coding techniques which are based on stationary assumptions about the source will likely achieve poor performance if the source has time-varying statistics.
Cyclostationary processes (also known as periodically correlated processes) are a class of non-stationary processes whose statistics are invariant to time shifts by integer multiples of a given time constant, denoted as the period of the process. Cyclostationary processes have been used in many fields to model periodic time-variant phenomena. See the survey [2] for a detailed account and references. The objective of this paper is to deduce the DRF of general cyclostationary processes.
Related Work
The theory and practical aspects of cyclostationary processes are well-covered in the survey [2] and the references therein. To our knowledge, the DRF of such processes have never been studied. The DRF of a second order Gaussian stationary processes is given by the ShannonKolmogorov-Pinsker reverse water-filling solution. This result and other aspects of DRF for sources with memory can be found in Berger's book [3, Sec. 4.4] and in his later survey ⇤ Department of Electrical Engineering, Stanford University, CA. This work was supported by the NSF Center for Science of Information under grant NSF-CCF-0939370 and the BSF under Transformative Science Grant 2010505. 1 Traditionally, the rate-distortion function, the inverse of the DRF, is more commonly used. We choose to use the DRF since some of the ideas in this paper, such as the sub-additivity of the DRF as expressed in the bound of Theorem 3, are better presented by the DRF.
with Gibson [4] .
Recently, the DRF of the minimum mean squared estimate of a Gaussian stationary process from its sub-Nyquist uniform samples was given in [5] . This estimator is cyclostationary with period equal to the sampling interval.
Contribution
The main result of this paper is a closed-form expression for the DRF of a second order Gaussian cyclostationary process. This is given in the form of a water-filling solution over the eigenvalues of a spectral density matrix defined in terms of the time-varying spectral density of the source. For discrete time processes, the size of this matrix equals the discrete period of the source. In addition to that, we derive a lower bound on this DRF which has a more convenient analytic form.
We extend our result to Gaussian cyclostationary processes in continuous time by taking increasingly finer discrete time approximations. The resulting expression is a function of the eigenvalues of an infinite matrix. To our knowledge, a limiting eigenvalue distribution theorem for this matrix is not known, and a closed form analytic expression in this case is left as an open question.
In addition, we consider the case of a cyclostationary analog process obtained by modulating a Gaussian stationary narrowband pulse by a sine wave. In this special case our main result yields a closed form expression for the DRF, which coincides with the DRF of the Gaussian stationary baseband pulse.
Due to space constraints, only sketches of the main proofs will be given here. The full proofs appear in [6] .
Organization
The rest of this paper is organized as follows: in Section II we define the source coding problem for Gaussian cyclostationary processes. In doing so we review concepts and notations in cyclostationarity and rate distortion theory of Gaussian processes. Our main results are given in Section III in a discrete time setting. These are extended to analog processes in Section IV. An application of our main result to an amplitude-modulated process appears in Section V. Concluding remarks are given in Section VI.
II. PRELIMINARIES A. Cyclostationary Processes
Throughout this paper, we will consider only zero mean second order Gaussian processes. We use square brackets to denote discrete time signals or functions whose arguments take only discrete values. Vectors and matrices are denoted by bold letters.
The statistics of a zero mean Gaussian process in discrete time
can be specified only in terms of its autocorrelation function
If in addition the autocorrelation function is periodic in n with a fundamental period M 2 N,
we say that X[·] is a cyclostationry process 2 [7] . Another representation for the statistics of X[·] is given by taking the discrete-time Fourier transform of R X [n, k] with respect to the non-periodic argument
S n X e 2pif is called the time-varying power spectral density
. If S n X e 2pif is independent of n, then the process X[·] is called stationary, and S X e 2pif , S 0 X e 2pif is the power spectral density (PSD) function of X[·].
Associated with every cyclostationary process X[·]
with period M is a set of stationary discrete time processes 
which shows that X m [·] and X r [·] are jointly stationary. By properties of multi-rate signal processing (see [8] for example), the cross spectral density of X m [·] and X r [·] is given by
The functions S X m X r e 2pif , 0  m, r  M 1 define an M ⇥M PSD matrix associated with the process X[·]. This matrix is called the power spectral density of polyphase components (PSDPC) matrix. It uniquely determines the statistics of X[·] and can be seen as the PSD matrix of the stationary vector 2 A general non-Gaussian processes with periodic autocorrelation is called a second-order wide-sense cyclostationary, since periodicity is observed in the second order statistic. 3 The spectral analysis of cyclostationary processes is commonly given in terms of the DFT of S n X e 2pif with respect to n [2, (3.19)]. The TPSD is used here since it allows a more compact representation of the results in this paper. 
B. Distortion-Rate Function of Gaussian Processes
Consider the source coding problem described in 
The distortion-rate function (DRF) of the source X[·] is defined to be the minimal average distortion achievable under all rate R codes, and is known to be given by
where the infimum is taken over all random mappings of the process X[·] toX[·], such the the mutual information rate
does not exceed R bits per time unit. For a more rigorous definition of the mutual information rate and the DRF of time dependent sources, we refer to [3] .
We note that by its definition, the function D(R) is bounded by the average power of X[·],
In the case where X[·] is stationary with PSD function S X e 2pif , the distortion-rate function is determined by the celebrated reverse water-filling solution, derived in various versions by Shannon, Kolmogorov and Pinsker (SKP) [3] : Theorem 1 (SKP reverse water-filling). The DRF of a Gaussian stationary process X[·] is given by
Equation (4) defines the distortion as a function of the rate through a joint dependency on the water level parameter q . This is illustrated in Fig. 2 . (4): the distortion D(q ) is given by integrating over the 'error' part of the spectrum. The rate R(q ) is determined by the 'preserved' part through (4a).
In the case of an M-dimensional vector-valued process X[·], we define
= lim sup
where
The extension of the SKP reverse water-filling to vector valued processes can be found in [9, Eq. (20) and (21)]:
where l 0 e 2pif ,...,l M 1 e 2pif are the eigenvalues of the PSD matrix S X e 2pif at frequency f .
III. MAIN RESULTS: DISCRETE TIME
We begin by obtaining a lower bound on the DRF of Gaussian cyclostationary processes. We note that the following proposition holds for any source distribution and distortion measure, although we will consider here only the quadratic Gaussian case. 
Proof. This is merely an operative statement: any rate R code for the process X[·] induces a rate R code on each of the coordinates X m [·], m = 0,...,M 1. At each coordinate, this code cannot achieve lower distortion than the optimal rate R code for that coordinate.
Note that
and
i.e. this bound is always tight for R = 0 and R ! •.
By generalizing the last argument we get: 
where for each m = 0,. .., M 1, q m satisfies R(q m ) = 1 2
where (8) for q m . The tightness of the bound is related to the correlation between the PCs: the more correlated the PCs are, the tighter the bound. Intuitively, this is because highly correlated components means that most of the information can be extracted from just few components, so we can concentrate the coding effort at describing only those few.
Note that the case R = 0 corresponds to the case where q m is bigger than the essential supremum of S X m e 2pif , and the RHS of (7) equals the average over the total power of each one of the PC's of X[·], which are summed to s 2 X = D X (0). On the other hand, if R ! • then q m ! 0 for all m = 0,. .., M 1, and again equality holds in (7) . This behavior of the bound was anticipated by the remark that followed Proposition 2.
By extending the idea that led to Theorem 3, we can get the desired DRF of any discrete time cyclostationary process in terms of the eigenvalues of the PSDPC matrix.
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Theorem 4. Let X[·] be a zero mean discrete time Gaussian cyclostationary process with period M 2 N. The distortion rate function of X[·] is given by
where l 0 e 2pif  .. .  l M 1 e 2pif are the eigenvalues of the PSDPC matrix with (m + 1, r + 1) th entry given by 
IV. MAIN RESULTS: CONTINUOUS TIME
A continuous time second order Gaussian process X(·) = {X(t), t 2 R} is said to be cyclostationary with period T 0 > 0 if its autocorrelation function
is periodic in its first argument with period T 0 . For such processes, we define the time-varying power spectral density (TPSD) function at time instance 0  t  T 0 by
The source coding problem in Fig. 1 can be naturally extended to continuous time processes. We refer to [3] for more details about this extension.
A. Results
The bound in Theorem 3 can be extended to the continuous time case by approximating the outer integral in (11) by finite sums. This yields the following result:
Theorem 5. Let X(·) be a continuous time Gaussian cyclostationary process with period T 0 > 0. The distortion rate function of X(·) satisfies
where for each 0  t  T 0 , q t satisfies R(q t ) = 1 2
Theorem 4 can be extended to the continuous time case as follows:
Theorem 6. Let X(·) be a Gaussian cyclostationary process with period T 0 and almost surely Riemann integrable paths. For a given M 2 N, denote
where l 0 e 2pif  .. .  l M 1 e 2pif are the eigenvalues of the PSD matrix with its (m + 1, r + 1) th entry given by
The distortion-rate function of X(·) is given by
provided both limits exist.
Sketch of Proof: Given a Gaussian cyclostationary process X(·) with period T 0 > 0, we define the discrete-time process X[·] obtained by uniformly sampling X(·) at intervals T 0 /M, and apply Theorem 4 to this process. Under the assumed conditions, the DRF ofX [·] approaches that of X(·) as M goes to infinity.
Szegő's Toeplitz distribution theorem [10, Section 5.2] was used in several cases to describe limits of the form (14) where the matrix considered is Toeplitz [11] , [3] , [12] or block Toeplitz [13] , [14] . Unfortunately, the matrix in (13) is not Toeplitz or block Toeplitz so Szegő's theorem is not applicable. To our knowledge, no similar result exists for the limiting distribution of eigenvalues for matrices of this type. Below, we give an example for a cyclostationary process for which the limits (14) are computable and a closed form expression for the DRF is obtained.
V. EXAMPLE: AMPLITUDE MODULATION
Consider the process X AM (·) obtained by modulating a stationary Gaussian process Z(·) by a sine wave of frequency f 0
For a fixed phase j 2 (0, 2p), this process is cyclostationary with TPSD function [15, Eq. (40) ]
where S Z ( f ) is the PSD of the baseband process Z(·). In the case where the process Z(·) is narrowbanded in the sense that (15), the lower bound of Theorem 5 and the DRF of a Gaussian processZ(·) with the PSD (17). The PSD of the baseband process Z(·) is taken to be the Gaussian pulse given in the small frame.
the support of S Z ( f ) resides in the interval ( f 0 /2, f 0 /2), it can be shown that for any M 2 N, the PSDPC matrix has a single non-zero eignvalue equals to M f 0 S Z ( f 0 f ). Using this in (14) leads to an expression for the DRF of X AM (·) which is independent of M and equals to the DRF of the stationary baseband process Z(·), given by the SKP reverse water-filling in Theorem 1.
This DRF is plotted in Fig. 3 for a given baseband process Z(·). Also shown in Fig. 3 are the lower bound of Theorem 5 and an upper bound derived as follows, which is a result of the following property of the SKP reverse water-filling solution in Theorem 1: Proposition 7. For any f 0 > 0, the DRF of a Gaussian stationary process with PSD S( f ) is bounded from above by the DRF of a Gaussian stationary process with PSD From Proposition 7 we conclude that the DRF of Z(·) is bounded from above by the DRF ofZ(·), which is the stationary Gaussian process with PSD
Interestingly,S( f ) is also the PSD of the non-Gaussian process obtained by taking the phase j in (15) to be random and uniformly distributed over (0, 2p) [16, Ex. 8.18 ].
VI. CONCLUSIONS We derived an expression for the distortion-rate function (DRF) of a class of Gaussian processes with periodically time varying statistics, known as cyclostationary processes. This DRF is computed by reverse water-filling over eigenvalues of a spectral density matrix associated with the source. In the continuous time counterpart the solution is given in terms of a limit of a function of these eigenvalues. We leave open the question of whether the DRF can be obtained in closed form in the continuous-time case.
In the case of a stationary narrowband process modulated by a sine wave, our solution yields a closed form expression which coincides with the DRF of the stationary process. The properties of the SKP reverse water-filling solution allows us to derive an upper bound in this case.
Theorem 5 provides a lower bound given by a closed form expression, which is tight at least in the two extreme cases of zero and infinite rate. A similar bound can be derived for any source which is fully described by a set of stationary processes such as the polyphase components in the cyclostationary case.
