Introduction
Magnetic devices, such as spectrometers or beam analyzers, are usually employed in highprecision modern nuclear physics experiments. In such measurements, the different ionic charge states produced by the interaction of the accelerated ion beam with thin foils used as degraders or as nuclear targets can constitute alternatively a source of information or an unwanted background.
A case where an accurate and precise study of charge-state distributions is crucial is the measurement at very forward angles of the products of nuclear reactions induced by medium-heavy ions (A > 4) at energies above the Coulomb barrier. The NUMEN (Nuclear Matrix Elements for Neutrinoless double beta decay) project [1] , [2] aims at investigating the nuclear response to double charge exchange (DCE) reactions for all the isotopes of interest for neutrinoless double beta decay (0νββ) at INFN -Laboratori Nazionali del Sud (Italy). Typical used beams are 18 O 8+ , 20 Ne 10+ , 12 C 6+ at energies between 15 and 70 MeV/u and typical targets are nuclei candidates for 0νββ, i.e. specific medium-mass nuclei such as 48 Ca, 76 Ge, 116 Cd, 130 Te and others. The reaction ejectiles are momentum analyzed by the MAGNEX large acceptance magnetic spectrometer [3] and detected by its focal plane detector [4] , [5] .
The DCE reaction channel is characterized by very low cross sections in the ground to ground state transitions (from few µbarn down to few nbarn) [6] , [7] . On the other hand, the elastically and inelastically scattered ions with different charge states produced at the target and having the same magnetic rigidity of the reaction products of interest, can reach the focal plane detector at very high rate, especially at forward angles [8] . For example, the 20 of high intensity incident beams, desired to face the low cross-sections of the DCE processes of interest, is consequently prevented by the intolerable overall count rate at the detectors [9] .
In these experiments, the choice of the target material is imposed by the physics requirements.
A possible solution is to place a secondary foil, located between the target and the magnetic elements, working as a stripper (herein referred to as post-stripper), to re-distribute the exiting beam charge states reducing the amount of unwanted lower charge states. The aim is to find the best conditions that minimize the contribution of the unwanted charge state scattering processes and allow to increase the beam intensity and consequently the overall experimental sensitivity to cross section measurements. Therefore, an accurate knowledge of the charge state distribution F(q) emerging from different foils is crucial.
The study of F(q) for different beam/target combination is a subject of large interest since the '40s. The first experimental investigation from uranium fission fragments go back to the work of Lassen [10] . He first observed a density effect: higher degrees of ionization are obtained when ions emerge from solid rather than gases or when the pressure of the gas is increased.
Slightly higher velocities of the incident ions started to be investigated with the advent and development of accelerators for heavy ions in the 1970s and 1980s, with the main purpose to properly design and optimize such machines.
Due to the limited comprehensive theories, often a phenomenological approach has been pursued, leading to empirical formulas for the mean charge ( ), width (d) or shape of the equilibrium charge distribution, based on the available data. One should cite, for example, the semi-empirical method of Dmitriev and Nikolaev [11] , which is an improvement of the Bohr generalized criterion for the conditions of the loss and retention of electrons by atomic particles passing through matter, or the report of Betz [12] , that summarizes the main concepts in the field.
These and other works of that period [13] , [14] , [15] , [16] typically refer to incident energies below 2 MeV/u and ions which still carry many electrons in their atomic shells [12] . When F(q) is dominated by fully stripped ions (q = Z), the results of empirical formulas for and d, valid at low velocities [11] , [17] , [18] , diverge systematically with increasing velocity and Z and the Gaussian distribution is no longer an appropriate expression for F(q) [19] .
In the 1990s an important reanalysis of the available data was done [19] , producing tables for the charge distribution of few-electron ions with q = Z, Z-1 and Z-2 and for ion energies up to 40
MeV/u. These tables contain evaluated data obtained by interpolating existing experimental data.
Moreover, they regard only specific cases and only the passage of ions through carbon foils. The behavior of charge state distributions for mediums other than carbon is much less explored in the literature [18] , [20] .
The thickness of the target material at which a charge equilibration occurs has also represented an issue in past studies. When energetic ions pass through a medium, their charge states vary as a function of the penetration depth. At a certain depth, charge equilibration is attained and the charge distributions become independent of the initial charge state of the ions [21] . Betz [22] , Baron [14] and Zaikov et al. [23] have attempted to establish some trend of the relationship between charge equilibrium foil thickness and ion atomic number and kinetic energy. According to Ref. [21] , after charge equilibration is achieved, the charge distribution nevertheless varies as a function of penetration depth. The variation of F(q) and in the charge equilibration regime of foil thicknesses is found to be connected to the energy loss in traversing the foil. However the existing experimental data are again limited to low energies (1-4 MeV/u, maximum 1 MeV/u in the case of Ne beam), and to ions with many electrons in the atomic shells. Using empirical relations connecting and foil thickness (or emergent energy) [11] , a disagreement is found in the absolute value [21] , while attempts to fit the stripper equilibrium thickness versus beam energy by analytical functions are not successful especially at energies higher than 10 MeV/u, where experimental data were missing [14] .
So an absolute and general way for the determination of equilibrium thickness is presently not available.
In this work, we present new experimental data for a quantitative study of the charge state distribution generated by a 20 Ne 10+ beam at 15 MeV/u on Au, Cd, Ge and C targets coupled with different post-stripper materials and thickness. ) are momentum analyzed by the MAGNEX large acceptance magnetic spectrometer [3] , [24] positioned with its optical axis centered at θopt = 8°.
The measurements
Thanks to the large angular aperture of the spectrometer, this setup corresponds to a measured angular range 3° < θ < 14°. The choice of the angle was done to maximize the count rate at the detector; however, we do not observe any angular dependence of the measured charge state distribution in the explored region. All the results shown here are integrated within the measured angular range. The ejectiles are identified in mass number A, atomic number Z and charge state q following the technique described in Ref. [25] .
For each target/post-stripper configuration, three runs are performed at different magnetic settings of the spectrometer, each one focusing at the focal plane different 20 Ne charge state ejectiles with q = Z, q = Z -1 and q = Z -2. For each run, the total charge is integrated by a Faraday cup downstream of the target. The yields normalized to the total integrated charge and corrected for the acquisition dead time and the detector efficiency [25] , [26] are extracted.
Limiting the treatment of the charge distribution to three components with q = Z, q = Z -1, q = Z -2, the fractions of ions F(q) for a given charge state q is derived from the experimental data and is shown in Table 1 and graphically represented in Figs. 1 and 2.
The error in the determination of F(q) is evaluated taking into account (i) the statistical uncertainty in the measurement of the yields (maximum estimated ~3% in the 8 + runs, which are characterized by low count rate), (ii) the Faraday Cup accuracy (maximum estimated ~1%, mainly due to the charge collection measurement in the 10 + runs characterized by low beam intensity) and (iii) the spectrometer acceptance (maximum ~2%). Other sources of systematic error in the Faraday cup measurement are cancelled in the ratio. Table 1 List of the target/post-stripper configurations used in the experimental runs. The charge distribution F(q) for q = Z, q = Z -1, q = Z -2, the average charge and the charge distribution width d are extracted as described in the text. 
Target material

Study of different post-stripper foils
The mean charge and the charge distribution width (standard deviation) d is defined as: Fig. 3 shows the plot of the charge distribution width d against the mean number of electrons remaining in the ion = − . For all the systems studied here, the relation between d and is in agreement with the universal behavior d = 1/2 observed in Ref. [19] for several beams impinging on carbon target at energies lower than ours. This relation follows from eqs. (1) and (2) when the charge distribution is dominated by fully stripped ions (q = Z). Our result is thus a consequence of the small percentage of q = Z -1 and q = Z -2 in the present experimental conditions. In the first test, a fully stripped 20 Ne 10+ beam at energy 15 MeV/u bombarded a number of target systems constituted by a 197 Au foil followed by different post-stripper materials. All the investigated target/post-stripper configurations with the corresponding thicknesses are listed in Table 1 . The resulting F(q) are also shown in Table 1 Taking into account that the use of beryllium foils has some practical drawback due to its poisonousness, we have chosen to explore in more details the behavior of the carbon-based materials.
In another experimental campaign, the 20 Table 1 and plotted in Fig. 2 . Once again, the effect of the presence of a poststripper material is important leading to a significant increase of the 10 + components.
In particular, we have studied the dependence of the charge state distribution on the poststripper thickness. Thick post-strippers give slightly worse performances than thin ones, resulting in more 9 + and 8 + components. For example, in the case of 116 Cd and 130 Te targets followed by PP poststrippers, the 360 and 720 μg/cm 2 thicknesses seem to be equivalent, whereas in the case of 1080 μg/cm 2 thickness, the is smaller. The same occurs in the case of 76 Ge target followed by C poststripper of two different thicknesses: the thin carbon (300 μg/cm 2 ) produces less 9 + and 8 + than the thick one (800 μg/cm 2 ). The reason is probably due to the fact that thicker foils reduce the emergent kinetic energy, shifting the average charge state toward lower values, as qualitatively described in
Ref. [21] for 65 MeV Cu 9+ ions on C target. However, in our case the situation is more complex as we are studying a system with two foils (target and post-stripper). The effect of the contact between such foils could in fact play a role, deserving further analysis.
The effects produced by a single C stripper have been compared with the tabulated values reported in Ref. [19] . In our experimental data a 900 μg/cm 2 thick foil has been used. The thickness of the carbon foil used in Ref. [19] is not mentioned in the paper. The measured F(q) and are listed in Table 1 and represented in Fig. 2 . In our data, the lower charge state components are more populated than in the literature data. This is likely a consequence of the larger thickness of our C foil.
Conclusions
In this paper, new experimental measurements of charge state distributions produced by a 20 Ne 10+ beam at 15 MeV/u colliding on various thin solid targets followed by different secondary foils have been presented.
As expected, the beam remains almost fully stripped (10 + ) after the interaction with the target.
However, the lowest emerging charge states ( conditions. The use of specific target/post-stripper configurations is concluded to be very useful to improve the sensitivity of cross section measurement with magnetic spectrometers.
