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BILINEAR FORMS ON THE GREEN RINGS OF FINITE
DIMENSIONAL HOPF ALGEBRAS
ZHIHUA WANG, LIBIN LI, AND YINHUO ZHANG
Abstract. In this paper, we study the Green ring and the stable Green ring of a finite
dimensional Hopf algebra by means of bilinear forms. We show that the Green ring of
a Hopf algebra of finite representation type is a Frobenius algebra over Z with a dual
basis associated to almost split sequences. On the stable Green ring we define a new
bilinear form which is more accurate to determine the bi-Frobenius algebra structure on
the stable Green ring. We show that the complexified stable Green algebra is a group-like
algebra, and hence a bi-Frobenius algebra, if the bilinear form on the stable Green ring is
non-degenerate.
1. Introduction
In [30, 31] we studied the Green rings of finite dimensional pointed rank one Hopf algebras
of both nilpotent and non-nilpotent type respectively. One of the interesting properties
possessed by those Green rings is that the complexified stable Green algebras are group-
like algebras, and consequently bi-Frobenius algebras, introduced and investigated by Doi
and Takeuchi (cf. [11, 12, 13, 14]). The notion of a bi-Frobenius algebra is a natural
generalization of a finite dimensional Hopf algebra, and possesses many properties that
a finite dimensional Hopf algebra does. However, to find more examples of bi-Frobenius
algebras, which are not Hopf algebras, is not easy at all.
In the context of this paper, the stable Green rings of finite dimensional Hopf algebras may
provide interesting examples of group-like algebras and bi-Frobenius algebras in certain
circumstances. Moreover, these bi-Frobenius algebras are themselves transitive fusion rings
coming from non-semisimple stable categories. To do so, our principal technical tools are
the bilinear forms on the Green rings introduced, e.g., in [4, 26, 32]. These bilinear forms
are defined by means of dimensions of spaces of morphisms. One of the forms on the
Green ring induces a from on the stable Green ring. The induced form on the stable Green
ring is degenerate in general, we give some equivalent conditions for the induced form to
be non-degenerate. If the form is non-degenerate and the Hopf algebra considered is of
finite representation type, the stable Green ring becomes a transitive fusion ring although
the stable category of the Hopf algebra is not necessary semisimple. In this case, the
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complexified stable Green algebra is a group-like algebra, and hence a bi-Frobenius algebra.
To see a concrete example of such a stable Green algebra, we present explicitly the stable
Green algebra of a Radford Hopf algebra from the polynomial point of view. The paper is
organized as follows.
Let H be a finite dimensional Hopf algebra and H-mod the category of finite dimensional
(left) H-modules. In Section 2, we use quantum traces of morphisms of H-modules to
characterize when the trivial module k is a direct summand of the decomposition of the
tensor product of any two indecomposable modules (see Theorem 2.7). Consequently, we
answer the question raised by Cibils [9, Remark 5.8]. In particular, we apply the techniques
from [17, 33] to determine whether or not the trivial module k appears in the decomposition
of the particular tensor product X ⊗X∗ (resp. X∗ ⊗X) for any indecomposable module
X. Most results stated in this section are useful for next sections.
In Section 3, we follow the approach of [4] and impose three bilinear forms on the Green
ring r(H) of the Hopf algebra H. One of the forms is the bilinear form determined by
〈[X], [Y ]〉1 = dim
k
HomH(X,Y ). Another is the form 〈[X], [Y ]〉2 = dim
k
P(X,Y ), where
P(X,Y ) stands for the space of morphisms from X to Y which factor through a projective
module. The two forms are both non-degenerate and they are the same up to a unit. The
third is the form 〈[X], [Y ]〉3 = 〈[X], [Y ]〉1 − 〈[X], [Y ]〉2. This form is degenerate since the
ideal P of r(H) generated by projective H-modules is contained in the radical of the form
〈−,−〉3. If H is of finite representation type, we prove that the radical of the form 〈−,−〉3
is equal to P if and only if there are no periodic H-modules of even period.
In Section 4, we give several one-sided ideals of the Green ring r(H) and use them to
obtain key information about the nilpotent radical and central primitive idempotents of
r(H). The Green ring r(H) is associated with an associative and non-degenerate bilinear
form ([X], [Y ]) := 〈[X], [Y ∗]〉1. Thus, r(H) is a Frobenius algebra over Z if H is of finite
representation type. In this case, the dual basis of r(H) with respect to the form (−,−)
can be described partly by virtue of almost split sequences of H-modules. Let P⊥ be the
subgroup of r(H) which is orthogonal to P with respect to the form (−,−). We show that
the Grothendieck ring G0(H) of H is a quotient ring of r(H): r(H)/P
⊥ ∼= G0(H). This
isomorphism will be used in Section 5 to characterize when the nilpotent radical of r(H) is
equal to the intersection P ∩ P⊥.
In Section 5, we study the stable Green ring of H. The Green ring of the stable category
H-mod of H is called the stable Green ring of H, denoted rst(H). As the stable category
H-mod is a quotient category of H-mod, the stable Green ring rst(H) is in fact a quotient
ring of the Green ring r(H): rst(H) ∼= r(H)/P. This result can be used to define a new
form [−,−]st on rst(H). The form [−,−]st is induced from the form (−,−) on r(H), and it
is associative but degenerate in general. We determine both the left and right radicals of
the form [−,−]st and give several equivalent conditions for the non-degeneracy of the form.
If H is of finite representation type and the form [−,−]st is non-degenerate, the nilpotent
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radical of r(H) is equal to P ∩ P⊥ (which is exactly the kernel of the Cartan map) if and
only if the Grothendieck ring G0(H) is semiprime. The complexified stable Green algebra
under the same assumption becomes a group-like algebra, and hence a bi-Frobenius algebra.
In Section 6, we consider the Radford Hopf algebra, a finite dimensional pointed Hopf
algebra of rank one. The Green ring and the stable Green ring of the Radford Hopf algebra
have been presented in [31] by generators and relations. In this case, the bilinear form
[−,−]st is non-degenerate, and hence the complexified stable Green algebra of the Radford
Hopf algebra admits a bi-Frobenius algebra structure. We describe explicitly this structure
in terms of polynomials.
Throughout, H is an arbitrary finite dimensional Hopf algebra over an algebraically closed
field k; all H-modules considered here are objects in H-mod. We denote PM and IM the
projective cover and injective envelop of an H-module M respectively. The tensor product
⊗ stands for ⊗
k
. For any two H-modules X and Y , the notation X | Y (resp. X ∤ Y )
means that X is (resp. is not) a direct summand of Y . For the theory of Hopf algebras,
we refer to [25, 28].
2. Quantum traces of morphisms
In the study of the Green ring r(H) of a Hopf algebra H, one of difficult problems is to
determine whether or not the trivial module k appears in the tensor product X ⊗ Y of
two indecomposable modules X and Y . This problem has already been solved in the case
of group algebras by Benson and Carlson [5, Theorem 2.1], in the case of involutory Hopf
algebras in terms of splitting trace modules [17], and in the case of Hopf algebras with the
square of antipode being inner [33, Theorem 2.4]. Motivated by these works, in this section
we shall make use of the notion of quantum traces to solve the aforementioned problem for
any finite dimension Hopf algebra. In particular, we will look in the special case X⊗X∗ (or
X∗⊗X) for an indecomposable module X, and give various characterizations of k | X⊗X∗
or not, which will be used in the next section.
Recall that the Hom-space Hom
k
(X,Y ) is anH-module defined by (hf)(x) =
∑
h1f(S(h2)x),
for h ∈ H,x ∈ X and f ∈ Hom
k
(X,Y ). In the special case where Y is the trivial module
k, then X∗ := Hom
k
(X,k) is an H-module given by (hf)(x) = f(S(h)x), for h ∈ H,
x ∈ X and f ∈ X∗. The evaluation of X is the morphism evX : X
∗ ⊗ X → k given by
evX(f ⊗ x) = f(x). The coevaluation of X is the morphism coevX : k → X ⊗X
∗ defined
by coevX(1) =
∑
i xi ⊗ x
∗
i , where {xi} is a basis of X and {x
∗
i } is its dual basis in X
∗.
The left quantum trace of θ ∈ HomH(X,X
∗∗) is defined by the composition:
(2.1) TrLX(θ) : k
coevX−−−−→ X ⊗X∗
θ⊗idX∗−−−−−→ X∗∗ ⊗X∗
evX∗−−−→ k.
Similarly, the right quantum trace of a morphism θ ∈ HomH(X
∗∗,X) is defined by
(2.2) TrRX(θ) : k
coevX∗−−−−→ X∗ ⊗X∗∗
idX∗⊗θ−−−−−→ X∗ ⊗X
evX−−→ k.
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Since EndH(k) ∼= k, both Tr
L
X(θ) and Tr
R
X(θ) are elements in k.
Remark 2.1. Applying the duality functor ∗ to (2.1) and (2.2) respectively, one obtains
that TrLX(θ) = Tr
R
X∗(θ
∗) and TrRX(θ) = Tr
L
X∗(θ
∗), see [16, Proposition 1.37.1].
Remark 2.2. Let P be a projective H-module.
(1) If H is not semisimple, then TrLP (θ) = 0 for any θ ∈ HomH(P,P
∗∗). Otherwise,
the morphism coevP is a split monomorphism by (2.1). In this case, k | P ⊗P
∗. It
follows that k is projective, and hence H is semisimple, a contradiction. Similarly,
if H is not semisimple, then TrRP (θ) = 0 for any θ ∈ HomH(P
∗∗, P ).
(2) If H is involutory, i.e., S2 = idH , then the map θ : P → P
∗∗ given by θ(x)(f) =
f(x) for x ∈ P and f ∈ P ∗ is an H-module isomorphism. In this case, TrLP (θ) =
TrRP (θ
−1) = dim
k
P . This implies that an involutory Hopf algebra over a field k
of characteristic 0 is semisimple (the converse is also true, see [21]). In case the
characteristic of k is p > 0 and H is not semisimple, then p | dim
k
P , giving a
result of Lorenz [24, Theorem 2.3 (b)].
We need the following two canonical isomorphisms later on.
Lemma 2.3. [3, Lemma 2.1.6] For X,Y,Z ∈ H-mod, we have the following canonical
isomorphisms functorial in X, Y and Z:
(1) ΦX,Y,Z : HomH(X ⊗ Y,Z)→ HomH(X,Z ⊗ Y
∗), ΦX,Y,Z(α) = (α ⊗ idY ∗) ◦ (idX ⊗
coevY ).
(2) ΨX,Y,Z : HomH(X,Y ⊗Z)→ HomH(Y
∗⊗X,Z), ΨX,Y,Z(γ) = (evY⊗idZ)◦(idY ∗⊗γ).
Since the above two morphisms ΦX,Y,Z and ΨX,Y,Z will be used often throughout the
paper, we give their inverse maps in detail. Φ−1X,Y,Z(β) = (idZ ⊗ evY ) ◦ (β ⊗ idY ) for
β ∈ HomH(X,Z⊗Y
∗), and Ψ−1X,Y,Z(δ) = (idY ⊗δ)◦(coevY ⊗idX) for δ ∈ HomH(Y
∗⊗X,Z).
The two canonical isomorphisms satisfy the following properties.
Proposition 2.4. Let X be an indecomposable H-module and θ : X → X∗∗ an H-module
isomorphism. For any Y ∈ H-mod, we have the following:
(1) The canonical isomorphism HomH(Y ⊗ X
∗,k)
ΦY,X∗,k
−−−−−→ HomH(Y,X
∗∗) preserves
split epimorphisms.
(2) The canonical isomorphism HomH(Y,X)
ΨY,X,k
−−−−→ HomH(X
∗ ⊗ Y,k) reflects split
epimorphisms.
Proof. (1) If the map α ∈ HomH(Y ⊗ X
∗,k) is a split epimorphism, there is some β ∈
HomH(k, Y ⊗X
∗) such that α ◦ β = id
k
. For the map β, there is some γ ∈ HomH(X,Y )
such that β = Φ
k,X,Y (γ). Note that the composition ΦY,X∗,k(α) ◦ γ ◦ θ
−1 ∈ EndH(X
∗∗). If
ΦY,X∗,k(α) ◦γ ◦ θ
−1 ∈ radEndH(X
∗∗), then (ΦY,X∗,k(α) ◦γ ◦ θ
−1)⊗ idX∗ ∈ radEndH(X
∗∗⊗
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X∗). Hence the endomorphism of k: evX∗ ◦ ((ΦY,X∗,k(α) ◦ γ ◦ θ
−1 ◦ θ) ⊗ idX∗) ◦ coevX ,
factoring through (ΦY,X∗,k(α) ◦ γ ◦ θ
−1)⊗ idX∗ , is zero. However,
evX∗ ◦ ((ΦY,X∗,k(α) ◦ γ ◦ θ
−1 ◦ θ)⊗ idX∗) ◦ coevX
= Φ−1Y,X∗,k(ΦY,X∗,k(α)) ◦ Φk,X,Y (γ)
= α ◦ β
= id
k
,
a contradiction. This implies that ΦY,X∗,k(α) ◦ γ ◦ θ
−1 is an automorphism of X∗∗ since
EndH(X
∗∗) is local. Thus, the map ΦY,X∗,k(α) is a split epimorphism.
(2) The proof is similar. 
As an immediate consequence of Proposition 2.4, we have the following.
Corollary 2.5. Let X and Y be two indecomposable H-modules and assume X ∼= X∗∗.
(1) If k | Y ⊗X∗, then Y ∼= X∗∗.
(2) If k | X∗ ⊗ Y , then X ∼= Y .
To pursue Corollary 2.5 even further, we need some preparations. For any integerm > 0, the
m-th power of the duality functor ∗ on X is denoted X∗m. If {xi} is a basis of X, we denote
by {x∗mi } the basis of X
∗m dual to the basis {x∗m−1i } of X
∗m−1, i.e., 〈x∗mi , x
∗m−1
j 〉 = δi,j .
With these notations, we have the following.
Lemma 2.6. Let X be an indecomposable H-module.
(1) For any θ ∈ HomH(X,X
∗∗), if TrLX(θ) 6= 0, then θ is an isomorphism.
(2) For any θ ∈ HomH(X
∗∗,X), if TrRX(θ) 6= 0, then θ is an isomorphism.
Proof. We only prove Part (1) and the proof of Part (2) is similar. Denote by A the
transformation matrix of θ ∈ HomH(X,X
∗∗) with respect to the bases {xi} and {x
∗∗
i }.
The left quantum trace of θ is TrLX(θ) = tr(A), the usual trace of the matrix A. Since
H is of finite dimension, the order of S2 is finite by Radford’s formula on S4 and the
Nichols-Zo¨ller Theorem. Suppose that S2n = idH . Then the map
Id : X∗2n → X,
∑
i
λix
∗2n
i 7→
∑
i
λixi
is an H-module isomorphism and the transformation matrix of the map Id with respect
to the basis {x∗2ni } of X
∗2n and the basis {xi} of X is the identity matrix. Consider the
following composition map:
Θ : X
θ
−→ X∗∗
θ∗∗
−−→ X∗∗∗∗ → · · · → X∗2n−2
θ∗2n−2
−−−−→ X∗2n
Id
−→ X.
Note that the matrix of the map Θ from X to itself with respect to the basis {xi} of X is
An. Since EndH(X) is local, the map Θ is either nilpotent or isomorphic. If Θ is nilpotent,
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so is An, and hence A is nilpotent. This implies that TrLX(θ) = tr(A) = 0, a contradiction.
Thus, Θ is an isomorphism, and so is the map θ. 
Cibils in [9, Remark 5.8] raised the following question: when is the trivial module a direct
summand of the tensor product of two indecomposable modules over a finite dimensional
Hopf algebra with antipode of order bigger than 2? We are now ready to answer this
question using quantum traces.
Theorem 2.7. Let X and Y be two indecomposable H-modules.
(1) k | Y ⊗X∗ if and only if there are isomorphisms f : X → Y and g : Y → X∗∗ such
that TrLX(g ◦ f) 6= 0.
(2) k | X∗⊗ Y if and only if there are isomorphisms f : X∗∗ → Y and g : Y → X such
that TrRX(g ◦ f) 6= 0.
Proof. We only prove Part (1) and the same argument applies to Part (2). If f : X → Y
and g : Y → X∗∗ are two isomorphisms such that TrLX(g ◦ f) 6= 0, then
0 6= TrLX(g ◦ f) = evX∗ ◦ (g ⊗ idX∗) ◦ (f ⊗ idX∗) ◦ coevX .
This implies that the map (f ⊗ idX∗) ◦ coevX : k → Y ⊗ X
∗ is a split monomorphism,
and hence k | Y ⊗ X∗. Conversely, if k | Y ⊗ X∗, there are maps α : k → Y ⊗ X∗ and
β : Y ⊗ X∗ → k such that β ◦ α = id
k
. For the map α, by Lemma 2.3, there is a map
f : X → Y such that
α = Φ
k,X,Y (f) = (f ⊗ idX∗) ◦ (idk ⊗ coevX).
For the map β, there is a map g : Y → X∗∗ such that
β = Φ−1Y,X∗,k(g) = (idk ⊗ evX∗) ◦ (g ⊗ idX∗).
Thus, we have:
TrLX(g ◦ f) = evX∗ ◦ (g ⊗ idX∗) ◦ (f ⊗ idX∗) ◦ coevX
= (id
k
⊗ evX∗) ◦ (g ⊗ idX∗) ◦ (f ⊗ idX∗) ◦ (id
k
⊗ coevX)
= β ◦ α
= id
k
.
The composition g ◦ f is an isomorphism following from Lemma 2.6. Thus, f and g are
both isomorphisms. 
Given two objects X,Y ∈ H-mod, one knows little in general about how to decompose the
tensor product X ⊗ Y into a direct sum of indecomposable modules. However, there are
still some rules that the decomposition should follow as shown in the following.
Proposition 2.8. Let X,Y,M ∈ H-mod with X and M being indecomposable.
(1) If k |M ⊗M∗ and M | X ⊗ Y , then k | X ⊗X∗ and X |M ⊗ Y ∗.
(2) If k |M∗ ⊗M and M | Y ⊗X, then k | X∗ ⊗X and X | Y ∗ ⊗M .
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Proof. (1) We only prove Part (1) and the proof of Part (2) is similar. The conditions
k | M ⊗M∗ and M | X ⊗ Y imply that k | X ⊗ Y ⊗M∗. Suppose Y ⊗M∗ ∼=
⊕
iN
∗
i
for some indecomposable modules Ni. Then there is an indecomposable module Ni such
that k | X ⊗ N∗i . By Theorem 2.7 (1), we obtain X
∼= Ni ∼= N
∗∗
i . It follows that
k | X ⊗ N∗i
∼= X ⊗ X∗. Note that k | M ⊗M∗ implies that M ∼= M∗∗. Then X ∼= N∗∗i
implies that X | (Y ⊗M∗)∗ ∼= M ⊗ Y ∗, as desired. 
In the rest of this section, H will be a non-semisimple Hopf algebra. We shall take another
approach to characterize when the trivial module k appears in the decomposition of the
tensor product X∗ ⊗X (resp. X ⊗X∗) for an indecomposable module X. For the special
case where the square of the antipode is inner, we refer to [17, 33]. Suppose
(2.3) 0→ τ(k)→ E
σ
−→ k→ 0
is an almost split sequence ending at the trivial module k. Tensoring (over k) the sequence
(2.3) with an indecomposable module X, we obtain the following two short exact sequences:
(2.4) 0→ τ(k)⊗X → E ⊗X
σ⊗idX−−−−→ X → 0,
(2.5) 0→ X ⊗ τ(k)→ X ⊗E
idX⊗σ−−−−→ X → 0.
We need the following lemma, its proof is straightforward if one applies Lemma 2.3.
Lemma 2.9. For X,Y ∈ H-mod, the following diagrams are commutative:
(2.6) HomH(Y,X ⊗ E)
ΨY,X,E

(idX⊗σ)∗
// HomH(Y,X)
ΨY,X,k

HomH(X
∗ ⊗ Y,E)
σ∗
// HomH(X
∗ ⊗ Y,k),
(2.7) HomH(Y ⊗X,E)
ΦY,X,E

σ∗
// HomH(Y ⊗X,k)
ΦY,X,k

HomH(Y,E ⊗X
∗)
(σ⊗idX∗ )∗
// HomH(Y,X
∗).
Proposition 2.10. Let X be an indecomposable H-module. The following are equivalent:
(1) k ∤ X∗ ⊗X
(2) The map HomH(X
∗ ⊗X,E)
σ∗−→ HomH(X
∗ ⊗X,k) is surjective.
(3) The map HomH(X,X ⊗ E)
(idX⊗σ)∗
−−−−−−→ HomH(X,X) is surjective.
(4) The map X ⊗E
idX⊗σ−−−−→ X is a split epimorphism.
(5) The map E ⊗X∗
σ⊗idX∗−−−−−→ X∗ is a split epimorphism.
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Proof. (1) ⇔ (2). If k ∤ X∗ ⊗X, then for any α ∈ HomH(X
∗ ⊗X,k), the map α is not a
split epimorphism. Since σ is right almost split from E to k, there is a map β from X∗⊗X
to E such that σ ◦ β = α. This implies that σ∗ is surjective. Conversely, if the map σ∗
is surjective, then k ∤ X∗ ⊗ X. Otherwise, by Theorem 2.7 (2), there is an isomorphism
θ : X∗∗ → X such that TrRX(θ) = idk. For the map evX : X
∗ ⊗ X → k, there is some
β ∈ HomH(X
∗⊗X,E) such that σ ◦β = evX since the map σ∗ is surjective. It follows that
id
k
= TrRX(θ) = evX ◦ (idX∗ ⊗ θ) ◦ coevX∗ = σ ◦ β ◦ (idX∗ ⊗ θ) ◦ coevX∗ . We obtain that the
map σ is a split epimorphism, a contradiction to the fact that σ is right almost split.
(2)⇔ (3). According to the commutative diagram (2.6), we have the following commutative
diagram:
HomH(X,X ⊗ E)
ΨX,X,E

(idX⊗σ)∗
// HomH(X,X)
ΨX,X,k

HomH(X
∗ ⊗X,E)
σ∗
// HomH(X
∗ ⊗X,k).
It follows that σ∗ is surjective if and only if (idX ⊗ σ)∗ is surjective.
(3) ⇔ (4). If (idX ⊗ σ)∗ is surjective, for the identity map idX , there is a map α ∈
HomH(X,X ⊗ E) such that (idX ⊗ σ)∗(α) = idX . Then (idX ⊗ σ) ◦ α = idX , and hence
idX ⊗ σ is a split epimorphism. Conversely, if idX ⊗ σ is a split epimorphism, there is
α ∈ HomH(X,X ⊗ E) such that (idX ⊗ σ) ◦ α = idX . For any β ∈ HomH(X,X), we have
(idX ⊗ σ)∗(α ◦ β) = β. It yields that the map (idX ⊗ σ)∗ is surjective.
(2)⇔ (5). It follows from the commutative diagram (2.7) that the diagram
HomH(X
∗ ⊗X,E)
ΦX∗,X,E

σ∗
// HomH(X
∗ ⊗X,k)
ΦX∗,X,k

HomH(X
∗, E ⊗X∗)
(σ⊗idX∗ )∗
// HomH(X
∗,X∗)
is commutative. Thus, σ∗ is surjective if and only if (σ⊗ idX∗)∗ is surjective. If (σ⊗ idX∗)∗
is surjective, for the identity map idX∗ , there is α ∈ HomH(X
∗, E ⊗X∗) such that idX∗ =
(σ ⊗ idX∗)∗(α) = (σ ⊗ idX∗) ◦ α. This implies that σ ⊗ idX∗ is a split epimorphism.
Conversely, if σ ⊗ idX∗ is a split epimorphism, there is α ∈ HomH(X
∗, E ⊗X∗) such that
(σ⊗ idX∗) ◦α = idX∗ . For any β ∈ HomH(X
∗,X∗), we obtain that (σ⊗ idX∗)∗(α ◦β) = β.
It follows that the map (σ ⊗ idX∗)∗ is surjective. 
Similarly, there are some equivalent conditions for k ∤ X ⊗X∗. However, we only need the
following characterization, which is useful in the study of the Green ring of H.
Proposition 2.11. Let X be an indecomposable H-module. The following are equivalent:
(1) k ∤ X ⊗X∗
(2) The map E ⊗X
σ⊗idX−−−−→ X is a split epimorphism.
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Proof. Let Y be indecomposable such that Y ∗ ∼= X (such a Y exists as the order of S2
is finite). Then k ∤ X ⊗ X∗ if and only if k ∤ (Y ∗ ⊗ Y )∗ if and only if k ∤ Y ∗ ⊗ Y . By
Proposition 2.10, this is precisely σ ⊗ idY ∗ is a split epimorphism, as desired. 
Although we have characterized k ∤ X∗ ⊗X and k ∤ X ⊗X∗ respectively in the previous
two propositions, we still find the following characterizations of k | X∗⊗X and k | X⊗X∗
useful.
Proposition 2.12. Let X be an indecomposable H-module. The following are equivalent:
(1) k | X∗ ⊗X.
(2) The map X ⊗E
idX⊗σ−−−−→ X is right almost split.
Proof. If idX ⊗ σ is right almost split, it is not a split epimorphism. By Proposition 2.10,
we have k | X∗ ⊗ X. Conversely, if k | X∗ ⊗ X, by Proposition 2.10, the map idX ⊗ σ
is not a split epimorphism. The condition k | X∗ ⊗ X implies that X ∼= X∗∗. For any
α ∈ HomH(Y,X) which is not split epimorphism, the map ΨY,X,k(α) ∈ HomH(X
∗ ⊗ Y,k)
is also not split epimorphism by Proposition 2.4 (2). For the map ΨY,X,k(α), there is a
map β ∈ HomH(X
∗ ⊗ Y,E) such that
σ ◦ β = ΨY,X,k(α)
since σ is right almost split. Note that Ψ−1Y,X,E(β) ∈ HomH(Y,X ⊗ E). We claim that the
map Ψ−1Y,X,E(β) satisfies the relation (idX ⊗ σ) ◦Ψ
−1
Y,X,E(β) = α, and hence idX ⊗ σ is right
almost split. In fact, the commutative diagram (2.6) implies that
ΨY,X,k ◦ (idX ⊗ σ)∗ = σ∗ ◦ΨY,X,E.
Therefore, we have:
α = Ψ−1Y,X,k(σ ◦ β)
= (Ψ−1Y,X,k ◦ σ∗)(β)
= ((idX ⊗ σ)∗ ◦Ψ
−1
Y,X,E)(β)
= (idX ⊗ σ) ◦Ψ
−1
Y,X,E(β),
which completes the proof. 
Similarly, we have the following.
Proposition 2.13. Let X be an indecomposable H-module. The following are equivalent:
(1) k | X ⊗X∗.
(2) The map E ⊗X
σ⊗idX−−−−→ X is right almost split.
Remark 2.14. An indecomposable module satisfying one of the equivalent conditions in
Proposition 2.12 or in Proposition 2.13 is called a splitting trace module, see e.g., [15, 17,
33].
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3. Bilinear forms on Green rings
As shown in [4], an approach to study the Green ring of a finite group is through bilinear
forms defined by dimensions of morphism spaces. In this section, we follow the same
approach and define similar bilinear forms on the Green ring r(H) of H. As we shall see,
these bilinear forms can be used to investigate some properties of r(H) presented in the
next section.
Let F (H) be the free abelian group generated by isomorphism classes [X] of X ∈ H-
mod. The group F (H) is in fact a ring with a multiplication given by the tensor product
[X][Y ] = [X ⊗ Y ]. The Green ring (or the representation ring) r(H) of H is defined to be
the quotient ring of F (H) modulo the relations [X ⊕ Y ] = [X] + [Y ], for X,Y ∈ H-mod.
The identity of the associative ring r(H) is represented by the trivial module [k]. The set
ind(H) consisting of all isomorphism classes of indecomposable objects in H-mod forms a
Z-basis of r(H), see e.g., [7, 10, 20, 22, 29].
The Grothendieck ring G0(H) of H is the quotient ring of F (H) modulo all short ex-
act sequences of H-modules, i.e., [Y ] = [X] + [Z] if 0 → X → Y → Z → 0 is exact.
The Grothendieck ring G0(H) possesses a Z-basis given by isomorphism classes of simple
H-modules. Both r(H) and G0(H) are augmented Z-algebras with the dimension augmen-
tation. There is a natural ring epimorphism from r(H) to G0(H) given by
(3.1) ϕ : r(H)→ G0(H), [M ] 7→
∑
[V ]
[M : V ][V ],
where [M : V ] is the multiplicity of V in the composition sequence of M and the sum∑
[V ] runs over all non-isomorphic simple H-modules. If H is semisimple, the map ϕ is the
identity map.
Let Z be an indecomposableH-module. If Z is non-projective, there is a unique almost split
sequence 0 → X → Y → Z → 0 ending at Z. We follow the notation given in [2, Section
4, ChVI] and denote by δ[Z] the element [X] − [Y ] + [Z] in r(H). In case Z is projective,
we define δ[Z] := [Z]− [radZ]. The following is a weaker condition for δ[Z] = [X]− [Y ] + [Z]
in r(H).
Proposition 3.1. Let Z be an indecomposable non-projective module, and 0→ X → Y
α
−→
Z → 0 a short exact sequence. If the map α is right almost split, then δ[Z] = [X]− [Y ]+[Z].
Proof. Since the sequence
(3.2) 0→ X → Y
α
−→ Z → 0
is exact and the map α is right almost split, it follows from [2, Theorem 2.2, ChI] that
the middle term Y has a decomposition Y = Y1 ⊕ Y2 such that the restriction of α to the
summand Y1, denoted α|Y1 , is right minimal, and the restriction of α to the summand Y2 is
zero. We obtain that α|Y1 is right minimal as well as right almost split. By [2, Proposition
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1.12, ChV], the sequence 0 → ker(α|Y1)
ι
−→ Y1
α|Y1−−−→ Z → 0 is almost split, where ι is the
inclusion map. Thus, δ[Z] = [ker(α|Y1)] − [Y1] + [Z]. Meanwhile, it is easy to see that the
sequence
(3.3) 0→ ker(α|Y1)⊕ Y2
ι
∐
idY2−−−−−→ Y1 ⊕ Y2
α
−→ Z → 0
is exact. Applying the short five lemma to the sequences (3.2) and (3.3), we obtain that
X ∼= ker(α|Y1)⊕ Y2. In this case,
δ[Z] = [ker(α|Y1)]− [Y1] + [Z]
= [ker(α|Y1)⊕ Y2]− [Y1 ⊕ Y2] + [Z]
= [X]− [Y ] + [Z],
as desired. 
For any two objects X,Y ∈ H-mod, following [4, 26, 32] we define
〈[X], [Y ]〉1 := dim
k
HomH(X,Y ).
Then, 〈−,−〉1 extends to a Z-bilinear form on r(H). The following results can be found
from Proposition 4.1, Theorem 4.3 and Theorem 4.4 in [2, ChVI].
Lemma 3.2. The following hold in r(H):
(1) For any two indecomposable modules X and Z, 〈[X], δ[Z]〉1 = δ[X],[Z], where δ[X],[Z]
is equal to 1 if X ∼= Z, and 0 otherwise.
(2) For any x ∈ r(H), x =
∑
[M ]∈ind(H)〈x, δ[M ]〉1[M ].
(3) {δ[M ] | [M ] ∈ ind(H)} is linearly independent in r(H).
(4) H is of finite representation type if and only if {δ[M ] | [M ] ∈ ind(H)} forms a
Z-basis of r(H).
(5) H is of finite representation type if and only if {δ[M ] | [M ] ∈ ind(H) and M not
projective} forms a Z-basis of kerϕ, where ϕ is the map given in (3.1).
Remark 3.3. It follows from Lemma 3.2 (2) that the form 〈−,−〉1 is non-degenerate in
the sense that given 0 6= x ∈ r(H), there is y ∈ r(H) such that 〈x, y〉1 6= 0. If H is of finite
representation type, it can be seen from Lemma 3.2 that the set {[M ], δ[M ] | [M ] ∈ ind(H)}
forms a pair of dual bases of r(H) with respect to the form 〈−,−〉1. In this case, any x in
r(H) can be written as follows: x =
∑
[M ]∈ind(H)〈[M ], x〉1δ[M ].
We use the non-degeneracy of the form 〈−,−〉1 to give an equivalent condition for H to be
of finite representation type.
Proposition 3.4. The Hopf algebra H is of finite representation type if and only if for any
indecomposable module X, there are only finitely many indecomposable modules M such
that HomH(M,X) 6= 0.
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Proof. For any indecomposable module X, if there are only finitely many indecomposable
modules M such that HomH(M,X) 6= 0, then the sum
∑
[M ]∈ind(H) dimkHomH(M,X)δ[M ]
is a finite sum. We have the following:
〈[M ], [X] −
∑
[M ]∈ind(H)
dim
k
HomH(M,X)δ[M ]〉1
= 〈[M ], [X]〉1 − dim
k
HomH(M,X)
= 0.
This implies that [X] =
∑
[M ]∈ind(H) dimkHomH(M,X)δ[M ] by the non-degeneracy of the
form 〈−,−〉1. Thus, {δ[M ] | [M ] ∈ ind(H)} is a basis of r(H), and hence H is of finite
representation type by Lemma 3.2 (4). 
Let P(X,Y ) be the space of morphisms from X to Y which factor through a projective
module. By a similar way to [4], we define another bilinear form on r(H) as follows:
〈[X], [Y ]〉2 := dim
k
P(X,Y ).
Let ∗ denote the duality operator of r(H) induced by the duality functor: [X]∗ = [X∗].
Then ∗ is an anti-automorphism of r(H). Obviously, if S2 of H is inner, then ∗ is an
involution [24]. The forms 〈−,−〉1 and 〈−,−〉2 both have the following properties.
Proposition 3.5. Let X, Y and Z be H-modules.
(1) 〈[X][Y ], [Z]〉1 = 〈[X], [Z][Y ]
∗〉1 and 〈[X], [Y ][Z]〉1 = 〈[Y ]
∗[X], [Z]〉1.
(2) 〈[X][Y ], [Z]〉2 = 〈[X], [Z][Y ]
∗〉2 and 〈[X], [Y ][Z]〉2 = 〈[Y ]
∗[X], [Z]〉2.
Proof. (1) It follows from Lemma 2.3.
(2) If α ∈ HomH(X ⊗ Y,Z) factors through a projective module P , then ΦX,Y,Z(α) factors
through the projective module P ⊗ Y ∗ by Lemma 2.3 (1). Thus, ΦX,Y,Z(P(X ⊗ Y,Z)) ⊆
P(X,Z ⊗ Y ∗). Conversely, for any β ∈ P(X,Z ⊗ Y ∗) which factors through a projective
module P , by Lemma 2.3 (1), the map Φ−1X,Y,Z(β) factors through the projective module
P ⊗ Y . We obtain that ΦX,Y,Z(P(X ⊗ Y,Z)) = P(X,Z ⊗ Y
∗). Similarly, ΨX,Y,Z(P(X,Y ⊗
Z)) = P(Y ∗ ⊗X,Z). We are done. 
Let Ω and Ω−1 denote the syzygy functor and cosyzygy functor of H-mod respectively.
Namely, ΩM is the kernel of the projective cover PM → M , and Ω
−1M is the cokernel
of the injective envelope M → IM . Denote by δ
∗
[M ] the image of δ[M ] under the duality
operator ∗ of r(H). The following is a generalization of [4, Proposition 2.1] to the case of
the Green ring r(H). We omit the proof since it is similar to the proof of [4, Proposition
2.1].
Lemma 3.6. Let M be an indecomposable H-module and P
k
the projective cover of the
trivial module k. The following hold in r(H):
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(1) ([IM ] − [Ω
−1M ])δ[P
k
] = δ[P
k
]([IM ] − [Ω
−1M ]) = [M ] and ([PM ] − [ΩM ])δ
∗
[P
k
] =
δ∗[P
k
]([PM ]− [ΩM ]) = [M ]. Moreover, δ[Pk]δ
∗
[P
k
] = δ
∗
[P
k
]δ[Pk] = 1.
(2) [M ]δ[P
k
] = δ[P
k
][M ] = [PM ] − [ΩM ] and [M ]δ
∗
[P
k
] = δ
∗
[P
k
][M ] = [IM ] − [Ω
−1M ].
Thus, δ[P
k
] and δ
∗
[P
k
] are both central units of r(H).
The following explores a relation between the forms 〈−,−〉1 and 〈−,−〉2. We refer to [4,
Corollary 2.3] for a similar result.
Proposition 3.7. Let X and Y be two H-modules.
(1) 〈[X], [Y ]〉2 is equal to the multiplicity of P
k
in a direct sum decomposition of Y ∗⊗X.
(2) 〈[X], [Y ]〉2 = 〈[X], [Y ]δ[P
k
]〉1 = 〈[X]δ
∗
[P
k
], [Y ]〉1.
(3) 〈[X], [Y ]〉1 = 〈[X]δ[P
k
], [Y ]〉2 = 〈[X], [Y ]δ
∗
[P
k
]〉2.
Proof. (1) For any non-zero morphism α ∈ P(Y ∗⊗X,k), if α factors through an indecom-
posable projective module P , then α = β ◦ γ for some β : P → k and γ : Y ∗ ⊗ X → P .
Since β is surjective, P is the projective cover of k and hence P ∼= P
k
. Note that radP
k
is the unique maximal submodule of P
k
. The image of the morphism γ is either contained
in radP
k
or equal to P
k
. For the former case, α = β ◦ γ = 0, a contradiction. Thus,
the morphism γ is surjective, and hence P
k
is a direct summand of Y ∗ ⊗ X. Now, if α
factors through a projective module P and P ∼=
⊕
i Pi for some indecomposable projective
modules Pi. Then α =
∑
i βi ◦ γi for some βi : Pi → k and γi : Y
∗ ⊗ X → Pi. We have
proved that βi ◦ γi 6= 0 if and only if Pi ∼= P
k
. It follows that dim
k
P(Y ∗⊗X,k) is equal to
the multiplicity of P
k
in a direct sum decomposition of Y ∗ ⊗X, while the former is equal
to dim
k
P(X,Y ) by Proposition 3.5 (2).
(2) It follows from Part (1) that 〈[X], [Y ]〉2 = 〈[Y ]
∗[X], δ[P
k
]〉1. By Proposition 3.5, we have
〈[Y ]∗[X], δ[P
k
]〉1 = 〈[X], [Y ]δ[P
k
]〉1
= 〈[X]δ∗[P
k
]δ[P
k
], [Y ]δ[P
k
]〉1
= 〈[X]δ∗[P
k
], [Y ]δ[P
k
]δ
∗
[P
k
]〉1
= 〈[X]δ∗[P
k
], [Y ]〉1.
(3) It follows from Part (2) and the fact that δ[P
k
]δ
∗
[P
k
] = δ
∗
[P
k
]δ[Pk] = 1. 
Corollary 3.8. Let X be an indecomposable H-module and V a simple H-module. Then
〈[X], [V ]〉2 = δ[X],[PV ].
Proof. It follows from Proposition 3.7 that 〈[X], [V ]〉2 = 〈[X], [V ]δ[P
k
]〉1 = 〈[X], [PV ]〉1 −
〈[X], [ΩV ]〉1 = 1 if X ∼= PV , and 0 otherwise. 
Remark 3.9. Let H be of finite representation type. It follows from Proposition 3.7 (3)
that the set {[M ]δ[P
k
], δ[M ] | [M ] ∈ ind(H)} or {[M ], δ[M ]δ
∗
[P
k
] | [M ] ∈ ind(H)} forms a pair
of dual bases of r(H) with respect to the form 〈−,−〉2. Hence the form 〈−,−〉2 is the same
as 〈−,−〉1 up to a unit. Namely, 〈−,−〉1 = 〈−δ[P
k
],−〉2 = 〈−,−δ
∗
[P
k
]〉2.
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For any two H-modules X and Y , we define
〈[X], [Y ]〉3 := 〈[X], [Y ]〉1 − 〈[X], [Y ]〉2.
It follows from Proposition 3.7 that
〈[X], [Y ]〉3 = 〈[X], [Y ](1 − δ[P
k
])〉1 = 〈[X](1 − δ
∗
[P
k
]), [Y ]〉1.
Moreover, we have the following result.
Proposition 3.10. Let X and Y be two H-modules.
(1) If X is indecomposable and projective, then 〈[X], [Y ]〉3 = 0.
(2) If X is indecomposable and non-projective, then
〈[X], [Y ]〉3 = 〈[X], [Y ]〉1 + 〈[Ω
−1X], [Y ]〉1 −
∑
[V ]
[Y : V ]〈[Ω−1X], [V ]〉1,
where the sum
∑
[V ] runs over all non-isomorphic simple H-modules and [Y : V ] is
the multiplicity of V in the composition sequence of Y . In particular, 〈[X], [Y ]〉3 =
〈[X], [Y ]〉1 if Y is simple.
Proof. (1) It follows from the definition of the form 〈−,−〉3.
(2) For any simple H-module V , on the one hand, 〈[X], [V ]〉2 = 0 by Corollary 3.8. On
the other hand, 〈[X], [V ]〉2 = 〈[X]δ
∗
[P
k
], [V ]〉1 = 〈[IX ] − [Ω
−1X], [V ]〉1. It follows that
〈[IX ], [V ]〉1 = 〈[Ω
−1X], [V ]〉1. Now
〈[X], [Y ]〉3 = 〈[X](1 − δ
∗
[P
k
]), [Y ]〉1
= 〈[X], [Y ]〉1 + 〈[Ω
−1X], [Y ]〉1 − 〈[IX ], [Y ]〉1
= 〈[X], [Y ]〉1 + 〈[Ω
−1X], [Y ]〉1 −
∑
[V ]
[Y : V ]〈[IX ], [V ]〉1
= 〈[X], [Y ]〉1 + 〈[Ω
−1X], [Y ]〉1 −
∑
[V ]
[Y : V ]〈[Ω−1X], [V ]〉1,
as desired. 
The left radical of the form 〈−,−〉3 is the set {x ∈ r(H) | 〈x, y〉3 = 0 for any y ∈ r(H)}.
It is equivalent to the set that {x ∈ r(H) | x(1− δ∗[P
k
]) = 0}. Similarly, the right radical of
the form 〈−,−〉3 is equivalent to the set {x ∈ r(H) | x(1 − δ[P
k
]) = 0}. The left and right
radicals of the form coincide since δ[P
k
]δ
∗
[P
k
] = δ
∗
[P
k
]δ[Pk] = 1. Note that [P ](1 − δ[Pk]) = 0
for any projective module P . Thus, the ideal P of r(H) generated by isomorphism classes
of projective H-modules is contained in the radical of the form. For further results about
the radical of the form, we need the following lemma.
Lemma 3.11. Let M and Z be two indecomposable H-modules.
(1) 〈[M ], δ[Z]〉3 = δ[M ],[Z] + δ[Ω−1M ],[Z] − δ[IM ],[Z].
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(2) δ[M ]δ
∗
[P
k
] =


−δ[Ω−1M ], M is not projective;
SocM, M is projective.
Proof. (1) Note that 〈[M ], δ[Z]〉3 = 〈[M ](1 − δ
∗
[P
k
]), δ[Z]〉1. It follows that
〈[M ](1 − δ∗[P
k
]), δ[Z]〉1 = 〈[M ], δ[Z]〉1 − 〈[IM ]− [Ω
−1M ], δ[Z]〉1
= 〈[M ], δ[Z]〉1 + 〈[Ω
−1M ], δ[Z]〉1 − 〈[IM ], δ[Z]〉1
= δ[M ],[Z] + δ[Ω−1M ],[Z] − δ[IM ],[Z].
(2) Suppose M is not projective. For any indecomposable module X, we have
〈[X], δ[M ] + δ[Ω−1M ]δ[P
k
]〉1 = 〈[X], δ[M ]〉1 + 〈[X]δ
∗
[P
k
], δ[Ω−1M ]〉1 by Proposition 3.7(2)
= 〈[X], δ[M ]〉1 + 〈[IX ]− [Ω
−1X], δ[Ω−1M ]〉1
= δ[X],[M ] − δ[Ω−1X],[Ω−1M ] + δ[IX ],[Ω−1M ]
= 0.
Thus, δ[M ] + δ[Ω−1M ]δ[P
k
] = 0 since the form 〈−,−〉1 is non-degenerate. This shows that
δ[M ]δ
∗
[P
k
] = −δ[Ω−1M ]. Now supposeM is projective, for any indecomposable module X, we
have
〈[X], δ[M ] − SocMδ[P
k
]〉1 = 〈[X], δ[M ]〉1 − 〈[X],SocMδ[P
k
]〉1
= 〈[X], δ[M ]〉1 − 〈[X],SocM〉2
= δ[X],[M ] − δ[X],[M ] by Corollary 3.8
= 0.
Thus, δ[M ] = SocMδ[P
k
], and hence δ[M ]δ
∗
[P
k
] = SocM. 
Recall that an H-module M is called periodic of period n if ΩnM ∼= M for a minimal
natural n (see e.g., [6]).
Theorem 3.12. Let H be of finite representation type. The radical of the form 〈−,−〉3 is
equal to P if and only if there are no periodic modules of even period.
Proof. Note that the ideal P of r(H) is contained in the radical of the form 〈−,−〉3. If P
is properly contained in the radical of the form 〈−,−〉3, there exist some indecomposable
non-projective H-modules M such that
∑
[M ] λ[M ][M ] is a non-zero element in the radical
of the form. For any indecomposable non-projective module Z, by Lemma 3.11 (1), we
have 0 = 〈
∑
[M ] λ[M ][M ], δ[ΩiZ]〉3 = λ[ΩiZ]+λ[Ωi+1Z]. It follows that the following equations
hold:
λ[ΩiZ] = (−1)
iλ[Z].
This implies that λ[Z] = 0 if Z is a periodic module of odd period. However,
∑
[M ] λ[M ][M ]
is not zero, implying that there exists a periodic module M of even period with λ[M ] 6= 0.
Conversely, Suppose the radical of the form 〈−,−〉3 is equal to P andM is a periodic module
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of even period 2s. It follows from Lemma 3.11 (2) that
∑2s
i=1(−1)
iδ[ΩiM ](1 − δ
∗
[P
k
]) = 0.
Thus,
∑2s
i=1(−1)
iδ[ΩiM ] belongs to the radical of the form 〈−,−〉3. Let
∑2s
i=1(−1)
iδ[ΩiM ] =∑
j λj [Pj ] for some indecomposable projective modules Pj . By Remark 3.3, [Pj ] can be
written as [Pj ] =
∑
[M ]∈ind(H)〈[M ], [Pj ]〉1δ[M ]. It follows that
2s∑
i=1
(−1)iδ[ΩiM ] =
∑
j
∑
[M ]∈ind(H)
λj〈[M ], [Pj ]〉1δ[M ].
Comparing the coefficient of δ[ΩiM ] in both two sides of the above equality, we obtain that
(−1)i =
∑
j
λj dim
k
HomH(Ω
iM,Pj) =
∑
j
λj dim
k
ExtiH(M,Pj) = 0,
a contradiction. 
4. Some ring theoretic properties of Green rings
In this section, we use an associative non-degenerate bilinear form to explore some ring
theoretic properties of the Green ring r(H) of H. We show that the Green ring r(H) is
a Frobenius algebra over Z if H is of finite representation type. We describe the relation
between the Green ring r(H) and the Grothendieck ring G0(H) of H. We give several one-
sided ideals of r(H), which are useful to describe the nilpotent radical and central primitive
idempotents of r(H).
Note that the Z-bilinear form 〈−,−〉1 is not associative in general. However, we may modify
it as follows:
(4.1) ([X], [Y ]) := 〈[X], [Y ]∗〉1 = dim
k
HomH(X,Y
∗).
Then (−,−) extends to a Z-bilinear form on r(H).
Lemma 4.1. For X,Y,Z ∈ H-mod, the form (−,−) satisfies the following:
(1) ([X][Y ], [Z]) = ([X], [Y ][Z]).
(2) ([X], [Y ]) = ([Y ]∗∗, [X]). If S2 is inner, then ([X], [Y ]) = ([Y ], [X]).
Proof. (1) The associativity of the form follows from Lemma 2.3 (1), i.e.,
([X][Y ], [Z]) = dim
k
HomH(X ⊗ Y,Z
∗)
= dim
k
HomH(X, (Y ⊗ Z)
∗)
= ([X], [Y ][Z]).
(2) The k-linear isomorphism HomH(X,Y
∗) ∼= HomH(Y
∗∗,X∗) (Lemma 2.3, see also [24])
implies that ([X], [Y ]) = ([Y ]∗∗, [X]). If S2 is inner, the anti-automorphism ∗ of r(H) is an
involution. Hence ([X], [Y ]) = ([Y ], [X]). 
The following result can be deduced directly from Lemma 3.2.
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Lemma 4.2. The following hold in r(H):
(1) For any two indecomposable modules X and Z, (δ∗[Z], [X]) = δ[Z],[X].
(2) For any x ∈ r(H), x =
∑
[M ]∈ind(H)(δ
∗
[M ], x)[M ].
(3) The form (−,−) is non-degenerate.
As an immediate consequence we obtain the following Frobenius property of r(H).
Proposition 4.3. Let H be of finite representation type. The Green ring r(H) is a Frobe-
nius Z-algebra. Moreover, r(H) is a symmetric Z-algebra if the square of the antipode of
H is inner.
Proof. Note that r(H)∨ := HomZ(r(H),Z) is a (r(H), r(H))-bimodule via (afb)(x) =
f(bxa), for a, b, x ∈ r(H) and f ∈ r(H)∨. Since H is of finite representation type, the
form (−,−) is associative and non-degenerate with a pair of dual bases {δ∗[M ], [M ] | [M ] ∈
ind(H)}. Thus, the map ρ from r(H) to r(H)∨ given by x 7→ (−, x) is a left r(H)-module
isomorphism, and hence r(H) is a Frobenius Z-algebra. Moreover, if the square of the
antipode is inner, the bilinear form is symmetric and hence ρ is a (r(H), r(H))-bimodule
isomorphism. It follows that r(H) is a symmetric Z-algebra. 
Remark 4.4. Let H be of finite representation type.
(1) The Green ring r(H) is a Frobenius Z-algebra with a pair of dual bases {δ∗[M ], [M ] |
[M ] ∈ ind(H)} with respect to the form (−,−). The equality of Lemma 4.2 (2) is
now equivalent to the following equality:
x =
∑
[M ]∈ind(H)
(x, [M ])δ∗[M ], for x ∈ r(H).
This means that the transformation matrix from the dual basis {δ∗[M ] | [M ] ∈
ind(H)} to the standard basis ind(H) is an invertible integer matrix with entries
([X], [Y ]) = dim
k
HomH(X,Y
∗) for [X], [Y ] ∈ ind(H).
(2) If H is semisimple, then S2 is inner [21] and δ∗[M ] = [M ]
∗ = [M∗]. In this case,
r(H) = G0(H) is symmetric (see Proposition 4.3) and semiprime [24] with a pair
of dual bases {[M∗], [M ] | [M ] ∈ ind(H)}. We refer to [32] for more details in the
semisimple case.
The bilinear form (−,−) can be used to describe the relation between the Green ring
r(H) and the Grothendieck ring G0(H) of H. Let P
⊥ be the subgroup of r(H) which is
orthogonal to P with respect to the form (−,−). Then P⊥ is a two-sided ideal of r(H).
Proposition 4.5. The Grothendieck ring G0(H) is isomorphic to the quotient ring r(H)/P
⊥.
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Proof. Observe that the natural morphism ϕ given in (3.1) is surjective. It is sufficient to
show that kerϕ = P⊥ . Suppose
∑
[M ]∈ind(H) λ[M ][M ] ∈ kerϕ, where λ[M ] ∈ Z. Then∑
[V ]
∑
[M ]∈ind(H)
λ[M ][M : V ][V ] = 0.
Note that a short exact sequence tensoring over k with a projective module P is split. It
follows that [M ][P ] =
∑
[V ][M : V ][V ][P ] in r(H), and hence
(
∑
[M ]∈ind(H)
λ[M ][M ], [P ]) = (
∑
[M ]∈ind(H)
λ[M ][M ][P ], [k])
= (
∑
[V ]
∑
[M ]∈ind(H)
λ[M ][M : V ][V ][P ], [k])
= 0.
This implies that
∑
[M ]∈ind(H) λ[M ][M ] ∈ P
⊥. Now, we assume
∑
[M ]∈ind(H) λ[M ][M ] ∈ P
⊥.
Note that [P ]y ∈ P for any y ∈ r(H) and [P ] ∈ P. We have
(
∑
[M ]∈ind(H)
λ[M ][M ][P ], y) = (
∑
[M ]∈ind(H)
λ[M ][M ], [P ]y) = 0.
This implies that
∑
[M ]∈ind(H) λ[M ][M ][P ] = 0 as the form (−,−) is non-degenerate. Re-
placing [M ][P ] by
∑
[V ][M : V ][V ][P ], we obtain the following equality:
(4.2)
∑
[V ]
∑
[M ]∈ind(H)
λ[M ][M : V ][V ][P ] = 0.
Note that the multiplication [V ][P ] = [V ⊗ P ] means that P is a G0(H)-module. More-
over, the G0(H)-module P is faithful, see [24, Section 3.1]. It follows from (4.2) that∑
[V ]
∑
[M ]∈ind(H) λ[M ][M : V ][V ] = 0. Thus,
∑
[M ]∈ind(H) λ[M ][M ] ∈ kerϕ. 
Now we turn to the special element δ[k], which plays an important role in the study of the
Green ring r(H). For any indecomposable module X, the elements [X], δ[k] and δ[X] satisfy
the following relations.
Theorem 4.6. Let X be an indecomposable H-module.
(1) k ∤ X∗ ⊗X if and only if [X]δ[k] = 0.
(2) k ∤ X ⊗X∗ if and only if δ[k][X] = 0.
(3) k | X∗ ⊗X if and only if [X]δ[k] = δ[X].
(4) k | X ⊗X∗ if and only if δ[k][X] = δ[X].
Proof. If H is semisimple, then k | X∗⊗X and k | X ⊗X∗. In this case, Part (3) and Part
(4) hold obviously because δ[k] = [k] and δ[X] = [X]. Assume H is not semisimple, we only
show Part (1) and Part (3) and the proofs of Part (2) and Part (4) are similar.
(1) If k ∤ X∗ ⊗X, by Proposition 2.10, the map idX ⊗ σ is a split epimorphism. It follows
from (2.5) that [X⊗E] = [X⊗τ(k)]+[X], and hence [X]δ[k] = 0. Conversely, if [X]δ[k] = 0,
then 0 = (([X]δ[k])
∗, [X]) = (δ∗[k], [X]
∗[X]). This means that k ∤ X∗ ⊗X.
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(3) If k | X∗⊗X, then the map idX ⊗σ is right almost split by Proposition 2.12. It follows
from (2.4) and Proposition 3.1 that δ[X] = [X⊗τ(k)]− [X⊗E]+ [X] = [X]δ[k]. Conversely,
if [X]δ[k] = δ[X], then 1 = (δ
∗
[X], [X]) = (([X]δ[k])
∗, [X]) = (δ∗[k], [X]
∗[X]). It follows that
k | X∗ ⊗X. 
As an application of Theorem 4.6, we are able to determine the multiplicity of the trivial
module k in the decomposition of the tensor product X⊗X∗ and X∗⊗X respectively. For
the case where H is semisimple over the field k of characteristic 0, this was done by Zhu
[34, Lemma 1], see also [32, Proposition 2.1].
Corollary 4.7. Let X be an indecomposable H-module.
(1) The multiplicity of k in X∗ ⊗X is either 0 or 1.
(2) The multiplicity of k in X ⊗X∗ is either 0 or 1.
Proof. (1) We only prove Part (1), the proof of Part (2) is similar. By Theorem 4.6, we
have
(δ∗[k], [X
∗][X]) = (([X]δ[k])
∗, [X]) =


0, k ∤ X∗ ⊗X,
1, k | X∗ ⊗X,
as desired. 
The following result can be deduced from Theorem 4.6.
Proposition 4.8. Let 0→ X → Y → Z → 0 be an almost split sequence of H-modules.
(1) k | Z ⊗ Z∗ if and only if k | X ⊗X∗.
(2) k | Z∗ ⊗ Z if and only if k | X∗ ⊗X.
Proof. We only prove Part (1) because Part (2) follows from Part (1). Applying the duality
functor ∗ to the almost split sequence 0 → X → Y → Z → 0, we get the almost split
sequence 0 → Z∗ → Y ∗ → X∗ → 0, see [2, P.144]. Note that both Z and X∗ are
indecomposable [2, Proposition 1.14, ChV]. This implies that δ∗[Z] = δ[X∗]. If k | Z ⊗ Z
∗,
by Theorem 4.6, δ[k][Z] = δ[Z]. We claim that k | X ⊗ X
∗. Otherwise, k ∤ X ⊗ X∗, and
hence k ∤ X∗∗ ⊗X∗. This leads to [X∗]δ[k] = 0 by Theorem 4.6. However,
1 = (δ∗[X∗], [X
∗]) = (δ∗∗[Z], [X
∗]) = ([X∗], δ[Z]) = ([X
∗]δ[k], [Z]) = 0,
a contradiction. Conversely, if k | X ⊗X∗, then k | X∗∗ ⊗X∗. This yields that [X∗]δ[k] =
δ[X∗]. We claim that k | Z ⊗ Z
∗. Otherwise, δ[k][Z] = 0 by Theorem 4.6. Then
1 = (δ∗[Z], [Z]) = (δ[X∗], [Z]) = ([X
∗], δ[k][Z]) = 0,
a contradiction. 
Denote by J+ and J− the subgroups of r(H) respectively as follows:
J+ := Z{δ[M ] | [M ] ∈ ind(H) and k |M ⊗M
∗},
J− := Z{δ[M ] | [M ] ∈ ind(H) and k |M
∗ ⊗M}.
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By Theorem 4.6, J+ (resp. J−) is a right (resp. left) ideal of r(H) generated by δ[k].
Moreover, we have J ∗+ = J− and J
∗
− = J+ by Proposition 4.8.
Now let P+ and P− denote the subgroups of r(H) as follows:
P+ := Z{[M ] ∈ ind(H) | k ∤ M ⊗M
∗},
P− := Z{[M ] ∈ ind(H) | k ∤ M
∗ ⊗M}.
It follows from Proposition 2.8 that P+ is a right ideal of r(H) and P− is a left ideal of
r(H). Obviously, P∗+ = P− and P
∗
− = P+.
According to the associativity and the non-degeneracy of the form (−,−), we have P−x = 0
if and only if (P−, x) = 0 if and only if (x,P−) = 0 since P− = P
∗∗
− . Similarly, xP+ = 0 if
and only if (x,P+) = 0 if and only if (P+, x) = 0. Thus, the right annihilator r(P−) of P−
and left annihilator l(P+) of P+ can be expressed respectively as follows:
r(P−) := {x ∈ r(H) | (x, y) = 0 for y ∈ P−},
l(P+) := {x ∈ r(H) | (y, x) = 0 for y ∈ P+}.
The relations between these one-sided ideals of r(H) can be described as follows.
Proposition 4.9. Let H be of finite representation type.
(1) J+ = r(P−).
(2) J− = l(P+).
Proof. It is sufficient to prove Part (1) and the proof of Part (2) is similar. For any two
indecomposable modules X and Y satisfying k | X ⊗X∗ and k ∤ Y ∗ ⊗ Y , by Theorem 4.6,
we have
(δ[X], [Y ]) = (δ[k][X], [Y ]) = ([Y
∗∗]δ[k], [X]) = (0, [X]) = 0.
This implies that J+ ⊆ r(P−). For any x ∈ r(P−),
x =
∑
[M ]∈ind(H)
(x, [M ])δ∗[M ] by Remark 4.4(1)
=
∑
k|M∗⊗M
(x, [M ])δ∗[M ] as x ∈ r(P−).
We have that x ∈ J ∗− = J+, and hence r(P−) ⊆ J+. 
In the following, we shall use these one-sided ideals to get information about the nilpotent
radical and central primitive idempotents of r(H). We first need the following useful lemma.
Lemma 4.10. For any x ∈ r(H), we have the following:
(1) If xx∗ = 0, then x ∈ P+.
(2) If x∗x = 0, then x ∈ P−.
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Proof. It suffices to prove Part (1), the proof of Part (2) is similar. Suppose
x =
∑
k|M⊗M∗
λ[M ][M ] +
∑
k∤M⊗M∗
λ[M ][M ],
where λ[M ] ∈ Z. By Theorem 2.7 (1) and Corollary 4.7, the coefficient of the identity [k]
in the linear expression of xx∗ with respect to the basis ind(H) is
∑
k|M⊗M∗ λ
2
[M ]. Thus, if
xx∗ = 0, then λ[M ] = 0 for any indecomposable module M satisfying k | M ⊗M
∗. Hence
x =
∑
k∤M⊗M∗ λ[M ][M ] ∈ P+. 
Proposition 4.11. The nilpotent radical of r(H) is contained in P+ ∩ P−.
Proof. We assume that the nilpotent radical radr(H) of r(H) satisfying (radr(H))m = 0
for some m > 0. For any x ∈ radr(H), let x0 := x and xi+1 := xix
∗
i for i ≥ 0. Note that
(radr(H))∗ ⊆ radr(H). There exists some k such that xk = 0. We write
x =
∑
k|M⊗M∗
λ[M ][M ] +
∑
k∤M⊗M∗
λ[M ][M ]
and
x1 = xx
∗ =
∑
k|M⊗M∗
µ[M ][M ] +
∑
k∤M⊗M∗
µ[M ][M ],
for λ[M ] and µ[M ] in Z. As shown in the proof of Lemma 4.10, the coefficient of [k] in
x1 = xx
∗ is µ[k] =
∑
k|M⊗M∗ λ
2
[M ] and the coefficient of [k] in x2 = x1x
∗
1 is
∑
k|M⊗M∗ µ
2
[M ].
If µ[k] 6= 0, then
∑
k|M⊗M∗ µ
2
[M ] 6= 0, and hence x2 6= 0. Repeating this process, we obtain
that xi 6= 0 for any i ≥ 0. This contradicts to the fact that xk = 0. In view of this, µ[k] = 0,
and hence x =
∑
k∤M⊗M∗ λ[M ][M ] ∈ P+. Similarly, if x ∈ radr(H), then x ∈ P−. We
obtain that radr(H) ⊆ P+ ∩ P−. 
Now we are able to locate central primitive idempotents of r(H).
Proposition 4.12. Let e be a central primitive idempotent of r(H). Then, either e ∈
P+ ∩ P− or 1− e ∈ P+ ∩ P−.
Proof. If e is a central primitive idempotent of r(H), so is e∗ since the duality operator ∗
is an anti-automorphism of r(H). It follows that e = e∗ or ee∗ = e∗e = 0. If ee∗ = e∗e = 0,
by Lemma 4.10, e ∈ P+ and e ∈ P− as well. Now suppose e = e
∗, and let
e =
∑
k|M⊗M∗
λ[M ][M ] +
∑
k∤M⊗M∗
λ[M ][M ].
Comparing the coefficients of [k] in both sides of the equation ee∗ = e, we obtain that∑
k|M⊗M∗ λ
2
[M ] = λ[k]. This implies that λ[k] = 0 or 1, and λ[M ] = 0 for any [M ] 6= [k]
satisfying k |M ⊗M∗. Hence e has the following reduced form
e = λ[k][k] +
∑
k∤M⊗M∗
λ[M ][M ].
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In the meanwhile, if we write
e =
∑
k|M∗⊗M
µ[M ][M ] +
∑
k∤M∗⊗M
µ[M ][M ].
Then the equation e∗e = e yields that
e = µ[k][k] +
∑
k∤M∗⊗M
µ[M ][M ].
Thus, µ[k] = λ[k] which is equal to 0 or 1. We conclude that e ∈ P+ ∩P− if µ[k] = λ[k] = 0,
and 1− e ∈ P+ ∩ P− if µ[k] = λ[k] = 1. 
5. Bi-Frobenius algebra structures on stable Green rings
In this section, we shall show that the bilinear form (−,−) on the Green ring r(H) could
induce a form on the stable Green ring of H. The induced form on the stable Green
ring is associative, but degenerate in general. We give some equivalent conditions for the
non-degeneracy of the form. If the form is non-degenerate, the complexified stable Green
algebra is a group-like algebra, and hence a bi-Frobenius algebra.
Recall that the stable category H-mod has the same objects as H-mod does, and the space
of morphisms from X to Y in H-mod is the quotient space
HomH(X,Y ) := HomH(X,Y )/P(X,Y ),
where P(X,Y ) is the subspace of HomH(X,Y ) consisting of morphisms factoring through
projective modules. The stable category H-mod is a triangulated [19] monoidal category
with the monoidal structure stemming from that of H-mod.
Proposition 5.1. The stable category H-mod is semisimple if and only if any indecom-
posable H-module is either simple or projective.
Proof. If any indecomposable H-module is either simple or projective, using the same
method as [1, Theorem 2.7], one is able to prove that H-mod is semisimple. Conversely, if
M is an indecomposableH-module which is neither simple nor projective, then the inclusion
map SocM → M induces the surjective map M∗ → (SocM)∗. It follows from Proposition
3.10 (2) that dim
k
HomH(M
∗, (SocM)∗) = 〈M∗, (SocM)∗〉3 = 〈M
∗, (SocM)∗〉1 6= 0. This
shows that H-mod is not semisimple. 
The Green ring of the stable category H-mod is called the stable Green ring of H, de-
noted rst(H). Obviously, the stable Green ring rst(H) admits a Z-basis consisting of all
isomorphism classes of indecomposable non-projective H-modules. As the stable category
H-mod is a quotient category of H-mod, the stale Green ring rst(H) can be regarded as
the quotient ring of the Green ring r(H).
Proposition 5.2. The stable Green ring rst(H) is isomorphic to the quotient ring r(H)/P.
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Proof. The canonical functor F from H-mod to H-mod given by F (M) = M and F (φ) = φ,
for φ ∈ HomH(M,N) with the canonical image φ ∈ Hom(M,N), is a full dense tensor
functor. Such a functor induces a ring epimorphism f from r(H) to rst(H) such that
f(P) = 0. Hence there is a unique ring epimorphism f from r(H)/P to rst(H) such that
f(x) = f(x), for any x ∈ r(H) with the canonical image x ∈ r(H)/P. We conclude
that rst(H) is isomorphic to r(H)/P since there is a one to one correspondence between
the indecomposable objects in H-mod and the non-projective indecomposable objects in
H-mod. 
We identify r(H)/P with rst(H) and denote x the element in rst(H) for any x ∈ r(H).
Since (δ∗[k], x) = 0 for any x ∈ P, the linear functional (δ
∗
[k],−) on r(H) induces a linear
functional on rst(H). Using this functional, we define a form on rst(H) as follows:
(5.1) [x, y]st := (δ
∗
[k], xy), for x, y ∈ r(H).
It is obvious that the form [−,−]st is associative and ∗-symmetric: [x, y]st = [y
∗, x∗]st.
The left radical of the form [−,−]st is the subgroup of rst(H) consisting of x ∈ rst(H)
such that [x, y]st = 0 for any y ∈ rst(H). The right radical of the form [−,−]st is defined
similarly. The form [−,−]st is non-degenerate if and only if the left radical (or equivalently,
the right radical) of the form [−,−]st is zero.
Proposition 5.3. The left radical of the form [−,−]st is equal to P+/P and the right
radical of the form [−,−]st is equal to P−/P.
Proof. We only consider the left radical of the form [−,−]st. For x, y ∈ r(H), if x ∈ P+,
then xy ∈ P+ since P+ is a right ideal of r(H). It follows that [x, y]st = (δ
∗
[k], xy) = 0,
and hence x belongs to the left radical of the form [−,−]st. Conversely, we suppose that x
belongs to the left radical of the form [−,−]st for x =
∑
[M ]∈ind(H) λ[M ][M ]. The inverse of
∗ under the composition is denoted ⋆. For any [M ] ∈ ind(H), by Theorem 4.6, we have
0 = [x, [M ]⋆]st = (δ
∗
[k], x[M ]
⋆) = ([M ]⋆∗∗δ∗[k], x) = ((δ[k][M ])
∗, x) =


0, k ∤ M ⊗M∗,
λ[M ], k |M ⊗M
∗.
This implies that x =
∑
k∤M⊗M∗ λ[M ][M ] ∈ P+. 
Now let J be the subgroup of r(H) as follows:
J = Z{δ[M ] | [M ] ∈ ind(H) and M not projective}.
Then J+ and J− are both contained in J . If H is of finite representation type, then J
is nothing but kerϕ (= P⊥) by Lemma 3.2 (5). We are now ready to characterize the
non-degeneracy of the form [−,−]st using Proposition 5.3.
Proposition 5.4. The following statements are equivalent:
(1) The form [−,−]st is non-degenerate.
(2) P+ = P− = P.
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(3) J+ = J− = J .
(4) J is an ideal of r(H) generated by the central element δ[k], the left annihilator l(J )
and right annihilator r(J ) of J are both equal to P.
Proof. It can be seen from Proposition 5.3 that Part (1) and Part (2) are equivalent. The
equality P+ = P is equivalent to saying that k ∤ M ⊗M
∗ if and only if M is projective,
or equivalently, k | M ⊗M∗ if and only if M is not projective, this is precisely J+ = J .
Similarly, P− = P if and only if J− = J .
(1) ⇒ (4) If the form [−,−]st is non-degenerate, then J+ = J− = J . It follows from
Theorem 4.6 that δ[k] is a central element of r(H) and J is an ideal of r(H) generated by
δ[k]. Observe that J+ = J− = J implying that J
∗ = J ∗− = J+ = J . This deduces that
the left and right annihilators of J coincide: l(J ) = r(J ). Let I := l(J ) = r(J ). We claim
that I = P. The inclusion P ⊆ I is obvious. We denote Tst = {x ∈ rst(H) | [x, 1]st = 0}
and T = {x ∈ r(H) | x ∈ Tst}. Then I ⊆ T since J x = 0 if and only if (J , x) = 0. Now
I is an ideal of r(H) satisfying P ⊆ I ⊆ T . So I/P is an ideal of rst(H) contained in
T/P = Tst. However, Tst contains no nonzero ideals of rst(H) since the form [−,−]st is
non-degenerate. This implies that I = P.
(4)⇒ (1) If [y, x]st = 0 for any y ∈ r(H), then [x
∗, y∗]st = 0 since the form is ∗-symmetric.
We have 0 = [x∗, y∗]st = (δ
∗
[k], x
∗y∗) = ((xδ[k])
∗, y∗). Thus, xδ[k] = 0, and hence x ∈ l(J ) =
P and x = 0. Similarly, if [x, y]st = 0 for any y ∈ r(H), then x = 0. 
Remark 5.5. If the form [−,−]st is non-degenerate, then J+ = J . This yields that
k | M ⊗M∗ for any indecomposable non-projective module M . It deduces that M ∼= M∗∗
by Theorem 2.7 (1). In this case, the operator ∗ on rst(H) is an involution.
When H is of finite representation type and the form [−,−]st on rst(H) is non-degenerate,
we are able to obtain further information about the nilpotent radical of r(H) described as
follows.
Theorem 5.6. If H is of finite representation type and the form [−,−]st on rst(H) is
non-degenerate, then the nilpotent radical radr(H) of r(H) is equal to P ∩ P⊥ if and only
if G0(H) is semiprime.
Proof. Since the form [−,−]st on rst(H) is non-degenerate, we have P+ = P− = P. It
follows from Proposition 4.11 that radr(H) ⊆ P. If G0(H) is semiprime, the isomorphism
G0(H) ∼= r(H)/P
⊥ implies that radr(H) ⊆ P⊥. We obtain that radr(H) ⊆ P ∩ P⊥. The
inclusion P∩P⊥ ⊆ radr(H) is obvious, since the form (−,−) is non-degenerate. Conversely,
if radr(H) = P ∩ P⊥, it is obvious that r(H)/P⊥ ∼= G0(H) is semiprime. 
Remark 5.7. The map ϕ : r(H)→ G0(H) given in (3.1) restricting to the ideal P gives rise
to the Cartan map ϕ|P : P → G0(H), whose kernel is exactly ker(ϕ|P ) = P∩kerϕ = P∩P
⊥.
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Example 5.8. If H is a finite dimensional pointed Hopf algebra of rank one (e.g., Taft
algebras and generalized Taft algebras in [8, 23], Radford Hopf algebras in [31]), then G0(H)
is semiprime and the form [−,−]st on rst(H) is non-degenerate since P+ = P− = P. It
follows that radr(H) = P ∩P⊥ = ker(ϕ|P ), which is a principal ideal, see [30, 31] for more
details.
In the rest of this section, we always assume that H is of finite representation type, not
semisimple and the form [−,−]st on rst(H) is non-degenerate. In this case, we show that
the complexified stable Green algebra Rst(H) := C ⊗Z rst(H) admits a group-like algebra
structure, hence it is a bi-Frobenius algebra, but not a Hopf algebra.
The notion of a group-like algebra was introduced by Doi in [11] generalizing the group
algebra of a finite group and a scheme ring (Bose-Mesner algebra) of a non-commutative
association scheme.
Definition 5.9. Let (A, ε,b, ∗) be a quadruple, where A is a finite dimensional algebra
over a field k with unit 1, ε is an algebra morphism from A to k, the set b = {bi | i ∈ I} is
a k-basis of A such that 0 ∈ I and b0 = 1, and ∗ is an involution of the index set I. Then
(A, ε,b, ∗) is called a group-like algebra if the following hold:
(G1) ε(bi) = ε(bi∗) 6= 0 for all i ∈ I.
(G2) pkij = p
k∗
j∗i∗ for all i, j, k ∈ I, where p
k
ij ’s are the structure constants for b defined by
bibj =
∑
k∈I p
k
ijbk.
(G3) p0ij = δi,j∗ε(bi) for all i, j ∈ I.
Remark 5.10. (1) Let (A, ε,b, ∗) be a group-like algebra. Then A becomes a coalgebra
with a comultiplication given by △(bi) =
1
ε(bi)
bi ⊗ bi, see [11, Remark 3.2]. Let
φ ∈ A∗ such that φ(bi) = δ0,i and t =
∑
i∈I bi. Define the k-linear map S from
A to itself by S(bi) = bi∗ for any i ∈ I. Then (A,φ, t, S) becomes a bi-Frobenius
algebra with a pair of dual bases {bi,
bi∗
ε(bi)
| i ∈ I}. We refer to [14] for the notion
of a bi-Frobenius algebra.
(2) A group-like algebra is not a Hopf algebra in general. If it is, it must be a group
algebra, see [18, Corollary 2]. Thus, a bi-Frobenius algebra coming from a group-like
algebra is not a Hopf algebra if the underlying algebra is not a group algebra.
Let {[Xi] | i ∈ I} be the set of all non-projective indecomposable modules in ind(H). By
definition 0 ∈ I since [X0] := [k] is not projective. Note that X is not projective if and
only if X∗ is not projective. Thus, the duality functor ∗ of H-mod induces an involution
(see Remark 5.5) on the index set I defined by [Xi∗ ] := [X
∗
i ] for any i ∈ I.
Proposition 5.11. The stable Green ring rst(H) is a transitive fusion ring with respect to
the basis {[Xi] | i ∈ I}.
Proof. It is straightforward to verify that rst(H) satisfies the conditions of a fusion ring given
in [16, Definition1.42.2], where the group homomorphism τ from rst(H) to Z is determined
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by τ(x) = (δ∗[k], x) for any x ∈ rst(H). The stable Green ring rst(H) is transitive ([16,
Definition 1.45.1]): for any i, j ∈ I, there exist k, l ∈ I such that [Xj ][Xk] and [Xl][Xj ]
contain [Xi] with a nonzero coefficient. In fact, we have k | Xj ⊗X
∗
j since P+ = P− = P.
This implies that Xi | Xj ⊗X
∗
j ⊗Xi. Then we may find an indecomposable non-projective
module Xk in X
∗
j ⊗Xi such that Xi | Xj ⊗Xk. Similarly, Xi | Xi ⊗X
∗
j ⊗Xj , then there
exists some Xl in Xi ⊗X
∗
j such that Xi | Xl ⊗Xj . 
Remark 5.12. The stable Green ring rst(H) is a fusion ring under the condition that the
form [−,−]st on rst(H) is non-degenerate. Nevertheless, the stable category H-mod is not
necessary semisimple by Proposition 5.1. A typical example is that the stable category of
any Taft algebra of dimension n2 for n > 2 is not semisimple, while the stable Green ring
of the Taft algebra is a fusion ring.
The fact that rst(H) is a transitive fusion ring enables us to define the Frobenius-Perron
dimension of [Xi] for any i ∈ I. Let FPdim([Xi]) be the maximal nonnegative eigenvalue
of the matrix of the left multiplication by [Xi] with respect to the basis {[Xi] | i ∈ I} of
rst(H). Then FPdim([Xi]) is called the Frobenius-Perron dimension of [Xi]. Extending
FPdim linearly from the basis {[Xi] | i ∈ I} of rst(H) to Rst(H), we obtain a functional
FPdim : Rst(H)→ C. The functional FPdim has the following properties, see Proposition
1.45.4, Proposition 1.45.5 and Proposition 1.45.8 in [16].
Proposition 5.13. For any i ∈ I, we have the following:
(1) FPdim([Xi]) ≥ 1.
(2) The functional FPdim : Rst(H)→ C is a ring homomorphism.
(3) FPdim([Xi]) = FPdim([Xi∗ ]).
Let xi := FPdim([Xi])[Xi] for any i ∈ I. Then b = {xi | i ∈ I} is a basis of Rst(H).
Theorem 5.14. The quadruple (Rst(H),FPdim,b, ∗) is a group-like algebra.
Proof. We need to verify the conditions (G1)-(G3) given in Definition 5.9. The condition
(G1) is obvious. To verify the condition (G2), we have
(5.2) x∗i = FPdim([Xi])([Xi])
∗ = FPdim([Xi∗ ])[Xi∗ ] = xi∗ .
Now for i, j ∈ I, we suppose that
(5.3) xixj =
∑
k∈I
pkijxk,
where pkij ∈ C. On the one hand, applying the duality operator ∗ to the equality (5.3) and
using (5.2), we obtain that xj∗xi∗ =
∑
k∈I p
k
ijxk∗. On the other hand, we have xj∗xi∗ =∑
l∈I p
l
j∗i∗xl. It follows that p
k
ij = p
k∗
j∗i∗ for any i, j, k ∈ I. Now we verify the condition
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(G3):
p0ij = FPdim([Xi])FPdim([Xj ])(δ
∗
[k], [Xi][Xj ])
= FPdim([Xi])FPdim([Xj ])([Xj ]
∗∗δ∗[k], [Xi])
= FPdim([Xi])FPdim([Xj ])(δ
∗
[Xj∗ ]
, [Xi])
= FPdim([Xi])FPdim([Xj ])δi,j∗
= δi,j∗FPdim(xi).
Therefore, the condition (G3) is satisfied. 
As noted in Remark 5.10, a group-like algebra is a bi-Frobenius algebra. Roughly speak-
ing, a bi-Frobenius algebra (A,φ, t, S) is both a Frobenius algebra (A,φ) and a Frobenius
coalgebra (A, t) together with an antipode S, where φ ∈
∫ r
A∗
and t ∈
∫ r
A
are right integrals
of Frobenius algebras [12].
Now let us look at the bi-Frobenius algebra structure induced from the group-like algebra
structure on Rst(H). The integral φ is given by φ(xi) = δ0,i, for i ∈ I. Equivalently,
φ([Xi]) =


1, i = 0,
0, i 6= 0.
The set {xi,
x∗i
FPdim(xi)
| i ∈ I} forms a pair of dual bases of (Rst(H), φ). This is equivalent
to saying that {[Xi], [Xi∗ ] | i ∈ I} is a pair of dual bases of Rst(H) with respect to the
integral φ. From the observation above, we conclude that the integral φ is nothing but the
map determined by the form [−,−]st, namely, φ(x) = [x, 1]st for x ∈ Rst(H).
The stable Green algebra Rst(H) is a coalgebra with the counit given by FPdim, and the
comultiplication △ defined by △(xi) =
1
FPdim(xi)
xi ⊗ xi, or equivalently,
△([Xi]) =
1
FPdim([Xi])
[Xi]⊗ [Xi],
for i ∈ I. Let t =
∑
i∈I xi =
∑
i∈I FPdim([Xi])[Xi]. Then t is an integral of Rst(H)
associated to the counit FPdim. Now (Rst(H), t) becomes a Frobenius coalgebra. Define
a map S : Rst(H) → Rst(H) by S(xi) = xi∗ , that is, S([Xi]) = [Xi∗ ] for i ∈ I. The map
S is exactly the duality operator ∗ on Rst(H). It is an anti-algebra and anti-coalgebra
morphism, so is an antipode of Rst(H). Now the quadruple (Rst(H), φ, t, S) forms a bi-
Frobenius algebra which is in general not a Hopf algebra.
6. Application to Radford Hopf algebras
In this section, we consider a special finite dimensional pointed Hopf algebra of rank one,
known as a Radford Hopf algebra. We describe the bi-Frobenius algebra structure on the
complexified stable Green algebra of the Hopf algebra from the polynomial point of view.
28 ZHIHUA WANG, LIBIN LI, AND YINHUO ZHANG
Given two integers m > 1 and n > 1. Let ω be a primitive mn-th root of unity and H an
algebra generated by g and y subject to relations
gmn = 1, yg = ω−mgy, yn = gn − 1.
Then H is a Hopf algebra whose comultiplication △, counit ε, and antipode S are given
respectively by
△(y) = y ⊗ g + 1⊗ y, ε(y) = 0, S(y) = −yg−1,
△(g) = g ⊗ g, ε(g) = 1, S(g) = g−1.
The Hopf algebra H is a finite dimensional pointed Hopf algebra of rank one, it was intro-
duced by Radford in [27] so as to give an example of Hopf algebras whose Jacobson radical
is not a Hopf ideal.
The Green ring and the stable Green ring of the Radford Hopf algebra H can be presented
by generators and relations. Let Z[Y,Z,X1,X2, · · · ,Xm−1] be a polynomial ring over Z in
variables Y,Z,X1,X2, · · · ,Xm−1. The Green ring r(H) of H is isomorphic to the quotient
ring of Z[Y,Z,X1,X2, · · · ,Xm−1] modulo the ideal generated by the elements from (6.1)
to (6.3) (see [31, Theorem 8.2]):
(6.1) Y n − 1, (1 + Y − Z)Fn(Y,Z), Y X1 −X1, ZX1 − 2X1,
(6.2) Xj1 − n
j−1Xj, for 1 ≤ j ≤ m− 1,
(6.3) Xm1 − n
m−2(1 + Y + · · ·+ Y n−1)Fn(Y,Z),
where Fn(Y,Z) is the Dickson polynomial (of the second type) defined recursively by
F1(Y,Z) = 1, F2(Y,Z) = Z and Fk(Y,Z) = ZFk−1(Y,Z) − Y Fk−2(Y,Z) for k ≥ 3. More
precisely, the polynomial Fk(y, z) can be expressed as follows (see [8, Lemma 3.11]):
Fk(Y,Z) =
⌊k−1
2
⌋∑
i=0
(−1)i
(
k − 1− i
i
)
Y iZk−1−2i,
where ⌊k−12 ⌋ stands for the biggest integer not more than
k−1
2 .
The Grothendieck ringG0(H) ofH is isomorphic to the quotient ring of Z[Y,X1,X2, · · · ,Xm−1]
modulo the ideal generated by Y n − 1, Y X1 − X1,X
j
1 − n
j−1Xj for 1 ≤ j ≤ m − 1 and
Xm1 − n
m−1(1 + Y + · · ·+ Y n−1) (see [31, Corollary 8.3]).
The stable Green ring rst(H) of H is isomorphic to the stable Green ring of a Taft algebra
of dimension n2 (see [31, Section 7]), while the latter is isomorphic to the quotient ring
Z[Y,Z]/I, where I is the ideal of Z[Y,Z] generated by Y n − 1 and Fn(Y,Z) (see [30,
Proposition 6.1]).
The form [−,−]st on rst(H) is non-degenerate (see Example 5.8). As shown in Section
5, there is a bi-Frobenius algebra structure on the complexified stable Green algebra
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C ⊗Z rst(H) ∼= C[Y,Z]/I. In the following, we shall describe the bi-Frobenius algebra
structure on C[Y,Z]/I using a new basis rather than the canonical basis consisting of in-
decomposable non-projective H-modules. We need the following inverse version of the
Dickson polynomials.
Lemma 6.1. [30, Lemma 6.4] For any j ≥ 1, we have
Zj =
⌊ j
2
⌋∑
k=0

j
k

 j + 1− 2k
j + 1− k
Y kFj+1−2k(Y,Z).
Denote by yizj the image of Y iZj under the natural map C[Y,Z] → C[Y,Z]/I. Then the
set {yizj | 0 ≤ i ≤ n − 1, 0 ≤ j ≤ n − 2} forms a basis of C[Y,Z]/I. By Lemma 6.1, the
following equation holds in C[Y,Z]/I:
yizj =
⌊ j
2
⌋∑
k=0

j
k

 j + 1− 2k
j + 1− k
yi+kFj+1−2k(y, z).
Thus, {yiFj(y, z) | 0 ≤ i ≤ n − 1, 1 ≤ j ≤ n − 1} is also a basis of C[Y,Z]/I. In the
following, we shall use this basis to describe the bi-Frobenius algebra structure on the
algebra C[Y,Z]/I. Following from [30, Remark 4.4 (3)] we have
(6.4) yiFj(y, z)y
kFl(y, z) =
min{j,l}−1∑
t=ζ(j,l)
yi+k+tFj+l−1−2t(y, z),
where ζ(j, l) = 0 if j + l − 1 < n, and ζ(j, l) = j + l − n if j + l − 1 ≥ n.
Define the following two maps ε : C[Y,Z]/I → C by ε(yiFj(y, z)) = Fj(1, 2 cos
π
n
) and
△ : C[Y,Z]/I → C[Y,Z]/I⊗C[Y,Z]/I by△(yiFj(y, z)) =
1
Fj(1,2 cos
pi
n
)y
iFj(y, z)⊗y
iFj(y, z).
Then both ε and △ are well-defined since Fn(1, 2 cos
π
n
) = 0 (see [31, Theorem 7.3]). More-
over, it is straightforward to check that (△ ⊗ id)△ = (id ⊗ △)△ and (id ⊗ ε)△ = id =
(ε⊗ id)△. Hence (C[Y,Z]/I,△, ε) is a coalgebra.
Define the linear map φ : C[Y,Z]/I → C by
φ(yiFj(y, z)) =


1, i = 0, j = 1,
0, otherwise.
Then (C[Y,Z]/I, φ) is a Frobenius algebra and
{yiFj(y, z), y
1−i−jFj(y, z) | 0 ≤ i ≤ n− 1, 1 ≤ j ≤ n− 1}
forms a pair of dual bases of C[Y,Z]/I with respect to the integral φ.
Denote by t =
∑n−1
i=0
∑n−1
j=1 Fj(1, 2 cos
π
n
)yiFj(y, z). Then
△(t) =
∑
t1 ⊗ t2 =
n−1∑
i=0
n−1∑
j=1
yiFj(y, z)⊗ y
iFj(y, z)
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Define the linear map S : C[Y,Z]/I → C[Y,Z]/I by
S(f) =
∑
φ(t1f)t2 =
n−1∑
i=0
n−1∑
j=1
φ(yiFj(y, z)f)y
iFj(y, z).
We have the following result.
Theorem 6.2. The quadruple (C[Y,Z]/I, φ, t, S) is a bi-Frobenius algebra.
Proof. According to [13, Lemma 1.2], if the map S is both anti-algebra and anti-coalgebra
automorphisms, then (C[Y,Z]/I, φ, t, S) is a bi-Frobenius algebra. Indeed, by the definition
of S and the equality (6.4), we have
S(ykFl(y, z)) =
n−1∑
i=0
n−1∑
j=1
φ(yiFj(y, z)y
kFl(y, z))y
iFj(y, z)
=
n−1∑
i=0
n−1∑
j=1
φ(
min{j,l}−1∑
t=ζ(j,l)
yi+k+tFj+l−1−2t(y, z))y
iFj(y, z).
By the definition of φ, we have φ(yi+k+tFj+l−1−2t(y, z)) = 1 if and only if i, j and t satisfy
n | i+k+ t and j+ l−1−2t = 1. Note that t ≤ min{j, l}−1. The equality j+ l−1−2t = 1
implies that j = l. In this case, t = l−1 and n | i+k+ l−1. It follows that S(ykFl(y, z)) =
y1−k−lFl(y, z) and S maps the basis to its dual basis, hence the map S is bijective. In
particular, S(1) = 1 and
S(yiFj(y, z)y
kFl(y, z)) = S(
min{j,l}−1∑
t=ζ(j,l)
yi+k+tFj+l−1−2t(y, z))
=
min{j,l}−1∑
t=ζ(j,l)
y1−(i+k+t)−(j+l−1−2t)Fj+l−1−2t(y, z)
= y1−i−jFj(y, z)y
1−k−lFl(y, z)
= S(yiFj(y, z))S(y
kFl(y, z)).
We conclude that S is an anti-algebra map since C[Y,Z]/I is a commutative algebra. In
addition,
(ε ◦ S)(yiFj(y, z)) = ε(y
1−i−jFj(y, z)) = ε(y
iFj(y, z))
and
(△ ◦ S)(yiFj(y, z)) = △(y
1−i−jFj(y, z))
=
1
Fj(1, 2 cos
π
n
)
y1−i−jFj(y, z) ⊗ y
1−i−jFj(y, z)
= ((S ⊗ S) ◦ △op)(yiFj(y, z)).
It follows that S is an anti-coalgebra map on C[Y,Z]/I. 
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Remark 6.3. Note that {yizj | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2} is a basis of C[Y,Z]/I. The
bi-Frobenius algebra structure on (C[Y,Z]/I, φ, t, S) can also be described by this basis as
follows:
• △(yizj) =
∑⌊ j
2
⌋
k=0

j
k

 j+1−2k
(j+1−k)Fj+1−2k(1,2 cos
pi
n
)y
i+kFj+1−2k(y, z)⊗ y
i+kFj+1−2k(y, z);
• φ(yizj) =



j
j
2

 2
j+2 , 2 | j and n | i+
j
2 ,
0, otherwise;
• t =
∑n−1
i=0
∑n−1
j=1 Fj(1, 2 cos
π
n
)yiFj(y, z);
• S(yizj) =
∑⌊ j
2
⌋
k=0

j
k

 j+1−2k
j+1−k y
k−i−jFj+1−2k(y, z).
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