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Thermodynamic engines
A thermodynamic engine operates between two heat baths of different temperatures, Th
and Tc < Th. If the device uses the heat current from the hot to the cold bath to extract
useful work, it is called a heat engine. If, in reverse, the device consumes externally supplied
power to establish a heat current from the cold to the hot bath, it is called a refrigerator.
The crucial performance measures for heat engines are the power output, i.e., the extracted
work per time step, and the efficiency, i.e., the ratio between the extracted work and the
heat input.
In the early days of thermodynamics, when the focus lay on the performance of steam
engines, it was already known that power and efficiency cannot be maximized simulta-
neously. The famous Carnot process operates at maximum efficiency ηC = 1 − Tc/Th. As
a consequence of the second law of thermodynamics, it cannot be surpassed by any other
process or engine. However, this reversible process requires the system parameters to be
varied infinitely slowly, resulting in zero power output. Besides the performance at maxi-
mum efficiency, in finite time thermodynamics we are interested in the maximum power
output. Engines which are more realistic than the Carnot machine can be described by
so-called endoreversible systems. Such engines work internally reversible, but may have
losses when heat is exchanged between the baths and the engine itself. For a large class of
systems, at maximum power the engine operates at the so-called Curzon-Ahlborn efficiency
ηCA = 1−
√
Tc/Th.
However, endoreversible models are an idealized description for thermodynamic engines.
If there are additional losses present in the system, e.g., internal friction, we expect the
performance of an engine to decrease. Then the theoretical description becomes more chal-
lenging and is typically based on phenomenological assumptions rather than a systematic
procedure. Looking at refrigerators, the important performance measures are the cooling
power, which is the heat withdrawal from the cold bath, and the so-called coefficient of
performance, which, in analogy to the efficiency of heat engines, is the ratio of the cooling
power and the power consumption. The coefficient of performance is bound by 1/ηC, due
to the second law. Here, one of our goals is to treat both kinds of thermodynamic engines
in one framework and include losses systematically.
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Linear, irreversible thermodynamics of microscopic
systems
In the last decades, thermodynamic research more and more turned its attention to smal-
ler length scales, for example semiconductor devices, soft matter and biological systems.
In contrast to macroscopic engines, thermal fluctuation play a crucial role for the energe-
tics. For example, in biological systems they stem from perpetual and countless collisions
with the surrounding water molecules. So-called thermoelectric devices can be constructed,
amongst other materials, from semiconductors, which use the intrinsic coupling of thermal
and electric currents to operate as a heat engine or refrigerator. They are well understood
in linear, irreversible thermodynamics, where the thermal gradient and the potential energy
difference must be small. In the linear regime, all the properties of the engine are contained
in the Onsager matrix, which describes the linear dependence on the currents with respect
to the gradients. Onsager’s reciprocity relation states that this matrix is symmetric if the
underlying system exhibits time reversal symmetry. In this case, the properties of the engi-
ne can be described by a single, dimensionless parameter, the thermoelectric figure of merit
ZTc = σeS2Tc/σT . Here σe and σT are the electric and thermal conductivity, respectively.
The so-called Seebeck coefficient S is a material constant, which quantifies how sensitive
the material reacts to a thermal gradient by building up a voltage. Typically, the Seebeck
coefficient and the figure of merit are small, leading to small efficiency, which restricts the
use of these devices to special tasks. Only for a diverging figure of merit, the device is
able to operate at Carnot efficiency and Curzon-Ahlborn efficiency at maximum power.
Benenti et al. investigated such systems with broken time reversal symmetry, e.g., broken
by an external magnetic field, where the Onsager matrix is no longer symmetric [1, 2]. It is
surprising that there is no argument that forbids finite power at Carnot efficiency, and that
the Curzon-Ahlborn value can be surpassed at maximum power. This situation motivates
us to consider other types of engines, where time reversal symmetry is broken, for instance
by time-dependently driving the system.
In the work of Benenti et al. the Onsager coefficients are non-specific. Additionally, in the
work of Brandner et al. [3–5] a specific model for the transport properties is used, which
allows to write down the Onsager coefficient for thermoelectric multi-terminal systems.
Current conservation is considered explicitly, leading to a bound on power, which rules
out the possibility of having finite power at Carnot efficiency. These engines operate in a
nonequilibrium steady state, which is maintained by the temperature difference and the
chemical potential. Furthermore, we are interested in periodically driven engines, where,
for example, the temperature of the heat baths, the coupling strength, and the systems
parameters are varied cyclically and in finite time. This situation is typical for macroscopic
heat engines, where usually different steps are combined into a cycle. For periodically driven
heat engines described by a Fokker-Planck equation, the Onsager coefficients have recently
been derived in Ref. [6]. In this work, the symmetry of the Onsager matrix is broken by
time asymmetric driving, which promises interesting results. For quantum systems that
are described by a Lindblad equation, analogous Onsager coefficients have been derived
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[7], which allows us to investigate the influence of quantum effects on the performance of
heat engines.
Optimal protocol and maximum power
Based on these results, we here optimize the performance of these microscopic, periodically
driven engines. Keeping the temperature protocol and the heat input fixed, we maximize the
power output with respect to the time-dependent driving of the system. For this purpose,
we vary the Hamiltonian periodically. The following results are valid for Fokker-Planck and
Lindblad dynamics, and treat heat engines and refrigerators simultaneously.
We assume that a finite number of terms contributing to the Hamiltonian can be con-
trolled by changing their amplitudes. The amplitudes are called control parameters, which
are time dependent scalar functions. The remaining factor behind the amplitude is called
a control operator, which depends on the phase space variables and is an observable of
the system. The time-dependence of a given set of control parameters is called a work
protocol. We explicitly allow a contribution to the Hamiltonian that can not be controlled
externally. If the unperturbed Hamiltonian is a linear combination of the control opera-
tors, we have full control over the system. If this is not the case, then the control over the
system is called limited. A simple example for this classification is a particle with mass m
in a harmonic potential with unperturbed Hamiltonian H0 = T + V = mv2/2 +mω20x2/2,
where it is possible to vary the strength of the trapping potential. The control operator
is proportional to x2 and the control parameter is the amplitude that we find in the time
dependent Hamiltonian in front of x2. Since the kinetic energy T = mv2/2 cannot be con-
trolled, we refer to the control on the system as limited. In an overdamped description,
where the kinetic terms are neglected, one has full control on the system via the variation
of the potential strength.
We describe the power and the heat current in terms of the Onsager coefficients, which in
turn can be written in terms of the correlation functions of the unperturbed Hamiltonian
and the control operators. We first show that the correlation functions are symmetric with
respect to the exchange of arguments, which is a consequence of microscopic time reversal
symmetry. The periodic control parameters enter the Onsager coefficients via their Fourier
components, which we use for the optimization. Thereby the functional optimization with
respect to the work protocol simplifies. As our first main result, we find that the optimized
power, besides the quadratic dependence on the heat input, depends only on a single,
dimensionless parameter. This fact is surprising, since a quadratic form depends on three
parameters in general, one of which is removed by normalization, so that one would expect
the optimized power to depend on two parameters, similar to the work of Benenti et al.
[1]. The single parameter is a figure of merit for the engine, and we write ZT in analogy
to the theory of thermoelectrics. Despite the rather involved mathematical expression, it is
easily seen that it only depends on the temperature protocol and equilibrium correlations.
We then investigate the power as a function of the heat input and the figure of merit.
We find the same results as which have been obtained for the thermoelectric devices,
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e.g., in the formula for the maximum efficiency the thermoelectric figure of merit ZTc is
replaced by our figure of merit for periodic engines ZT . If the figure of merit is finite,
our results constitute upper bounds on the efficiency, stronger than the Carnot efficiency
and the Curzon-Ahlborn efficiency at maximum power, respectively. Furthermore, we have
revealed an analogy between the engines operating in a nonequilibrium steady state with
a symmetric Onsager matrix, and the optimized periodic engines, where the symmetry of
the Onsager matrix is broken by the driving. Since in both cases the underlying dynamics
is time symmetric, we suspect that this fact eventually leads to the identity of the results.
Having a closer look at the figure of merit ZT , we identify it as the ratio of the global
maximum power output, and the contribution to the heat flux that originally stems from the
degrees of freedom that cannot be controlled. Obviously, the figure of merit is large for well
performing engines. If we have full control over the system, the idle heat flux vanishes and
consequently the figure of merit diverges. In this limit we recover the Carnot value for the
maximum efficiency, and the Curzon-Ahlborn efficiency at maximum power. For operation
at Carnot efficiency, the optimal protocol is achieved by varying the full amplitude of the
unperturbed Hamiltonian, which in turn leads to a vanishing power output.
Losses from kinetic and quantum effects
From the discussion above it is obvious that the figure of merit is finite if a kinetic term
T appears in the unperturbed Hamiltonian H0 = T + V , and only the potential V can
be controlled. In the microscopic picture, energy is transferred via the fluctuations to the
kinetic degrees of freedom, which can not be extracted as useful work. Thus, engines based
on underdamped dynamics can not operate at Carnot efficiency, and have a lower efficiency
at maximum power than the Curzon-Ahlborn value. In general, the figure of merit ZT is a
rather involved expression. In an example based on a two dimensional harmonic oscillator
with an external magnetic field and underdamped dynamics, we illustrate our results and
find a simple expression for the figure of merit in the case of sinusoidal driving.
For both cases, Fokker-Planck and Lindblad dynamics, we investigate the properties
of the eigenfunctions and eigenvalues of the adjoint dynamics, which describes the time
evolution of the observables. It is crucial for the evaluation of the correlation functions
and the Onsager coefficients to diagonalize this operator. Interestingly, under Lindblad
dynamics the reversible and irreversible contributions commute. The eigenfunctions that
commute with the unperturbed Hamiltonian form a subspace, which we call the classical
subspace. Therein the reversible dynamics has no influence, the eigenvalues are real, and
only relaxation processes are present. In the orthogonal complement genuine quantum
effects can be found, such as oscillations. Due to the orthogonality, the quantum control
operators contribute only to one Onsager coefficient, which inevitably leads to a reduction
of power. For illustration, we look at two simple systems, one of which is based on two
energy levels, while the other is based on a one dimensional harmonic oscillator. In both
cases the control operator is a combination of a classical and quantum term, leading to a
finite figure of merit. We investigate the influence of the system parameters and find that
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the performance typically improves if quantum effects are suppressed. For the engine based
on the harmonic oscillator, in the limit of slow driving and high temperature, we find the
same results as in the classical case with underdamped Fokker-Planck dynamics.
Quantum enhancement in information machines
For the thermodynamic engines examined above, we find that the quantum contributions
typically lower the performance. It is appealing to search for other types of engines that
may exploit quantum effects, such as coherence, to enhance its power or efficiency. We
consider so-called information engines, which are typically coupled to only one heat bath
and additionally collect and subsequently use information on the microscopic configuration
of the system to extract work. The cyclic work extraction from a single heat bath is merely
an apparent violation of the second law of thermodynamics, which is clarified by a detailed
analysis of the information thermodynamics. At the beginning of a cycle, a measurement
device records data on the configuration of the system, leading to a reduction in entropy,
which is used in the cycle to extract work by feedback. It is inevitable that the measured
values must be recorded and eventually be deleted. In this process, entropy is produced and
heat is dissipated, which is at least equal to the entropy reduction from the measurement.
In quantum systems we expect interesting effects, since, in contrast to the classical case,
the measurement itself manipulates the system. Due to the projection postulate, after the
measurement, the system is in an eigenstate of the measured observable. Moreover, this
state may be a superposition, e.g., a combination of eigenstates of the Hamiltonian.
For the nonequilibrium steady state, resulting from repeatedly and alternately measu-
ring the system and performing a feedback operation, we find the differences in energy
and entropy of the crucial processes. From the first and second law of thermodynamics, we
deduce an upper bound on the extractable work, which we use to define an efficiency for
information to work conversion. In a model system based on two levels, we vary the mea-
sured observable and investigate under which conditions the efficiency becomes maximal.
The eigenstates of this observable are superpositions of energy eigenstates. The feedback
scheme works as follows: If the state of the system after the measurement is on the upper
level, then the two level system is stimulated by an external field to emit a photon, whose
energy is interpreted as extracted work. If the state after the measurement is on the lower
level, the system is coupled to a heat bath, where it takes up heat in form of photons. The
heat can be extracted as work in subsequent cycles. We choose the parameter of the ex-
ternal field such that the extracted work is maximal. Then we optimize the efficiency with
respect to the measurement basis, which is parametrized by the angle on the Bloch sphere
of the energy eigenstates. For a semi-classical measurement resulting in the eigenstates of
the Hamiltonian, we set the angle to zero. If the relaxation time, i.e., the coupling time to
the heat bath, and the damping are small, we observe oscillations in the maximized efficien-
cy. In this regime, which we call the coherence enhanced regime, it is indeed advantageous
to choose the measurement angle different from zero for certain combinations of the pa-
rameters. For large relaxation time and damping, the oscillations vanish and the optimal
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measurement angle is zero. Therefore this regime is called quasi-classical. Having a closer
look at the energy contributions in the case of a large measurement angle, we find that
the work is extracted from the measurement device, rather than from the heat bath. This
circumstance highlights the difference of the modes of operation in the quasi-classical and
quantum-enhanced regime, and demonstrates the importance of the measurement process
in quantum mechanics.
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Kurzfassung
Thermodynamische Maschinen
Eine thermodynamische Maschine wandelt die Energieformen Wärme und Arbeit ineinan-
der um. Je nach Richtung der Umwandlung wird sie als Wärmekraftmaschine oder Käl-
temaschine bezeichnet. Die Maschine soll zwischen zwei Wärmebädern unterschiedlicher
Temperaturen, Th und Tc < Th, arbeiten. Die Wärmekraftmaschine nutzt das Tempera-
turgefälle aus, um einen Teil des vom heißen ins kalte Bad fließenden Wärmestroms in
nützliche Arbeit umzuwandeln. Die wesentlichen Kenngrößen für Wärmekraftmaschinen
sind die Leistung, definiert als die extrahierte Arbeit pro Zeiteinheit, sowie die Effizienz,
die angibt welcher Prozentsatz der investierten Wärme in Arbeit umgewandelt wird.
In den Anfängen der Thermodynamik, die sich zunächst mit der Arbeitsweise von Dampf-
maschinen beschäftigte, wurde erkannt, dass diese Kenngrößen nicht unabhängig optimiert
werden können. Der berühmte Carnot-Prozess liefert die maximale Effizienz ηC = 1−Tc/Th.
Diese kann, als eine Konsequenz des zweiten Hauptsatzes der Thermodynamik, von keinem
anderen Prozess übertroffen werden. Für die Realisierung des reversiblen Carnot-Prozesses
müssen die Systemparameter jedoch quasistatisch, also unendlich langsam, variiert wer-
den, was zwangsläufig zu verschwindender Leistung führt. Neben der Arbeitsweise bei
maximaler Effizienz ist die maximale Leistung bei der Prozessführung in endlicher Zeit
von großem Interesse. Betrachten wir dazu die sogenannten endoreversiblen Maschinen,
bei denen die internen Prozesse der Maschine reversibel ablaufen, die Kopplung an die
Wärmebäder jedoch mit Verlusten verbunden ist. Dies erlaubt eine realistischere Model-
lierung von Maschinen als beispielsweise die Carnot-Maschine. In diesen Modellen findet
man die sogenannte Curzon-Ahlborn-Effizienz ηCA = 1−
√
Tc/Th bei maximaler Leistung.
Auch im endoreversiblen Fall werden die Maschinen idealisiert betrachtet. Falls zusätzli-
che Verluste, wie z.B. Reibung im Arbeitsmedium, auftreten, ist naheliegend, dass sich die
Arbeitsweise der Maschine verschlechtert, jedoch ist die theoretische Beschreibung schwie-
riger und wird typischerweise nicht systematisch, sondern phänomenologisch durchgeführt.
Bei Kältemaschinen hingegen interessiert man sich für den Wärmestrom aus dem kalten
Bad, der dieses weiter abkühlt, sowie für dessen Verhältnis zur verbrauchten Leistung. Wie
bei den Wärmekraftmaschinen ist diese modifizierte Effizienz beschränkt, und zwar durch
1/ηC. Eines unsere Ziele ist es eine systematische Theorie für beide Typen thermodynami-
scher Maschinen zu erarbeiten, die auch Verluste im System beschreibt.
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Lineare, irreversible Thermodynamik für
mikroskopische Systeme
In den letzten Jahrzehnten hat sich die Thermodynamik immer kleineren Längenskalen
zugewandt, beispielsweise bei Halbleiterbauelementen, weicher Materie und biologisch mo-
tivierten Systemen. Im Gegensatz zu den makroskopischen Maschinen sind hier Fluktua-
tionen nicht zu vernachlässigen, die beispielsweise in biologischen Systemen von Stößen mit
den umgebenden Wassermolekülen herrühren. Aus Halbleitern können sogenannte thermo-
elektrische Bauelemente hergestellt werden, bei denen die intrinsische Kopplung von Wär-
mestrom und elektrischem Strom ausgenutzt wird, sodass diese als Wärmekraftmaschine
oder Kältemaschine fungieren. Im Rahmen der linearen, irreversiblen Thermodynamik, in
welcher der Temperaturgradient und die Differenz im chemischen Potential klein sind, sind
diese gut verstanden. Die Maschineneigenschaften stecken dabei in der Onsager-Matrix,
die die Ströme in Abhängigkeit von diesen beiden Gradienten darstellt. Die Onsager’sche
Reziprozitätsbeziehung besagt, dass diese Matrix symmetrisch ist, sofern das zugrunde-
liegende System invariant unter Zeitumkehr ist. Dann lassen sich die Maschineneigen-
schaften durch nur einen dimensionslosen Parameter, die thermoelektrische Leistungszahl
ZTc = σeS2Tc/σT , ausdrücken. Dabei sind σe und σT die elektrische und die thermische
Leitfähigkeit. Der sogenannte Seebeck-Koeffizient S ist eine Materialkonstante, die angibt,
wie stark das Material mit einer Spannung auf einen Temperaturgradienten reagiert. Typi-
scherweise ist diese Leistungszahl jedoch klein, was einer kleinen Effizienz entspricht, und
die thermoelektrischen Bauelemente auf Spezialanwendungen beschränkt. Bei divergieren-
der Leistungszahl ZTc erhält man theoretisch den Curzon-Ahlborn-Wert für die Effizienz
bei maximaler Leistung, und den Carnot-Wert als maximale Effizienz, bei der die Leistung
verschwindet. Benenti et al. haben solche Systeme mit gebrochener Zeitumkehrinvarianz
untersucht, in denen die Onsager-Matrix nicht symmetrisch ist [1, 2]. Bei den Thermoelek-
trika wird dies durch ein Magnetfeld realisiert. Überraschend ist, dass es in diesem Fall kein
Ausschlusskriterium für endliche Leistung bei Carnot-Effizienz gibt, und dass die Effizienz
bei maximaler Leistung den Curzon-Ahlborn-Wert übersteigen kann. Diese Tatsachen mo-
tivieren die Untersuchung von weiteren Maschinen mit gebrochener Zeitumkehrinvarianz,
beispielsweise periodisch getriebenen Maschinen.
In der Überlegung von Benenti et al. wird keine konkrete Form für die Onsager-Koeffizien-
ten angenommen. In den Arbeiten von Brandner et al. [3–5] hingegen wird auf bekannte
Resultate für die Onsager-Koeffizienten von thermoelektrischen Multi-terminalsystemen
zurückgegriffen. Die Stromerhaltung wird dabei explizit berücksichtigt, was letzten En-
des auf eine Schranke an die Leistung führt, welche die Möglichkeit endlicher Leistung
bei Carnot-Effizienz ausschließt. Bei den eben angesprochenen Maschinen handelt es sich
um Systeme, die im stationären Nichtgleichgewicht operieren und die durch Gradienten
getrieben werden. Ebenso sind periodisch getriebene Maschinen von Interesse, bei denen
beispielsweise die Badtemperatur, die Stärke der Kopplung an das Wärmebad oder System-
parameter zyklisch und in endlicher Zeit variiert werden. Dies ist typischerweise bei makro-
skopischen Maschinen der Fall, die einen bestimmten Kreisprozess durchlaufen. Für solche
17
getriebene, mikroskopische Systeme, deren Dynamik auf einer Fokker-Planck-Gleichung ba-
siert, wurden die Onsager-Koeffizienten in Ref. [6] hergeleitet. Dort wird die Symmetrie der
Onsager-Matrix durch nicht-zeitsymmetrisches Treiben gebrochen, was interessante Resul-
tate erwarten lässt. Für quantenmechanische Systeme, welche sich mit Lindblad-Dynamik
beschreiben lassen, gibt es analoge Onsager-Koeffizienten [7], was die Untersuchung des
Einflusses der Quanteneffekte auf die Arbeitsweise der Maschine ermöglicht.
Optimales Arbeitsprotokoll und maximale Leistung
Unser Ziel ist es nun die optimale Arbeitsweise der periodischen Maschinen bei gebroche-
ner Zeitumkehrinvarianz zu untersuchen. Bei festem Protokoll für die Temperaturänderung
und festem Wärmeeinsatz maximieren wir die Leistung bezüglich des Treibens. Der Ha-
miltonian des Systems wird dazu periodisch moduliert. Die folgenden Resultate gelten
gleichermaßen für Fokker-Planck- und Lindblad-Dynamik, und beinhalten Wärmekraft-
und Kältemaschinen.
Wir nehmen an, dass es eine endliche Zahl an Beiträgen zum Hamiltonian gibt, von denen
die Amplitude mit Kontrollparametern beliebig gesteuert werden kann. Die Beiträge selbst
nennen wir Kontrollfunktionen oder Kontrolloperatoren. Die Zeitabhängigkeit der Menge
der Kontrollparameter bezeichnen wir als Arbeitsprotokoll. Jedoch kann es einen Beitrag
zum Hamiltonian geben, der außerhalb der Kontrolle liegt. Falls der ungestörte Hamiltonian
durch die kontrollierbaren Beiträge dargestellt werden kann, haben wir volle Kontrolle
über das System; ist dies nicht der Fall, so bezeichnen wir die Kontrolle als beschränkt.
Ein einfaches Beispiel für diese Klassifizierung ist ein Teilchen mit Masse m in einem
harmonischen Potential mit ungestörtem Hamiltonian H0 = T + V = mv2/2 + mω20x2/2,
bei dem man die Fallenstärke variieren kann. Der Kontrolloperator ist proportional zu x2
und der Kontrollparameter ist die Amplitude, die im zeitabhängigen Hamiltonian vor x2
steht. Da die kinetische Energie T = mv2/2 nicht kontrolliert werden kann, bezeichnen
wir die Kontrolle über das System als beschränkt. In einer überdämpften Beschreibung,
bei der die kinetische Energie ausgeblendet werden kann, hat man mittels Variation der
Fallenstärke volle Kontrolle über das Teilchen.
Die zu maximierende Leistung und den festen Wärmestrom formulieren wir mit den
Onsager-Koeffizienten, die wir wiederum mit Hilfe der Korrelationsfunktionen des unge-
störten Hamiltonians und der Kontrolloperatoren ausdrücken. Wir zeigen zunächst, dass
die Korrelationsfunktionen symmetrisch bezüglich des Austauschs der Observablen sind,
was aus der mikroskopischen Zeitumkehrinvarianz folgt. Die periodischen Kontrollparame-
ter gehen in die Onsager-Koeffizienten mit ihren Fourier-Koeffizienten ein, bezüglich derer
wir die Leistung maximieren. Die Funktionaloptimierung bezüglich des Arbeitsprotokolls
vereinfacht sich also zu einer gewöhnlichen Optimierung. Unser Hauptergebnis ist, dass die
optimierte Leistung nur noch von einer Kenngröße abhängt, neben der quadratischen Ab-
hängigkeit vom Wärmestrom. Dies ist unerwartet, da eine quadratische Funktion generell
drei Parameter hat, von denen wir nur einen durch Normierung beseitigt haben. Es wäre
daher zu erwarten, dass die optimale Leistung von zwei Parametern abhängt, wie es in Ref.
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[1] der Fall ist. Diese Kenngröße bezeichnen wir als Leistungszahl und geben ihr das Symbol
ZT , in Anlehnung an die Thermoelektrika. Sie hängt nur vom Temperaturprotokoll und
Gleichgewichtskorrelationen ab.
Anschließend untersuchen wir die optimierte Leistung in Abhängigkeit des Wärmestroms
und der Leistungszahl. Tatsächlich findet man für die maximale Effizienz und die Effizi-
enz bei maximaler Leistung dieselben Ergebnisse wie bei den Thermoelektrika, wenn man
die thermoelektrische Leistungszahl ZTc durch unsere Leistungszahl für periodische Ma-
schinen ZT ersetzt. Somit liefert eine endliche Leistungszahl eine obere Schranke an die
Effizienz. Es ergibt sich eine Analogie zu den Maschinen im stationären Nichtgleichge-
wicht mit Zeitumkehrsymmetrie, obwohl hier die Zeitumkehrinvarianz durch das periodi-
sche Treiben gebrochen ist. Da jedoch die mikroskopische Dynamik in beiden Theorien
invariant unter Zeitumkehr ist, gehen wir davon aus, dass dies die Ursache für die identi-
schen Ergebnisse ist. Betrachten wir die Leistungszahl ZT genauer, so erkennen wir sie als
Verhältnis der globalen maximalen Leistung der Maschine zum Anteil des Wärmestroms,
der durch mangelnde Kontrolle über die Freiheitsgrade entsteht. Daher charakterisiert eine
hohe Leistungszahl eine gut arbeitende Maschine. Bei voller Kontrolle über das System
verschwindet der Verluststrom und die Leistungszahl divergiert. In diesem Limes erhalten
wir den Carnot-Wert als maximale Effizienz und den Curzon-Ahlborn-Wert als Effizienz bei
maximaler Leistung. Um die Carnot-Effizienz erreichen zu können, muss gemäß dem opti-
malen Protokoll die gesamte Amplitude des ungestörten Hamiltonians moduliert werden.
Diese Protokollführung führt allerdings zu verschwindender Leistung.
Verluste durch kinetische und quantenmechanische
Effekte
Aus unseren Überlegungen ist ersichtlich, dass die Leistungszahl endlich ist, wenn die kine-
tische Energie T im ungestörten Hamiltonian H0 = T+V auftritt, jedoch nur das Potential
V kontrolliert werden kann. Die mikroskopische Erklärung ist, dass Energie auf die kine-
tischen Freiheitsgrade übertragen wird, die nicht mehr extrahiert werden kann, sondern
dissipiert wird. Maschinen, die mit einer unterdämpften Dynamik beschrieben werden,
können daher die Carnot-Effizienz und die Curzon-Ahlborn-Effizienz bei maximaler Leis-
tung nicht erreichen. Der Ausdruck für die Leistungszahl kann im Allgemeinen umfangreich
und wenig anschaulich sein kann. In einem Beispiel, basierend auf einem zweidimensionalen
harmonischen Oszillator mit externem Magnetfeld und unterdämpfter Dynamik, können
wir einen einfachen Ausdruck für die Leistungszahl bei sinusförmigem Treiben finden und
den störenden Einfluss der kinetischen Effekte sichtbar machen.
Für beide Systeme, mit Fokker-Planck- und Lindblad-Dynamik, untersuchen wir die Ei-
genwerte und Eigenfunktionen der adjungierten Dynamik, welche die Zeitentwicklung der
Observablen beschreibt. Die Diagonalisierung ist notwendig, um die Korrelationsfunktionen
und die Onsager-Koeffizienten auswerten zu können. Bei Lindblad-Dynamik findet man in-
teressanterweise, dass der reversible und der irreversible Anteil der Dynamik kommutieren.
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Dies führt dazu, dass die Eigenfunktionen, die mit dem ungestörten Hamiltonian kommu-
tieren, einen Unterraum bilden, den wir als klassischen Unterraum bezeichnen. Darin hat
die reversible Dynamik keinen Einfluss, die zugehörigen Eigenwerte sind rein reell und es
gibt nur Relaxation. Orthogonal dazu steht der echt quantenmechanische Unterraum, wor-
aus ersichtlich ist, dass die Quanteneffekte nur zu einem Onsager-Koeffizient beitragen und
die Leistung der Maschine verschlechtern. Zur Anschauung untersuchen wir zwei Systeme;
eines basierend auf einem Zwei-Niveau-System, das andere basierend auf einem eindimen-
sionalen harmonischen Oszillator. In beiden Fällen enthält die kontrollierbare Observable
einen echt quantenmechanischen Beitrag, was auf eine endliche Leistungszahl führt. Diese
wird in Abhängigkeit der Systemparameter untersucht. Unterdrückung der Quanteneffekte
führt dann typischerweise auf eine höhere Leistungszahl. Bei der Maschine, die auf dem
harmonischen Oszillator basiert, finden wir im Limes hoher Temperaturen und langsamen
Treibens dasselbe Ergebnis wie im Fall mit der Fokker-Planck-Dynamik.
Vorteile der Quanteneffekte bei
Informationsmaschinen
Für die oben behandelten Maschinen sind quantenmechanische Effekte typischerweise von
Nachteil. Es ist jedoch reizvoll nach anderen Typen von Maschinen zu suchen, die einen
Vorteil aus den Quanteneffekten ziehen können. Wir betrachten sogenannte Informations-
maschinen, die typischerweise an nur einem Wärmebad arbeiten, zusätzlich aber in jedem
Zyklus Information über die mikroskopische Konfiguration des Systems gewinnen, und die-
se mittels Rückkopplung nutzen, um Arbeit zu verrichten. Die zyklische Arbeitsextraktion
aus nur einem Wärmebad scheint ein Widerspruch zum zweiten Hauptsatz der Thermo-
dynamik zu sein, den man bei genauerer Betrachtung der Informationsthermodynamik
aufklärt. Zu Beginn eines Zyklus nimmt ein Messgerät einen Messwert über das System
auf, was die Systementropie reduziert und im weiteren Verlauf durch Rückkopplung die Ar-
beitsextraktion ermöglicht. Der Messwert muss jedoch gespeichert und schließlich wieder
gelöscht werden, wobei zwangsläufig Wärme dissipiert wird. Die damit verbundene Entro-
pieproduktion überwiegt die vorherige Entropieverminderung durch die Messung. Dieser
Sachverhalt ist als Landauer-Limit bekannt und hebt die vermeintliche Verletzung des zwei-
ten Hauptsatzes auf. In Quantensystemen kann man interessante Effekte erwarten, da im
Gegensatz zum klassischen Fall die Messung selbst Einfluss auf das System nimmt, da sich
laut dem Projektionspostulat das System nach dem Messprozess in einem Eigenzustand
der gemessenen Observable befindet. Außerdem kann dieser Zustand eine Überlagerung
von beispielsweise Energieeigenzuständen sein.
Durch die Iteration von Messung und Rückkopplung in festen Zeitabständen entsteht ein
stationärer Nichtgleichgewichtsprozess, für den wir die Energie- und Entropieänderungen
durch Messung und Rückkopplung erarbeiten. Aus dem ersten und zweiten Hauptsatz der
Thermodynamik leiten wir eine obere Schranke an die extrahierbare Arbeit her, die wir
nutzen, um die Effizienz der Umwandlung von Information in Arbeit zu definieren. An
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einem Modellsystem, das auf zwei Energieniveaus basiert, untersuchen wir, unter welchen
Bedingungen diese Effizienz maximal ist und variieren dabei die zu messende Observable.
Deren Eigenzustände sind dabei Überlagerungen der Energieeigenzustände. Die Rückkopp-
lung funktioniert folgendermaßen: Falls das System im energetisch hohen Zustand gemessen
wird, so schaltet man ein externes Feld ein, von dem das Zwei-Niveau-System zur stimu-
lierten Emission angeregt wird. Das abgegebene Photon entspricht dann der gewonnenen
Arbeit. Falls das System im energetisch niedrigeren Zustand gemessen wird, so koppelt
man das System an ein Wärmebad, was die Aufnahme von Wärme in Form von Photonen
erlaubt. Die Wärme kann dann in späteren Zyklen extrahiert werden. Wir wählen das ex-
terne Feld so, dass die gewonnene Arbeit maximal wird und optimieren anschließend die
Effizienz bezüglich der Messbasis. Diese ist über den Winkel auf der Blochkugel der Ener-
gieeigenzustände charakterisiert. Für eine semi-klassische Messung in der Energiebasis wird
der Winkel gleich null gewählt. Wenn die Relaxationszeit, für die das System an das Wär-
mebad gekoppelt wird, und die Dämpfung klein genug sind, beobachtet man Oszillationen
in der Effizienz. In diesem Regime ist es für gewisse Parameterkombinationen tatsächlich
von Vorteil einen Winkel verschieden von null zu wählen. Daher bezeichnen wir diesen
Bereich als kohärenzverstärkt. Für lange Relaxationszeit und große Dämpfung sind die Os-
zillationen nicht mehr vorhanden und wir bezeichnen diesen Bereich als quasi-klassisch. Bei
genauerer Betrachtung der energetischen Beiträge stellt sich jedoch heraus, dass falls der
Winkel stark vom semi-klassischen Wert null abweicht, der Großteil der gewonnenen Arbeit
nicht aus dem Wärmebad stammt, sondern vom Messgerät auf das Zwei-Niveau-System
übertragen wurde. Dieser Sachverhalt macht deutlich, dass sich der semi-klassische und der
kohärenzverstärkte Operationsmodus wesentlich unterscheiden und hebt die Bedeutung der
Messung in der Quantenmechanik hervor.
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1 Einleitung
1.1 Dilemma zwischen Leistung und Effizienz bei der
thermodynamischen Energieumwandlung
Die industrielle Revolution war eine für die Gegenwart prägende Phase der neueren Ge-
schichte, sowohl für unser technisches und wissenschaftliches Fortschreiten, als auch für
die gesellschaftliche Entwicklung. Um die Produktivität zu erhöhen, war es nötig große
Mengen an Energie nutzbar zu machen und die vorhandenen Ressourcen möglichst effi-
zient einzusetzen. James Watt, der oft fälschlicherweise als Erfinder der Dampfmaschine
bezeichnet wird, verbesserte diese entscheidend und verhalf ihr somit zum Durchbruch.
Die Thermodynamik versucht seither die generelle Funktionsweise der Umwandlung von
Wärme in Arbeit zu verstehen. Eine thermodynamische Maschine kann dabei sowohl mit
einem heißen und einem kalten Bad Wärme, als auch mit einem Energiereservoir Arbeit
austauschen. Die schematische Darstellung in Abb. 1.1 macht zwei Kriterien deutlich, die
für solche Prozesse wichtig sind. Zum einen die nutzbare Leistung, zum anderen die Effi-
zienz, die als Verhältnis von nutzbar gemachter Energie zur eingesetzten Energie definiert
ist. Für eine Wärmekraftmaschine sind das gerade die geleistete Arbeit pro Zeiteinheit
W˙ , bzw. das Verhältnis von Arbeit zur aus dem heißen Bad entnommenen Wärmemenge
W/Qh. Für eine Kältemaschine sind es stattdessen die Wärmemenge pro Zeiteinheit, die
aus dem kalten Bad entnommen wird −Q˙c, bzw. das Verhältnis dieser Wärmemenge zur
investierten Arbeit Qc/W . Dass diese beiden Maße für die Arbeitsweise einer Maschine
nicht gleichzeitig beliebig groß werden können, wurde schon früh durch die Überlegungen
von Carnot deutlich. Dabei benutzt man einen idealisierten Prozess um zu zeigen, dass
die Effizienz jeder thermodynamischen Maschine kleiner als 1− Tc/Th sein muss, wobei Tc
und Th die Temperaturen des kalten und heißen Bades sind. Dieser Prozess, der heute als
Carnot-Prozess bekannt ist, besteht aus zwei isothermen und zwei isentropen Abschnitten,
welche reversibel sind [8]. Dazu muss der Prozess unendlich langsam, d.h. quasistatisch,
geführt werden, sodass die Leistung verschwindet. Man erhält also die bestmögliche Effizi-
enz aber die schlechtmöglichste Leistung. Bei Prozessen, die in endlicher Zeit durchgeführt
werden ist die Arbeitsweise bei maximaler Leistung von besonderem Interesse. Für soge-
nannte endoreversible Prozesse, bei denen Irreversibilitäten nur beim Wärmeaustausch mit
den Bädern auftreten, fanden Curzon und Ahlborn die Effizienz bei maximaler Leistung
1−
√
Tc/Th [9, 10], wobei dieses Ergebnis nicht dieselbe Universalität wie der Carnot-Wert
aufweist, sondern von Symmetrien in der Dissipation sowie der möglichen Kontrolle über
die Systemparameter abhängt [11–20].
Diese beiden wichtigen Werte für die Effizienz werden also in idealen Prozessen erreicht.
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Abbildung 1.1: Schema für die Funktionsweise einer Wärmekraftmaschine. Die Wärme-
menge Qh wird von der Maschine aus dem warmen Bad mit Temperatur Th aufgenommen,
ein Teil Qc wird in das kalte Bad mit Temperatur Tc abgegeben, der andere Teil als nütz-
liche Arbeit W extrahiert. Für eine Kältemaschine müssen die Pfeilrichtungen umgekehrt
werden, d.h. es wird Arbeit investiert, um dem kalten Bad Wärme zu entziehen.
In der Realität treten zusätzlich Wärmeverluste verschiedener Art auf, sodass die Effizienz
und Leistung noch kleiner ist. Typische Mechanismen für Irreversibilität sind Wärme-
lecks, Verlustreibung im Arbeitsmedium oder Einschränkungen der Zustandsgleichung in
makroskopischen [21, 22] und mikroskopischen Systemen [23–26]. Bei thermoelektrischen
Bauelementen ist die Effizienz meist durch den Wärmetransport durch Phononen und man-
gelhaften Elektronenübertrag beschränkt [27, 28]. In solchen verlustbehafteten Systemen
ist die Leistung in Abhängigkeit der Effizienz typischerweise schlaufenförmig, wie z.B. in
Abb. 1.2 dargestellt. Die maximale Effizienz ist dort niedriger als die Carnot-Effizienz.
1.2 Thermodynamik auf kleinen Längenskalen
Nachdem die Thermodynamik so erfolgreiche Vorhersagen für makroskopische Systeme
machte und Experimente Zugang zu immer kleineren Längenskalen lieferten, stieg das
theoretische Interesse am mikroskopischen Energie- und Wärmeaustausch kleiner Systeme,
in denen Fluktuationen wichtig sind. Diese Fluktuationen stammen typischerweise von
Stößen mit dem umgebenden Medium, sodass ständig und zufällig Energie ausgetauscht
wird. Das wohl bekannteste Beispiel hierfür ist ein Brown’sches Teilchen, also ein Blü-
tenpollen oder Kolloid der Größenordnung Mikrometer, das im oder auf dem Wasser eine
Zitterbewegung durch die Stöße mit den Wassermolekülen durchführt. Die Energieskala,
mit der die Fluktuationen des Teilchens beschrieben werden, ist kBT , wobei T die Bad-
temperatur und kB die Boltzmannkonstante ist. Sehen wir das Bad als ein ideales Gas an,
so besagt das Äquipartitionstheorem, dass der Energieerwartungswert pro Teilchen gleich
fkBT/2 ist, wobei f die Anzahl der Freiheitsgrade eines Teilchens ist, die zur Gesamtenergie
beitragen, z.B. f = 3 für ein freies Gasteilchen. Andererseits muss der Energieerwartungs-
wert der kinetischen Energie entsprechen. Somit ist ersichtlich, dass die mikroskopischen
und makroskopischen Eigenschaften eng verknüpft sind. Genauer wird dies für schwach
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Abbildung 1.2: Typische Leistungskurve in Abhängigkeit der Effizienz P (η) in verlustbe-
hafteten Systemen. Die maximale Effizienz ηmax bzw. die Effizienz bei maximaler Leistung
ηMP sind kleiner als der Carnot-Wert bzw. der Curzon-Ahlborn-Wert, und kennzeichnen die
interessantesten Operationsmodi. Die Zweideutigkeit entsteht, da eine bestimmte Leistung
durch einen hohen und einen niedrigen Wärmeeinsatz realisiert werden kann, was auf zwei
mögliche Effizienzen führt. Von den beiden Zweigen der Schlaufe werden meist nur Teile
dargestellt, je nachdem ob die Leistung in Abhängigkeit der Effizienz oder das Umgekehrte
betrachtet wird. Modifiziert aus [29] © 2016 American Physical Society.
aus dem Gleichgewicht gebrachte Systeme durch das Fluktuations-Dissipations-Theorem
ausgedrückt [30]. Eine bekannte Form davon ist die Einstein-Relation D = µkBT , die
die Mobilität eines gezogenen Teilchens µ und die Diffusionskonstante D verknüpft. Die
Diffusionskonstante D ist die Proportionalitätskonstante des Quadrats der Verschiebung
zur Zeit 〈∆x2〉 = 2fDt bei freier Diffusion. Die Mobilität µ ist durch v = µF gegeben,
wenn F eine auf das Teilchen wirkende externe Kraft und v die Endgeschwindigkeit ist.
In diesem Kontext sind sogenannte Green-Kubo-Formeln wichtig [31, 32], welche Trans-
portkoeffizienten, also makroskopische Systemeigenschaften, mit einem Integral über die
Korrelation von fluktuierenden Größen in Verbindung setzen. Eine weitere wichtige Er-
kenntnis war die Regressionshypothese von Onsager [30, 32]. Sie besagt, dass im Gleichge-
wicht eine schwache, gezielte Störung nicht von einer thermischen Fluktuation des Systems
zu unterscheiden ist und demselben Abklingverhalten folgt. Diese Form des Fluktuations-
Dissipations-Theorems findet dann zum Beispiel Anwendung in der sogenannten linear-
response-Theorie, welche beschreibt, wie ein System auf eine schwache Störung reagiert.
Die Antwort-Funktion ist dann durch die Korrelation der Fluktuationen determiniert.
Fluktuationen spielen auch in einem wichtigen Gedankenexperiment, dem Maxwell’schen
Dämon [33, 34], eine große Rolle, welches ein neues Forschungsfeld eröffnete, nämlich die
Informations-Thermodynamik [35–38]. Bei diesem Gedankenexperiment stellt man sich
einen mit Gas gefüllten Behälter vor, der durch eine Wand mit kleiner Öffnung in zwei
Teile getrennt ist. Ein intelligentes Wesen hat die Möglichkeit diese Öffnung reibungsfrei
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und ohne Energieaufwand zu verschließen und wieder frei zu geben. Entscheidet sich dieses
Wesen dazu schnelle Gasmoleküle in eine Hälfte des Behälters zu sortierten, und langsame
Moleküle in die andere Hälfte, so wird sich mit der Zeit ein Temperaturgradient in dem
anfänglichen Gleichgewichtssystem aufbauen. Dieser kann von einer Wärmekraftmaschine
prinzipiell genutzt werden, um Arbeit zu extrahieren, was scheinbar dem zweiten Haupt-
satz der Thermodynamik widerspricht, da Wärme vom kalten ins warme Subsystem fließt.
Aufgelöst wurde dieser Widerspruch von Landauer und Bennett [39, 40], die klar stellten,
dass die Information, die der Dämon über die Gasmoleküle speichert, irgendwann wieder
gelöscht werden muss, da der physikalische Speicher endlich ist. Dabei wird zwangsweise
Energie dissipiert, was die scheinbar kostenfreie Entropieverminderung durch den Dämon
zumindest auf- oder überwiegt. Obwohl eine fundierte Theorie sowie Experimente zu die-
sem Problem bestehen [35, 41, 42] gibt es dafür weiterhin reges Interesse, insbesondere für
Quanten-Systeme [43–58].
Der nächste theoretische Entwicklungsschritt, der ein tieferes Verständnis kleiner, fluktu-
ierender Systeme erlaubt, ist die Stochastische Thermodynamik [59, 60]. Sie überträgt die
bekannten Konzepte auf die einzelnen Trajektorien und ordnet ihnen Arbeit und Wärme
zu. Diese können sich dabei beliebig weit weg vom Gleichgewicht bewegen. Die sogenann-
ten Fluktuationstheoreme machen dann Aussagen über die Wahrscheinlichkeitsverteilung
der thermodynamischen Größen entlang dieser Trajektorien. Das wohl bekannteste Fluk-
tuationstheorem ist die Jarzynski-Relation [61], 〈exp(−w/kBT )〉 = exp(−∆F/kBT ), in der
w die benötigte Arbeit ist, um das System aus dem Gleichgewicht in einen Nichtgleichge-
wichtszustand zu treiben. Die freie Energie ∆F bezieht sich auf den Gleichgewichtszustand,
in den das System letztendlich relaxieren würde. Es folgt direkt eine Version des zweiten
Hauptsatzes der Thermodynamik 〈w〉 ≥ ∆F . Die Besonderheit der Fluktuationstheoreme
ist also, dass Eigenschaften des Gleichgewichts mit den Fluktuationen im Nichtgleichge-
wicht verknüpft werden. Die Stochastische Thermodynamik eignet sich insbesondere, um
die Effizienz und Leistung von Mikro-Maschinen zu untersuchen.
1.3 Mikro-Maschinen
Thermoelektrische Bauelemente sind gut verstandene Maschinen zur Energieumwandlung
auf kleinem Maßstab [8, 11, 27, 28, 62–64]. Dabei wird sich die Eigenschaft zunutze ge-
macht, dass die elektrischen Ladungsträger immer auch Wärme transportieren. Ohne ge-
nauer auf die thermoelektrischen Effekte einzugehen, kann man sagen, dass beispielsweise
ein Temperaturgradient in eine Spannung umgewandelt werden kann, mit der Arbeit ver-
richtet wird, oder, dass ein elektrischer Strom zu einem Temperaturgradienten führt, den
man zum Heizen oder Kühlen nutzt. Die Thermoelektrika haben keine beweglichen Teile,
daher wenig Verschleiß und werden somit oft dort verwendet, wo es auf Zuverlässigkeit
ankommt. Die Effizienz ist jedoch typischerweise klein. Bei solchen Bauelementen sind der
elektrische Strom und der Wärmestrom zeitlich konstant, im Gegensatz zu den zyklischen
Maschinen, die auf Kreisprozessen beruhen, wie z.B. der oben genannte Carnot-Prozess.
Den Maschinen, die im stationären Nichtgleichgewicht arbeiten, stehen also solche gegen-
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über, die in einem periodischen Nichtgleichgewichtszustand operieren.
Maschinen, die auf Brown’scher Dynamik basieren, können mit der Stochastischen Ther-
modynamik untersucht werden. Dabei gibt es solche, die einen gerichteten Teilchenstrom
in periodischen Potentialen aufweisen [23, 65, 66], und solche bei denen sich das Teilchen
in einer periodisch modulierten Falle befindet [12, 67–73]. Ein richtungsweisendes theore-
tisches Modell wurde in Ref. [12] erarbeitet. Dabei wird das Teilchen in der Falle zyklisch
an ein warmes oder kaltes Bad gekoppelt, und die Falle verengt oder erweitert, analog zu
einem thermodynamischen Zyklus einer makroskopischen Maschine. Diese Maschine wur-
de im Experiment untersucht [74–76] und weiter miniaturisiert bis hin zu einzelnen Ionen
oder Atomen [77, 78]. Dies ermöglichte eine tiefe Einsicht in die Umwandlung von Wärme
in Arbeit auf kleinen Längenskalen. Einen Überblick über den neusten Stand kolloidaler
Wärmekraftmaschinen liefert Ref. [79]. Neben den Wärmekraftmaschinen besteht großes
Interesse an Kältemaschinen auf kleinen Längenskalen, insbesondere deren universelle Ei-
genschaften [80–82], und Modellen in klassischen und quantenmechanischen Systemen [83–
86]. Weiterhin sind interessante Effekte zu erwarten, wenn die Wärmebäder aktiv aus dem
Gleichgewicht gebracht werden. Dies wurde in Ref. [87] mithilfe von Bakterien realisiert
und es wurde gezeigt, dass dadurch die extrahierte Arbeit und die Effizienz vergrößert
werden können.
In den letzten Jahren wurde die Frage nach endlicher Leistung bei Carnot-Effizienz
wieder aufgegriffen [1, 88]. Für Thermoelektrika wurde gezeigt, dass dieser Sachverhalt
prinzipiell möglich ist, falls die Zeitumkehrinvarianz durch ein externes Magnetfeld gebro-
chen wird. Möchte man jedoch Brown’sche Systeme mit Magnetfeld untersuchen, so muss
die Dynamik unterdämpft sein [23, 70, 89–91], was die Berechnungen erschwert. Für ge-
wisse Klassen thermoelektrischer und Brown’scher Maschinen konnte endliche Leistung bei
Carnot-Effizienz jedoch bereits ausgeschlossen werden [3–6]. Der theoretische Rahmen für
periodisch getriebene Systeme, die leicht aus dem Gleichgewicht gebracht werden, wurde
in Ref. [6] entwickelt, und hat seither großes Interesse hervorgerufen [7, 29, 92–95]. Da es in
quantenmechanischen Systemen zusätzliche Effekte gibt, ist es von besonderem Interesse
deren Einfluss auf die Arbeitsweise von Maschinen zu untersuchen [96–98]. Beispielsweise
ist es möglich ein Wärmebad in einen sogenannten squeezed state zu bringen. In diesen
Zuständen ist die Unschärferelation minimal. Dazu muss das Bad präpariert werden, was
schließlich dazu führt, dass Wärmekraftmaschinen formal oberhalb der Carnot-Schranke
arbeiten können [99]. Weiterhin wurde der Formalismus für Systeme mit Fokker-Planck-
Dynamik aus Ref. [6] für Systeme mit Lindblad-Dynamik erweitert [7], in dem es die
Auswirkungen der Quanteneffekte zu untersuchen gilt.
1.4 Gliederung
Bisher gibt es keine systematische Vorgehensweise, um die Thermodynamik mikroskopi-
scher Systeme zu untersuchen, bei denen nur gewisse Freiheitsgrade beeinflusst werden
können. Ein solcher Zugang soll hier erarbeitet werden, der insbesondere unterdämpfte
Dynamik mit einbezieht und den Einfluss von Quanteneffekten berücksichtigt. Die vorlie-
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gende Arbeit ist folgendermaßen strukturiert: In Kapitel 2 führen wir die Grundlagen der
linearen, irreversiblen Thermodynamik ein, und untersuchen die Arbeitsweise von Wärme-
kraftmaschinen und Kühlgeräten, die nur vom Temperaturgradient getrieben werden und
folgen dabei Ref. [1]. Wir diskutieren die Zeitumkehr als Operation, ihre Bedeutung in
der linearen, irreversiblen Thermodynamik und die verwandte detailed-balance-Beziehung.
Schließlich führen wir die Erweiterung der linearen, irreversiblen Thermodynamik auf pe-
riodisch getriebene Systeme aus Ref. [6, 7] ein, sowohl für Fokker-Planck, als auch für
Lindblad-Dynamik. Eben diese Systeme werden in Kapitel 3 als Wärmekraftmaschine oder
Kältemaschine betrieben und deren Arbeitsweise optimiert. Dabei wird eine gewisse An-
zahl von kontrollierbaren Größen bzw. Observablen vorgegeben. Je nachdem ob es mit die-
sen Observablen möglich ist den ungestörten Hamiltonian des Systems aufzuspannen oder
nicht, sprechen wir von voller Kontrolle oder beschränkter Kontrolle. Wir steuern nun die
Amplitude dieser Kontrollgrößen mittels der Kontrollparameter. Die Leistung wird dann
bezüglich dieser Kontrollparameter optimiert, bei festemWärmestrom bzw. fester Effizienz.
Wir geben eine dimensionslose Leistungszahl an, die von den Gleichgewichtskorrelationen
der Kontrollgrößen und des Hamiltonian abhängt und beschreibt, wie gut das optimierte
System zur thermischen Energieumwandlung funktioniert. Nach einer Analyse der Eigen-
funktionen der Dynamik wenden wir uns Beispielen zu, um die Resultate zu verdeutlichen.
Insgesamt zeigt sich, dass unterdämpfte Effekte sowie Quanteneffekte die Funktionsweise
der Maschinen typischerweise verschlechtern. In Kapitel 4 wenden wir uns quantenme-
chanischen Informationsmaschinen zu. Im Vergleich zu klassischen Maschinen bieten sich
dort mehr Möglichkeiten, da auch Überlagerungszustände gemessen werden können und
außerdem der Systemzustand durch die Messung auf den gemessenen Zustand projiziert
wird. Für den stationären Nichtgleichgewichtszustand, der durch wiederholte Messung und
Rückkopplung entsteht, leiten wir eine Schranke an die extrahierbare Arbeit her, aus der
sich ein Wirkungsgrad definieren lässt. Bei der Optimierung des Wirkungsgrades bezüg-
lich der Messbasis zeigen wir in einem expliziten Modell, dass hier die Quanteneffekte von
Vorteil sind, im Gegensatz zu den im vorigen Kapitel behandelten Wärmekraftmaschinen.
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2 Thermodynamische Maschinen,
periodisches Treiben und
Zeitumkehr
2.1 Maschinen in der linearen, irreversiblen
Thermodynamik
Zur Einführung betrachten wir einen linearen, irreversiblen Prozess [8], mit dem wir eine
Wärmekraftmaschine oder eine Kältemaschine modellieren wollen. Linear bedeutet hier,
dass die Größen, die das System aus dem Gleichgewicht bringen klein sind, wie beispiels-
weise der Temperaturgradient und das chemische Potential. Dieser Abschnitt liefert eine
anschauliche Darstellung der Ergebnisse von Benenti et al. [1]. Beginnen wir zunächst ganz
allgemein mit der Entropie, die von den extensiven Parametern Xk des Systems abhängt.
Aus der Kettenregel ergibt sich für die Entropieproduktion eine auch außerhalb des linearen
Regimes gültige Form
S˙ =
∑
k
(∂tXk)(∂XkS) =
∑
k
JkFk ≥ 0, (2.1)
wobei deren Positivität aus dem zweiten Hauptsatz der Thermodynamik folgt. Der Punkt
kennzeichnet die Ableitung nach der Zeit, bzw. eine Rate. Man identifiziert dann ∂tXk = Jk
als Strom und ∂XkS = Fk als Affinität [8]. Sind die Affinitäten null, so ist das System im
Gleichgewicht. Ist dies nicht der Fall, so findet ein irreversibler Prozess statt, der das System
ins Gleichgewicht lenkt. Wir nehmen an, dass es nur zwei Ströme im System gibt: Zum
einen den Wärmestrom Jq, der bei positivem Vorzeichen vom warmen ins kalte Bad fließt.
Die entsprechenden Temperaturen sind Tc + ∆T und Tc, mit kleiner Temperaturdifferenz
∆T > 0, und der Affinität Fq = ∆T/T 2c . Zum anderen fließt ein Strom Jw, den wir mit
Arbeit verknüpfen, und der die zugehörige Affinität Fw besitzt. Diese ist beispielsweise
Fw = ∆µ/Tc in einem System mit kleinem chemischen Potential ∆µ, welches dann einen
Strom Jw von geladenen Teilchen treibt. Falls diese Affinität positiv ist, entspricht ein
negativer Strom Jw der Extraktion von Arbeit. Wir multiplizieren (2.1) mit Tc, was mit
der Definition der Leistung
P ≡ −TcJwFw (2.2)
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und der Effizienz
η ≡ P
Jq
(2.3)
auf die Ungleichung
η ≤ ηC (2.4)
führt, wobei die Carnot-Effizienz im linearen Regime ηC = ∆T/Tc ist. Für Wärmekraft-
maschinen nutzen wir die obige Effizienz. Die Leistung und der Wärmestrom haben dort
positives Vorzeichen. Für Kältemaschinen benutzen wir den Kehrwert der Effizienz (2.3) als
Kenngröße. Die Leistung und der Wärmestrom haben in diesem Fall negatives Vorzeichen.
In erster Ordnung in Fq und Fw haben die Ströme die Form
Jw = LwwFw + LwqFq, (2.5)
Jq = LqwFw + LqqFq, (2.6)
mit den Onsager-Koeffizienten Lab und a, b ∈ {w, q}. Die Einträge auf der Nebendiago-
nale der Matrix Lab beschreiben die Kopplung von Arbeit und Wärme. Nur wenn diese
nichtverschwindend sind, können wir interessante Effekte erwarten. Die Leistung
P = −TcFw(LwwFw + LwqFq) (2.7)
ist offenbar quadratisch in der Arbeitsaffinität Fw. Die Entropieproduktion ist im linearen
Regime
S˙ =
∑
α,β=w,q
LαβFαFβ, (2.8)
und deren Positivität beschränkt die Onsager-Koeffizienten, sodass1
Lqq, Lww ≥ 0, (Lwq + Lqw)
2
4LwwLqq
≤ 1. (2.9)
Gleichheit in der letzten Bedingung wird auch als tight-coupling bezeichnet [11, 100]. Diese
führt dazu, dass die Determinante der Onsager-Matrix gleich null ist, was verschwindende
Entropieproduktion bei endlichen Affinitäten ermöglicht.
Die Maschine wird durch zwei dimensionslose Parametern charakterisiert, zum einen
durch die Größe
y ≡ LqwLwq
LqqLww − LqwLwq , (2.10)
1Dieses Ergebnis erhält man, indem man die Onsager-Matrix in einen symmetrischen und einen anti-
symmetrischen Teil aufspaltet, wobei letzterer keinen Beitrag zur Entropieproduktion liefert.
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und zum anderen durch den Asymmetrieparameter
x ≡ Lwq
Lqw
. (2.11)
Der zweite Hauptsatz (2.9) liefert nur eine Schranke an y:
0 ≤ y ≤ 4x(x− 1)2 für x > 0, (2.12)
0 ≥ y ≥ 4x(x− 1)2 für x < 0. (2.13)
Zum Beispiel ist die Onsager-Matrix bei der thermoelektrischen Energieumwandlung oh-
ne externes Magnetfeld symmetrisch, also x = 1. Dann finden wir, dass y positiv und
unbeschränkt ist, sowie dass y der thermoelektrischen Leistungszahl ZTc entspricht [1].
Mit Magnetfeld kann x Werte verschieden von eins annehmen. Dies wird im nächsten Ab-
schnitt näher erläutert. Ist die Onsager-Matrix gerade antisymmetrisch, d.h. x = −1, so
ist y negativ aber gemäß (2.13) größer als −1.
Betrachten wir nun die Leistung bei festem Wärmestrom, d.h. wir lösen Jq in (2.6) nach
Fw auf und setzen in die Leistung 2.2 ein. Da der Wärmestrom linear in Fw ist, ist die
Leistung dann quadratisch in Jq. Wir definieren die Hilfsgröße
P0(y) ≡
TcLqqF2q
4
y
1 + y , (2.14)
mit
P0(y) > 0 für y > 0,
P0(y) < 0 für y < 0, (2.15)
wobei die Abschätzung aus (2.13) folgt. Dann können wir die skalierte Leistung schreiben
als
P
P0(y)
= x
 JqηC
P0(y)
− 4
y
− 14
(
JqηC
P0(y)
− 4
y
)2 . (2.16)
Betrachten wir dieses Resultat in einem Diagramm mit Achsen JqηC/P0(y) und P/P0(y),
so stellt diese Parabel die charakteristische Kurve für jede thermodynamische Maschine
im linearen Regime dar. Sie ist beispielhaft für y = 5 und x = 1 in Abb. 2.1 dargestellt.
Man erkennt drei Bereiche: In einem Bereich sind Leistung und Wärmestrom positiv; das
Gerät arbeitet als Wärmekraftmaschine. In einem weiteren Bereich sind P und Jq beide
negativ und das Gerät arbeitet als Kältemaschine. Im letzten Bereich ist der Wärmestrom
positiv, jedoch wird nur Arbeit verbraucht, was keinen Nutzen hat. Die Krümmung von P
als Funktion von Jq ist −x/(2P0(y)), also immer negativ. Eine Variation von x bedeutet
eine Streckung für die Parabel. Bei positivem y hat eine Vergrößerung dieses Parameters
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Abbildung 2.1: Quadratische Masterkurve für thermodynamische Maschinen (2.16) mit
den Parametern y = 5, x = 1. Auf dem roten Abschnitt der Kurve arbeitet das Gerät als
Wärmekraftmaschine (WK), im blauen Bereich als Kältemaschine (K). Auf dem gelben
Abschnitt ist das Gerät nutzlos (N). Die gestrichelte Linie auf der Höhe 1 markiert die
maximale Leistung. Außerdem sind zwei Tangenten durch den Ursprung eingezeichnet, bei
dessen Berührungspunkten mit der Kurve die Effizienz Extremalwerte erreicht, jeweils im
Betrieb als Wärmekraftmaschine und als Kältemaschine. (Erklärung siehe Haupttext.)
eine Linksverschiebung zur Folge, bis die Parabel für y → ∞ den Ursprung durchläuft.
Das Maximum bei dieser Skalierung ist x und daher gilt
P ≤ xP0(y), (2.17)
wobei xP0(y) > 0 aus (2.13) und (2.15) folgt. Bei negativem y drehen sich die Vorzeichen
der Achsen im JqηC/P0(y)-P/P0(y)-Diagramm, was jedoch nur am Vorzeichenwechsel der
Skalierung P0(y) liegt. Die Parabel ist nun nach oben geöffnet und eine Verkleinerung von
y schiebt die Parabel nach rechts, bis sie bei y = −1 den Ursprung durchläuft. Anhand
von Gleichung (2.14) sieht man, dass die Leistung bei y = −1 divergiert.
Auf der Masterkurve (2.16) gibt es drei Punkte von besonderem Interesse. Bei festen
Onsager-Koeffizienten und festem Fq optimieren wir bezüglich des Wärmestroms, was bei
fester Affinität Fq äquivalent zur Optimierung bezüglich der Affinität Fw ist [1]. Es ergibt
sich für Wärmekraftmaschinen (P > 0, Jq > 0) die Effizienz bei maximaler Leistung
ηMP = ηC2
xy
y + 2 . (2.18)
Maximieren wir das Verhältnis P/Jq bezüglich Fw, so findet man die maximale Effizienz
ηmax = ηCx
√
y + 1− 1√
y + 1 + 1 . (2.19)
Diese beiden Ergebnisse sind in Abb. 2.2 für x = 1 und x = −1 dargestellt. Die Schranke
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Abbildung 2.2: Effizienz bei maximaler Leistung (2.18) und maximale Effizienz (2.19) bei
symmetrischer Onsager-Matrix, d.h. x = 1 (rechts). Für großes y saturiert die maximale
Effizienz beim Carnot-Wert, die Effizienz bei maximaler Leistung bei dessen Hälfte, was den
bekannten Schranken im linearen Regime entspricht. Für x = −1 (links) läuft y zwischen−1
und 0. Für y = −1 werden dieselben Werte wie für y →∞ erreicht. Für festes x 6= ±1 sind
maximale Effizienz und Effizienz bei maximaler Leistung proportional zu obigen Kurven.
(2.13) stellt sicher, dass y ≥ −1. Für Kältemaschinen (P < 0, Jq < 0) ist
1
η
= Jq
P
(2.20)
das Maß für die Effizienz und man findet als Maximum(
1
η
)
max
= 1
xηC
√
y + 1− 1√
y + 1 + 1 . (2.21)
Ergänzend beschreiben wir eine graphische Konstruktion der Extremwerte der Effizienz. In
einem Schaubild wie Abb. 2.1 mit Achsen JqηC/P0(y) und P/P0(y) sind Kurven mit fester
Effizienz Geraden mit Steigung η/ηC durch den Ursprung. Es gibt dann zwei Möglichkeiten
die Steigung zu wählen, sodass die Kurve tangiert wird. Die Tangentenbedingungen liefern
dann ebenfalls die maximale Effizienz für Wärmekraftmaschinen und Kältemaschinen.
Interessanterweise sind diese Ergebnisse invariant unter der Abbildung:
x 7→ −x, (2.22)
y 7→ − y1 + y , (2.23)
P 7→ (1 + y)P, (2.24)
Jq 7→ (1 + y)Jq. (2.25)
Die ersten beiden Zeilen lassen (2.18,2.19,2.21) unverändert; die letzten beiden Zeilen wer-
den für die Invarianz von (2.16) benötigt. D.h. für jede Maschine, die durch feste Werte
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für x und y festgelegt ist, gibt es ein weitere Maschine, welche mit selber Effizienz arbeitet,
jedoch eine andere Leistung und einen anderen Wärmestrom hat. Gehen wir beispielsweise
von positivem x und y aus, so hat das zugehörige System mit negativem x und y eine
größere Leistung und einen größeren Wärmestrom.
2.2 Zeitumkehr und die detailed-balance-Bedingung
2.2.1 Zeitumkehr als Operation
Lars Onsager entwickelte die Idee, dass die im vorigen Abschnitt eingeführten kinetischen
Koeffizienten aufgrund der Invarianz der mikroskopischen Bewegungsgleichung unter Zeit-
umkehr in Relation zueinander stehen und nicht unabhängig sind [32]. Unsere Erfahrung
sagt uns, dass ein dynamisches, physikalisches System eine Richtung hat, in der die Zeit
abläuft. Das ist mit der Kausalität verknüpft: Eine Ursache liegt in der Vergangenheit, de-
ren Wirkung in der Zukunft. Von einem Anfangszeitpunkt τ0 = 0 ausgehend beschreiben
wir spätere Zeitpunkte mit τ > 0. Die Zeitumkehr eines Systems lässt alle Trajektorien
rückwärts durchlaufen, wozu wir τ auf −τ abbilden. Betrachten wir einen speziellen Mo-
ment, in dem die Zeit umkehrt wird, so bleiben die Orte x aller Teilchen unverändert, die
Geschwindigkeiten v kehren das Vorzeichen und Kräfte bleiben unverändert. Falls externe
Protokolle auf das System einwirken, werden diese ebenfalls rückwärts durchlaufen. Eine
besondere Rolle spielen externe Magnetfelder. Auch wenn diese zeitlich konstant sind, muss
das Vorzeichen umgekehrt werden,2 um die Lorentzkraft, die proportional zum Kreuzpro-
dukt aus Geschwindigkeit und Magnetfeld ist, invariant zu lassen. Mathematisch drücken
wir dies aus durch den Operator T, der beispielsweise die Wirkung
Tx = x, (2.26)
Tv = −v, (2.27)
TH = H, (2.28)
hat. In der letzten Zeile haben wir angenommen, dass der Hamiltonian H des Systems
nur von geraden Potenzen der Geschwindigkeit abhängt. Bei Teilchen ohne magnetisches
Moment taucht das Magnetfeld nicht im Hamiltonian auf, sondern beeinflusst es durch die
Lorentzkraft. Bei extern gesteuertem, zeitabhängigem Treiben betrachten wir die Zeit t
als einen Parameter, der von der Operation T nicht beeinflusst wird und gegebenenfalls
separat behandelt werden muss. Man unterscheidet also zwischen einer mikroskopischen
Zeitumkehr, bei der die Momente gekehrt werden, und einer globalen Zeitumkehr, bei der
zusätzlich das externe Magnetfeld und das externe Treiben umgekehrt wird. Typischerweise
schließt T, neben der mikroskopischen Zeitumkehr, die Inversion des externen Magnetfeldes
mit ein, beinhaltet jedoch nicht die Inversion der Treiberprotokolle.
2Dies wird durch folgende Überlegung ersichtlich: Stellen wir uns vor, dass das Magnetfeld durch einen
Kreisstrom erzeugt wird. Da dieser aus bewegten Teilchen besteht, die ihre Geschwindigkeit unter Zeitum-
kehr umkehren, dreht sich der Drehsinn des Kreisstromes und damit auch die Richtung des Magnetfeldes.
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2.2.2 Bedeutung für die Onsager-Koeffizienten
Aus der Zeitumkehr-Invarianz kann nun die Onsager’sche Reziprozitätsbeziehung3
Lab(B) = sasbLba(−B) (2.29)
für Systeme ohne externes Treiben hergeleitet werden, wobei B das externe Magnetfeld
darstellt. Die Größen sa, sb = ±1 sind die Signaturen von a und b unter Zeitumkehr. Zu
einem Strom einer Größe a, die eine Energie- oder Teilchendichte darstellt, gehört Signa-
tur 1; die Affinität ist invariant unter Zeitumkehr und der Strom kehrt sein Vorzeichen.
Bei Impulsdichten mit Signatur −1 ist es gerade umgekehrt: Der Strom ist invariant un-
ter Zeitumkehr und die Affinität kehrt ihr Vorzeichen. Diese unterschiedlichen Vorzeichen
stellen gerade sicher, dass die Entropieproduktion (2.1) das Vorzeichen unter Zeitumkehr
wechselt. Unter unseren Rahmenbedingungen werden Arbeit und Wärme betrachtet, die
Signatur 1 haben. Für die Systeme aus Abschnitt 2.1 ohne externes Treiben und ohne
externes Magnetfeld haben wir dann
Lqw = Lwq ⇔ x = 1. (2.30)
Wird ein externes Magnetfeld angelegt ist der Asymmetrieparameter
x = Lwq(B)
Lqw(B)
, (2.31)
welcher typischerweise von eins verschieden ist. Das externe Magnetfeld kann daher ge-
nutzt werden, um die Zeitumkehrinvarianz des Systems zu brechen. Im weiteren Verlauf
dieser Arbeit sind die Onsager-Koeffizienten nicht konstant, sondern können durch externes
Treiben beeinflusst werden, was neue Möglichkeiten eröffnet.
2.2.3 Die detailed-balance-Bedingung
Eine weitere Eigenschaft der von uns betrachteten Systeme, die mit der Zeitumkehrinva-
rianz zusammenhängt, ist die sogenannte detailed-balance-Bedingung. Betrachten wir der
Einfachheit halber ein diskretes, klassisches System, dessen Niveaus mit Wahrscheinlichkeit
pn(τ) besetzt sind. Diese sollen der Mastergleichung [32]
∂τpn(τ) =
∑
m 6=n
jmn =
∑
m 6=n
pm(τ)wmn − pn(τ)wnm (2.32)
gehorchen, mit den Raten wmn und dem Wahrscheinlichkeitsstrom jmn vom Zustand m
nach n. Die stationäre Lösung ist eine Boltzmannverteilung peqn ∼ exp(−En/kBT ). Im
Gleichgewicht muss gemäß der detailed-balance-Bedingung jeder Übergang im System vom
3Genauer gesagt wird die hier angegebene Beziehung als Onsager-Casimir-Relation bezeichnet. Falls
die Signaturen beide gleich eins sind, spricht man nur von der Onsager-Relation (siehe z.B. [32]).
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umgekehrten Übergang ausgeglichen werden, sodass keine Ströme fließen, d.h. jmn = 0.
Daher lautet die detailed-balance-Bedingung hier
peqn wnm = peqmwmn (2.33)
wnm
wmn
= e−(Em−En)/kBT . (2.34)
Würden wir einen Film eines solchen Systems im Gleichgewicht betrachten, so könnten wir
nicht unterscheiden, ob der Film vorwärts oder rückwärts läuft. Dieser Zustand ist daher
invariant unter Zeitumkehr. Für Fokker-Planck-Dynamik und Lindblad-Dynamik wird die
detailed-balance-Beziehung unten eingeführt.
Klar hiervon zu unterscheiden ist die schwächere Bedingung für Stationarität∑m6=n jmn =
0. Die Wahrscheinlichkeitsverteilung ist dann zeitlich konstant, die einzelnen Ströme jmn
müssen jedoch nicht nötigerweise verschwinden. Um einen stationären Zustand zu erhalten,
der sich vom Gleichgewicht unterscheidet, muss die detailed-balance-Bedingung gebrochen
werden. Dann ist das System in einem stationären Nichtgleichgewichtszustand, in dem man
die Richtung des zeitlichen Ablaufs klar festlegen kann.
2.3 Periodisch getriebene Systeme im linearen
Regime
In diesem Abschnitt betrachten wir Systeme, die in erster Ordnung aus dem Gleichgewicht
gebracht werden und unter zwei Aspekten periodisch getrieben werden, die wir nun erläu-
tern. Dabei folgen wir Ref. [6, 7]. Wir diskutieren zwei Klassen von Systemen: einerseits
klassische Systeme, die einer Fokker-Planck-Gleichung [101] unterliegen, andererseits quan-
tenmechanische Systeme, die einer Lindblad-Mastergleichung folgen [102]. Diese Arten von
Dynamik werden später eingeführt. Das System ist an ein Wärmebad mit T -periodischer
Temperatur
T (t) = Tc + ∆Tγq(t) = T (t+ T ) (2.35)
gekoppelt. Dabei stellt Tc die Temperatur des kalten Bades dar, und mit der Forderung
0 ≤ γq(t) ≤ 1 entspricht Tc + ∆T der Temperatur des heißen Bades, wobei ∆T klein ist.
Wir nennen γq(t) das Temperaturprotokoll, welches ebenfalls T -periodisch ist. Damit kann
dieser Vorgang als abwechselndes An- und Abkoppeln an zwei verschiedene Wärmebäder
angesehen werden. Der ebenso T -periodische Hamiltonian des Systems
H(t) = H0 + ∆Hgw(t) = H(t+ T ) (2.36)
besteht aus einer kleinen Störamplitude ∆H, dem Gleichgewichtshamiltonian H0 und dem
Term gw(t), den wir als Energiemodulation bezeichnen. Die beiden letzten Größen sind im
klassischen Fall Phasenraumfunktionen, im quantenmechanischen Fall Operatoren im Hil-
bertraum. Die Operatoren werden immer im Schrödinger-Bild beschrieben und die Zeitab-
hängigkeit von gw(t) rührt vom externen Treiben her. Diese Größe nennen wir Arbeitspro-
tokoll.
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Um den Zustand des Systems auszudrücken nutzen wir die quantenmechanische Schreib-
weise ρ(t) für den Zustand, bzw. die Dichtematrix, was im klassischen Fall der Phasenraum-
verteilung entspricht, sowie die Spur
tr {•} klassisch→
∫
• ddx, (2.37)
die im klassischen Fall in ein Integral über den Phasenraum mit der Variablen x über-
geht. Als Normierung gilt tr {ρ(t)} = 1. Wir nehmen an, dass das System bereits einen
periodischen, stationären Nichtgleichgewichts-Zustand erreicht hat. Die innere Energie des
Systems
U(t) ≡ tr {H(t)ρ(t)} , (2.38)
kann mit Hilfe des ersten Hauptsatzes der Thermodynamik
U˙(t) = Q˙(t)− W˙ (t) (2.39)
in Arbeit und Wärme
W˙ (t) = −∆Htr {g˙w(t)ρ(t)} , (2.40)
Q˙(t) = tr {H(t)ρ˙(t)} , (2.41)
aufgespaltet werden. Hierbei wird die Änderung des Hamiltonian bei fester Verteilung mit
Arbeit und die Änderung der Verteilung bei festem Hamiltonian mit Wärmeaustausch
assoziiert [59, 60]. Wir definieren das Zyklusmittel
〈•〉T ≡ 1T
∫ T
0
•dt, (2.42)
und schreiben die gesamte Entropieproduktion eines Zyklus als
S˙ = −〈Q˙(t)/T (t)〉T , (2.43)
wobei es durch die Periodizität keinen Beitrag vom System, sondern nur vom Bad gibt.
Um die Entropieproduktion in der Form (2.1) mit den Affinitäten
Fw = ∆H/Tc, Fq = ∆T/T 2c (2.44)
zu schreiben, identifizieren wir die Ströme
Jw =− 〈W˙ (t)〉T /∆H = 〈tr {g˙w(t)ρ(t)}〉T , (2.45)
Jq =〈γq(t)Q˙(t)〉T = 〈γq(t)tr {H(t)ρ˙(t)}〉T .
Das Berechnen der Onsager-Koeffizienten (2.6) aus diesen Strömen erfordert Kenntnis der
Dynamik des Systems. Diese wird beschrieben durch
ρ˙(t) = L(t)ρ(t), (2.46)
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wobei L(t) im klassischen Fall der Fokker-Planck-Operator ist und im quantenmechanischen
Fall dem Generator einer Markov’schen Dynamik vom Lindblad-Typ entspricht. Ohne die
Störungen erwarten wir die bekannten Terme nullter Ordnung
ρ(t)|∆T=∆H=0 ≡ ρeq ≡ exp[−H0/Tc]/Z0, (2.47)
L(t)|∆T=∆H=0 ≡ L0. (2.48)
Das sind die Gleichgewichtsverteilung ρeq, die ungestörte Dynamik L0 mit der Zustands-
summe Z0 ≡ tr {exp[−H0/Tc]}. Wir setzen die Boltzmannkonstante hier und im Folgenden
gleich eins.
2.3.1 Fokker-Planck-Dynamik
Werden wir nun konkreter und betrachten den Fall mit Fokker-Planck-Dynamik. Die Strö-
me (2.45) haben dann die Form
Jw = 〈
∫
ddx g˙w(t)p(t)〉T , (2.49)
Jq = 〈
∫
ddx γq(t)H(t)p˙(t)〉T , (2.50)
wobei wir zur besseren Unterscheidung die Phasenraumverteilung p(t) statt ρ(t) verwenden.
Der Fokker-Planck-Operator [101] in (2.46) lautet
L(t) = −∑
i
∂xiDi(x, H(t), T (t)) +
∑
i,j
∂xi∂xjDij(x, H(t), T (t)), (2.51)
wobei xi die Komponenten von x sind, und Di(x, H(t), T (t)), Dij(x, H(t), T (t)) Drift- und
Diffusionskoeffizienten, die über den Hamiltonian und die Temperatur implizit zeitabhängig
sind.
Definieren wir das Skalarprodukt des Hilbertraums der quadratintegrablen Funktionen
als
〈◦, •〉L2 ≡
∫
ddx ◦ •, (2.52)
so ist der adjungierte Fokker-Planck-Operator durch
〈◦, L(x)•〉L2 = 〈L†(x)◦, •〉L2 (2.53)
gegeben und wird typischerweise durch partielle Integration von (2.51) berechnet. In Ref.
[6] wurden die Onsager-Koeffizienten (2.6) aus einer perturbativen Lösung der Dynamik
(2.46) bestimmt mit dem Ergebnis
Lαβ = Ladαβ + L
dyn
αβ ,
Ladαβ ≡ −〈〈δg˙α(t), δgβ(t)〉〉,
Ldynαβ ≡
∫ ∞
0
dτ〈〈exp(L†0τ)δg˙α(t), δg˙β(t− τ)〉〉, (2.54)
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wobei die Abkürzung
gq(t) ≡ −γq(t)H0, (2.55)
die Abweichung vom Mittelwert
δ• ≡ • − 〈peq, •〉L2 , (2.56)
und der Doppel-Mittelwert
〈〈◦, •〉〉 ≡ 〈〈◦, peq•〉L2〉T (2.57)
mit der Gleichgewichtsverteilung (2.47) verwendet wurden. Für die Herleitung ist entschei-
dend, dass die instantane Gleichgewichtsverteilung
pins(t) ≡ exp[−H(t)/T (t)]/Z(t) (2.58)
mit Z(t) ≡ ∫ ddx exp[−H(t)/T (t)] die Gleichung
L(t)pins(t) = 0 (2.59)
erfüllt. Hält man zu einem beliebigen Zeitpunkt alle Parameter im Hamiltonian sowie
die Temperatur fest, so ist dies der Zustand in den das System relaxiert. Die Onsager-
Koeffizienten (2.54) sind von den Treiberprotokollen abhängig, im Gegensatz zu denen aus
Abschnitt 2.1, die wir als konstant bezeichnen. Der erste Beitrag der Onsager-Koeffizienten
Ladαβ stammt von quasistatischem Treiben, bei welchem die Verteilung instantan im Gleich-
gewicht ist. Interessanterweise hat dieser Term die Symmetrie Ladαβ = −Ladβα, und liefert
daher keinen Beitrag zur Entropieproduktion (2.9). Der zweite Beitrag Ldynαβ verschwindet
bei quasistatischem Treiben. Daher ist die gesamte Entropieproduktion in diesem Fall null,
was der Carnot-Effizienz entspricht. Es ist zu erwarten, dass bei quasistatischem Treiben
auch die Koeffizienten Ladαβ verschwinden, da die Änderungsrate δg˙α(t) klein ist. Damit geht
letztendlich die Leistung gegen null.
Weiterhin gehorcht der Fokker-Planck-Operator im Gleichgewicht der detailed-balance-
Bedingung [101]
L0(x)peq(x)• = peq(x)L†0(Tx) • . (2.60)
Im Fall der Fokker-Planck-Dynamik berücksichtigen wir externe Magnetfelder, die bei Zeit-
umkehr T ebenfalls invertiert werden müssen. Diese Relation erweist sich als ausschlagge-
bend, um die Symmetrie der Gleichgewichtskorrelation zweier beliebiger Observablen [101]
C[R, S, t > 0] ≡ 〈eL†0tR, peqS〉L2 , (2.61)
C[R, S, t < 0] ≡ C[S,R,−t],
bezüglich Austausch von R und S zu zeigen, was wir auf Appendix A.1.1 verschieben.
Genau genommen können wir zeigen, dass
C[R, S, t] = sSsR(C[S,R, t])B→−B (2.62)
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gilt, wobei sR = ±1 die Signatur von R unter Zeitumkehr ist und auf der rechten Sei-
te das externe Magnetfeld invertiert wird. Relation (2.60) liefert außerdem die nützliche
Symmetrie
〈L†0(x)◦, peq•〉L2 = 〈◦, peq(L†0(Tx)•)〉L2 , (2.63)
wobei auf der rechten Seite die Inversion des Magnetfeldes zu beachten ist. Der Vollstän-
digkeit halber geben wir die generalisierte Onsager’sche-Reziprozitätsbeziehung
Lαβ[H(t), T (t),B] = Lβα[H(−t), T (−t),−B] (2.64)
an, in der das externe Treiben und das Magnetfeld gekehrt werden müssen [6].
2.3.2 Lindblad-Dynamik
Gehen wir nun analog für den quantenmechanischen Fall mit Lindblad-Dynamik vor. Wir
verzichten darauf Operatoren gesondert zu kennzeichnen. Die Ströme
Jw = 〈tr {g˙w(t)ρ(t)}〉T , (2.65)
Jq = 〈γq(t)tr {H(t)ρ˙(t)}〉T , (2.66)
werden in Ref. [7] in erster Ordnung mit Hilfe einer perturbativen Lösung der Dynamik
(2.46) entwickelt, die hier eine Markov’sche Quanten-Mastergleichung vom Lindblad-Typ
mit Generator [102]
L(t) = H(t) + D(t) (2.67)
ist. Dieser besteht aus dem Liouville-von Neumann-Operator
H(t)• = − i
~
[H(t), •], (2.68)
der den unitären Teil der Dynamik beschreibt, wobei [◦, •] der Kommutator ist, und dem
Dissipator
D(t)• = ∑
σ
Γσ(t)
2
(
[V †σ (t)•, Vσ(t)] + [V †σ (t), •Vσ(t)]
)
, (2.69)
der den Austausch mit dem Wärmebad beschreibt. Hier sind Γσ(t) zeitabhängige Raten
und Vσ(t) die Lindblad-Operatoren, die Übergänge im System beschreiben. Wieviele Raten
und Lindblad-Operatoren benötigt werden ist systemabhängig. Die Operatoren L(t), H(t)
und D(t) sind genau genommen Super-Operatoren, da sie selbst auf Operatoren wirken
und nie ohne Argument auftreten. Setzen wir die Störungen zu null, so finden wir die
zeitunabhängigen Operatoren
H0• = − i~ [H0, •], (2.70)
D0• =
∑
σ
Γσ
2
(
[V †σ •, Vσ] + [V †σ , •Vσ]
)
.
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Wie im Fokker-Planck-Fall muss gelten:
L(t)ρins(t) = 0, (2.71)
ρins(t) ≡ exp[−H(t)/T (t)]/Z(t), (2.72)
mit Z(t) ≡ tr {exp[−H(t)/T (t)]}, was die Eindeutigkeit des thermodynamischen Gleichge-
wichts darstellt und gleichbedeutend mit der Positivität der Entropieproduktion ist (siehe
[7]).
Im quantenmechanischen Fall ist es nötig zwei Skalarprodukte einzuführen. Erstens das
Hilbert-Schmidt-Skalarprodukt
〈◦, •〉HS ≡ tr
{
◦†•
}
. (2.73)
Ein bezüglich dieses Skalarproduktes adjungierter Super-Operator wird, wie ein gewöhnli-
cher Operator, ebenfalls mit einem † gekennzeichnet, beispielsweise
〈◦, L0•〉HS = 〈L†0◦, •〉HS. (2.74)
Für hermitesche Operatoren wie den Hamiltonian gilt H†(t) = H(t). Daraus ergibt sich
für den Liouville-Super-Operator H†(t) = −H(t) unter der Verwendung von i† = −i. Der
adjungierte Dissipator hat die Form
D†0• =
∑
σ
Γσ
2
(
Vσ[•, V †σ ] + [Vσ, •]V †σ
)
. (2.75)
Es ist anzumerken, dass die Zeitentwicklungsoperatoren die Eigenschaft der Adjungiertheit
unberührt lassen, z.B.:
(H0◦)† = H0◦†, (D†0◦)† = D†0◦†, (2.76)
was sich mit den Definitionen (2.70) und (2.75) zeigen lässt. Zweitens benötigen wir das
Kubo-Skalarprodukt [31]
〈◦, •〉K ≡
∫ 1
0
dλ tr
{
◦†(ρeq)λ • (ρeq)1−λ
}
, (2.77)
welches die nicht-Kommutativität der Argumente berücksichtigt. Wenn eines der Argu-
mente mit ρeq kommutiert, wie beispielsweise H0, so gilt 〈H0, •〉K = 〈H0, •ρeq〉HS.
Es gilt die quantenmechanische detailed-balance-Relation für den ungestörten Dissipator
D0ρeq• = ρeqD†0•, (2.78)
die typischerweise4 auf die einfacheren Relationen
Γ¯σ/Γσ = exp(−εσ/Tc), (2.79)
4In Ref. [7] wird erläutert, dass diese Relationen für Systeme mit endlichdimensionalem Hilbertraum
und den harmonischen Oszillator äquivalent sind. Der Einfachheit halber betrachten wir nur solche Syste-
me, in denen das der Fall ist.
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und
[H0, Vσ] = εσVσ, [H0, V †σ ] = −εσV †σ , (2.80)
führt. Die Lindblad-Operatoren Vσ und V †σ können somit dem energetischen Auf- und Ab-
stieg eines thermischen Übergangs der Energie εσ zugeordnet werden. Hierbei sind Γ¯σ die
Rückraten, die zu V †σ gehören, wenn die Hinraten Γσ zu Vσ gehören. Die Gleichungen (2.80)
zeigen, dass die Lindblad-Operatoren Sprünge zwischen den Energieniveaus des Systems
darstellen, wobei die Größen εσ die Energiedifferenzen der jeweiligen Übergänge sind. Das
Verhältnis der Hin- und Rückrate (2.79) hat dabei dieselbe Form wie im Fall einer Mas-
tergleichung für diskrete Systeme (2.34). Tatsächlich findet man unter Verwendung der
detailed-balance-Relation (2.79),(2.80), dass sowohl H0 und D0 als auch H0 und D†0 kom-
mutieren,
[H0,D0] = 0, [H0,D†0] = 0, (2.81)
was sich im Weiteren als sehr nützlich erweisen wird und physikalische Konsequenzen hat.
Definieren wir für die Maschinen basierend auf Lindblad-Dynamik den Doppel-Mittelwert
als
〈〈◦, •〉〉 ≡ 〈〈◦, •〉K〉T , (2.82)
so können wir die Onsager-Koeffizienten in derselben Form wie im Fokker-Planck-Fall
schreiben (2.54) (siehe dazu Ref. [7]), was uns später eine einheitliche Behandlung dieser
beiden Dynamiken ermöglicht. Ebenso gilt die Reziprozitätsbeziehung mit Inversion des
externen Treibens (2.64), wobei wir im quantenmechanischen Fall der Einfachheit halber
ohne Magnetfeld arbeiten.
Aus der Tatsache, dass H0 und D†0 vertauschen, der detailed-balance-Bedingung (2.78),
Relation (2.76), und mit (ρeq)λ•(ρeq)−λ = eiλ~H0/Tc•, erhalten wir, dass D†0 selbstadjungiert
bezüglich (2.77) ist. Damit erfüllen
L†0 = −H0 + D†0, (2.83)
L˜†0 ≡ H0 + D†0, (2.84)
die Symmetrie
〈L†0◦, •〉K = 〈◦, L˜†0•〉K , (2.85)
d.h., L˜†0 ist adjungiert zu L†0 bezüglich (2.77). Nun schreiben wir
exp (L†0τ) = exp (−H0τ) exp (D†0τ), (2.86)
da H0 und D†0 vertauschen und identifizieren exp (−H0τ)• = exp(iτH0/~) • exp(−iτH0/~)
als den unitären Anteil der Zeitentwicklung in die Zukunft. Wir diskutieren in Appendix
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Operator adjungiert bzgl. HS adjungiert bzgl. Kubo
−H0 H0 H0
D†0 D0 D†0
L†0 L0 L˜†0
D0 D†0 (ρeq)−1D0ρeq
D′0 D′0 D′0
Tabelle 2.1: Die zweite Spalte enthält die adjungierten Operatoren aus der Ersten be-
züglich des Hilbert-Schmidt-Skalarproduktes (2.73). Die dritte Spalte gibt das Adjungierte
bezüglich des Kubo-Skalarproduktes (2.77) an.
A.1.2, dass der ungestörte Dissipator symmetrisch unter Zeitumkehr ist und H0 bei Zeit-
umkehr auf −H0 abgebildet wird. Daher wird klar, dass L˜0 die Zeitentwicklung in Richtung
Vergangenheit ist, und mit L†0(Tx) aus dem vorigen Abschnitt korrespondiert.
Zur Übersicht stellen wir die Super-Operatoren und die jeweiligen Adjungierten bezüglich
beider Skalarprodukte in Tabelle 2.1 auf. Der Operator
D′0 ≡ (ρeq)−
1
2D0(ρeq)
1
2 = (ρeq) 12D†0(ρeq)−
1
2 (2.87)
ist selbstadjungiert bezüglich beider Skalarprodukte und entspricht der Transformation,
die in Ref. [101] verwendet wird, um den hermiteschen und anti-hermiteschen Teil des
Fokker-Planck-Operators zu erhalten. Hier ist H0 invariant unter dieser Transformation,
da H0 und ρeq kommutieren. Da D†0 schon die gewünschten Eigenschaften hat und einfacher
als D′0 zu berechnen ist, beschränken wir das weitere Vorgehen auf ersteren Operator.
In Analogie zum Fokker-Planck-Fall definieren wir die Korrelationsfunktion als
C[R, S, τ > 0] ≡ 〈eL†0τR, S〉K, (2.88)
C[R, S, τ < 0] ≡ C[S,R,−τ ],
wobei exp (L†0τ)R die Vorwärtsentwicklung von R im Heisenbergbild ist. Im quantenme-
chanischen Fall verzichten wir der Einfachheit halber auf die Behandlung von eventuell
vorhandenen, externen Magnetfeldern und zeigen die Symmetrie
C[R, S, τ ] = sSsRC[S,R, τ ] (2.89)
in Appendix A.1, wobei sR die Signatur von R unter Zeitumkehr ist.
Typischerweise wird obige Korrelationsfunktion ohne dissipative Dynamik verwendet,
denn die bekannte linear-response-Theorie geht folgendermaßen vor (siehe z.B. [31]): An-
fangs befindet sich das System im Gleichgewicht. Zu einem gewissen Zeitpunkt wird das
System vom Wärmebad abgekoppelt, eine Störung angelegt und die unitäre Entwicklung
beobachtet. In dem hier behandelten Rahmen ist das System immer an das Wärmebad ge-
koppelt und man beobachtet die Antwort auf die periodische Störung. Die Observablen von
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denen man die Korrelation berechnen möchte, sind also ständig den dissipativen Effekten
ausgesetzt, was das Auftreten des Dissipators in der Korrelationsfunktion erfordert.
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3 Optimale Leistung periodisch
getriebener Wärmekraftmaschinen
bei beschränkter Kontrolle
3.1 Einleitung
In der Thermodynamik werden häufig idealisierte Systeme betrachtet, da in diesen allge-
meine Zusammenhänge leichter zu erkennen sind als in realistischen Systemen, in welchen
viele verschiedene Effekte eine Rolle spielen können. Insbesondere bei den Wärmekraft-
maschinen hat der Carnot-Prozess Berühmtheit erlangt, der reversibel Wärme in Arbeit
umwandelt und eine obere Schranke an die Effizienz liefert. Dieser besteht aus zwei isother-
men und zwei isentropen Abschnitten. Die letztere Bedingung, also konstante Entropie, ist
in der Realität schwer zu erreichen. Die Frage, ob sich ein idealisierter Prozess realisieren
lässt, geht mit der Kontrollierbarkeit der entscheidenden Systemparameter oder Freiheits-
grade einher.
Ein theoretischer Ansatz zur realistischen Beschreibung von thermodynamischen Pro-
zessen und Maschinen ist die Einführung sogenannter endoreversibler Systeme [103]. Ein
solches besteht aus reversibel operierenden Subsystemen und irreversible Effekte treten
nur bei deren Kopplung auf. Vorstellbar ist beispielsweise, dass eine Wärmekraftmaschi-
ne (gemäß Schema 1.1) nicht die Temperatur des heißen Bades spürt, sondern eine etwas
verringerte Temperatur, was von einem Verlust im Wärmeübertrag herrührt. Ein weite-
res Beispiel ist ein ständiger Verluststrom, der vom heißen Wärmebad ins kalte Bad an
der Maschine vorbei fließt. In endoreversiblen Systemen wird typischerweise die Curzon-
Ahlborn-Effizienz bei maximaler Leistung erreicht.
Bei Maschinen auf mikroskopischem Maßstab können typischerweise nicht alle Freiheits-
grade des Systems beeinflusst werden. Im Standardbeispiel [12, 74] wird ein kolloidales
Teilchen der Masse m in einem harmonischen Potential k(t)x2/2 betrachtet. Meist reicht
die überdämpfte Betrachtungsweise dieses Systems aus, jedoch muss in einem vollständigen
Bild die kinetische Energie mv2/2 mit einbezogen werden. Man erwartet, dass die Effizienz
einer Maschine sinkt, wenn Effekte der unterdämpften Dynamik einflussreich werden, da
durch die Fluktuationen Energie auf die kinetischen Freiheitsgrade übertragen wird, die
nicht nutzbar ist. Sind Quanteneffekte im System gegenwärtig, wird die Situation unklarer.
Die Unschärferelation zwischen Ort und Impuls lässt erahnen, dass die Kontrolle eines Sys-
tems noch schwieriger zu realisieren ist. Im Weiteren möchten wir ausgehend von Abschnitt
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über die Freiheitsgrade untersuchen. Dabei behandeln wir die Fälle mit Fokker-Planck- und
Lindblad-Dynamik simultan. Die Ergebnisse dieses Kapitels für Fokker-Planck-Dynamik
sind in Ref. [29] enthalten.
3.2 Onsager-Koeffizienten bei beschränkter Kontrolle
Im Folgenden legen wir fest, in welchem Sinne die Kontrolle über die von uns untersuchten
Systeme beschränkt sein soll. Die Energiemodulation aus (2.36) soll zerfallen in die Summe
gw(t) =
n∑
i=1
γwi(t)gwi , (3.1)
mit festen Kontrollfunktionen bzw. -Operatoren gwi , und den zeitabhängigen, skalaren
Kontrollparametern γwi(t), die extern gesteuert werden. Damit können wir den Gleichge-
wichtshamiltonian gemäß
H0 = Hc0 +Hr0 , (3.2)
Hc0 =
n∑
i=1
(H0)igwi
zerlegen, wobei Hc0 von den gwi mit gewissen Koeffizienten (H0)i aufgespannt wird und Hr0
der restliche Anteil ist, welcher von den Kontrollfunktionen nicht beeinflusst werden kann.
Nur falls dieser restliche Anteil verschwindet sprechen wir von voller Kontrolle über das
System, ansonsten ist die Kontrolle beschränkt. Im Beispiel aus dem vorigen Abschnitt sind
Hc0 = k0x2/2 und Hr0 = mv2/2 mit der Potentialstärke k0 des ungestörten Hamiltonians.
Mit der Annahme (3.1) können die Onsager-Koeffizienten (2.54) geschrieben werden als
Lqq =
∫ ∞
0
dτ〈γ˙q(t)γ˙q(t− τ)〉T C[δH0, δH0, τ ], (3.3)
Lww =
n∑
j,l=1
∫ ∞
0
dτ〈γ˙wj(t)γ˙wl(t− τ)〉T C[δgwj , δgwl , τ ], (3.4)
Lwq =
n∑
j=1
[
〈γ˙wj(t)γq(t)〉T 〈δgwj , δH0〉 −
∫ ∞
0
dτ〈γ˙wj(t)γ˙q(t− τ)〉T C[δgwj , δH0, τ ]
]
, (3.5)
Lqw =
n∑
j=1
[
〈γ˙q(t)γwj(t)〉T 〈δH0, δgwj〉 −
∫ ∞
0
dτ〈γ˙q(t)γ˙wj(t− τ)〉T C[δH0, δgwj , τ ]
]
, (3.6)
wobei wir die Gleichgewichtskorrelationen (2.61) verwendet haben. Das Skalarprodukt
〈•, ◦〉 welches für die Korrelationen verwendet wird, entspricht bei Fokker-Planck-Dynamik
dem Skalarprodukt im Raum L2 (2.52), wobei zusätzlich die Gleichgewichtsverteilung ein-
gefügt wird, wie in Gleichung (2.57). Bei der Lindblad-Dynamik verwenden wir das Kubo-
Skalarprodukt (2.77), bei dem die Gleichgewichtsverteilung bereits enthalten ist (vgl. Glei-
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chung (2.82)). Da das System periodisch getrieben wird, ist es naheliegend das Tempera-
turprotokoll und die Kontrollparameter in Fourierreihen zu entwickeln
γq(t) =
∞∑
k=−∞
cqke
ikΩt,
cqk ≡
1
T
∫ T
0
γq(t)e−ikΩtdt,
γwj(t) =
∞∑
k=−∞
c
wj
k e
ikΩt,
c
wj
k ≡
1
T
∫ T
0
γwj(t)e−ikΩtdt, (3.7)
mit der Treiberfrequenz Ω ≡ 2pi/T . Durch einsetzen erhalten wir
Lqq =
∞∑
k=1
k2Ω2cq−kCˆ[δH0, δH0, k]c
q
k, (3.8)
Lww =
n∑
i,j=1
∞∑
k=1
k2Ω2cwi−kCˆ[δgwi , δgwj , k]c
wj
k ,
Lwq = −
n∑
i=1
∞∑
k=−∞
k2Ω2cwi−kC˜[δgwi , δH0, k]c
q
k,
Lqw = −
n∑
i=1
∞∑
k=−∞
k2Ω2cq−kC˜[δH0, δgwi , k]cwik ,
mit den Abkürzungen
Cˆ[R, S, k] ≡
∫ ∞
−∞
e−ikΩtC[R, S, t]dt, (3.9)
C˜[R, S, k] ≡ i〈R, S〉/kΩ +
∫ ∞
0
e−ikΩtC[R, S, t]dt (3.10)
für R, S = δH0, δgwi . Die erste Zeile ist gerade die Fouriertransformierte der Korrela-
tionsfunktion. Die Relation Cˆ[R, S, k] = Cˆ[S,R,−k] folgt direkt aus der Definition der
Korrelationsfunktion und
Cˆ[R, S, k] = Cˆ[S,R, |k|] (3.11)
aus der Symmetrie der Korrelationsfunktion (2.89), wenn die Signaturen unter Zeitumkehr
gleich 1 sind, was hier stets der Fall ist. Die zweite Abkürzung enthält lediglich die halbseitig
Fouriertransformierte und erfüllt die Relation
Cˆ[R, S, k] = C˜[R, S, k] + C˜[S,R,−k]. (3.12)
Mit Hilfe des Ansatzes (3.1) haben wir vom allgemeinen Ausdruck für die Onsager-Koef-
fizienten (2.54), der ein Funktional von gw(t) darstellt, die Problematik auf eine einfache
Summe von komplexen Zahlen reduziert (3.8), was uns die Berechnungen im nächsten
Abschnitt erleichtern wird.
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3.3 Optimierung der Leistung mit Nebenbedingung
Nun ist unser Ziel die Arbeitsweise der thermodynamischen Maschinen zu optimieren.
Dabei sollen die Affinitäten und das Temperaturprotokoll fest sein. Es ist hilfreich die
Leistung (2.7)
P [gw] ≡ P [gw]/TF2q = −(χ2Lww + χLwq), (3.13)
und den Wärmestrom (2.6)
Jq[gw] ≡ Jq[gw]/Fq = χLqw + Lqq, (3.14)
zu reskalieren, wobei wir die Abkürzung
χ ≡ Fw/Fq (3.15)
verwenden. Daraus ergibt sich eine reskalierte Effizienz
η¯[gw] ≡ P [gw]Jq[gw] =
η
ηC
, (3.16)
in Einheiten des Carnot-Wertes ηC = ∆T/Tc. Wir nutzen die kurze Schreibweise [gw] um zu
Kennzeichnen, dass die betreffende Größe von der Energiemodulation gw(t) abhängt, was
im Fall der Fokker-Planck-Dynamik eine Funktion im Phasenraum und von der Zeit ist; im
Fall der Lindblad-Dynamik handelt es sich um einen zeitabhängigen Operator. Da wir in
Gleichung (3.1) die Kontrolloperatoren gwi festhalten, hängen die mit [gw] gekennzeichneten
Größen noch von den Kontrollparametern γwi(t) ab (i = 1, . . . , n). Mit der Einführung der
Fouriertransformation (3.7) bedeutet die Kennzeichnung [gw] schließlich die Abhängigkeit
von i = 1, . . . , n und k = −∞, . . . ,∞ Fourierkoeffizienten cwik . Somit wurde die Abhängig-
keit von einem zeitabhängigen Operator auf die Abhängigkeit von Zahlen reduziert. Nun
ergeben sich zwei mögliche Arten die thermodynamischen Maschinen zu optimieren. Zum
einen können wir die Leistung bei festem Wärmestrom, zum anderen die Leistung bei fester
Effizienz maximieren. Unten zeigen wir, dass diese Ansätze äquivalent sind.
3.3.1 Optimale Leistung bei festem Wärmestrom
Fordern wir nun einen festen Wärmestrom
Jq[gw] = Jq = const. (3.17)
als Nebenbedingung, die wir mit dem Lagrangemultiplikator Λ in die Zielfunktion
P [gw,Λ] ≡ P [gw] + Λ(Jq[gw]− Jq) (3.18)
einfügen. Optimiert man diese mit (2.7),(2.6) und (3.8), so erhält man aus der Bedingung
∂
c
wj
k
P [gw,Λ] = 0 (3.19)
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nach einigen Rechenschritten für die Fourierkoeffizienten des optimalen Protokolls
(
c
wj
k
)∗
(Λ) = c
q
k
χ
n∑
i=1
Cˆ−1ji (k)
[
C˜[δgwi , δH0, k]− ΛC˜[δH0, δgwi ,−k]
]
, (3.20)
wobei wir mit dem optimalen Protokoll verknüpfte Größen mit einem Stern ∗ kennzeichnen.
Setzt man diese in die Nebenbedingung (3.17) ein, so erhält man den Lagrangemultiplikator
Λ(Jq) = 1−
Jq − J idleq
2Pmax , (3.21)
wobei wir die Abkürzungen
Pmax ≡
∞∑
k=1
k2Ω2|cqk|2
n∑
i,j=1
C˜[δgwi , δH0,−k]Cˆ−1ij (k)C˜[δgwj , δH0, k], (3.22)
und
J idleq ≡ Lqq −
∞∑
k=−∞
k2Ω2|cqk|2
n∑
i,j=1
Cˆ[δgwi , δH0,−k]Cˆ−1ij (k)C˜[δgwj , δH0, k]. (3.23)
verwendet haben. Zum besseren Verständnis nehmen wir vorweg, dass Pmax das globale
Maximum der Leistung, und J idleq der unvermeidbar im System fließende Wärmestrom
ist. Diese physikalische Bedeutung wird im weiteren Verlauf klarer. Damit finden wir die
optimierte Leistung P(Jq) ≡ P [g∗w,Λ(Jq)] bei gegebenem Wärmestrom Jq
P(Jq) = Jq − J idleq −
1
4Pmax
(
Jq − J idleq
)2
. (3.24)
Dieses Ergebnis bringen wir auf die Form (2.16)
P(Jq)
Pmax =
Jq
Pmax −
4
ZT −
1
4
( Jq
Pmax −
4
ZT
)2
, (3.25)
mit der dimensionslosen Leistungszahl
ZT ≡ 4P
max
J idleq
. (3.26)
Diese quadratische Form, welche die optimale Leistung bei gegebenem Wärmestrom dar-
stellt und durch nur eine dimensionslose Leistungszahl parametrisiert wird, stellt das
Hauptergebnis dieses Kapitels dar. Dass die Leistung quadratisch vom Wärmestrom ab-
hängt ist aus Abschnitt 2.1 ersichtlich. Typischerweise hängt eine Parabel jedoch von drei
Parametern ab. Durch eine geeignete Skalierung lässt sich die Abhängigkeit auf zwei Pa-
rameter verringern, wie es in Gleichung (2.16) der Fall ist. Wählen wir dort den zeitsym-
metrischen Fall (x = 1), so lässt sich dort dieselbe Form wie in Gleichung (3.25) erkennen,
wenn man y mit der Leistungszahl ZT identifiziert.
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Obwohl bei den periodischen Maschinen die Zeitumkehrsymmetrie typischerweise durch
das Treiben gebrochen ist, lässt sich die optimale Leistung über nur einen Parameter aus-
drücken, was unerwartet ist. Außerdem hängt die Leistungszahl bei gegebenem Tempe-
raturprotokoll nur von Gleichgewichtskorrelationen ab. Dies ist typisch für Theorien, die
schwach aus dem Gleichgewicht gebrachte Systeme behandeln. Bevor wir auf die thermody-
namischen Konsequenzen dieses Hauptergebnisses (3.25) eingehen, stellen wir eine weitere
interessante Sichtweise dar, in der wir die optimale Leistung bei gegebener Effizienz be-
handeln.
3.3.2 Optimale Leistung bei fester Effizienz
Wählen wir nun bei der zweiten, alternativen Möglichkeit für die Optimierung der Leistung
die Effizienz konstant
η¯[gw] = η¯ = const., (3.27)
und maximieren die zugehörige Zielfunktion
P [gw,Λ′] ≡ P [gw] + Λ′(η¯Jq[gw]− P [gw]). (3.28)
Es ist zu beachten, dass nur die Einführung der neuen Variable Λ′ auf die im Vergleich zu
(3.18) veränderten Zielfunktion hindeutet. Wir finden dann aus der Bedingung
∂
c
wj
k
P [gw,Λ′] = 0 (3.29)
das optimale Protokoll
(cwjk )∗(Λ′) =
cqk
χ
n∑
i=1
Cˆ−1ji (k)
[
C˜[δgwi , δH0, k]−
η¯Λ′
1− Λ′ C˜[δH0, δgwi ,−k]
]
, (3.30)
das wir von dem optimalen Protokoll aus dem vorigen Abschnitt nur durch die Variable
Λ′ unterscheiden. Im Weiteren ist g∗w(Λ′) das Arbeitsprotokoll unter der Optimierung aus
diesem Abschnitt. Durch einsetzen des optimalen Protokolls in Gleichung (3.14) und (3.28)
erhalten wir
Jq[g∗w(Λ′)] = 2Pmax
(
1 + η¯Λ
′
1− Λ′
)
+ J idleq , (3.31)
P [g∗w(Λ′),Λ′] =
(
1− Λ′ + 2Λ′η¯ + η¯
2Λ′2
1− Λ′
)
Pmax + Λ′η¯J idleq . (3.32)
Aus der Nebenbedingung (3.27) findet man für den Lagrangemultiplikator
0 = η¯Jq[g∗w(Λ′)]− P [g∗w(Λ′)] (3.33)
= Pmax
[
η¯2
(Λ′ − 1)2 − (1− η¯)
2
]
+ η¯J idleq , (3.34)
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mit den Lösungen
Λ′±(η¯) = 1∓
η¯√
(1− η¯)2 − 4η¯/ZT
. (3.35)
Setzen wir diesen in den vorigen Ausdruck für die Leistung ein, so erhält man
P(η¯)
Pmax = 2η¯
1− η¯ ±
√
(1− η¯)2 − 4 η¯ZT +
2
ZT
 , (3.36)
wobei P(η¯) ≡ P [g∗w(Λ′±(η¯)),Λ′±(η¯)]. Dieses Ergebnis muss auf dieselben Resultate führen
wie die quadratische Form (3.25), da unabhängig von der Optimierung P/Jq = η¯ gilt. Im
Folgenden verifizieren wir dies anschaulich und klären die Bedeutung der beiden möglichen
Vorzeichen.
3.4 Arbeitsweise optimierter Maschinen im linearen
Regime
Anhand des zentralen Ergebnisses (3.25) können leicht einige interessante Resultate für die
Arbeitsweise thermodynamischer Maschinen hergeleitet werden. Die in Jq quadratische
Form ist analog zu Gleichung (2.16) und wird in Abb. 3.1 für ZT = 5 gezeigt. Wie
zuvor lassen sich die Betriebsmodi für Wärmekraftmaschinen, Kältemaschinen und ein
nutzloser Betriebsmodus identifizieren, je nach Vorzeichen von Leistung und Wärmestrom.
Die Parabel ist so skaliert, dass das Maximum immer bei eins liegt. Eine Vergrößerung von
ZT verschiebt die Parabel nach links bis sie im Limes ZT → ∞ den Ursprung durchläuft.
Dadurch werden die Bereiche der verschiedenen Betriebsmodi beeinflusst.
Beschreiben wir diese Bereiche nun genauer. Das Gerät arbeitet als Wärmekraftmaschine
zwischen den Nullstellen Jq/Pmax = 4/ZT und Jq/Pmax = 4/ZT + 4. Die erste Nullstelle
ist äquivalent zur Bedingung Jq = J idleq , d.h. der Wärmestrom muss den Verluststrom
übersteigen, damit Arbeit gewonnen werden kann. Das Maximum wird bei Jq/Pmax =
4/ZT + 2 angenommen, was wir umschreiben zu JMPq = 2Pmax + J idleq . Damit finden wir
die Effizienz bei maximaler Leistung (MP)
ηMP = ηC
Pmax
JMPq
= ηC2
ZT
ZT + 2 . (3.37)
Dieses Ergebnis ist in Analogie zu Gleichung (2.18). Wir nutzen die rechte Seite von Abb.
2.2, um den Verlauf dieser Größe als Funktion der Leistungszahl zu betrachten, indem wir
dort y durch ZT ersetzen. Nur bei sehr großer Leistungszahl können wir an die Curzon-
Ahlborn-Effizienz ηCA = ηC/2 herankommen, ansonsten liegt die Effizienz bei maximaler
Leistung darunter. Aus der Definition (3.26) erkennt man, dass ein größerer Verluststrom
J idleq für eine kleinere Leistungszahl sorgt. Dieser Zusammenhang quantifiziert somit die
Auswirkung des Verluststroms auf die Effizienz bei maximaler Leistung.
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Abbildung 3.1: Quadratische Masterkurve für periodisch getriebene Maschinen mit Leis-
tungszahl ZT = 5. Im roten Bereich arbeitet das Gerät als Wärmekraftmaschine, im blauen
Bereich als Kühlgerät. Im gelben Bereich hat das Gerät keinen Nutzen. Die Parabel, die
die Fläche begrenzt wird bei Nutzung des optimalen Protokolls erreicht; die Werte dar-
unter können durch suboptimale Protokolle erreicht werden. Der weiße Bereich ist für die
Maschine nicht zugänglich.
Ein weiteres wichtiges Maß für die Leistungsfähigkeit einer Maschine ist die maximale
Effizienz. Diese erhalten wir durch die in Abb. 2.1 eingeführte, anschauliche Konstruk-
tion. Linien konstanter Effizienz sind Geraden in P-Jq-Diagrammen. Die Gerade, wel-
che die Parabel zwischen den beiden Nullstellen berührt, entspricht dann der maxima-
len Effizienz (siehe Abb. 3.1). Die Tangentenbedingungen P(JMEq ) = JMEq ηmax/ηC und
∂(JMEq )P(JMEq ) = ηmax/ηC liefern dann die maximale Effizienz (ME) in Analogie zu Glei-
chung (2.19)
ηmax = ηC
√ZT + 1− 1√ZT + 1 + 1 , (3.38)
und die Leistung bei maximaler Effizienz
PME
Pmax = 1− η
2
max/η
2
C, (3.39)
mit zugehörigem Wärmestrom JMEq = J idleq
√ZT + 1. Kombinieren wir die Ergebnisse
(3.37) und (3.38), so erhalten wir die erstaunlich einfache Relation
η¯MP =
η¯max
1 + η¯2max
. (3.40)
Diese Relation ist eine weitere Konsequenz der Ein-Parameter-Abhängigkeit der Arbeits-
weise der Maschine im linearen Regime. Sie wurde unabhängig für Systeme mit einerN×N -
Onsager-Matrix gefunden [104] und nun in Ref. [94, 95, 105] aufgegriffen. Jedoch betonen
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Abbildung 3.2: Optimale Leistung für Wärmekraftmaschinen in Abhängigkeit von der
Effizienz (3.36). Links: als Funktion von η¯ und 1/ZT . Die dicke Linie markiert maximale
Effizienz (3.38), oberhalb der die Wärmekraftmaschine nicht arbeiten kann. Die gestrichelte
Linie markiert das Maximum (3.37), die gepunkteten Linien sind Höhenlinien. Rechts: als
Funktion von η¯ für verschiedene Leistungszahlen. Im Limes ZT → ∞ erhält man eine
Parabel (3.45). In schwarz ist die Leistung bei maximaler Effizienz (3.39) eingezeichnet.
Entnommen aus [29] © 2016 American Physical Society.
wir, dass Gleichung (3.40) dort für symmetrische Onsager-Matrizen gilt und die Optimie-
rung bezüglich der Affinitäten durchgeführt wird, wie in Abschnitt 2.1. Unser Ergebnis gilt
für Maschinen, die bezüglich des Treibens optimiert sind, bei denen die Onsager-Matrix
typischerweise nicht symmetrisch ist.
Aus den Tangentenbedingungen folgt eine zweite Lösung, welche die maximale Effizienz
für Kältemaschinen (MEC) in Analogie zu (2.21)(
1
η
)
max
= 1
ηC
√ZT + 1− 1√ZT + 1 + 1 (3.41)
liefert, mit zugehörigem Wärmestrom JMECq = −J idleq
√ZT + 1, und der benötigten Leis-
tung
PMEC
Pmax = 1−
1
η2C(1/η)2max
. (3.42)
Die Ergebnisse für Wärmekraftmaschinen (3.37-3.40) wurden zuerst in Ref. [29] mit der
Herangehensweise aus Abschnitt 3.3.2 gefunden. Die optimierte Leistung in Abhängigkeit
von der Effizienz (3.36) bildet für 0 ≤ η¯ ≤ η¯max schlaufenförmige Kurven (Abb. 3.2 zeigt
nur den oberen Zweig der Schlaufe, vgl. Abb. 1.2) und stellen die Ergebnisse für Wärme-
kraftmaschinen dar. In Abb. 3.3 sind beide Zweige sowie der Bereich negativer Effizienz
dargestellt. Die zwei Zweige stammen von den beiden Lösungen des Lagrangemultiplikators
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Abbildung 3.3: Optimale Leistung in Abhängigkeit von der Effizienz (3.36) für ZT =
5. Der Zweig mit positivem Vorzeichen ist in blau, der mit negativem Vorzeichen in rot
dargestellt. Die Leistung bei maximaler Effizienz (3.39) bei beliebigem ZT ist in schwarz
eingezeichnet und trennt die beiden Zweige, einmal bei den Wärmekraftmaschinen (η¯ ≤
η¯max), und einmal bei den Kältemaschinen (η¯ ≥ (1/η¯)max).
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Abbildung 3.4: Parametrische Darstellung der bei fester Effizienz optimierten Leistung
(3.36), dargestellt jedoch über dem Wärmestrom. Es ergibt sich dieselbe Parabel wie in
Abb. 3.1, was die Äquivalenz zur Optimierung bei festem Wärmestrom verdeutlicht. Durch
dieselbe Farbgebung wie in Abb. 3.3 lassen sich die Zweige identifizieren. Der mittlere, rote
Teil entspricht dem linken, roten Teil in Abb. 3.3 und der rechte blaue Teil entspricht dem
linken blauen Teil in Abb. 3.3.
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(3.35). Für negative Effizienz erhalten wir Maschinen ohne Nutzen. Für η¯ ≥ (1/η¯)max (3.41)
findet man die Resultate für Kältemaschinen. Stellen wir das Ergebnis (3.36) parametrisch
in Abhängigkeit von P(η¯)/(Pmaxη¯) = Jq/Pmax dar, so erhalten wir Abb. 3.4 und können
somit die Äquivalenz der Optimierung bei fester Effizienz und der bei festem Wärmestrom
verdeutlichen. Die Verwandtschaft der vier farbigen Abschnitte in Abb. 3.4 mit den zwei
Zweigen in Abb. 3.3 können anhand der oben benutzten Geradenkonstruktion erklärt wer-
den. Eine Gerade, die konstanter Effizienz entspricht, schneidet die Parabel zweimal, sofern
die Effizienz nicht extremal ist; daher gibt es zwei Leistungen für eine Effizienz in Abb.
3.3. Ist die Effizienz extremal gibt es nur einen Berührpunkt einer Gerade. Dann treffen
sich die beiden Zweige in Abb. 3.3.
3.5 Auswirkung von beschränkter Kontrolle auf die
Leistungsfähigkeit
3.5.1 Generelle Überlegungen
Ist volle Kontrolle über die Freiheitsgrade des Systems möglich, so ist
Hr0 = 0, (3.43)
H0 = Hc0 =
n∑
i=1
(H0)igwi , (3.44)
in Gleichung (3.2). Setzen wir dies in Gleichung (3.23) ein, so finden wir J idleq = 0. Somit
divergiert die Leistungszahl ZT und die maximale Effizienz nimmt den Carnot-Wert an
(3.38); die Effizienz bei maximaler Leistung entspricht dann dem Curzon-Ahlborn-Wert
ηC/2 (3.37). Das bedeutet die Maschine arbeitet effizienter bei hoher Kontrolle. Der Limes
J idleq = 0 entspricht auch dem verlustfreien Fall endoreversibler, makroskopischer Wärme-
kraftmaschinen [21] und dem überdämpften Limes einer Brown’schen Maschine [6]. Die
optimale Leistung in Abhängigkeit von der Effizienz ist dann eine Parabel (siehe Abb. 3.2)
lim
ZT→∞
P(η¯)
Pmax = 4η¯(1− η¯). (3.45)
Mit der Forderung η¯ = 1 ergibt sich aus Gleichung (3.20) das optimale Protokoll
(cwjk )∗(Λ) = c
q
k
n∑
i=1
Cˆ−1ji (k)Cˆ[δgwi , δH0, k]/χ, (3.46)
= cqk(H0)j/χ, (3.47)
wobei χ in (3.15) definiert ist. Die umgekehrte Fouriertransformation liefert dann
g∗w(t) = γq(t)H0/χ. (3.48)
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Die Maschine arbeitet also bei Carnot-Effizienz, wenn die gesamte Amplitude des unge-
störten Hamiltonians in der Art (3.48) moduliert wird, d.h.
H(t) = H0(1 + γq(t)∆T/Tc). (3.49)
Dies führt dann auf die instantane Gleichgewichtsverteilung (2.58)
ρins(t) = e
−H0/Tc
tr {e−H0/Tc} , (3.50)
die offensichtlich konstant ist. Jedoch verschwindet die Leistung bei der Carnot-Effizienz
(siehe (3.45)).
In diesem Zusammenhang ist es auch von Interesse das einfache, aber nicht-optimale Pro-
tokoll gw(t) = αγq(t)H0 mit dem Parameter α zu betrachten, bei dem die tight-coupling-
Bedingung erfüllt ist, d.h. Gleichheit in der zweiten Ungleichung in (2.9). Es folgt Ladab = 0
für a, b = w, q, sowie Lww/α2 = −Lqw/α = −Lwq/α = Lqq. Insbesondere ist die Onsager-
Matrix hier symmetrisch, was sonst typischerweise nicht der Fall ist. Für die thermodyna-
mischen Maschinen folgt die Effizienz η¯ = αχ und die Leistung P = Lqqη¯(1− η¯), und bei
der Wahl α = 1/χ erhalten wir das obige Resultat (3.48) und die Carnot-Effizienz η¯ = 1.
Wenn Hr0 6= 0 gilt, die Kontrolle über das System also beschränkt ist, dann erhält man
einen komplizierten Ausdruck für J idleq , von dem zu erwarten ist, dass er typischerweise
ungleich null ist. Daher ist davon auszugehen, dass immer wenn nicht der volle Hamilto-
nian H0 durch das Arbeitsprotokoll kontrollierbar ist, ZT endlich ist. Dann können die
Carnot-Effizienz und der Curzon-Ahlborn-Wert bei maximaler Leistung nicht erreicht wer-
den. Gerade in unterdämpften Systemen, in denen die kinetischen Freiheitsgrade nicht
kontrollierbar sind, ist dies der Fall. Scheinbar im Gegensatz hierzu wurde in Ref. [70] eine
Brown’sche Wärmekraftmaschine behandelt, in der Trägheitseffekte berücksichtigt werden,
aber der Curzon-Ahlborn-Wert erreicht wird. Dies ist jedoch nur mit sogenannten adia-
batischen Abkürzungen möglich [106]. Dabei wird das System vom Bad abgekoppelt und
es wird eine Kontrollfunktionen genutzt, die auch die kinetischen Freiheitsgrade beein-
flusst. Ersteres ist jedoch unter unseren Rahmenbedingungen ausgeschlossen, und letzteres
mit alleiniger Variation des Potentials nicht möglich, könnte aber prinzipiell über eine
zeitabhängige Masse des Teilchens modelliert werden, da diese in der kinetischen Energie
vorkommt.
3.5.2 Quanteneffekte
Für quantenmechanische Systeme hat die Leistungszahl ZT dieselbe Form wie im klas-
sischen Fall, da die Quanteneffekte in den Korrelationsfunktionen enthalten sind. Daher
haben unsere Schranken an die Effizienz (3.37) und (3.38) dieselbe Form wie in klassischen
Systemen. In Ref. [7] wurde jedoch für Onsager-Koeffizienten mit gegebenem Treiberpro-
tokoll eine zusätzliche Schranke an die Leistungsfähigkeit der Maschinen durch Quantenef-
fekte hergeleitet. Diesen Sachverhalt wollen wir im Folgenden für optimales Treiben klären.
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Wir können uns die Tatsache zunutze machen, dass der unitäre Anteil −H0 und der
dissipative Anteil D†0 des adjungierten Generators kommutieren (2.81). Es gibt daher eine
gemeinsame Basis aus Eigenvektoren, die selbst auch Operatoren sind (Details in Abschnitt
3.6). Dann können alle Operatoren, insbesondere die Kontrolloperatoren, zerlegt werden
in einen klassischen und einen quantenmechanischen Anteil
gwj = gclwj + g
qu
wj
, (3.51)
mit der Forderung
H0gclwj = −
i
~
[H0, gclwj ] = 0,
〈gclwj , gquwk〉 = 0. (3.52)
Der klassische Beitrag kommutiert also mit dem Hamiltonian H0, und liegt im Nullraum
von H0. Dieser Eigenraum erfährt nur den Einfluss der Dissipation und Oszillationen finden
nicht statt. Der quantenmechanische Beitrag ist das orthogonale Komplement. In Ref. [7]
wurde dies bereits gezeigt und, dass sich ohne quantenmechanische Beiträge die Dynamik
effektiv auf eine klassische Mastergleichung für die Diagonalelemente der Dichtematrix
reduziert.
Betrachten wir den einfachsten Fall mit nur einer Kontrollfunktion, d.h. n = 1. Be-
dingung (3.44) kann dann nur erfüllt werden, wenn gclw1 proportional zu H0 ist und gquw1
verschwindet. Für n > 1 schreiben wir die Bedingung (3.44) um zu
H0 =
n∑
j=1
H
(j)
0 g
cl
wj
,
0 =
n∑
j=1
H
(j)
0 g
qu
wj
, (3.53)
da H0 und die Operatoren gclwj kommutieren; d.h. die klassischen Beiträge müssen den
Hamiltonian darstellen und die quantenmechanischen Beiträge müssen sich auslöschen.
Mit der Zerlegung gemäß Gleichung (3.51) und der Orthogonalität (3.52) ergibt sich
leicht, dass die Onsager-Koeffizienten Lqq, Lqw und Lwq nur einen klassischen Anteil haben
und dass nur Lww = Lclww +Lquww einen quantenmechanischen Beitrag enthält. Die Onsager-
Koeffizienten mit der Bezeichnung cl und qu entsprechen der Form (3.8), jedoch mit der
entsprechenden Ersetzung gwj → gclwj , gwj → gquwj . Die drei Terme Lww,Lclww und Lquww müssen
aufgrund des zweiten Hauptsatzes (2.9) positiv sein.1 Dann folgt, dass die Leistung (3.13)
durch die quantalen Beiträge nur kleiner, bzw. negativer werden kann, was für Wärme-
kraftmaschinen immer nachteilig ist. Für Kältemaschinen ist dies ebenfalls ein Nachteil, da
der Betrag des Leistungsinput möglichst klein sein sollte für eine effiziente Arbeitsweise.
1Dieser Sachverhalt folgt aus der Überlegung, dass mit jedem der Beiträge gwj ,gclwj , g
qu
wj einzeln eine
separate Maschine modelliert werden kann, und dort der zugehörige Onsager-Koeffizient Lww positiv sein
muss.
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Die bisherigen Überlegungen zeigen, dass die Quanteneffekte unvorteilhaft für die ther-
modynamischen Maschinen sind. Jedoch wäre es reizvoll zu beweisen, dass die Leistungs-
zahl ZT in quantenmechanischen Systemen beschränkt ist, und somit z.B. die Carnot-
Effizienz nicht erreicht werden kann. Dazu betrachten wir die Größen Pmax und J idleq ,
die direkt in die Leistungszahl (3.26) eingehen. Die Korrelationsfunktionen in welche H0
eingeht sind allesamt klassisch im Gegensatz zur den Korrelationsfunktionen
C[δgwj , δgwl , t] = C[δgclwj , δg
cl
wl
, t] + C[δgquwj , δg
qu
wl
, t]. (3.54)
Den direkten Einfluss dieses Quantenbeitrags auf die Leistungszahl (3.26) zurückzuverfol-
gen ist jedoch nicht möglich, da die inverse Matrix von C[δgwj , δgwl , t] in die Größen (3.22)
und (3.23) eingeht. Stattdessen nutzen wir eine Schranke an die maximale Effizienz aus
Ref. [7]. Diese gilt bei Optimierung bezüglich der Arbeitsaffinität Fw und für beliebige,
feste Onsager-Koeffizienten. Wählen wir dort unser optimales Protokoll, so stimmen die
maximalen Effizienzen aus den verschiedenen Optimierungsvarianten überein und es gilt
ηmax ≤ ηC1 + 4z∗
∣∣∣∣Jq=JMEq , (3.55)
wobei der Stern ∗ für optimales Treiben steht und wir die Abkürzung
z ≡ L
qu
wwLqq
L2wq
(3.56)
verwenden. Unser Ergebnis für die maximale Effizienz (3.38) können wir in die Abschätzung
(3.55) einsetzen und nach der Leistungszahl umstellen und finden eine obere Schranke an
die Leistungszahl
ZT ≤ 1 + 4z
∗
(4z∗)2
∣∣∣∣∣Jq=JMEq . (3.57)
Die Größe z verschwindet nur im klassischen Fall gquwj = 0, anderenfalls ist diese endlich
und beschränkt somit die Leistungszahl. Diese Ungleichung sagt also aus, dass die Leis-
tungszahl in quantenmechanischen Systemen beschränkt ist, jedoch hängt diese explizit
vom Arbeitsprotokoll ab. Es wäre interessant eine größere obere Schranke zu finden, die
nicht vom Arbeitsprotokoll abhängt und von universeller Natur ist.
3.6 Einheitliche Entwicklung der adjungierten
Dynamik in den Eigenfunktionen
3.6.1 Fokker-Planck-Operator
Für die Auswertung der Korrelationsfunktionen in Gleichung (3.8) ist es nötig die Wirkung
von L†0 auf δH0 und δgwi zu kennen. Zur Berechnung des Operatorexponentials, das in der
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Definition (2.61) enthalten ist, ist eine Diagonalisierung unumgänglich. Daher untersuchen
wir die Eigenfunktionen des adjungierten Fokker-Planck-Operators und folgen Ref. [101].
Da der Fokker-Planck-Operator typischerweise nicht selbstadjungiert ist, benötigen wir
Eigenfunktionen ϕµ(x), ϕlµ(x) ∈ C für den Operator, sowie für sein Adjungiertes
L0(x)ϕµ(x) = −λ∗µϕµ(x), (3.58)
L†0(x)ϕlµ(x) = −λµϕlµ(x),
wobei die Eigenwerte komplex sind λµ ∈ C. Für nicht-hermitesche Operatoren ist die
Existenz der Eigenfunktionen nicht gewährleistet, daher müssen wir unsere Untersuchung
auf die diagonalisierbaren Fälle beschränken. Wir nehmen an, dass nur eine endliche Anzahl
an Eigenfunktionen nötig ist, um δH0 und die Kontrolloperatoren δgwi darzustellen, und
nennen den von diesen Eigenvektoren aufgespannten Unterraum den relevanten Unterraum.
Die Eigenfunktionen sind paarweise orthogonal 〈ϕlν(x), ϕµ(x)〉L2 = δµν . Es ist zu beachten,
dass das erste Argument komplex konjugiert werden muss, um die Eigenschaften eines
Skalarproduktes zu gewährleisten. Dies wurde bisher zur besseren Übersichtlichkeit nicht
in der Notation von (2.52) berücksichtigt, da die Argumente stets reell waren. In Ref.
[101] wird allerdings eine andere Konvention verwendet, sodass in (3.58) in beiden Zeilen
dieselben Eigenwerte auftreten würden. Da der Fokker-Planck-Operator reell ist, müssen
die Eigenfunktionen zu reellen Eigenwerten ebenfalls reell sein. Beispielsweise ist ϕ0(x) =
peq(x) die Gleichgewichtsverteilung mit λ0 = 0 und ϕl0(x) = 1. Bei komplexen Eigenwerten
ist das Komplex-konjugierte ebenfalls Eigenwert und die zugehörigen Eigenvektoren sind
zueinander konjugiert. In Ref. [101] wird argumentiert, dass die Realteile der Eigenwerte
immer positiv sind, sodass das System ins Gleichgewicht relaxiert.
Um später die strukturelle Analogie zum Fall mit Lindblad-Dynamik zu verdeutlichen,
schreiben wir die detailed-balance-Relation als
L0(x)peq(x)T• = Tpeq(x)L†0(x)•, (3.59)
was mit TA• = (TA)T• auf die Form (2.60) führt. Setzen wir dort ϕlµ(Tx) ein, so findet
man (der Einfachheit halber ohne Magnetfeld2)
L0(x)peq(x)ϕlµ(Tx) = peq(x)L†0(Tx)ϕlµ(Tx) (3.60)
= −λ∗µpeq(x)ϕlµ(Tx), (3.61)
was auf
ϕµ(x) = peq(x)ϕlµ(Tx) (3.62)
führt.3 Hier wurde TL†0(x)ϕlµ(x) = L†0(Tx)ϕlµ(Tx) = −λ∗µϕlµ(Tx) verwendet, d.h. auch
im klassischen Fall soll die Zeitumkehr anti-linear sein: Tz• = z∗T•, z ∈ C. Die Ei-
genfunktionen der verschiedenen Operatoren sind also eng verknüpft, was in Tabelle 3.1
zusammengefasst ist.
2Ansonsten müsste das Magnetfeld auch im Eigenwert invertiert werden.
3Streng genommen folgt hier zunächst nur Proportionalität. Wir können jedoch die Eigenfunktionen
so wählen, dass dieser Zusammenhang erfüllt ist, denn die Eigenfunktionen sind zunächst nur bis auf ein
skalares Vielfaches bestimmt.
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Operator Eigenvektor Eigenwert
L†0(x) ϕlµ(x) −λµ
L†0(Tx) ϕlµ(Tx) −λ∗µ
L0(x) ϕµ(x) = peq(x)ϕlµ(Tx) −λ∗µ
Tabelle 3.1: Eigenvektoren und Eigenwerte der Superoperatoren bei Fokker-Planck-
Dynamik. Die Gleichheit in der dritten Zeile gilt nur ohne Magnetfeld.
3.6.2 Lindblad-Generator
Da H0 und D†0 kommutieren, gibt es gemeinsame Eigenvektoren eµ. Der Dissipator D†0
ist bezüglich des Kubo-Skalarproduktes hermitesch und daher diagonalisierbar, und so-
mit gibt es Eigenvektoren, die orthogonal aufeinander stehen 〈eµ, eµ′〉K = δµµ′ . Auch hier
ist zu beachten, dass das erste Argument im Skalarprodukt komplex konjugiert werden
muss, falls der Eigenvektor komplex ist. Dies wurde in der Definition (2.77) unterdrückt,
da bisher nur reelle Argumente verwendet wurden. Es gilt L†0 = −H0 + D†0, und daher
sind die Operatoren eµ auch Eigenvektoren des adjungierten Generators, wobei wir die
Eigenwerte −λµ nennen. Beispielsweise ist e0 = 1 und λ0 = 0, was über (2.78) der Gleich-
gewichtsverteilung entspricht. Da D†0 bezüglich des Kubo-Skalarproduktes hermitesch und
H0 anti-hermitesch ist, stammt der Realteil von −λµ von D†0 und der Imaginärteil von −H0.
Der Dissipator verursacht also exponentiellen Zerfall, die unitäre Dynamik verursacht Os-
zillationen. Der Realteil von −λµ muss negativ sein, damit das System in ein eindeutiges
Gleichgewicht relaxiert. Aus der Zerlegung (3.52) ist ersichtlich, dass die Eigenvektoren zu
rein reellen Eigenwerten genau den klassischen Unterraum aufspannen. Wegen der Ortho-
gonalität müssen die restlichen Eigenvektoren, die echt komplexe Eigenwerte haben, den
quantenmechanischen Unterraum aufspannen.
Aus der Tatsache, dass die Operation des Adjungierens nicht von der Dynamik beeinflusst
wird (2.76), erkennt man, dass die Eigenvektoren paarweise adjungiert sind bezüglich des
Hilbert-Schmidt-Skalarproduktes (2.73). Aus (2.80) erhält man H0Vσ = −iεσVσ/~, und
H0V †σ = iεσV †σ /~, d.h. die Lindblad-Sprung-Operatoren sind Eigenvektoren von H0. Dann
ist Vσ auch ein Eigenvektor von D†0, wobei wir den Eigenwert lσ nennen. Nun findet man
D†0Eσ = 2lσEσ,
Eσ ≡ e−εσβV †σVσ − VσV †σ , (3.63)
wobei wir unten in den Beispielen sehen werden, dass dieser Eigenvektor Eσ proportional
zu δH0 ist. Im Allgemeinen finden wir aus (2.80)
D†0δH0 = D†0H0 =
∑
σ
ΓσεσEσ, (3.64)
wobei wir die rechte Seite nicht in Relation mit δH0 setzen können, ohne Information
über die Vertauschungsrelation der Vσ zu haben. Diese hängen vom System ab. Die hier
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Definitionsbereich von L†0
relevanter Unterraum
quantal
klassisch
Kontrollraum
H0
Abbildung 3.5: Schema für die Verschachtelung der beteiligten Unterräume. Vom ge-
samten Definitionsbereich des adjungierten Generators benötigen wir nur den relevanten
Unterraum, der von einer endlichen Zahl an Eigenvektoren aufgespannt wird. Dieser lässt
sich bei Lindblad-Dynamik zerteilen in einen klassischen Unterraum, in dem die Eigen-
vektoren mit H0 kommutieren, und dem Rest, welcher quantenmechanischer Natur ist.
Der Hamiltonian selbst liegt im klassischen Unterraum. Der Kontrollraum wird von den
Kontrolloperatoren aufgespannt. Falls H0 durch eine Linearkombination der Kontrollope-
ratoren darstellbar ist, so haben wir volle Kontrolle über das System, was auf J idleq = 0
führt (3.44), und die Maschine arbeitet bestmöglich. Bei Fokker-Planck-Dynamik ist die
Argumentation analog, jedoch ohne die Aufteilung des relevanten Unterraums.
gefundenen Eigenvektoren 1, Vσ, V †σ und Eσ werden im späteren Verlauf nützlich sein, um
die Beispiele explizit zu lösen. Als graphische Zusammenfassung von diesem Abschnitt
und Abschnitt 3.5 zeigen wir Abb. 3.5. Wir weisen darauf hin, dass dieselbe Thematik
in Ref. [107] diskutiert wird. Dort wird allerdings von der Symmetrie der Korrelationen
ausgegangen und es wird daraus eine detailed-balance-Bedingung hergeleitet. Jedoch wird
dabei das Kubo-Skalarprodukt nicht berücksichtigt.
Abschließend möchten wir ein vollständiges Bild der Eigenvektoren aller Superoperatoren
erhalten, und in Tabelle 3.2 zusammentragen. Da sich L†0 und L˜†0 nur im Vorzeichen der
unitären Entwicklung unterscheiden, haben sie dieselben Eigenvektoren eµ. Aus der obigen
Diskussion ist ersichtlich, dass die Eigenwerte dann komplex konjugiert zueinander sind.
Betrachten wir nun die allgemeinste Form der detailed-balance-Bedingung
L0ρeqT• = TρeqL†0•, (3.65)
die mit TAB = (TA)TB, TL†0 = L˜†0 und Hρeq• = ρeqH• leicht auf Gleichung (2.78) führt.
Diese Form der detailed-balance-Bedingung ist in Analogie zum Fokker-Planck-Fall (3.59).
Obige Gleichung (3.65) zeigt, dass ρeqTeµ ein Eigenvektor von L0 zum Eigenwert −λ∗µ ist,
wobei die Anti-Linearität Tz• = z∗T•, z ∈ C benötigt wird (siehe Appendix A.1.2 und
Ref. [108]). Gleichung (2.78) hingehen zeigt selbiges für ρeqeµ, was nur der Fall sein kann
wenn Teµ = eµ, d.h. die Eigenvektoren sind invariant unter Zeitumkehr, in Gegensatz zum
Fall mit Fokker-Planck-Dynamik. Dies ist in den folgenden Beispielen ersichtlich.
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Operator Eigenvektor Eigenwert
L†0 eµ −λµ
L˜†0 eµ −λ∗µ
L0 ρeqeµ −λ∗µ
und Teµ = eµ
Tabelle 3.2: Eigenvektoren und Eigenwerte der Superoperatoren bei Lindblad-Dynamik.
Die zweite Zeile folgt aus der Definition von L˜†0 (2.84). Komplexe Konjugation ist durch
einen Stern markiert. Die dritte Zeile ist eine Konsequenz der detailed-balance-Relation
(2.78) und (3.65).
3.7 Beispiel mit Fokker-Planck Dynamik:
Harmonischer Oszillator im externen Magnetfeld
3.7.1 Modell und Lösung
Betrachten wir nun ein möglichst einfaches Beispiel mit Fokker-Planck-Dynamik und ex-
ternem Magnetfeld. Um dieses konsistent zu berücksichtigen ist eine unterdämpfte Be-
schreibung notwendig. Wir betrachten ein Brown’sches Teilchen mit Masse m in einer
harmonischen Falle mit Gleichgewichtshamiltonian
H0(x) =
m
2 (v
2
x + v2y) +
m
2 ω
2
0(x2 + y2), (3.66)
wobei ω0 die Fallenfrequenz ist, x, y die Teilchenposition und vx, vy die Geschwindigkeit.
Das Teilchen ist auf zwei Dimensionen beschränkt und senkrecht zu dieser Ebene ist das
konstante Magnetfeld angelegt, welches nicht zur Energie beiträgt. Die Stärke der Falle
wird nun mit der Periodendauer T = 2pi/Ω moduliert gemäß ω(t) = ω0 + γw(t)∆ω, was in
Gleichung (2.36) auf ∆H = m(∆ω)ω0l20 und
gw(x, t) = γw(t)gw(x) = γw(t)(x2 + y2)/l20 (3.67)
führt, d.h. n = 1 in Gleichung (3.2). Statt dem Doppelindex γw1 schreiben wir der Einfach-
heit halber nur γw. Wir haben hier die Referenzlänge l0 ≡
√
T/mω20 eingeführt. Wir stellen
fest, dass die Falle nur die Ortsfreiheitsgrade kontrolliert und die kinetischen Freiheitsgra-
de nicht beeinflusst werden können.4 Im Gleichgewicht lautet der Fokker-Planck-Operator
[101]
L0 =
∑
j=x,y
−∂jvj + ∂vj
(
γvj − Fj
m
)
+ γT
m
∂vj∂vj , (3.68)
4Dies könnte prinzipiell durch eine zeitabhängige Masse erreicht werden.
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mit der Reibungskonstante γ. Die externe KraftFx/m
Fy/m
 =
 ωcvy − ω20x
−ωcvx − ω20y
 (3.69)
ist die Summe aus Potentialgradient und Lorentzkraft. Hier haben wir die Zyklotronfre-
quenz
ωc ≡ qB/m (3.70)
eingeführt, wobei B die vorzeichenbehaftete Magnetfeldstärke in z-Richtung beschreibt,
und q die Ladung des Teilchens ist. In Appendix A.1.1 zeigen wir, dass die Korrelations-
funktionen trotz Magnetfeld symmetrisch sind, was auf der Isotropie des Modells beruht.
Der adjungierte Fokker-Planck-Operator hat die Form
L†0 =
∑
j=x,y
vj∂j −
(
γvj − Fj
m
)
∂vj +
γT
m
∂vj∂vj , (3.71)
was aus Gleichung (2.53) mit partieller Integration folgt. Für die Auswertung der Onsager-
Koeffizienten brauchen wir dessen Wirkung auf H0 und x2 + y2. Auf dem relevanten Un-
terraum, der von den Vektoren
B = span{x2 + y2, v2x + v2y, xvx + yvy, xvy − yvx, 1} (3.72)
aufgespannt wird, hat der adjungierte Fokker-Planck-Operator die Form
L†0 =

0 0 −ω20 0 0
0 −2γ 1 0 0
2 −2ω20 −γ −ωc 0
0 0 ωc −γ 0
0 4γT
m
0 0 0

. (3.73)
Dessen Wirkung außerhalb dieses Unterraums wird nicht benötigt. Diese Matrix kann dia-
gonalisiert werden (siehe Appendix A.2.1), was nötig ist, um das Matrixexponential in
(2.54) auszuwerten. Die Onsager-Koeffizienten und das optimale Protokoll sind in Appen-
dix A.2.1 angegeben. Wegen der x− y-Symmetrie des harmonischen Oszillators spielt das
Vorzeichen des Magnetfeldes keine Rolle. Hier wird die Zeitumkehrinvarianz also nur durch
die zeitabhängigen Protokolle gebrochen, nicht durch das Magnetfeld. Für die entscheiden-
den Größen (3.22) und (3.23) finden wir nach einigen Rechenschritten
Pmax = 4γT 2A, (3.74)
J idleq = 8γT 2B, (3.75)
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mit den Abkürzungen
A ≡
∞∑
k=1
|cqk|2
1
4 + 2bk(1 + 4γ2/k2Ω2)
≥ 0, (3.76)
B ≡
∞∑
k=1
|cqk|2
bk
4 + 2bk(1 + 4γ2/k2Ω2)
≥ 0, (3.77)
und
bk ≡ k
2Ω2
2ω20
(
1 + ω
2
c
γ2 + k2Ω2
)
≥ 0. (3.78)
Damit finden wir die Leistungszahl (3.26)
ZT = 2A/B, (3.79)
mit der wir dann die Ergebnisse aus Abschnitt 3.4 verwenden können.
Zusätzlich betrachten wir für dieses Beispiel eine obere Schranke an die Leistung aus
Ref. [5, 6] als Referenzleistung
P ≤ P0, (3.80)
P0 ≡ −14〈〈δgqL
†
0δgq〉〉, (3.81)
die in diesem Beispiel die Form
P0 = γT
2
2
∞∑
k=−∞
|cqk|2 (3.82)
hat.
3.7.2 Sinusförmiges Temperaturprotokoll
Im Folgenden untersuchen wir den Einfluss der Fallenstärke ω0, der Zyklotronfrequenz
ωc, der Zyklusfrequenz Ω und der Reibungskonstante γ auf die optimale Leistung. Der
Einfachheit halber betrachten wir das sinusförmige Temperaturprotokoll
γq(t) = (1 + sin Ωt)/2, (3.83)
das auf drei nichtverschwindende Fourierkoeffizienten (3.7)
cqk =

1/2 falls k = 0,
−i/4 falls k = +1,
+i/4 falls k = −1,
0 sonst,
(3.84)
3.7 Beispiel mit Fokker-Planck Dynamik: Harmonischer Oszillator 63
führt. Das optimale Protokoll (A.32) ist dann eine Linearkombination aus sin Ωt und cos Ωt,
auf das wir nicht weiter eingehen. Mit dem dimensionslosen Parameter b1 aus (3.78), wird
die Leistungszahl zu
ZT = 2
b1
= 4ω
2
0
Ω2
γ2 + Ω2
γ2 + Ω2 + ω2c
. (3.85)
Sie wird groß, wenn ω0 groß ist, die Zyklotronfrequenz ωc klein ist und das Protokoll
langsam ist, d.h. bei kleiner Zyklusfrequenz Ω.
Beschränken wir unsere Untersuchung der Einfachheit halber auf Wärmekraftmaschinen
und betrachten die optimale Leistung bei fester Effizienz (3.36)
P(η¯)
P0 =
2
3 η¯
1− η¯ + 2/ZT +
√
(1− η¯)2 − 4η¯/ZT
1 + (1 + 4γ2/Ω2)/ZT , (3.86)
wobei wir P0 = 3γT 2/16 aus Gleichung (3.82) als Referenzleistung nutzen. Mit (3.86)
können wir die Leistung bei fester Effizienz in Abhängigkeit von Ω/γ and ZT untersu-
chen, obwohl diese Größen nicht unabhängig sind. Die Leistungszahl ZT hat jedoch genug
freie Parameter, z.B. die Fallenstärke ω0, um sie als effektiv unabhängig zu betrachten.
Wir stellen nun die Leistung bei Ω/γ = 1 in Abb. 3.6 links dar und variieren ZT . Die
Leistung wächst mit größer werdender Leistungszahl. Bei endlicher Leistungszahl ist die
maximale Effizienz kleiner als der Carnot-Wert. Eine kleine Leistungszahl bedeutet hier,
dass die kinetischen Effekte eine ausschlaggebende Rolle spielen und die Arbeitsweise der
Maschine stören. Sie entstammen dem Geschwindigkeitsterm in (3.66) und tauchen in der
Fokker-Planck-Gleichung (3.68) auf. Jedoch sind sie nicht direkt von der Modulation der
Falle (3.67) beeinflussbar, daher ist die Kontrolle über das System beschränkt. Beispiels-
weise dominieren die kinetischen Effekte, falls die Falle schwach, d.h. ω0 klein, oder die
Zyklotronfrequenz ωc groß ist. Im Limes ZT → ∞ spielen diese Effekte keine Rolle mehr,
die Leistung ist maximal und parabelförmig (3.45). Dies entspricht dem überdämpften
Regime, zu dem das analoge Beispiel in Ref. [6] gezeigt wurde.
Auf seinem Maximum hat die Leistung (3.86) die Form
P(η¯MP)
P0 =
4
3
η¯MP
4η¯MP + (1 + 4γ2/Ω2)(1− 2η¯MP) , (3.87)
wobei wir ZT mit der Effizienz bei maximaler Leistung ersetzt haben (3.37). Diese Größe
ist in Abb. 3.6 links ergänzt. Durch einsetzen von Gleichung (3.38) in (3.86) finden wir die
Leistung bei maximaler Effizienz
P(η¯max)
P0 =
4
3
η¯max(1− η¯2max)
4η¯max + (1 + 4γ2/Ω2)(1− η¯max)2 , (3.88)
wobei wir nochmals Gleichung (3.38) verwendet haben, um ZT mit der maximalen Effizienz
zu ersetzen. Dieses Ergebnis ist in Abb. 3.6 ergänzt. In dieser Abbildung ist auf der rechten
Seite ZT = 4 und Ω/γ wird variiert, was einer Veränderung der Zyklusdauer entspricht.
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Abbildung 3.6: Maximale Leistung der unterdämpften Wärmekraftmaschine (3.86) als
Funktion der Effizienz (durchgezogene Linien). Links: Die Leistungszahl ZT wächst von
unten nach oben bei festem Ω/γ = 1. Die gestrichelte Linie ist die Leistung bei maximaler
Effizienz (3.88), und die gepunktete Linie ist die maximale Leistung (3.87), die 1/3 im
Limes ZT → ∞ erreicht. Rechts: Bei fester Leistungszahl ZT = 4 wird Ω/γ variiert. Die
gestrichelten Linien sind die Leistung bei maximaler Effizienz für beliebige Leistungszahl.
Die senkrechten Linien markieren maximale Effizienz (3.38) und Effizienz bei maximaler
Leistung (3.37). Entnommen aus [29] © 2016 American Physical Society.
Natürlicherweise führt ein schnelleres Treiben zu einer höheren Leistung. Da ZT konstant
ist, sind maximale Effizienz (3.38) und Effizienz bei maximaler Leistung (3.37) fixiert.
In dieser unterdämpften Fallstudie können wir den Sättigungsgrad der Abschätzung
(3.80)
P(η¯)/P0 ≤ 1/3 (3.89)
im Vergleich zum überdämpften Fall [6] nicht verbessern (für sinusförmiges Treiben). Kine-
tische Freiheitsgrade, die nicht kontrolliert werden können, führen dazu, dass die Sättigung
schlechter als 1/3 ist.
3.8 Beispiele mit Lindblad Dynamik:
Zwei-Niveau-System und Harmonischer Oszillator
3.8.1 Zwei-Niveau-System
Wenden wir uns nun zwei Beispielen mit Lindblad-Dynamik zu. Das erste System ba-
siert auf einem Zwei-Niveau-System, das zweite auf einem harmonischen Oszillator. Der
Einfachheit halber beschränken wir uns gleich auf das sinusförmige Temperaturprotokoll
(3.83) und diskutieren allgemeinere Ergebnisse in Appendix A.2.2.3. Außerdem diskutieren
wir nicht die optimierte Leistung, sondern nur die Leistungszahl ZT , aus der die gesamte
Arbeitsweise der Maschine mit dem Hauptergebnis (3.25) folgt.
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Das ungestörte Zwei-Niveau-System wird beschrieben durch den Hamiltonian
H0 =
~ω0
2 σz, (3.90)
mit den bekannten Pauli-Matrizen σx, σy, σz und dem Energieabstand der Niveaus ~ω0.
Die Energiemodulation
gw(t) = γw(t)(cos θσz + sin θσx) (3.91)
ist proportional zum Kontrollparameter γw(t), für den wir das optimale Protokoll (3.20)
verwenden. Da 〈σx, σz〉HS = 0 ist, gilt die Aufteilung gemäß (3.51) in die klassischen und
quantenmechanischen Beiträge gclw = cos θσz und gquw = sin θσx. Daher ist der Winkel θ ein
Parameter, der die klassischen und quantalen Einflüsse mischt. Die Lindblad-Operatoren
sind gerade die Sprungoperatoren zwischen dem Grund- und dem angeregten Zustand:
V † = (σx − iσy)/2 und V = (σx + iσy)/2 [102], und außerdem ist ε = ~ω0 in der detailed-
balance-Bedingung (2.79). Dieselbe Wärmekraftmaschine wurde schon in Ref. [7] eingeführt
und auch bezüglich des Treibens optimiert, jedoch wurden nur Teilergebnisse5 gefunden,
ohne unsere Leistungszahl ZT zu berechnen, was wir im Folgenden nachholen.
3.8.2 Harmonischer Oszillator
Das zweite Beispiel basiert auf einem harmonischen Oszillator mit Hamiltonian
H(t) = p
2
2m +
1
2mω(t)
2x2, (3.92)
mit zeitabhängiger Frequenz
ω(t) = ω0 + γw(t)∆ω, (3.93)
und ∆H = mω0l20∆ω. Die Energiemodulation ist
gw(t) = γw(t)x2/l20, (3.94)
mit der Längenskala l0 =
√
T/mω20, und dem optimalen Protokoll γw(t) aus (3.20). Die
Lindblad-Operatoren sind die bekannten Leiter-Operatoren
V † = a =
√
mω0
2~
(
x+ i p
mω0
)
, (3.95)
V = a† =
√
mω0
2~
(
x− i p
mω0
)
, (3.96)
5Der Fehler dort in (83) kann durch die Ersetzung des Terms [(Γˆ/ω0)2 + 1]→ [(Γˆ/ω0)2 + 4] korrigiert
werden.
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mit Vertauschungsrelation [a, a†] = 1. Sie sind nützlich, um
H0 = ~ω0(a†a+ 1/2) (3.97)
und
gw = x2/l20 = H0/Tc + κ(a†
2 + a2) (3.98)
umzuformen, wobei
κ ≡ ~ω0/2Tc (3.99)
die dimensionslose Energielücke ist. Wir finden 〈H0, a†2 + a2〉 = tr
{
H0(a†
2 + a2)ρeq
}
= 0,
und identifizieren daher gclw = H0/Tc und gquw = κ(a†
2 + a2) entsprechend als klassischen
und quantenmechanischen Beitrag.
3.8.3 Gemeinsame Lösung und die Ergebnisse für sinusförmiges
Treiben
Nun berechnen wir die Korrelationen für beide Systeme simultan. Die Lindblad-Gleichung
beider obiger Systeme hat dieselbe Form
ρ˙ =L0ρ = H0ρ+ Γe−2κD(+)ρ+ ΓD(−)ρ, (3.100)
D(+)ρ ≡ V ρV † − (V †V ρ+ ρV †V )/2,
D(−)ρ ≡ V †ρV − (V V †ρ+ ρV V †)/2,
mit einer Rate Γ. Dann können wir die Korrelationsfunktionen (2.88) von δH0 und δgw
simultan berechnen indem wir diesen Schritten folgen: Erstens müssen der ungestörte Ha-
miltonian H0, die Energiemodulation gw(t) und die Lindblad-Operatoren V, V † wie oben
eingeführt in die Korrelationen eingesetzt werden. Zweitens berechnet man den adjungier-
ten Operator L†0 aus (3.100) bezüglich des Hilbert-Schmidt-Skalarproduktes (2.73). Drittens
wertet man (2.88) mit Hilfe der Eigenfunktionen aus Abschnitt 3.6 aus, was dann auf
C[δgw, δH0, t] = C[δH0, δgw, t] = ξclq ξclwe−Γˆ|t|, (3.101)
C[δH0, δH0, t] = (ξclq )2e−Γˆ|t|,
C[δgw, δgw, t] = (ξclw)2e−Γˆ|t| + (ξquw )2e−Γˆ|t|/ν cos(2ω0t/ν),
〈δH0, δgw〉 = ξclq ξclw ,
führt. Die den zwei Modellen entsprechenden Parameter sind in Tabelle 3.3 gegeben und
Details der Rechnung können Appendix A.2.2 entnommen werden.
In Appendix A.2.2.3 zeigen wir, wie die Leistungszahl (3.26) aus den obigen Korrelatio-
nen für ein allgemeines Temperaturprotokoll berechnet wird. Für das sinusförmige Treiben
(3.83) hat sie die Form
ZT = 2r
νΩ2(f1 + f−1)
, (3.102)
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ξclq ξ
cl
w ξ
qu
w
2Tc Γˆ/Γ ν Z0 Eeq/~ω0
ZNS ~ω0/Z0 2 cos(θ)/Z0 −4 sin2(θ)Eeq (1 + e−2κ) 2 2 cosh(κ) − tanh(κ)/2
HO ~ω0Z0 2κZ0 Eeq (1− e−2κ) 1 1/(2 sinh(κ)) coth(κ)/2
Tabelle 3.3: Ergebnisse unserer Beispiele mit Zwei-Niveau-System (ZNS) und harmoni-
schem Oszillator (HO) für (3.101). Wir nutzen die Schreibweise Eeq = tr {H0ρeq}.
mit der Abkürzung
fk ≡ (Γˆ2 + (2ω0 + νkΩ)2)−1, (3.103)
und dem Verhältnis von klassischer und quantenmechanischer Amplitude in der Korrelati-
onsfunktion (3.101) bei t = 0
r ≡ (ξ
cl
w)2
(ξquw )2
. (3.104)
Interessanterweise hängt die Leistungszahl nicht von ξclq ab. Eine thermodynamische Ma-
schine, die gut funktioniert, muss ξclw 6= 0 erfüllen, anderenfalls sind r und somit die Leis-
tungszahl null. Falls ξquw = 0 ist, so divergieren r und ZT , was zur besten Funktionsweise
der Maschine führt; man erhält beispielsweise den Carnot-Wert als maximale Effizienz. Bei
schnellem Treiben, d.h. Ω→∞, finden wir die Sättigung
ZT Ω→∞≈ rν, (3.105)
die ebenso für beliebiges Temperaturprotokoll gilt. Für langsames Treiben, d.h. Ω → 0,
erhalten wir eine divergierende Leistungszahl
ZT Ω→0≈ r
νΩ2 (Γˆ
2 + 4ω20). (3.106)
Einsetzen der Ergebnisse aus Tabelle 3.3 für das Zwei-Niveau-System in (3.104) führt
auf
r = cot
2 θ
2κ sinh(2κ) . (3.107)
Diese Größe hat einen starken Einfluss auf die Leistungszahl (3.102). Sie divergiert bei qua-
siklassischem Treiben, d.h. θ = 0, und fällt monoton mit wachsendem θ, was bedeutet dass
die Quanteneffekte die Arbeitsweise verschlechtern. Die hinreichende Bedingung (3.44) für
J idleq = 0, welche auf divergierende Leistungszahl führt, ist nur bei θ = 0 erfüllt. Für θ 6= 0
divergiert die Leistungszahl im Limes κ → 0, obwohl die hinreichende Bedingung (3.44)
nicht erfüllt wird. Das liegt daran, dass der Energieerwartungswert Eeq/Tc = −κ tanh(κ)
in diesem Limes verschwindet (siehe Tabelle 3.3). Dadurch verschwindet auch der quan-
tenmechanische Beitrag in den Korrelationen (3.101).
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Abbildung 3.7: Verhältnis von klassischem und quantalem Beitrag r (3.104) zur Korre-
lationsfunktion (3.101). Für das Zwei-Niveau-System setzen wir θ = pi/4. Beide Kurven
fallen monoton in κ; die des harmonischen Oszillators ist durch 1 beschränkt, wohingegen
die des Zwei-Niveau-Systems bei κ→ 0 divergiert.
Bei festem θ hängt das Verhältnis r nur von der dimensionslosen Energielücke κ ab
(Abb. 3.7). Wenn κ verschwindet, wird r groß, was durch hohe Temperatur Tc oder kleine
Energielücke ~ω0 erreicht werden kann. Für großes κ verschwindet r. Dieses Verhalten
übertragen auf die Leistungszahl betrachten wir in Abb. 3.8 links. Für festes κ = 1/2
betrachten wir die Leistungszahl als Funktion der Treiberfrequenz Ω in Abb. 3.8 rechts.
Für kleines Ω divergiert die Leistungszahl wie in Gleichung (3.106) beschrieben, und für
großes Ω finden wir die Sättigung aus Gleichung (3.105). Interessanterweise ist der Verlauf
nicht monoton, sondern es gibt ein Minimum; allerdings nur falls Γˆ < 2
√
3ω0, was leicht
aus (3.102) zu berechnen ist. Die Korrelationszeit 1/Γˆ in Gleichung (3.101) muss also groß
sein gegenüber der durch die Energieskala im System gegebenen Zeitskala, damit diese
Nichtmonotonie auftritt.
Für die Maschine basierend auf dem harmonischen Oszillator finden wir
r = 2κsinh(2κ) (3.108)
mit den Werten aus Tabelle 3.3. Das Verhältnis r ist durch 1 beschränkt und die Schranke
wird für κ→ 0 erreicht (Abb. 3.7). In diesem Limes ergibt sich für die Leistungszahl
ZT κ→0≈ (1− 4ω
2
0/Ω2)
2
1 + 4ω20/Ω2
(3.109)
und verschwindet offenbar bei Ω = 2ω0. Wenn die Leistungszahl in diesem Limes sehr klein
ist, so kann die Leistungszahl als Funktion von κ ein Maximum haben. Beispielsweise bei
Betrachtung der Leistungszahl in Abb. 3.8 links finden wir bei κ ' 0.5 ein Maximum. Dieser
Sachverhalt ist jedoch parameterabhängig. Für großes Ω gibt es kein Maximum. Sehen wir
einen großen Wert für κ als ein Maß für die Stärke der quantenmechanischen Eigenschaften
an, so kann man ein solches Maximum zur Verbesserung der Leistungsfähigkeit durch
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Abbildung 3.8: Leistungszahl für die auf harmonischem Oszillator und Zwei-Niveau-
System basierenden, quantenmechanischen Maschinen für Γ = 1 und ω0 = 1, links in
Abhängigkeit von der skalierten Energielücke κ bei festem Ω = 1, rechts in Abhängigkeit
von der Treiberfrequenz Ω bei festem κ = 1/2. Für das Zwei-Niveau-System wählen wir
θ = pi/4. Da alle Frequenzen stets in Verhältnissen auftreten brauchen wir hier keine
Einheiten anzugeben.
Quanteneffekte verwenden. Starten wir beispielsweise in Abb. 3.8 links bei κ . 0.5 und
steigern es bis κ ' 0.5, so erhöht sich die Leistungszahl. Wie bei der auf dem Zwei-Niveau-
System basierenden Maschine gibt es auch hier ein Minimum der Leistungszahl als Funktion
von Ω, falls Γˆ < 2
√
3ω0 (siehe Abb. 3.8 rechts).
In Abschnitt 3.7 wurde das klassische Analogon dieses Beispiels behandelt. Durch die
unterdämpfte Beschreibung des harmonischen Oszillators werden dort Ort und Impuls
berücksichtigt, was den Vergleich mit den quantenmechanischen Ergebnissen erlaubt. Ohne
Magnetfeld und bei sinusförmigem Treiben finden wir in (3.102) ZT = 4ω20/Ω2. Zum
Vergleich betrachten wir den Limes κ→ 0 und entwickeln (3.109) in Potenzen von Ω/ω0
ZT κ→0≈ 4ω20/Ω2 − 3 +O(Ω/ω0). (3.110)
Wir erhalten also in erster Ordnung für langsames Treiben das klassische Resultat. Die
zweite Ordnung ist negativ und verschlechtert daher die Arbeitsweise der Maschine durch
quantenmechanische Effekte.
3.9 Zusammenfassung und Diskussion
3.9.1 Resultate
In diesem Kapitel haben wir ein Schema innerhalb der linearen Nichtgleichgewichts-Ther-
modynamik vorgestellt, mit dem periodische Wärmekraftmaschinen und Kältemaschinen
optimiert werden, bei denen eine gewisse Anzahl an Kontrollparametern beeinflusst wer-
den können. Zunächst Fouriertransformieren wir die Kontrollparameter und stellen die
Onsager-Koeffizienten damit als quadratische Form in den Fourierkomponenten dar. Dies
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ermöglicht eine analytische Optimierung der Leistung bei festem Wärmestrom, da diese
Größen selbst linear in den Onsager-Koeffizienten sind. Wir finden eine Masterkurve für
die Leistung der Maschinen, in die die Eigenschaften des zugrunde liegenden Systems nur
über eine Größe, die Leistungszahl ZT , eingehen. Diese hängt ab von der Zyklusdauer,
dem Temperaturprotokoll und den Gleichgewichtskorrelationen des ungestörten Hamilto-
nians mit den Kontrolloperatoren. Aus der Masterkurve ergeben sich einfache Resultate
für die maximale Effizienz und die Effizienz bei maximaler Leistung in direkter Analogie zu
den Systemen mit festen Onsager-Koeffizienten aus Abschnitt 2, wie zum Beispiel thermo-
elektrischen Bauelementen. Weiterhin haben wir die Bedingung für die Arbeitsweise ohne
Verluststrom diskutiert, bei der die Leistungszahl divergiert. Dafür muss der ungestörte Ha-
miltonian eine Linearkombination der kontrollierbaren Funktionen bzw. Operatoren sein.
Es wird deutlich, dass kinetische Effekte bei unterdämpfter Dynamik die Arbeitsweise ver-
schlechtern, da diese typischerweise nicht kontrolliert werden können. Ebenso können wir
argumentieren, dass quantenmechanische Effekte typischerweise die Effizienz und Leistung
verringern. All diese Resultate wurden in den Beispielen verdeutlicht.
Es ist hervorzuheben, dass die Leistungszahl ZT bei gegebenem Temperaturprotokoll
nur von den Gleichgewichtskorrelationen der relevanten Observablen im System abhängt.
Es ist qualitativ offensichtlich, dass ein hohes Maß an Kontrolle über ein System eine effi-
ziente Maschine ermöglicht, jedoch wird dies erst durch die hier eingeführte Leistungszahl
ZT quantifiziert. Wenn die kontrollierbaren Operatoren des Systems und das Tempera-
turprotokoll festgelegt sind, ist sie die bestimmende Größe für die Arbeitsweise. Für die
Herleitung unseres Hauptergebnisses ist die Symmetrie der Korrelationsfunktionen, die aus
der detailed-balance-Bedingung folgt, essentiell. In Appendix A.1.3 wird gezeigt, dass ohne
diese Symmetrie typischerweise zwei Parameter zur vollen Beschreibung notwendig sind,
wie es auch in Abschnitt 2.1 und Ref. [1] der Fall ist. Unter Einbeziehung der Zeitum-
kehrsymmetrie der mikroskopischen Dynamik ist die Reduktion auf nur einen Parameter
möglich, wie in Abschnitt 2.1 und Kapitel 3 gezeigt.
3.9.2 Abbildung auf Optimierung mit festen
Onsager-Koeffizienten
Bei den Maschinen mit konstanten Onsager-Koeffizienten in Abschnitt 2.1 folgt trivia-
lerweise, dass die Leistung quadratisch im Wärmestrom ist. Dies ist bei den periodisch
getriebenen Systemen nach der Optimierung ebenso der Fall. Setzt man das optimale Pro-
tokoll (3.20) direkt in (2.16) ein, und passt die Skalierung an dieses Kapitel an, so erhält
man
P(Jq)
Pmax = x
∗ Jq
Pmax −
4
y∗
− 14
(
x∗
Jq
Pmax −
4
y∗
)2
, (3.111)
was unserem Hauptergebnis (3.25) entspricht. Die Ein-Parameter-Abhängigkeit von ZT ist
in dieser Form jedoch nicht ersichtlich, was die Vorteile der Vorgehensweise dieses Kapitels
unterstreicht. Die Parameter x∗ und y∗ sind hier mit dem optimalen Protokoll ausgewer-
tet und hängen von Jq ab. Wir verzichten jedoch auf die explizite Angabe dieser Größen.
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Falls die Treiberprotokolle zeitsymmetrisch sind, so folgt aus der Onsager’schen Rezipro-
zitätsrelation (2.64) x∗ = 1 und wir finden y∗ = ZT . Typischerweise ist x∗ jedoch von 1
verschieden. Die Abbildung von x∗ und y∗ auf die Leistungszahl ZT und Jq/Pmax ist dann
nicht-trivial und wird hier nicht weiter behandelt. Um die Ein-Parameter-Beschreibung
mit ZT zu erhalten, ist die in diesem Kapitel vorgestellte Vorgehensweise also zielführend.
3.9.3 Grenzen der Analogie von Fokker-Planck- und
Lindblad-Dynamik
Ein systematischer Unterschied zwischen den oben behandelten Dynamiken besteht in der
Kommutativität des reversiblen und irreversiblen Anteils. Im Fall der Lindblad-Dynamik
kommutieren H0 und D0. Die dazu analogen Größen im Fokker-Planck-Fall sind
Lrev0 (x) ≡ (L0(x)− L0(Tx))/2,
Lirr0 (x) ≡ (L0(x) + L0(Tx))/2, (3.112)
mit Lrev,†0 H0 = 0, was aus der Energieerhaltung folgt. Mit einfachen Modellen, wie dem
Beispiel aus Abschnitt 3.7 reduziert auf eine Dimension, lässt sich direkt zeigen, dass
diese beiden Anteile der Dynamik typischerweise nicht vertauschen. Nehmen wir die eindi-
mensionale Variante der Fokker-Planck-Gleichung (3.68) ohne Magnetfeld und mit einem
geschwindigkeitsunabhängigen Potential H0(x, v) = mv2/2 + V (x), so ergibt sich
L0• = {H0, •}P + γ∂v(v•) + γT
m
∂2v • . (3.113)
Dabei nutzen wir die Poisson-Klammer
{◦, •}P ≡ (∂x◦)∂p • −(∂p◦)∂x•, (3.114)
mit den kanonischen Variablen x, p, wobei hier p = mv ist. Offensichtlich entspricht die
Poisson-Klammer mit H0 gerade dem reversiblen Anteil und die beiden Terme proportional
zu γ entsprechen dem irreversiblen Anteil
Lrev0 • = {H0, •}P,
Lirr0 • = γ∂v(v•) +
γT
m
∂2v • . (3.115)
Bei einer kanonischen Quantisierung würde die Poisson-Klammer {H0, •}P gerade auf H0•
abgebildet werden, was die Analogie zum Fall mit Lindblad-Dynamik durchaus nahelegt.
Jedoch stellt sich heraus, dass hier der reversible und der irreversible Anteil der Fokker-
Planck-Dynamik nicht kommutieren. Daher kann keine klassische Analogie zur Abschät-
zung der Leistungszahl aus Abschnitt 3.5.2 gefunden werden. Aus der Argumentation in
Abschnitt 3.5 wird jedoch ersichtlich, dass die Leistungszahl endlich ist, wenn die kineti-
schen Freiheitsgrade nicht kontrolliert werden können.
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WK P(η¯) Pmax J idleq P(η¯)/Pmax η¯ ZT = 4Pmax/J idleq
SS ly T x→y σ˜y C˜ η 4T x→y/σ˜y
Tabelle 3.4: Analogie der wichtigsten Größen der Wärmekraftmaschinen (WK) und der
sensorischen Systeme (SS). Siehe Haupttext für die Erklärung der Symbole.
In der überdämpften Version der Fokker-Planck-Gleichung tauchen nur die Ortsvariablen
auf, die invariant unter Zeitumkehr sind. Es stellt sich die Frage, ob ein überdämpfter
Anteil in der unterdämpften Fokker-Planck-Gleichung identifiziert werden kann. Dieser
Anteil müsste dann symmetrisch unter Zeitumkehr und damit ein Bestandteil von Lirr0
sein. Betrachten wir die Funktionen, bei denen die Poisson-Klammer verschwindet, also das
Analogon zum sogenannten klassischen Unterraum bei der Lindblad-Dynamik. Dann ist
aus (3.113) ersichtlich, dass nur eine Relaxation der Geschwindigkeitsvariable stattfindet,
und die Ortsvariable in der Gleichung nicht mehr vorkommt. Diese Klasse von Funktionen
kann also nicht dem überdämpften Limes gleichgesetzt werden. Diese Gemeinsamkeiten
und Unterschiede von Fokker-Planck- und Lindblad-Dynamik besser zu verstehen ist eine
Aufgabe für die zukünftige Forschung.
3.9.4 Analogie zu sensorischen Systemen
Vergleicht man unsere Ergebnisse aus Kapitel 3 für Wärmekraftmaschinen mit den Ergeb-
nissen für sensorische Systeme aus Ref. [109, 110], so finden wir eine deutliche Analogie.
In diesen Systemen soll ein Sensor, der über einen Speicher verfügen kann, Information
über ein fluktuierendes Signal gewinnen. Dort wird eine Lernrate ly eingeführt, die an-
gibt wie schnell der Sensor y Information über das instantane Signal x aufnimmt. Diese
ist kleiner als die Entropieänderung des Sensors σy, was uns die Definition der Effizienz
η = ly/σy ≤ 1 erlaubt. Die Entropieänderung σy kann in diesen Systemen nicht kleiner
als σ˜y ≤ σy werden. Zusätzlich quantifiziert die Transferentropie Tx→y wie viel Information
in der gesamten Sensortrajektorie über das instantane Signal steckt. Eine obere Schranke
hierfür ist T x→y ≥ Tx→y. Diese Größe ist ein ähnliches Maß wie Tx→y, welches jedoch die
Zufälligkeit des Sensors überschätzt. Eine Möglichkeit eine Sensorkapazität zu definieren ist
durch C˜ = ly/T x→y ≤ 1 gegeben. Betrachtet man nun das in Ref. [109, 110] behandelte Mo-
dellsystem, so findet man nur für den Sensor ohne Speicher C˜ = 4η(1−η), was identisch zur
Kurve in Abb. 3.2 für Maschinen mit divergierender Leistungszahl, also ohne Verluststrom,
ist. Vergleichen wir das C˜ − η-Diagramm mit Abb. 3.2, so ist entsprechend für den Sensor
mit Speicher derselbe Bereich erlaubt, wie für die Maschinen mit endlicher Leistungszahl.
Bei maximaler Sensorkapazität C˜ = 1 wird in Ref. [109] die Effizienz η = ly/(2ly + σ˜y) be-
rechnet, welche dieselbe Form wie die Effizienz bei maximaler Leistung in Gleichung (3.37)
hat. Es ergibt sich die Identifikation ZT = 4Pmax/J idleq → 4ly/σ˜y = 4T x→y/σ˜y, die wir
neben weiteren analogen Größen in Tabelle 3.4 auflisten. Diese Analogie ist allerdings nicht
vollständig, da keine Aussage über die maximale Effizienz eines Sensors mit Verlustentro-
pie σ˜y gemacht wird. Um diese Analogie weiter auszubauen kann der kürzlich in Ref. [111]
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aufgestellte theoretische Rahmen für die lineare Thermodynamik informationsgetriebener
Systeme nützlich sein. Dort wird eine Affinität und ein Strom für die Information einge-
führt und die Onsager-Symmetrie bewiesen, was prinzipiell die Adaption der Ergebnisse
von Benenti et al. ermöglicht [1].
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4 Quanteneffekte in
Informationsmaschinen
4.1 Einleitung
Der Messprozess unterscheidet sich in der klassischen Physik und der Quantenmechanik.
Klassisch gesehen hat die Messung zunächst keinen Einfluss auf die zu messende Größe. Die
Wahrscheinlichkeitsverteilung für den Zustand des Systems ändert sich, aber nicht dessen
physikalische Realität. Erst durch einen Rückkopplungsprozess kann abhängig vom Mess-
ergebnis Einfluss auf das System genommen werden. Die quantenmechanische Messung
beeinflusst zusätzlich den Zustand selbst. Das Projektionspostulat besagt, dass sich das
System nach einer projektiven Messung in einem Eigenzustand der gemessenen Observable
befindet [112, 113], wobei dieser zum gemessenen Eigenwert gehört. Typischerweise wird
dieser Sachverhalt auch als Kollaps der Wellenfunktion bezeichnet. Außerdem sind in der
Quantenmechanik Überlagerungszustände möglich, wobei das berühmteste Beispiel Schrö-
dingers Katze ist. Diese beiden quantenmechanischen Eigenschaften lassen interessante Ef-
fekte erwarten, sowohl für Messungen, als auch für logische Operationen. Als erstes machte
der Deutsch-Jozsa-Algorithmus die systematischen Vorteile zukünftiger Quantencomputer
deutlich und stellt die Möglichkeit einer enormen Erhöhung der Rechenleistung in Aussicht.
Das auf Überlagerungszuständen basierende Verschlüsselungsverfahren BB84, das 1984 von
Bennett und Brassard entwickelt wurde, ermöglicht eine grundsätzlich abhörsichere Kom-
munikation, da ein eventueller Zuhörer durch seine Messung das Signal zerstören würde.
Bisher konnten diese Vorteile technisch noch nicht ausgereizt werden, sie zeigen jedoch
das enorme Potential auf. Experimente, die quantenmechanische Effekte bei Raumtempe-
ratur aufweisen, sind ein wichtiger Schritt um diese Technologie voranzutreiben und die
praktische Anwendung zu vereinfachen [114–116]. Einen theoretischen und systematischen
Zugang für Systeme, in denen Energie, Wärme und Information ausgetauscht werden, lie-
fert die Informations-Thermodynamik [35–38], die oft klassische Modelle behandelt, aber
auch von Quanteneffekten profitieren kann.
Im vorigen Kapitel haben wir gesehen, dass quantenmechanische Effekte die Arbeitsweise
einer thermodynamischen Maschine typischerweise verschlechtern. In diesem Kapitel zeigen
wir, dass Überlagerungszustände und projektive Messungen geschickt ausgenutzt werden
können, um die Effizienz einer Informationsmaschine zu erhöhen. Solch eine Informations-
maschine besteht aus einem Messgerät, das eine Messung an einem System in Kontakt
mit einem Wärmebad durchführt, und einem Rückkopplungsgerät, welches abhängig vom
Messergebnis einen Prozess im System führt, sodass letztenendes nützliche Arbeit in ein
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Abbildung 4.1: Flussdiagramm zur Verdeutlichung der Bestimmung der jeweiligen Dich-
tematrizen durch Messung und Rückkopplung. Zu gewissen Zeitpunkten wird die Observa-
ble A gemessen und das System befindet sich nach der Messung in einem Eigenzustand die-
ser Observable. Je nach Messergebnis wird eine Rückkopplung auf das System angewandt.
Der resultierende Zustand stellt den Anfangszustand für die darauf folgende Messung dar.
Modifiziert aus [117] © 2015 IOP Publishing Ltd und Deutsche Physikalische Gesellschaft.
Arbeitsreservoir überführt werden kann. Ähnlich dem periodischen Treiben der Maschinen
in Kapitel 3 iteriert die Maschine dabei Messung und Rückkopplung, sodass das gesamte
System einen Nichtgleichgewichtszustand annimmt. Nun ist es von Interesse, einen geeignet
definierten Wirkungsgrad und die Leistung zu berechnen. Dabei lassen wir eine allgemeine
Messbasis zu, um den Einfluss der Quanteneffekte zu untersuchen. Die Ergebnisse dieses
Kapitels sind in Ref. [117] enthalten.
4.2 Thermodynamik der Messung: Obere Schranke
an die geleistete Arbeit
In diesem Abschnitt werden wir herausarbeiten welchen Einfluss wiederholte Messungen
eines Quantensystems auf dessen Wirkungsweise haben. Das System mit Hamiltonian H
ist dabei zeitweise im Kontakt mit einem Wärmebad mit Temperatur T . Vor der ersten
Messung ist das System in einer anfänglichen Verteilung mit Dichtematrix ρini. Dies kann
beispielsweise das thermodynamische Gleichgewicht sein; wir müssen uns jedoch nicht fest-
legen, da dieser Zustand später keine Rolle spielen wird. Nun wird eine projektive Messung
einer Observable A mit Ergebnis am durchgeführt. Wir setzen voraus, dass die Messwerte
nicht entartet sind und ihre Anzahl endlich ist. Nach dem Projektionspostulat befindet
sich das System nach der Messung im dazugehörigen, normierten Eigenzustand |ψm〉, den
wir mit der Dichtematrix
ρm ≡ |ψm〉 〈ψm| (4.1)
beschreiben. Die Wahrscheinlichkeit den Messwert am zu erhalten ist
p(0)m ≡ 〈ψm| ρini |ψm〉 . (4.2)
Der nächste Schritt ist nun die Rückkopplung auf das System. Abhängig vom Messwert
am wird eine gewisse Rückkopplung durchgeführt, die auf einen finalen Zustand
ρ˜m ≡ Vm[ρm] (4.3)
führt. Die Zeitentwicklung Vm ist zunächst beliebig, jedoch Spur-erhaltend und positiv
definit [113]. Beispielsweise kann die Rückkopplung die externe Variation von Systempa-
rametern sein, sodass sich die Eigenenergien des Systems verändern, oder die An- und
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Abkopplung an ein Wärmebad. Um das Verhalten des Systems bei vielen Messungen im
Langzeitlimes zu betrachten, erweitern wir Überlegungen aus [69, 118] auf den quantenme-
chanischen Fall. Für die nächste Messung m′ fungiert ρ˜m als neuer Anfangszustand. Der
Messwert m′ tritt dann mit bedingter Wahrscheinlichkeit
p[m′|m] = 〈ψm′ | ρ˜m |ψm′〉 = 〈ψm′ | Vm
[
|ψm〉 〈ψm|
]
|ψm′〉 , (4.4)
auf. In Abb. 4.1 ist dieser Wechsel zwischen Messung und Rückkopplung dargestellt. Die
Wahrscheinlichkeit im i-ten Zyklus den Messwert am′ zu erhalten ist rekursiv gegeben durch
p
(i)
m′ =
∑
m
p[m′|m]p(i−1)m . (4.5)
Da die Übergangswahrscheinlichkeiten oben nicht vom Zyklusindex i abhängen, sondern
ausschließlich durch die Operatoren Vm bestimmt sind, geht die Verteilung der Messwerte
in eine stationäre Verteilung über
qm ≡ lim
i→∞
p(i)m , (4.6)
die der Gleichung
qm′ =
∑
m
p[m′|m]qm (4.7)
genügt. Nach hinreichend langer Zeit erreicht der Prozess aus abwechselnder Messung und
Rückkopplung einen stationären Nichtgleichgewichtszustand (Abb. 4.2), auf den wir unsere
weitere Betrachtung beschränken. Der Nichtgleichgewichtszustand wird erreicht in dem
Sinne, dass die anfängliche Verteilung ρini keine Rolle mehr spielt und in jedem Zyklus
dieselben Wahrscheinlichkeiten qm für einen Messwert gelten.
Betrachten wir nun die Energetik des Systems. Wichtige Größen sind dabei die innere
Energie E[ρ] ≡ tr {Hρ} und die Systementropie Ssys[ρ] ≡ −tr {ρ ln ρ}. Folgt auf einen
Zyklus mit Messwert m ein Zyklus mit Messwert m′, so gibt es eine Energieänderung
durch die Messung ∆Emeas(m′,m), sowie eine Entropieänderung ∆Smeassys (m′,m), für die
gilt
∆Emeas(m′,m) ≡ E[ρm′ ]− E[ρ˜m] = 〈ψm′ |H |ψm′〉 − tr {Hρ˜m} , (4.8)
∆Smeassys (m′,m) ≡ Ssys[ρm′ ]− Ssys[ρ˜m] = tr {ρ˜m ln ρ˜m} . (4.9)
In der zweiten Zeile haben wir verwendet, dass nach der Messung ein reiner Zustand vor-
liegt, für den die Entropie verschwindet. Die nun folgende Rückkopplung bewirkt die Än-
derungen in Energie und Entropie
∆Econ(m′) ≡ E[ρ˜m′ ]− E[ρm′ ] = tr {Hρ˜m′} − 〈ψm′|H |ψm′〉 , (4.10)
∆Sconsys (m′) ≡ Ssys[ρ˜m′ ]− Ssys[ρm′ ] = −tr {ρ˜m′ ln ρ˜m′} . (4.11)
Dabei muss die gesamte Entropieproduktion gemäß dem zweiten Hauptsatz positiv sein
∆Scontot (m′) = ∆Sconsys (m′) + ∆Sconbath(m′) ≥ 0, (4.12)
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Abbildung 4.2: Schematische Darstellung des stationären Nichtgleichgewichtszustands,
engl. nonequilibrium steady state, kurz NESS. Die Menge der Dichtematrizen {ρm}, die
mit Wahrscheinlichkeiten qm auftreten, werden durch Rückkopplung auf {ρ˜m} abgebildet.
Letztere sind entscheidend für die bedingten Wahrscheinlichkeiten p[m|m′], die wiederum
via (4.7) die qm bestimmen.
wobei ∆Sconbath(m′) die Entropieänderung des Bades ist. Gleichbedeutend dazu ist die wäh-
rend der Rückkopplung aufgenommene Wärmemenge Q(m′) ≡ −T∆Sconbath(m′) von oben
beschränkt durch T∆Sconsys (m′). Der erste Hauptsatz
∆Econ(m′) = Q(m′)−W (m′) (4.13)
führt dann auf eine Schranke
W (m′) ≤ T∆Sconsys (m′)−∆Econ(m′) (4.14)
an die Arbeit, die während der Rückkopplung gewonnen werden kann.
Wir betonen, dass für den Messprozess der zweite Hauptsatz in der Form (4.12) nicht
gilt, und die Entropie stattdessen reduziert wird. Diese scheinbare Verletzung des zweiten
Hauptsatzes (siehe Abschnitt 1.2) beruht auf der Tatsache, dass wir die Informationsver-
arbeitung des Messergebnisses nicht berücksichtigen, insbesondere nicht, dass der endliche
Speicher im periodischen Betrieb wieder gelöscht werden muss. Dabei wird Entropie pro-
duziert und in Form von Wärme dissipiert, was die Entropiereduktion am System durch
den Messprozess mehr als aufwiegt [35, 39].
Im stationären Nichtgleichgewicht mitteln wir die oben stehende Schranke (4.14) mit
den qm und erhalten für die Rückkopplung
〈W 〉 ≡∑
m
qmW (m) ≤
∑
m
qm
(
− T tr {ρ˜m ln ρ˜m} − tr {Hρ˜m}+ 〈ψm|H |ψm〉
)
. (4.15)
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Ebenso finden wir für die Messung
〈∆Emeas〉 ≡ ∑
m′,m
p(m′,m)∆Emeas(m′,m) (4.16)
und
〈∆Smeassys 〉 ≡
∑
m′,m
p(m′,m)∆Smeassys (m′,m), (4.17)
wobei p(m′,m) ≡ p[m′|m]qm die Wahrscheinlichkeit ist am′ und am in zwei aufeinander
folgenden Zyklen zu messen. Nutzen wir die Definitionen (4.8),(4.9), die Bedingung (4.7)
und die Summenregel ∑m′ p[m′|m] = 1, so erhalten wir
〈∆Emeas〉 = ∑
m
qm (〈ψm|H |ψm〉 − tr {Hρ˜m}) = −〈∆Econ〉, (4.18)
〈∆Smeassys 〉 =
∑
m
qmtr {ρ˜m ln ρ˜m} = −〈∆Sconsys 〉. (4.19)
Diese Ausdrücke lassen sich in (4.15) identifizieren, was uns die Schranke
〈W 〉 ≤ −T 〈∆Smeassys 〉+ 〈∆Emeas〉 (4.20)
liefert. Sie ist das zentrale Ergebnis dieses Abschnitts und stellt eine universelle Schranke
dar, die die Arbeit durch Größen begrenzt, die selbst vom Messprozess herrühren. Damit
verallgemeinern wir ähnliche Ergebnisse, die sich auf Prozesse mit einzelnen Messungen
beziehen [119–122]. Jacobs interpretiert 〈∆Emeas〉 als Energiezufuhr durch die Messung
selbst [119], was wir ebenso auffassen. Ausgehend von oben stehender Schranke (4.14)
definieren wir dann die Effizienz
η ≡ 〈W 〉〈∆Emeas〉 − T 〈∆Smeassys 〉
≤ 1. (4.21)
Diese beschreibt, wie gut die Maschine im stationären Nichtgleichgewicht die durch die
Messung gewonnene Information und Energie in nützliche Arbeit umwandeln kann. Dass
die Entropiereduktion durch die Messung −〈∆Smeassys 〉 stets positiv ist, ist leicht einzusehen.
Das Vorzeichen von 〈∆Emeas〉 ist jedoch nicht eindeutig. Im klassischen Limes, wo die
gemessene Observable A mit dem Hamiltonian H kommutiert, muss diese Größe jedoch
verschwinden. Da dann die Messbasis gerade den Eigenzuständen des Hamiltonians mit
Eigenenergien En entspricht, berechnen wir
〈∆Emeas〉 = ∑
m
qm
(
Em −
∑
n
En 〈ψn| ρ˜m |ψn〉
)
= 0, (4.22)
wobei wir im zweiten Schritt die Definition der bedingten Wahrscheinlichkeiten (4.4) aus-
genutzt, und die m-Summation mit (4.7) ausgeführt haben. Da 〈∆Emeas〉 = −〈∆Econ〉
finden wir hier 〈W 〉 = −T 〈∆Sconbath〉. Die Effizienz wird also im Fall [H,A] = 0 zu
η = 〈∆S
con
bath〉
〈∆Smeassys 〉
(4.23)
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vereinfacht und quantifiziert dann, wie gut die durch die Messung im System reduzierte
Entropie genutzt wird, um mit Rückkopplung Wärme in Arbeit umzuwandeln.
Die Definition der Effizienz ist hier nicht eindeutig. Die Wahl (4.21) ist jedoch für unseren
Zweck geeignet, da wir quantifizieren möchten, wie gut die Messung in Arbeit umgewandelt
werden kann. Die Energieänderung durch den Messprozess muss daher auch als Input
aufgefasst werden. Ebenso könnte aus der Ungleichung (4.14) auch eine Effizienz definiert
werden, bei der die Energieänderung durch die Messung im Zähler steht. Dann würde man
betrachten, wie gut das kombinierte System aus Maschine und Messgerät die Information
in Netto-Arbeit 〈W 〉 − 〈∆Emeas〉 umwandeln kann. Wir beschränken uns jedoch auf den
ersten Fall.
4.3 Quantenoptisches Zwei-Niveau-System
Im Weiteren sind wir daran interessiert, den eben gefundenen Wirkungsgrad für ein Bei-
spiel auszurechnen und insbesondere den Einfluss der Wahl der Observable A zu unter-
suchen. Wir betrachten ein verallgemeinertes Modell der Quanten-Informations-Maschine
von Lloyd [123]. Das quantenmechanische Zwei-Niveau-System wird beschrieben durch den
Hamiltonian
H = ~ω02 (|e〉 〈e| − |g〉 〈g|) , (4.24)
mit Energiedifferenz ~ω0 zwischen Grundzustand und angeregtem Zustand. Die zu messen-
de Observable A soll durch einen Parameter 0 ≤ θ ≤ pi/2 beschrieben werden. Wir setzen
voraus, dass es zwei Eigenwerte gibt, m ∈ {+,−}, und die beiden Eigenvektoren von A
gegeben sind durch:
|ψ+(θ)〉 ≡ |ψ+〉 ≡ cos θ2 |e〉 |ψ−(θ)〉 ≡ |ψ−〉 ≡ sin
θ
2 |e〉 − cos
θ
2 |g〉 . (4.25)
Sie sind Vektoren auf der Blochkugel (Abb. 4.3). Für θ = 0 gehen sie in die Eigenvektoren
von H über, für θ = pi/2 sind |ψ+〉 = (|e〉+ |g〉)/
√
2 und |ψ−〉 = (|e〉 − |g〉)/
√
2, liegen also
auf dem Äquator. Die Eigenwerte a± = ±1 gehören zu ebendiesen Zuständen, unabhängig
von θ. Der numerische Wert der Eigenwerte wird nicht benötigt und ist daher irrelevant.
Jedoch dürfen diese nicht entartet sein, sodass die Zustände unterscheidbar sind.
Das Grundprinzip der Informationsmaschine lautet folgendermaßen: Wenn der Messwert
a+ = 1 auftritt, so wird das System vom Wärmebad abgekoppelt und ein externes Feld
angelegt, das dazu führen soll, dass ein Photon aus dem System emittiert wird. Das ent-
spricht der Arbeitsextraktion. Wird a− = −1 gemessen, so bleibt die Kopplung an das
Wärmebad bestehen und das System relaxiert in Richtung des Gleichgewichts. Das führt
dazu, dass im nächsten Zyklus eher der Messwert a+ = 1 auftreten wird. Abb. 4.4 liefert
dazu eine anschauliche Darstellung.
Betrachten wir nun die Operatoren, welche die Rückkopplung beschreiben, V±, und damit
die finalen Zustände. Für die Arbeitsextraktion, die in der Zeit 0 ≤ τ ≤ tF stattfindet,
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|e〉
|g〉
|ψ+〉
|ψ−〉
θ
(|e〉+ |g〉)/√2(|e〉 − |g〉)/√2
Abbildung 4.3: Die zweidimensionale Blochkugel veranschaulicht Überlagerungszustände
der Eigenzustände des Hamiltonoperators des Zwei-Niveau-Systems. Der Winkel θ para-
metrisiert die Eigenbasis des zu messenden Operators. Den energetisch höher gelegenen
Zustand bezeichnen wir mit einem Plus, den anderen, welcher im Hilbertraum orthogonal
darauf steht, mit einem Minus.
ist das Bad abgekoppelt und das System entwickelt sich unitär gemäß der Liouville-von
Neumann-Gleichung
∂τρ(τ) = − i~ [HF (τ), ρ(τ)] ≡ L+(τ)ρ(τ). (4.26)
Den semi-klassischen, zeitabhängigen Hamiltonian
HF (τ) ≡ H + ~Ω2
(
e−i(ω0τ−φ) |e〉 〈g|+ ei(ω0τ−φ) |g〉 〈e|
)
(4.27)
erhält man aus der rotating wave approximation,1 mit der Rabi-Frequenz Ω > 0, welche
die Stärke des Feldes beschreibt, und einer Phase des Dipol-Matrix-Elements 0 ≤ φ < 2pi
[124]. Während der Wärmeaufnahme in der Zeit 0 ≤ τ ≤ tR wird die Wechselwirkung des
Zwei-Niveau-Systems mit dem Bad beschrieben durch die quantenoptische Mastergleichung
[102]
∂τρ(τ) = − i~ [H, ρ(τ)] + γN
(
V ρ(τ)V † − 12V
†V ρ(τ)− 12ρ(τ)V
†V
)
+ γ(N + 1)
(
V †ρ(τ)V − 12V V
†ρ(τ)− 12ρ(τ)V V
†
)
≡ L−ρ(τ). (4.28)
Dabei ist V ≡ |e〉 〈g| einer der Lindblad-Sprung-Operatoren,
N ≡ 1exp[~ω0/T ]− 1 (4.29)
die Planck-Verteilung mit Energieabstand ~ω0 und γ > 0 ist eine Dämpfungskonstante,
welche die Kopplungsstärke von System und Bad beschreibt. Diese Zeitentwicklung be-
ruht auf der Annahme der schwachen Kopplung an das Bad, das durch ein Strahlungsfeld
1Die rotating wave approximation ist gültig, da in Resonanz getrieben wird, d.h. die Frequenz des
Feldes entspricht der Energielücke. Jedoch ist zu fordern, dass die Störung nicht zu stark ist, also Ω nicht
zu groß gegenüber der Treiberfrequenz ist.
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a) p[+|m]
m′ = +
ρ+ = |ψ+〉 〈ψ+|
unitäres Protokoll,
Arbeitsextraktion
ρ˜+
ρ˜m
p[−|m]
m′ = −
ρ− = |ψ−〉 〈ψ−|
Lindblad-Dynamik,
Wärmeaustausch
ρ˜−
b) Arbeitsextraktion
geschlossenes System
|ψ+〉
|ψ−〉
c) Aufnahme von Wärme
|ψ+〉
|ψ−〉
Wärmebad: T
Abbildung 4.4: a) Funktionsweise der zyklischen, quantenoptischen Informationsmaschi-
ne, basierend auf einem Zwei-Niveau-System. Zu Beginn eines Zyklus befindet sich das
System im Zustand ρm. Dann wird der Eigenwert am′ einer Observable A gemessen, mit
den Möglichkeitenm′ = +,−, was zur Projektion des Systems in einen Eigenzustand |ψ+,−〉
der Observable führt. Dazu gehört die Dichtematrix ρ+,−, die diesen reinen Zustand be-
schreibt. Je nach Messergebnis gibt es eine Rückkopplung Vm′ auf das System. Der finale
Zustand ρ˜m′ = Vm′ [ρm′ ] ist für den kommenden Zyklus der initiale Zustand. b) Im Fall
m′ = + befindet sich das System im energetisch höheren Zustand. Das System wird vom
Bad abgekoppelt und ein externes Feld angelegt, was zur stimulierten Emission eines Pho-
tons führt. Da dieses Photon das Feld verstärkt, wird dieser Vorgang als Arbeitsextraktion
interpretiert. Die Dynamik wird hierbei durch die Liouville-von Neumann-Gleichung be-
schrieben. c) Im Fall m′ = − ist der energetische Zustand des Systems ungünstig. Die
Kopplung an das Bad ermöglicht dem System durch Aufnahme von Wärme in Form von
Photonen in einen energetisch höheren Zustand zu gelangen. Diese Energie kann im fol-
genden Zyklen extrahiert werden. Bei der Kopplung an das Bad wird der Hamiltonian des
Systems konstant gehalten und der Wärmeaustausch wird durch eine Lindblad-Dynamik
beschrieben. Modifiziert aus [117] © 2015 IOP Publishing Ltd und Deutsche Physikalische
Gesellschaft.
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dargestellt wird. Sie erhält die Spur und Positiv-Definitheit der Dichtematrix, und hat au-
ßerdem schon beachtliche Ergebnisse für Quanten-Wärmekraftmaschinen ermöglicht [96,
125]. Formal können wir durch aufintegrieren schreiben:
V+[ρ] = −→T e
∫ tF
0 dτ L+(τ)ρ und V−[ρ] = eL−tRρ, (4.30)
wobei −→T den Zeit-Ordnungs-Operator darstellt. In beiden obenstehenden Fällen wurde die
Dynamik bereits gelöst; zum einen in Ref. [124] für den getriebenen, unitären Fall,
V+[ρ] = UρU † mit
U = cos ΩtF2
(
eiω0tF /2 |g〉 〈g|+ e−iω0tF /2 |e〉 〈e|
)
− i sin ΩtF2
(
ei(ω0tF /2−φ)L† + e−i(ω0tF /2−φ)L
)
, (4.31)
zum anderen in Ref. [126] für die Relaxation mit Lindblad-Dynamik
V−[ρ] = eL−tRρ = 14
(
1 + e−ΓtR + 2e−ΓtR/2 cosω0tR
)
ρ
+ 14
(
1 + e−ΓtR − 2e−ΓtR/2 cosω0tR
)
L0ρL0
− 14
(
γ
Γ(1− e
−ΓtR)− 2ie−ΓtR/2 sinω0tR
)
ρL0
− 14
(
γ
Γ(1− e
−ΓtR) + 2ie−ΓtR/2 sinω0tR
)
L0ρ
+ (1− e−ΓtR)
(
γ(N + 1)
Γ L
†ρL+ γNΓ LρL
†
)
. (4.32)
Hierbei nutzen wir die Abkürzungen L0 ≡ |e〉 〈e| − |g〉 〈g| und Γ ≡ γ(2N + 1). In Ap-
pendix A.3 zeigen wir einfache Rechnungen, mit denen man die hier angegebene Lösung
nachvollziehen kann.
Da im Fall des Messergebnisses a+ das Bad abgekoppelt wird, lässt sich die extrahierte
Arbeit aus der Energiedifferenz berechnen
W (+) = −∆Econ(+) = E[ρ+]− E[ρ˜+] = E[ρ+]− E[V+[ρ+]]. (4.33)
Setzen wir den Anfangszustand ρ+ = |ψ+〉 〈ψ+| und (4.31) ein, so ergibt sich
W (+) = ~ω02
(
cos θ (1− cos ΩtF )− sin θ sinφ sin ΩtF
)
, (4.34)
sowie der maximale Wert
W (+) = ~ω0 cos2
θ
2 , (4.35)
der durch die Wahl der Parameter gemäß
tF =
θ + pi
Ω und φ =
pi
2 (4.36)
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erreicht wird. Diese Wahl behalten wir weiterhin bei, was die Ergebnisse vereinfacht. Das
System ist dann am Ende des Protokolls im Grundzustand, ρ˜+ = |g〉 〈g|. Durch Einsetzen
erhalten wir für die bedingten Wahrscheinlichkeiten (4.4)
p[+|+] = sin2 θ2 (4.37)
und
p[+|−] = 12
(
1− cos θ2N + 1 − e
−ΓtR/2 sin2 θ cosω0tR − e−ΓtR
[
cos2 θ − cos θ2N + 1
])
. (4.38)
Mit der Summenregel∑m′ p[m′|m] = 1 können die Wahrscheinlichkeiten p[−|+] und p[−|−]
leicht berechnet werden. Damit erhalten wir
q+ =
p[+|−]
1− p[+|+] + p[+|−] = 1− q− (4.39)
aus (4.7). Nun können wir die Effizienz (4.21) berechnen. Die Arbeit hat nur den Beitrag
vom unitären Protokoll
〈W 〉 = q+W (+), (4.40)
da bei der Kopplung an das Bad der Hamiltonian konstant gehalten wird. Die für die
Messung benötigte Energie (4.18) lautet
〈∆Emeas〉 = ∑
m=±
qm
(
E[ρm]− E
[
Vm[ρm]
])
= 〈W 〉+ q−~ω02
(
1− e−ΓtR
)( 1
2N + 1 − cos θ
)
, (4.41)
wobei wir ρ± = |ψ±〉 〈ψ±| und (4.31), sowie (4.32) für die Protokolle verwenden. Da V+[ρ+]
einen reinen Zustand beschreibt, gibt es keinen Beitrag zur Entropieänderung aus diesem
unitären Protokoll. Die Entropieänderung, die aus der Messung resultiert (4.19) stammt
nur aus den Relaxationszyklen und wir erhalten mit (4.32) das Ergebnis
〈∆Smeassys 〉 = q−tr {V−[ρ−] lnV [ρ−]}
= q−2
(
lnD +
√
1− 4D ln
(
1 +
√
1− 4D
1−√1− 4D
))
(4.42)
mit D ≡ 14
1− (e−ΓtR cos θ − e−ΓtR − 12N + 1
)2
− e−ΓtR sin2 θ
 . (4.43)
Um schließlich die Effizienz η unserer quantenoptischen Informationsmaschine zu erhal-
ten, setzen wir die eben genannten Ausdrücke in (4.21) ein, was uns die Auswertung für
gegebene Levelaufspaltung ~ω0, Badtemperatur T , Messwinkel θ, Dissipationsrate γ und
Relaxationszeit tR erlaubt.
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4.4 Vergleich des quasi-klassischen und
kohärenz-verstärkten Regimes
Nun möchten wir den Einfluss von Kohärenz auf die Effizienz der Maschine untersuchen
und insbesondere, ob die Wahl des Messwinkels θ 6= 0 einen Vorteil gegenüber der Messung
in der Eigenbasis des Hamiltonians bringt. Zur Vereinfachung wählen wir
x ≡ ~ω0/T = ln 2, (4.44)
was auf N = 1 in Gleichung (4.29) führt. Es stellt sich dann heraus, dass η nur noch von
θ, γtR und ω0/γ abhängt. Die letzten beiden Parameter halten wir fest und optimieren
numerisch bezüglich θ (0 ≤ θ ≤ pi/2), was auf die maximale Effizienz η∗ führt. Die Ergeb-
nisse sind im oberen Teil von Abb. 4.5 zu sehen, wobei die auffälligen Oszillationen nur
unterhalb γtR ' 1.5 vorhanden sind, also für kleine Dämpfung und kleine Relaxationszeit.
Für größere Werte befinden wir uns im quasi-klassischen Regime, das schon von Lloyd be-
trachtet wurde [123]. Dort relaxiert das Zwei-Niveau-System in jedem Zyklus mit Messwert
a− näherungsweise ins Gleichgewicht. Durch Dekohärenz verschwinden die Quanteneffek-
te. Lloyd argumentierte, dass unter diesen Umständen die Wahl θ = 0 maximale Effizienz
liefert, was mit unseren Ergebnissen übereinstimmt. Die maximale Effizienz ist mit (4.44)
η∗ ≈ x(1 + ex) ln(1 + ex)− xex ' 0.36. (4.45)
Für γtR . 1.5 finden wir ein Oszillationsmuster im optimalen Winkel θ∗, der sich auf die
Effizienz überträgt, und dort, wo θ 6= 0, spielt Kohärenz eine Rolle. Das Muster können
wir mit Hilfe von Gleichung (4.38) erklären, denn nur in dieser tritt der Parameter ω0
auf. Dazu folgende Überlegung, welche in weiten Bereichen eine gute Erklärung für die
Maxima der Effizienz liefert: Finden wir das System nach der Relaxation für die Zeit tR
im Zustand |ψ+〉, so können wir die aufgenommene Wärme und die durch die Messung
übertragene Energie extrahieren. Finden wir das System im Zustand |ψ−〉, so folgt ein
weiterer Relaxationszyklus, wobei keine Arbeit extrahiert werden kann und die gewonnene
Information ungenutzt bleibt. Daher können wir davon ausgehen, dass die Effizienz höher
wird, wenn die Häufigkeit solcher wiederholten Relaxationen sinkt. Sie hat die Form
p[−|−] = 1− p[+|−]
= 12
(
1 + cos θ3 + e
−3γtR/2 sin2 θ cos(ω0tR) + e−3γtR
[
cos2 θ − cos θ3
])
, (4.46)
und kann mit Hilfe des Terms proportional zu e−3γtR/2 verkleinert werden. Dieser ver-
schwindet für θ = 0 und entspringt daher den Kohärenzen und wird besonders negativ für
θ = pi/2 und
ω0tR = (ω0/γ) · (γtR) = (2n+ 1)pi, (n = 0, 1, 2, . . . ), (4.47)
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Abbildung 4.5: Zentrale Größen für die Arbeitsweise der optimierten, quantenoptischen
Informationsmaschine, basierend auf dem Zwei-Niveau-System, als Funktion von den di-
mensionslosen Parametern γtR and ω0/γ bei N = 1. Die obere Reihe zeigt die maximale
Effizienz η∗ und den zugehörigen Messwinkel θ∗, der offenbar Werte bis nah an den extre-
malen Wert pi/2 annimmt. Die gestrichelten Linien entsprechen Gleichung (4.47), und die
durchgezogenen Höhenlinien haben einen Abstand von 0.1 und einen Offset von 0.1625.
Die untere Reihe zeigt die zugehörige extrahierte Arbeit 〈W 〉∗ und die für die Messung
benötigte Energiezufuhr 〈∆Emeas〉∗, jeweils in Einheiten von ~ω0. Entnommen aus [117] ©
2015 IOP Publishing Ltd und Deutsche Physikalische Gesellschaft.
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Abbildung 4.6: Optimierte Effizienz η∗ in Abhängigkeit von γtR und ω0/γ bei N = 1.
Hier wurde ein großer Bereich bis hin zu hohen Werten für ω0/γ gewählt, um zu zeigen,
dass der Wirkungsgrad etwa bis an seine obere Schranke η∗ ≤ 1 reicht.
da dann gerade cos(ω0tR) = −1 ist. Diese Hyperbeln sind in Abb. 4.5 in die Effizienz
eingezeichnet und zeigen gute Übereinstimmung. Die Abweichungen für γtR . 0.5 stammen
von den anderen Termen in (4.46), welche in die obige Überlegung nicht einfließen.
Damit heben wir als zentrales Ergebnis hervor, dass die Effizienz durch Ausnutzung von
Kohärenz erhöht werden kann. Die Maxima der Effizienz können anhand einer einfachen
Überlegung zur Vermeidung ungünstiger Zyklenabfolgen erklärt werden, bei denen zwei
Relaxationen aufeinander folgen. Insbesondere kann die Effizienz größer als der quasi-
klassische Wert (4.45) werden und sogar die obere Schranke η∗ ≤ 1 im Limes ω0/γ → ∞
erreichen (siehe Abb. 4.6).
Die zugehörige extrahierte Arbeit 〈W 〉∗ weist ebenso die Oszillationen auf (siehe Abb.
4.5), und kann ebenfalls ihren quasi-klassischen Wert
lim
γtR→∞
〈W 〉∗ = ~ω0/4 (4.48)
übersteigen. Die Maxima können ebenfalls mit den Hyperbeln aus (4.47) erklärt werden.
Betrachten wir ebenso die mittleren energetischen Kosten der Messung 〈∆Emeas〉∗ in Abb.
4.5. Auch hier sehen wir das Oszillationsmuster und den quasi-klassischen Wert null. Die-
se Größe ist positiv, typischerweise muss Energie aufgewendet werden. Dieser Sachverhalt
kann folgendermaßen verstanden werden: Im Mittel wird das System eher in einem energe-
tisch niedrigerem Zustand sein. Bei einer Messung mit großem θ liegen die Eigenzustände
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Abbildung 4.7: Extrahierte Arbeit abzüglich des Energiebeitrags durch die Messung
〈W 〉∗ − 〈∆Emeas〉∗ in Abhängigkeit von γtR und ω0/γ bei N = 1. Diese Abbildung stellt
die Differenz der unteren beiden Schaubilder aus Abb. 4.5 dar.
energetisch hoch und die Messung verrichtet im Mittel Arbeit am System. Wir haben oben
bereits gezeigt, dass diese Größe im klassischen Fall verschwindet (4.22).
Interessanterweise stellen wir fest, dass im Bereich hoher Effizienz die energetischen
Kosten der Messung in etwa der extrahierten Arbeit entsprechen (siehe Abb. 4.7), d.h. dort
wird kaum Wärme aus dem Bad gewonnen, sonder eher Energie vom Messapparat auf das
System übertragen und dann extrahiert. Dieser Sachverhalt betont die hohe Bedeutung des
Messprozesses in der Quantenmechanik, die zum einen Information über ein System liefert
und zum anderen den Zustand des Systems verändert und daher auch als eine weitere
Rückkopplung aufgefasst werden kann.
Mit der mittleren Zyklusdauer
〈t〉 ≡ q+tF + (1− q+)tR (4.49)
= q+(θ + pi)/Ω + (1− q+)tR, (4.50)
haben wir eine Möglichkeit eine mittlere, dimensionslose Leistung zu definieren
P ≡ 〈W 〉/~ω0
γ〈t〉 . (4.51)
Diese ist für Ω/γ = 1 mit dem optimalen Messwinkel θ∗ in Abb. 4.8 dargestellt. Inter-
essanterweise scheinen sich für θ∗ ' pi/2 das Verhalten von mittlerer Arbeit und mittlerer
Zyklusdauer aufzuheben, sodass die Leistung weitgehend konstant bleibt. Im Bereich un-
terhalb γtR ' 1.5 bei θ∗ = 0 kann die Leistung deutlich höher ausfallen.
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Abbildung 4.8: Mittlere Leistung P ∗ der quantenmechanischen Informationsmaschine in
Abhängigkeit von γtR und ω0/γ bei N = 1, ausgewertet mit dem Messwinkel θ∗.
4.5 Zusammenfassung und Diskussion
In diesem Kapitel haben wir zunächst eine universelle obere Schranke an die extrahierte Ar-
beit für zyklische Quanten-Informationsmaschinen gefunden, die insbesondere die quanten-
mechanischen Einflüsse der Messung berücksichtigt. Die Schranke liefert eine Kenngröße,
die Effizienz (4.21), für die Umwandlung von Information in Arbeit durch quantenmecha-
nische Systeme, die im Gegensatz zum klassischen Fall [68, 69, 118, 127–132] Kohärenz
ausnutzen können und dann potentiell effizienter arbeiten [117].
Im zweiten Teil haben wir die Vorteile der Kohärenzeffekte bei einem quantenoptischen
Zwei-Niveau-System untersucht. Je nach Messergebnis eines Zyklus wird das System dann
entweder an ein Wärmebad gekoppelt, oder ein externes Feld wird angelegt, um Arbeit zu
extrahieren. Dieses Schema wird iteriert, sodass der gesamte Prozess schließlich einen sta-
tionären Nichtgleichgewichtszustand erreicht. Im Limes großer Relaxationszeit ist unsere
Situation analog zu dem von Lloyd behandelten Modell und wir können seine Aussagen
qualitativ reproduzieren. Die in Ref. [123] benutzte Definition der Effizienz unterscheidet
sich jedoch von unserer, denn dort wird zusätzlich die dissipierte Wärme untersucht, die
entsteht wenn der Speicher für die Messwerte zurückgesetzt werden muss. Dieser Sachver-
halt ist als Landauer-Prinzip bekannt. Diese Wärme wird in ein zweites Bad abgegeben,
wodurch man das Schema einer Wärmekraftmaschine erhält, dessen Effizienz dann durch
den Carnot-Wert beschränkt ist. In unserem Modell wird das Speichern und Löschen der
Messwerte nicht behandelt, und wir betrachten die Maschine nur unter dem Aspekt der
Informationsverarbeitung. Die Effizienz ist dann nur durch den Wert eins beschränkt.
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Für kleine Zykluszeiten arbeitet die Maschine in einem Regime, in der Kohärenz genutzt
werden kann, um die Effizienz deutlich zu verbessern. Dort ist die Messgröße eine Observa-
ble, dessen Eigenzustände kohärente Superpositionen der Energieeigenzustände sind. Er-
staunlicherweise können sowohl Effizienz als auch extrahierte Arbeit erhöht werden, indem
die Relaxationszeit an die Levelaufspaltung des Zwei-Niveau-Systems angepasst wird. Wir
erkennen jedoch, dass je mehr der Messwinkel θ von quasi-klassischen Wert null abweicht,
die Arbeitsextraktion aus dem Wärmebad eine immer kleinere Rolle spielt. Stattdessen
wird durch den Messprozess Energie vom Messgerät auf das System übertragen, da der
Zustand durch die projektive Messung verändert wird. Anschließend kann diese Energie
als Arbeit extrahiert werden. Daher ist ersichtlich, dass die Maschine unter diesen Um-
ständen eine andere Arbeitsweise als im quasi-klassischen Regime hat. Wie Jacobs bereits
in Ref. [119] argumentierte, sollte die Energieänderung durch die Messung als Input von
Arbeit, und nicht von Wärme, interpretiert werden. Typischerweise wird der Energieaus-
tausch, bei dem der Hamiltonian des Systems konstant ist und der Zustand des Systems
verändert wird, als Wärme aufgefasst. In zukünftigen Arbeiten sollte die Rolle der Messung
in der Quantenmechanik genauer untersucht werden, beispielsweise mit einer in Ref. [133]
vorgeschlagenen Idee.
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5 Diskussion und Ausblick
5.1 Ergebnisse und deren Einordnung
Tragen wir nun die Hauptgesichtspunkte dieser Arbeit zusammen und ordnen sie ein. Der
Ausgangspunkt ist die Arbeit von Benenti et al. [1], in der die Möglichkeit einer verbesser-
ten Arbeitsweise von thermodynamischen Maschinen bei gebrochener Zeitumkehrinvarianz
im linearen Regime aufgezeigt wurde, insbesondere die Möglichkeit von endlicher Leistung
bei Carnot-Effizienz. Dort sind nur im zeitsymmetrischen Fall, d.h. ohne externes Ma-
gnetfeld, die beiden Einträge auf der Nebendiagonale der Onsager-Matrix identisch. Eine
konkretere Betrachtung mikroskopischer Maschinen wurde durch die Arbeit von Brandner
et al. möglich [6], worin die Onsager-Koeffizienten für periodisch getriebene Systeme herge-
leitet wurden, welche auf Fokker-Planck-Dynamik basieren. Dieses theoretische Grundge-
rüst wurde in Ref. [7] auf quantenmechanische Systeme mit Lindblad-Dynamik erweitert.
Für beide Arten der Dynamik wurde dort, ausgehend von der mikroskopischen Zeitum-
kehrinvarianz im Gleichgewicht, eine Symmetrie für die Onsager-Koeffizienten in Analogie
zur Onsager’schen Reziprozitätsbeziehung hergeleitet. Da diese explizit die zeitinvertierten
Treiberprotokolle beinhaltet, wird deutlich, dass die Onsager-Matrix typischerweise nicht
symmetrisch ist. Dann erwartet man bei den periodischen Maschinen keine analogen Ergeb-
nisse verglichen mit dem symmetrischen Fall in der Arbeit von Benenti et al. Tatsächlich
haben wir in Kapitel 3 für die Effizienz bei maximaler Leistung und für die maximale Ef-
fizienz aber genau diese Analogie gefunden. Diese Ergebnisse sind aus den Berechnungen
für Thermoelektrika bekannt.
In dieser Arbeit haben wir für den Fall mit Lindblad-Dynamik die passende Korrela-
tionsfunktion eingeführt, die unserer Kenntnis nach so noch nicht verwendet wurde, und
für beiden Typen der Dynamik die Symmetrie der Korrelationsfunktionen gezeigt. Verfol-
gen wir die Herkunft unserer Ergebnisse zurück, so wird deutlich, dass die Symmetrie der
Korrelationsfunktionen und die detailed-balance-Bedingung entscheidend sind. Beide Sach-
verhalte gehen auf die mikroskopische Zeitumkehrinvarianz zurück und daher identifizieren
wir diese als gemeinsame Ursache für die Analogie zwischen unseren Ergebnissen und de-
nen von Benenti et al. bei symmetrischer Onsager-Matrix. Zentral für die Beschreibung der
periodischen Maschinen ist die von uns eingeführte Leistungszahl ZT . Bei fester Perioden-
dauer und gegebenem Temperaturprotokoll liefert sie eine Kennzahl, die angibt wie gut
die Maschine arbeitet. Sie hängt nur von den Gleichgewichtskorrelationen des ungestörten
Hamiltonians und den Kontrolloperatoren ab. Mit ihrer Hilfe lässt sich das Verschwinden
der Leistung bei Erreichen der Carnot-Effizienz zeigen.
Für die beiden Typen der Dynamik, der klassischen Fokker-Planck- und quantenmecha-
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nischen Lindblad-Gleichung, haben wir ganz analoge Ergebnisse durch eine Optimierung
erzielt, die auf der formalen Ähnlichkeit der Onsager-Koeffizienten in diesen beiden Fällen
beruht. Auch die für die Symmetrien entscheidende detailed-balance-Relation lässt sich
auf eine einheitliche Form bringen. Für die ungestörte Lindblad-Dynamik sind wir in der
Lage einen Großteil der Eigenschaften in direkter Analogie zum Standardwerk der Fokker-
Planck-Dynamik [101] darzustellen. Die Unterschiede werden deutlich, wenn man die Ope-
ratoren für die reversiblen und irreversiblen Anteile der Dynamik betrachtet (siehe dazu
Abschnitte 3.6 und 3.9). Im Lindblad-Fall kommutieren diese, was die simultane Diagonali-
sierung ermöglicht und auf eine Zerlegung des Hilbertraums in einen klassischen und einen
quantenmechanischen Anteil erlaubt. Der klassische Anteil kommutiert mit dem Hamilto-
nian des Systems, ist daher invariant unter der reversiblen, unitären Dynamik und wird
daher nur von der Dissipation beeinflusst. Dazu korrespondieren rein reelle Eigenwerte,
die einer reinen Relaxation entsprechen. Im quantenmechanischen Anteil des Hilbertraums
sind die Eigenwerte echt komplex, was zusätzlich Oszillationen erlaubt. In Ref. [134] werden
Wärmekraftmaschinen basierend auf periodisch modulierten Energieniveaus behandelt, wo-
bei der Hamiltonian zu jeder Zeit mit sich selbst kommutiert. Daher können wir ähnliche
Ergebnisse wie in unserem Formalismus bei Lindblad-Dynamik mit klassischem Treiben
erwarten. Ein Vermutung für die Analogie einer Zerlegung im Falle der Fokker-Planck-
Dynamik wäre eine Aufteilung in einen unterdämpften und einen überdämpften Anteil,
da im überdämpften Fall Oszillationen keine Rolle spielen. Wir haben jedoch dargelegt,
dass diese Zerlegung nicht möglich ist (siehe Abschnitt 3.9). Eine untersuchenswerte Auf-
gabenstellung ist, den Übergang von der klassischen, unterdämpften Beschreibung in den
quantenmechanischen Limes korrekt durchzuführen. Ebenso muss man sich in umgekehr-
ter Richtung Klarheit über die Korrespondenz verschaffen. Geht man beispielsweise von
der Lindblad-Gleichung für den harmonischen Oszillator aus, so kann man für kohären-
te Zustände eine Pseudo-Wahrscheinlichkeitsfunktion aufstellen [135]. Diese erfüllt dann
eine Fokker-Planck-Gleichung, die allerdings diffusive Terme in Ort und Impuls enthält,
im Gegensatz zum bekannten unterdämpften Fall. Ebenso ist unklar, wie aus unseren Er-
gebnissen der überdämpfte Limes abzulesen ist. Beispielsweise geht die Leistungszahl des
harmonischen Oszillators (3.85) für große Dämpfung nicht in die Leistungszahl für das in
Ref. [6] bei überdämpfter Dynamik berechnete Beispiel über. Im überdämpften Fall ist der
Fokker-Planck-Operator invariant unter Zeitumkehr, entspricht jedoch nicht dem zeitsym-
metrischen Anteil der unterdämpften Dynamik (siehe auch Diskussion in Abschnitt 3.9.3).
Mögliche Ansatzpunkte für diese Problemstellung sind eine kanonische Formulierung von
Langevin- und Fokker-Planck-Gleichung [136], die kanonische Quantisierung einer klassi-
schen Fokker-Planck-Gleichung [137] sowie die quantenmechanische Brown’sche Bewegung
[101].
Für die periodisch getriebenen, thermodynamischen Maschinen haben wir typischerweise
eine Verschlechterung der Arbeitsweise festgestellt, wenn quantenmechanische Effekte eine
Rolle spielen. Auf die in Kapitel 4 untersuchten Informationsmaschinen haben das Super-
positionsprinzip und das Projektionspostulat jedoch interessantere Auswirkungen. Durch
eine projektive Messung zu Beginn eines Zyklus wird das System in einem Eigenzustand
der gemessenen Observable präpariert. Dadurch wird die Energie des Systems verändert,
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was bei klassischen Informationsmaschinen nicht der Fall ist. Dieser Eigenzustand kann
außerdem eine Superposition aus beispielsweise Energieeigenzuständen sein, sodass es kein
klassisches Analogon dazu gibt. Wiederholt man Messung und Rückkopplung immer wie-
der, so erreicht der gesamte Prozess einen Nichtgleichgewichtszustand. Für diesen haben
wir eine Ungleichung gefunden, welche eine obere Schranke an die extrahierbare Arbeit
liefert. Diese Schranke hängt ab von der Energie- und Entropieänderung durch die Mes-
sung. Die aus dieser Schranke definierte Effizienz, welche angibt wie gut die Messung in
Arbeit umgewandelt wird, wurde für ein konkretes Modell bezüglich der gemessenen Ob-
servablen maximiert. Für kurze Relaxationszeit findet man bei passender Aufspaltung der
Energieniveaus eine erhöhte Effizienz, wenn eine in großem Maße nicht-klassische Observa-
ble gemessen wird wird. Diese kohärenz-verstärke Effizienz liegt dabei deutlich über dem
quasiklassischen Wert, der für lange Relaxationszeit angenommen wird. Es ist jedoch her-
vorzuheben, dass im Bereich der Kohärenz-Verstärkung die gewonnene Energie nicht etwa
aus dem Wärmebad stammt, sondern vielmehr vom Messgerät auf das System übertragen
wird. Diese spezielle Arbeitsweise unterscheidet sich daher deutlich von den klassischen
Informationsmaschinen und den thermodynamischen Maschinen aus Kapitel 3.
Außerdem ist es interessant sich die drei unterschiedlichen Typen von Nichtgleichge-
wichtszuständen zu verdeutlichen, die in dieser Arbeit vorkommen. Erstens operieren die
in Abschnitt 2.1 eingeführten Systeme typischerweise in einem stationären Nichtgleichge-
wichtszustand, bei dem die Ströme zu jedem Zeitpunkt gleich sind und von den Affinitä-
ten getrieben werden. Zweitens haben wir die zyklischen Maschinen in Abschnitt 2.3 und
Kapitel 3 behandelt, die in einem periodischen Nichtgleichgewichtszustand arbeiten. Die
zeitlich aufgelösten Ströme variieren prinzipiell während eines Zyklus, was jedoch nicht
untersucht wird, da hier die Ströme immer über einen Zyklus gemittelt betrachtet werden.
Es gibt zwar auch bei dieser Art von Maschinen Affinitäten, jedoch sind die zeitabhängigen
Protokolle für Temperatur und Hamiltonian entscheidend für das Treiben des Nichtgleich-
gewichtsprozesses. Für die Analogie von periodischen und stationären Prozessen liefert Ref.
[138] einen Rahmen. Drittens operieren die Informationsmaschinen in Kapitel 4 in einem
Nichtgleichgewichtszustand, in dem für jeden Zyklus dieselben Wahrscheinlichkeiten für
den Messwert sowie das anschließende Protokoll gelten. Dieser Nichtgleichgewichtszustand
hängt außerdem nicht mehr von der Anfangsverteilung vor dem ersten Zyklus ab.
5.2 Vergleich mit Experimenten
In den letzten Jahren wurden einige Experimente durchgeführt, die sehr verwandt zu den
hier behandelten Maschinen sind. Das theoretische Modell einer Wärmekraftmaschine ba-
sierend auf einem Brown’schen Teilchen [12] wurde in Ref. [74] realisiert und entspricht
unserem Beispiel 3.7 ohne Magnetfeld. Das periodische An- und Abkoppeln an das heiße
und kalte Wärmebad wird mit einem Laser umgesetzt, der das Wasser in der Umgebung des
Kolloids aufheizen kann. Da das Teilchen in einer sehr dünnen, zweidimensionalen Schicht
gefangen ist, kühlt das System sehr schnell wieder ab. Ein weiterer Laser arbeitet als op-
tische Falle mit variabler Stärke. Durch abwechselnde Variation der Laserparameter lässt
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sich ein Zyklus realisieren. Obwohl die Temperaturvariation und die Änderung der Fal-
lenstärke in den folgenden Experimenten nicht nötigerweise klein sind und die Maschinen
daher nicht im linearen Regime arbeiten, vergleichen wir diese nun mit unserer Theorie. In
diesem Experiment wurde ein Stirling-Zyklus gewählt, d.h. isochores Heizen und Abkühlen
sowie isotherme Expansion und Kompression. Dazu wird die Temperatur des Wärmebads
instantan verändert, was der Wahl einer Rechteckfunktion für das Temperaturprotokoll
γq(t) entspricht. Der Kontrollparameter γw(t) ist proportional zur Fallenstärke und die-
se wird linear in der Zeit variiert. Wir stellen fest, dass diese Wahl nicht dem optimalen
Protokoll in Appendix A.2.1 entspricht. Daher kann in diesem Experiment für kleine Zy-
kluszeiten keine positive Leistung erzielt werden, im Gegensatz zu den von uns behandelten
Maschinen bei optimalem Treiben. In Ref. [74] wird außerdem eine obere Schranke an die
Effizienz berechnet, die unterhalb des Carnot-Werts liegt. Diese beruht jedoch auf dem
nicht-optimalen Protokoll und hat nicht mit den von uns berücksichtigten kinetischen Ef-
fekten zu tun. Im überdämpften Fall genügt es das Beispiel aus Ref. [6] zu verwenden.
Betreibt man diese Maschine jedoch bei kleinen Zykluszeiten und schwacher Fallenstärke
so ist zu erwarten, dass kinetische Effekte nicht zu vernachlässigen sind und damit die hier
behandelte unterdämpfte Beschreibung notwendig ist, um korrekte Vorhersagen zu machen.
Nutzen wir nun die Leistungszahl aus unserem Beispiel 3.7 (für sinusförmiges Protokoll)
ZT = 4ω20/Ω2 = k0T 2/mpi2 mit k0 = mω20 und Ω = 2pi/T , und setzen ungefähre Werte aus
Ref. [74] ein, um abzuschätzen ob die unterdämpfte Betrachtung notwendig ist. Wir wäh-
len eine Fallenstärke k0 ' 500 fN/µm, eine Zyklusdauer T ' 5 s und berechnen die Masse
m ' 21 fg für ein Kugelteilchen von 3 µm Durchmesser aus Melamin der Dichte 1,5 g/cm3.
Mit der sich ergebenden Leistungszahl ZT ' 6 · 107 erwartet man keine Beschränkung der
Leistungsfähigkeit der Maschine durch die kinetischen Effekte.
Ein ähnliches Experiment wurde in Ref. [76] durchgeführt, jedoch mit einem Carnot-
Zyklus. Auch hier wird ein Protokoll verwendet, was in dem in Kapitel 3 vorgestellten Sinne
nicht optimal ist. Bei einer Zyklusdauer von T ' 10ms, einer Fallenstärke k0 ' 2 pN/µm
und einer mit Dichte 1,05 g/cm3 und Durchmesser 1 µm errechneten Masse von m ' 0,55 fg
ergibt sich eine um drei Größenordnungen kleinere Leistungszahl ZT ' 3.6 · 104. Bei
diesem Wert ist zu erwarten, dass nur noch 99% der Carnot-Effizienz erreicht werden
(3.38). Tatsächlich wird in diesem Experiment im Rahmen der Fehlerbalken die maximale
Effizienz von 98% des Carnot-Wertes ermittelt. Würde man in diesem Experiment mit dem
schwereren Teilchen und der schwächeren Falle aus Ref. [74] jedoch bei gleicher Zykluszeit
arbeiten, so würde die Leistungszahl auf ZT ' 241 fallen, mit welcher nur noch 88% des
Carnot-Wertes erreichbar wären. Daher sind die mit der unterdämpften Fokker-Planck-
Dynamik gefundenen Ergebnisse durchaus relevant für die korrekte Beschreibung solcher
Experimente.
Erstaunlicherweise ist es heute möglich eine thermodynamische Maschine zu kreieren,
die auf einem einzelnen Atom basiert [78]. Das Ion wird dabei in einer Paul-Falle festgehal-
ten, lasergekühlt und kann durch ein rauschendes elektrisches Feld aufgeheizt werden. Da
die Falle in einer Richtung konisch zu läuft, kann über die Position des Atoms die potenti-
elle Energie gesteuert werden. Wird es aufgeheizt so erhöht sich die Breite der Verteilung
des Atoms und dieses wird sich in Richtung des breiteren Endes der Falle bewegen. Beim
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darauffolgenden Abkühlen bewegt es sich wieder zum schmaleren Ende der Falle. Dadurch
wird ein Kreisprozess realisiert, der nach ca. 100 Wiederholungen in einen periodischen
Nichtgleichgewichtszustand läuft. Wir setzen nun die experimentellen Werte in die Er-
gebnisse für den harmonischen Oszillator mit Lindblad-Dynamik aus Abschnitt 3.8 ein,
da bei einem einzelnen Atom und der sehr niedrigen Temperatur im Millikelvin-Bereich
Quanteneffekte zu erwarten sind. Mit einer Zyklusdauer von T ' 12,3 µs, der Frequenz
des ungestörten Oszillators von ω0 ' 2,8MHz und der Temperatur des kalten Bades von
Tc ' 562mK finden wir für κ = ~ω0/2kBTc ' 1, 9 · 10−5 und damit für das Verhältnis von
klassischem und quantenmechanischem Beitrag in der Korrelationsfunktion (3.101) r ≈ 1.
Wie am Ende von Abschnitt 3.8 diskutiert, ist nur dann das klassische Ergebnis für die
Leistungszahl ZT = ω20T 2/pi2 zu erwarten, falls die Badtemperatur groß ist. Dies ist hier
nicht der Fall, daher berechnen wir die quantenmechanische Leistungszahl (3.109) und er-
halten ZT ≈ 117. Diese Leistungszahl entspricht einer maximal zu erwartenden Effizienz
von 83% des Carnot-Wertes. Bei einer sehr hohen Badtemperatur, welche die Nutzung
des klassischen Ergebnisses erlaubt, würde man nur eine geringfügig höhere Leistungszahl
ZT cl ≈ 120 erhalten. Wir erwarten daher, dass Quanteneffekte in diesem Experiment eine
kleine, aber vorhandene Rolle spielen.
Vergleicht man die drei diskutierten Experimente, wird deutlich, dass die Leistungs-
zahlen ZT sinken je aktueller die Experimente sind, was im Wesentlichen auf die kleiner
werdende Zyklusdauer zurückzuführen ist. Diese Entwicklung unterstreicht, dass unsere
Ergebnisse aus Kapitel 3 in Zukunft wichtig sein werden, um Wärmekraftmaschinen auf
kleinem Maßstab korrekt zu beschreiben und deren Arbeitsweise zu verstehen.
Mit klassischen Informationsmaschinen wurden schon einige Experimente realisiert, wie
in Ref. [35] zusammengefasst. Bisher sind jedoch keine Experimente bekannt, die einen
direkten Vergleich mit den Ergebnissen für die Informationsmaschine aus Kapitel 4 ermög-
lichen. Zum einen müsste das zu untersuchende System quantenmechanischer Natur sein
und zum anderen müsste die Messbasis kontinuierlich veränderbar sein, sodass beliebige
Superpositionen von Energieeigenzuständen gemessen werden könnten. In Ref. [139] wird
eine Informationsmaschine realisiert, die auf einem einzelnen Elektron basiert und einen
Messfehler zulässt. Die generalisierte Jarzynski-Relation, welche die gewonnene Informa-
tion mit einbezieht, kann dort auch mit beliebigem Messfehler nachgewiesen werden. In
Ref. [140] basiert die Informationsmaschine auf zwei Spin-1/2-Systemen von Atomkernen,
von denen eines das zu messende System und das andere den Speicher darstellt. Genau
genommen wird dort keine Arbeit extrahiert, sondern die Entropie vermindert. Auch in
diesem Experiment wird, über eine Rotation des Speicher-Systems, ein Messfehler einge-
führt. Möglicherweise kann mittels solcher Rotationen auch die Messbasis selbst verändert
werden.
5.3 Theoretischer Ausblick
Bei der Herleitung unseres Hauptergebnisses (3.25) in Kapitel 3 haben wir explizit die
Symmetrie der Korrelationsfunktionen verwendet. Wie in Appendix A.1 gezeigt, gilt diese
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Symmetrie für eine große Klasse von Systemen und beruht auf der mikroskopischen Zeitum-
kehrinvarianz des ungestörten Systems. Bei der Diskussion von Systemen in einem externen
Magnetfeld in Abschnitt A.1.1 wurde jedoch deutlich, dass diese Symmetrie möglicherwei-
se gebrochen werden kann, falls das System anisotrop ist. In Appendix A.1.3 haben wir
gezeigt, dass dann neben den in Abschnitt 3.3 eingeführten Größen, die maximale Leistung
Pmax und der Verluststrom J idleq , eine dritte Größe zur Beschreibung notwendig ist. Dann
ist die Leistungszahl ZT nicht mehr ausreichend und ein zweiter Parameter muss einge-
führt werden, wie in Ref. [1] bei gebrochener Zeitumkehrinvarianz. Dieser Fall könnte in
Zukunft untersucht werden, jedoch ist es eine Herausforderung ein einfaches, aber anisotro-
pes Beispiel mit Magnetfeld zu berechnen. Möglicherweise ist das in Ref. [141] eingeführte
Netzwerk aus Oszillatoren, deren Kopplung untereinander an die Lorenz-Kraft erinnert,
dafür geeignet. Unter isothermen Bedingungen werden zwei der Oszillatoren mit gleicher
Frequenz aber unterschiedlichen Phasen und Amplituden periodisch getrieben. Man ist an
Umfang und Effizienz des Energieübertrags zwischen diesen Oszillatoren interessiert. Bei
gebrochener Onsager-Symmetrie und der zusätzlichen Bedingung, dass das Netzwerk eine
Masche enthält, kann die Effizienz bei maximaler Leistung sogar den Wert 1/2 überstei-
gen, wie es von Benenti et al. in Ref. [1] aufgezeigt wurde. Jedoch unterscheiden sich die
Definitionen der Effizienzen in diesen Systemen.
Ein Hauptgesichtspunkt in Kapitel 3 ist der Einfluss auf die Leistungsfähigkeit der Ma-
schinen bei beschränkter Kontrolle über die mikroskopischen Freiheitsgrade. In dem hier
behandelten Rahmen ist diese Beschränkung klar definiert, indem man den ungestörten
Hamiltonian aufspaltet in zwei Terme, von denen nur einer über die Kontrollparameter
dargestellt werden kann und der zweite Term außerhalb der Kontrolle liegt. Zeitgleich mit
unseren Ergebnissen wurde in Ref. [142] ein abstrakter Zugang zu beschränkter Kontrolle
von Quantensystemen entwickelt. Dort werden sowohl Beschränkungen des Hamiltonians
als auch der Wechselwirkung mit dem Wärmebad einbezogen. Ob diese Betrachtung in den
hier behandelten Systemen jedoch Vorteile gegenüber unseren Vorhersagen bringt, müss-
te weiter untersucht werden. Weitere interessante Ansatzpunkte für zukünftige Forschung
sind die in Abschnitt 3.9.4 vorgestellte Analogie von Wärmekraftmaschinen und sensori-
schen Systemen, allgemeine Vorhersagen für die Effizienz bei maximaler Leistung außer-
halb der linearen, irreversiblen Thermodynamik [143] und nach wie vor die Erreichbarkeit
der Carnot-Effizienz bei nicht-verschwindender Leistung in irreversiblen Spezialfällen [144–
148].
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A Appendix
A.1 Symmetrie der Korrelationsfunktionen aufgrund
der Zeitumkehrinvarianz
A.1.1 Fokker-Planck-Dynamik
Unser Ziel ist es die Symmetrie der Korrelationsfunktionen (2.61) unter Vertauschung der
Observablen zu untersuchen. Unter Verwendung der detailed-balance-Beziehung (2.63) und
des Skalarproduktes (2.52) erhalten wir
C[R(x), S(x), t > 0] = 〈R(x),
(
eL
†
0(Tx)tS(x)
)
peq〉L2
= {C[S(Tx), R(Tx), t > 0]}B→−B, (A.1)
wobei auf der rechten Seite das Magnetfeld invertiert wird. Insbesondere haben wir im
zweiten Schritt das Vorzeichen der Geschwindigkeiten geändert, was die Integration und
peq invariant lässt. Wir benötigen für die Auswertung der Onsager-Koeffizienten (2.54) die
Observablen R(x), S(x) = δH0(x), δgwi(x), die allesamt invariant unter Zeitumkehr sind,
da der Hamiltonian zu jedem Zeitpunkt1 t invariant ist
H(Tx, t) = H(x, t). (A.2)
Im Allgemeinen können die Observablen R jedoch eine Signatur unter Zeitumkehr sR = ±1
haben, die durch TR = sRR gegeben ist. Damit erhalten wir
C[R(x), S(x), t > 0] = sRsS{C[S(x), R(x), t > 0]}B→−B. (A.3)
In Systemen ohne externes Magnetfeld sind die Korrelationsfunktionen also symmetrisch
bei Austausch der Observablen. Diese Symmetrie, die wir für Korrelationen bei t > 0
bewiesen haben, lässt sich analog für t < 0 zeigen. In Ref. [149] wird mit einer modifizier-
ten Zeitumkehr-Abbildung eine ähnliche Symmetrie der Korrelation hergeleitet, die keine
Inversion des Magnetfeldes beinhaltet.
Mit Magnetfeld müssen wir dessen Einfluss auf die Fokker-Planck-Dynamik untersu-
chen. Da die Observablen R(x), S(x) = δH0(x), δgwi(x) als Energiebeiträge nicht vom
Magnetfeld abhängen ist die Bedingung L†0(x)R(x) = {L†0(x)}B→−BR(x) hinreichend, um
1Die Zeit t ist hier nur ein Parameter des externen Treibens, der von der mikroskopischen Zeitumkehr
nicht betroffen ist.
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aus Gleichung (A.3) die Symmetrie (2.62) dann ohne Inversion des Magnetfeldes zu er-
halten. Typischerweise sind Diffusionskoeffizienten und Reibungskonstante nicht abhängig
vom Magnetfeld, sondern es tritt nur in der Lorentzkraft auf. Für unser Beispiel in Ab-
schnitt 3.7 finden wir
L†0(x)− {L†0(x)}B→−B =
2q
m
∑
j=x,y,z
(v ×B)j∂vj , (A.4)
= 2ωc(vy∂vx − vx∂vy). (A.5)
Da δH0(x) und δgwi(x) eine x, y-Symmetrie aufweisen, ist die Wirkung des obigen Ope-
rators (A.5) auf diese gleich null. Daher sind in diesem isotropen Fall die Korrelations-
funktionen auch mit Magnetfeld symmetrisch bezüglich Vertauschung der Observablen. In
anisotropen Systemen mit Magnetfeld ist es jedoch prinzipiell möglich, dass die Korrelati-
onsfunktionen nicht symmetrisch sind.
A.1.2 Lindblad-Dynamik
Wir leiten die Symmetrie der Korrelationsfunktionen (2.89) aus der Zeitumkehr-Invarianz
her. Dazu definieren wir den anti-linearen Operator T und die Zeitumkehr T• ≡ T •T−1. Im
Weiteren verwenden wir nur letzteren Operator, der die Anti-Linearität von T erbt. Details
hierzu sind in Ref. [108] zu finden. Raumkoordinaten sind invariant unter Zeitumkehr Tx =
x, die Geschwindigkeiten bzw. Impulse wechseln ihr Vorzeichen Tp = −p. Wir nehmen an,
dass Geschwindigkeiten nur quadratisch in H(t) eingehen und erhalten TH(t) = H(t).
Daher müssen die Operatoren H0, gw(t) und gwj symmetrisch bezüglich T sein, da die
Summanden in der Zerlegung (3.1) unabhängig sein sollen. Da die t-Abhängigkeit nur
vom externen Treiben stammt, ist sie nicht von der mikroskopischen Zeitumkehr betroffen.
Wegen der Anti-Unitarität des Zeitumkehr-Operators finden wir TH0• = −H0T•. Weiterhin
nehmen wir an, dass die Lindblad-Sprung-Operatoren symmetrisch unter Zeitumkehr sind,
d.h. TVσ = Vσ, was auf
D†0• = T−1D†0T•, (A.6)
L†0• = T−1L˜†0T•, (A.7)
führt. Dabei ist L˜†0 die Rückwärts-Zeitentwicklung (2.84) und entspricht L†0(Tx) aus dem
vorigen Abschnitt mit Fokker-Planck-Dynamik.
Führen wir nun den Beweis für C[R, S, τ > 0] = C[S,R, τ > 0], der analog für τ < 0
durchgeführt werden kann:
〈eL†0τR, S〉K = 〈T−1eL˜
†
0τTR, S〉K = sR〈(eL˜
†
0τR)†,TS†〉K (A.8)
= sRsS〈eL˜
†
0τR, S〉K = sRsS〈R, eL
†
0τS〉K (A.9)
= sRsS〈eL
†
0τS,R〉K . (A.10)
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In der ersten Zeile haben wir (A.7) benutzt, die Signatur sR von R unter Zeitumkehr
TR = sRR, sowie
〈T−1•, ◦〉K = 〈•†,T◦†〉K (A.11)
aus Ref. [108]. Ebenfalls verwenden wir, dass die Operation des Adjungierens nicht von der
Dynamik beeinflusst wird (2.76): (eL˜†0τR)† = eL˜†0τR†. In der zweiten Zeile haben wir R† = R
und das Adjungieren bezüglich des Kubo-Skalarproduktes (2.85) genutzt. Im letzten Schritt
haben wir die Argumente des Skalarproduktes vertauscht, da die Korrelationsfunktion eine
reelle Zahl ist. Somit haben wir die Symmetrie
C[R, S, τ ] = sRsSC[S,R, τ ] (A.12)
bewiesen.
A.1.3 Optimierung ohne Symmetrie der Korrelationen
Um die optimale Arbeitsweise mit nur einem Parameter, der dimensionslosen Leistungszahl
ZT (3.26), zu beschreiben, ist die Symmetrie der Korrelationsfunktionen (A.12) entschei-
dend. Ohne diese findet man bei der Optimierung bei fester Effizienz (Abschnitt 3.3.2)
statt (3.32) den Wärmestrom
Jq[g∗w(Λ′)] = 2Pmax + J idleq +
2η¯Λ′
1− Λ′D, (A.13)
und die Leistung
P [g∗w(Λ′),Λ′] = (1− Λ′ + 2Λ′η¯)Pmax + Λ′η¯J idleq +
η¯2Λ′2
1− Λ′D. (A.14)
Dabei wird die Abkürzung
D ≡
∞∑
k=1
k2Ω2|cqk|2
n∑
i,j=1
C˜[δH0, δgwi , k]Cˆ−1ij (k)C˜[δH0, δgwj ,−k] (A.15)
benötigt. Im Fall symmetrischer Korrelationen ist diese Größe identisch zu Pmax und man
erhält das Ergebnis (3.32).
A.2 Zu den Beispielen der periodisch getriebenen
Maschinen
A.2.1 Mit Fokker-Planck-Dynamik (Abschnitt 3.7)
Um die Mittelwerte über den Phasenraum in den Onsager-Koeffizienten (2.54) auszurech-
nen benötigen wir die Gleichgewichtsverteilung
peq(x) =
√
detσ−1
2pi exp
(
− 12
∑
j,k
xj(σ−1)jkxk
)
, (A.16)
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mit j, k ∈ {1, 2, 3, 4}, x = (x1, x2, x3, x4) = (x, y, vx, vy), detσ−1 = (mω0/T )4 und den
nicht-verschwindenden Matrixelementen
(σ−1)11 = (σ−1)22 = mω20/T, (A.17)
(σ−1)33 = (σ−1)44 = m/T. (A.18)
Die Elemente der Matrix σ−1 findet man durch Invertierung aus der Kovarianzmatrix σ, mit
σjk = 〈xjxk〉. Die zweiten Momente 〈x2〉 = 〈y2〉 = T/mω0 und 〈v2x〉 = 〈v2y〉 = T/m werden
durch das Äquipartitionstheorem bestimmt und die Kreuzterme verschwinden aufgrund
der Unkorreliertheit beziehungsweise der Symmetrie der Integration. Die vierten Momente
können mit der Formel 〈xixjxkxl〉 = σijσkl +σikσjl +σilσjk bestimmt werden [101]. Höhere
Momente werden in unserem Beispiel nicht benötigt.
Der Fokker-Planck-Operator (3.73) hat die Diagonalform
D = E−1L†0E
= γDiag(0,−1− is1,−1 + is1,−1− s2,−1 + s2), (A.19)
mit den Abkürzungen
s0 ≡
√
1 + 2(ω˜2c − ω˜2) + (ω˜2 + ω˜2c )2, (A.20)
s1 ≡
√
(−1 + s0 + ω˜2 + ω˜2c )/2, (A.21)
s2 ≡
√
(1 + s0 − ω˜2 − ω˜2c )/2, (A.22)
und ω ≡ 2ω0. Eine Größe mit einer Tilde bedeutet hier, dass sie durch γ geteilt wird, was
auf dimensionslose Frequenzen führt. Zur Transformation auf die Diagonalform nutzen wir
die Matrix aus Eigenvektoren
E =

0 (−1 + is1)ω20 (−1− is1)ω20 (−1 + s2)ω20 (−1− s2)ω20
0 (−1− is1) (−1 + is1) (−1− s2) (−1 + s2)
0 −s23γ −s23γ −s24γ −s24γ
0 −is23ωc/s1 is23ωc/s1 s24ωc/s2 −s24ωc/s2
1 4/mβ 4/mβ 4/mβ 4/mβ

, (A.23)
mit s23 ≡ (1 + s0 + ω˜2 + ω˜2c )/2 und s24 ≡ (1− s0 + ω˜2 + ω˜2c )/2, und haben damit exp(L†0τ) =
E exp(Dτ)E−1 gefunden. Wir weisen darauf hin, dass die Spalten von E zwar Eigenvektoren
von L†0, jedoch nur proportional zu den Eigenvektoren ϕlµ(x) aus Abschnitt 3.6 sind. Diese
werden eindeutig durch die Relation (3.62) festgelegt mittels Normierung.
Mit den Fourierreihen von γq(t) und γw1(t) (3.7) und durch Berechnung der Mittelwerte
A.2 Zu den Beispielen der periodisch getriebenen Maschinen 101
erhalten wir die Onsager-Koeffizienten für quasistatisches Treiben (2.54)
Ladqw = −Ladwq (A.24)
= 2T
2
mω20l
2
0T
∫ T
0
γ˙q(t)γw1(t)dt (A.25)
= 2T
2
mω20l
2
0
∞∑
k=−∞
ikΩcqkcw1−k, (A.26)
und Ladqq = Ladww = 0, da die Funktionen γq(t) und γw1(t) T -periodisch sind. Mit der
Diagonalform von L†0 kann die τ -Integration in (2.54) durchgeführt werden, was auf den
zweiten Beitrag zu den Onsager-Koeffizienten
Ldynqq = 2γT 2
∞∑
k=1
|cqk|2k2Ω˜2
fk
rk
, (A.27)
Ldynqw =
2γT 2
mω20l
2
0
∞∑
k=1
cq−kc
w1
k k
2Ω˜2−fk − (1 + ikΩ˜)
2 − ω˜2c
rk
, (A.28)
Ldynww =
4γT 2
m2ω40l
4
0
∞∑
k=1
|cw1k |2k2Ω˜2
fk + ω˜2c + (1 + ikΩ˜)2 − ω˜2(1 + ikΩ˜)/2
rk
, (A.29)
führt. Hier haben wir die Abkürzungen
fk ≡ (1 + ikΩ˜)
[
ω˜2c + ω˜2 + (1 + ikΩ˜)2
]
, (A.30)
rk ≡ (1 + ikΩ˜)4 + (1 + ikΩ˜)2
(
ω˜2c + ω˜2 − 1
)
− ω˜2c , (A.31)
verwendet. Den nicht aufgeführten Onsager-Koeffizient Ldynwq erhält man aus Ldynqw durch
vertauschen des w1- und q-Protokolls. Diese Tatsache stammt aus der zusätzlichen Sym-
metrierelation aus Ref. [6], da die Kontrollfunktion (3.67) faktorisiert.
Die Bedingung ∂cw1
k
P [gw,Λ′] = 0 zusammen mit der Zielfunktion (3.28) liefert die Fou-
rierkoeffizienten des optimalen Protokolls
−2χ
mω20l
2
0
(cw1k )∗(Λ′) = c
q
k
a−[2k2Ω˜2ω˜20 − k4Ω˜4 + bkω˜20(2 + k2Ω˜2)] + ia+kΩ˜[(2 + bk)ω˜20 − 2k2Ω˜2]
ω˜20[2k2Ω˜2 + bk(4 + k2Ω˜2)]
,
(A.32)
mit a± ≡ (1 − Λ′ ± η¯Λ′)/(Λ′ − 1). Eine Entwicklung des optimalen Protokolls für kleine
Zyklusfrequenz Ω liefert ein ähnliches Ergebnis wie im überdämpften Fall [6].
A.2.2 Mit Lindblad-Dynamik (Abschnitt 3.8)
A.2.2.1 Zwei-Niveau-System
Für die thermodynamische Maschine, die auf dem Zwei-Niveau-System basiert finden wir
mit (3.100) und (2.73) den adjungierten Dissipator
D†0• = Γe−2κD(−) •+ΓD(+) •+(Γ¯− Γ)[σz, •]/2, (A.33)
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wobei wir die bekannte Relation
σaσb = iεabcσc + δab1 (A.34)
für die Pauli-Matrizen verwendet haben. Hierbei ist εabc das Levi-Civita-Symbol und δab
ist das Kronecker-Delta. Damit berechnen wir D†0V = −ΓˆV/2, und benutzen dann (3.63),
um D†0δH0 = −ΓˆδH0 zu erhalten. Weil σx = V + V † gilt, ist dieser Operator auch ein
Eigenvektor mit Eigenwert −Γˆ/2. Mit D†01 = 0 aus (2.78) haben wir schließlich alle nö-
tigen Eigenvektoren gefunden, um die Wirkung von L†0 auf δH0 und δgw zu berechnen
und die Korrelationsfunktionen auszurechnen. Dies führt auf das Ergebnis (3.101) mit den
Parametern aus Tabelle 3.3.
A.2.2.2 Harmonischer Oszillator
Für die thermodynamische Maschine, die auf dem harmonischen Oszillator basiert, berech-
nen wir mit (2.73) den adjungierten Dissipator
D†0 = Γe−2κD(−) + ΓD(+) + Γˆ1. (A.35)
Wir nutzen D†0a† = −Γˆa†/2 und (3.63), um D†0δH0 = −ΓˆδH0 zu erhalten. Durch eine
einfache Rechnung finden wir
L†0(δH0) = −ΓˆδH0,
L†0(a2) = (−2iω0 − Γˆ)a2,
L†0(a†
2) = (2iω0 − Γˆ)a†2, (A.36)
was mit den Ergebnissen aus Ref. [150] übereinstimmt. Mit der Abkürzung varH0 =
(~ω0Z0)2, und x2 = ~(a† + a)2/(2mω0) = H0/(mω20) + ~(a†
2 + a2)/(2mω0) erhalten wir
schließlich
C[δx2, δH0, t] = C[δH0, δx2, t] =
varH0
mω20
e−Γˆ|t|, (A.37)
C[δH0, δH0, t] = varH0e−Γˆ|t|,
C[δx2, δx2, t] = e−Γˆ|t|
(
varH0
(mω20)2
+ 4Eeq
β(mω20)2
cos(2ω0t)
)
,
〈δH0, δx2〉 = varH0
mω20
.
Hierbei haben wir
(ρeq)λa2 = e4κa2(ρeq)λ, (A.38)
(ρeq)λa†
2 = e−4κa†2(ρeq)λ, (A.39)
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und
〈•, a2〉 = 〈•, a2ρeq〉HS(e4κ − 1)/(4κ), (A.40)
〈•, a†2〉 = 〈•, a†2ρeq〉HS(1− e−4κ)/(4κ), (A.41)
sowie
〈a2, a2ρeq〉HS = e−4κ〈a†2, a†2ρeq〉HS, (A.42)
〈a†2, a†2ρeq〉HS = (1 + coth κ)2/2, (A.43)
benutzt.
A.2.2.3 Allgemeines Temperaturprotokoll
In Abschnitt 3.8 haben wir ausschließlich das sinusförmige Temperaturprotokoll behandelt.
Nun geben wir die Ergebnisse für allgemeines Temperaturprotokoll an. Aus den Korrelati-
onsfunktionen (3.101) und den Parametern aus Tabelle 3.3 berechnen wir die Transforma-
tionen (3.9)
Cˆ[δH0, δH0, k] = (ξclq )2
2Γˆ
Γˆ2 + k2Ω2
, (A.44)
Cˆ[δgw, δH0, k] = ξclq ξclw
2Γˆ
Γˆ2 + k2Ω2
, (A.45)
C˜[δgw, δH0, k] = ξclq ξclw
iΓˆ
kΩ(Γˆ + ikΩ)
, (A.46)
Cˆ[δgw, δgw, k] = (ξclw)2
2Γˆ
Γˆ2 + k2Ω2
(A.47)
+ (ξquw )2Γˆν(fk + f−k),
mit den Abkürzungen fk aus (3.103). Dann erhalten wir aus den Definitionen (3.22) und
(3.23)
Pmax = (ξclq ξclw)2
∞∑
k=1
|cqk|2
Γˆ2Cˆ−111 (k)
Γˆ2 + k2Ω2
, (A.48)
sowie
J idleq = (ξclq ξquw )2
∞∑
k=1
k2Ω2|cqk|2
2Γˆ2ν(fk + f−k)Cˆ−111 (k)
Γˆ2 + k2Ω2
, (A.49)
mit Cˆ−111 (k) = 1/Cˆ[δgw1 , δgw1 , k]. Es ist zu beachten, dass Cˆ−111 (k) von (ξclw)2 und (ξquw )2
abhängt. Wir setzen diese Ergebnisse in (3.26) ein, um die Leistungszahl zu erhalten,
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wobei sich ξclq herauskürzt. Beispielsweise divergiert die Leistungszahl im Limes langsamen
Treibens Ω→ 0
ZT = r Γˆ
2 + 4ω20
νΩ2
∑∞
k=1 |cqk|2∑∞
k=1 k
2|cqk|2
+O(1), (A.50)
und bei schnellem Treiben Ω→∞ findet man die Sättigung
ZT ≈ rν. (A.51)
A.3 Lösungsweg für das Beispiel des
quantenmechanischen Maxwell-Dämons
Wir präsentieren eine weniger allgemeine, aber einfachere Lösung der zeitlichen Entwick-
lung des Modells aus Abschnitt 4.3. Für den unitären Teil lösen wir die Schrödinger-
Gleichung
i~∂τ |ψ(τ)〉 = HF (τ) |ψ(τ)〉 , (A.52)
was uns dann den reinen Zustand ρ(τ) = |ψ(τ)〉 〈ψ(τ)| liefert. Der Ansatz
|ψ(τ)〉 = be(τ)e−iω0τ/2 |e〉+ bg(τ)e+iω0τ/2 |g〉 (A.53)
führt auf Differentialgleichungen für be(τ) und bg(τ), die durch
be(τ) = α sin
Ωτ
2 + χ cos
Ωτ
2 (A.54)
bg(τ) = ie−iφ
(
α cos Ωτ2 − χ sin
Ωτ
2
)
(A.55)
gelöst werden. Aus der Anfangsbedingung ρ(0) = |ψ(0)〉 〈ψ(0)| = |ψ+〉 〈ψ+| erhalten wir
α = −ieiφ sin (θ/2) , χ = cos (θ/2) . (A.56)
Durch simples einsetzen der finalen Zeit tF erhalten wir schließlich den gesuchten Endzu-
stand.
Für die Lindblad-Dynamik lösen wir ein Problem analog zu Ref. [102] Kapitel 3.4.2 (dort
im Wechselwirkungsbild) mit der Anfangsbedingung
ρ(0) = |ψ−〉 〈ψ−| =
 sin2( θ2) − sin θ/2
− sin θ/2 cos2( θ2)
 (A.57)
in der Energiebasis. Um die Lindblad-Gleichung (4.28) zu lösen, wählen wir den Ansatz
ρ(τ) = f1(τ) |e〉 〈g|+ f2(τ) |g〉 〈e|+ f3(τ)1 + f4(τ)[|e〉 〈e| − |g〉 〈g|], (A.58)
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und erhalten damit ein System von Differentialgleichungen
f˙1 = −12f1 (γ + 2Nγ + 2iω0) , (A.59)
f˙2 = −12f2 (γ + 2Nγ − 2iω0) , (A.60)
f˙3 + f˙4 = −γ (f4 + 2Nf4 + f3) , (A.61)
f˙3 − f˙4 = +γ (f4 + 2Nf4 + f3) . (A.62)
Sie werden durch
f1(τ) =f1(0)e−(γ+2Nγ+2iω0)τ/2, (A.63)
f2(τ) =f2(0)e−(γ+2Nγ−2iω0)τ/2, (A.64)
f3(τ) =const., (A.65)
f4(τ) =f4(0)e−(2N+1)γτ + (e−(2N+1)γτ − 1)f3(0)/(2N + 1), (A.66)
gelöst und aus der Anfangsbedingung (A.57) erhalten wir f1(0) = − sin θ/2 = f2(0), f3(0) =
1/2, f4(0) = − cos θ/2. Insgesamt erhalten wir die finale Dichtematrix
ρ˜− =
1
2
1− cos θ a2 + 12N+1 [a2 − 1] − sin θ aeiω0tR
− sin θ ae−iω0tR 1 + cos θ a2 − 12N+1 [a2 − 1]
 , (A.67)
wobei a = e− γ2 (2N+1)tR eine Abkürzung ist. Zur Überprüfung berechnen wir den Limes
t→∞
lim
t→∞ ρ˜− =
 N2N+1 0
0 N+12N+1
 = ρeq (A.68)
und erhalten korrekterweise die Gleichgewichtsverteilung.
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