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ABSTRACT
Context. The next generation of galaxy surveys will provide cluster catalogues probing an unprecedented range of scales, redshifts, and
masses with large statistics. Their analysis should therefore enable us to probe the spatial distribution of clusters with high accuracy
and derive tighter constraints on the cosmological parameters and the dark energy equation of state. However, for the majority of these
surveys, redshifts of individual galaxies will be mostly estimated by multiband photometry which implies non-negligible errors in
redshift resulting in potential difficulties in recovering the real-space clustering.
Aims. In this paper, we investigate to which accuracy it is possible to recover the real-space two-point correlation function of galaxy
clusters from cluster catalogues based on photometric redshifts, and test our ability to detect and measure the redshift and mass
evolution of the correlation length r0 and of the bias parameter b(M,z) as a function of the uncertainty on the cluster redshift estimate.
Methods. We calculate the correlation function for cluster sub-samples covering various mass and redshift bins selected from a 500
deg2 light-cone limited to H<24. In order to simulate the distribution of clusters in photometric redshift space, we assign to each cluster
a redshift randomly extracted from a Gaussian distribution having a mean equal to the cluster cosmological redshift and a dispersion
equal to σz. The dispersion is varied in the range σ(z=0)=
σz
1+zc
= 0.005, 0.010, 0.030 and 0.050, in order to cover the typical values
expected in forthcoming surveys. The correlation function in real-space is then computed through estimation and deprojection of
wp(rp). Four mass ranges (from Mhalo > 2 × 1013 h−1 M to Mhalo > 2 × 1014 h−1 M) and six redshift slices covering the redshift range
[0,2] are investigated, first using cosmological redshifts and then for the four photometric redshift configurations.
Results. From the analysis of the light-cone in cosmological redshifts we find a clear increase of the correlation amplitude as a function
of redshift and mass. The evolution of the derived bias parameter b(M,z) is in fair agreement with theoretical expectations. We calculate
the r0 − d relation up to our highest mass, highest redshift sample tested (z = 2,Mhalo > 2 × 1014 h−1 M). From our pilot sample
limited to Mhalo > 5 × 1013 h−1 M(0.4 < z < 0.7), we find that the real-space correlation function can be recovered by deprojection of
wp(rp) within an accuracy of 5% for σz = 0.001 × (1 + zc) and within 10% for σz = 0.03 × (1 + zc). For higher dispersions (besides
σz > 0.05 × (1 + zc)), the recovery becomes noisy and difficult. The evolution of the correlation in redshift and mass is clearly detected
for all σz tested, but requires a large binning in redshift to be detected significantly between individual redshift slices when increasing
σz. The best-fit parameters (r0 and γ) as well as the bias obtained from the deprojection method for all σz are within the 1σ uncertainty
of the zc sample.
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1. Introduction
One of the major challenges in modern cosmology is to explain
the observed acceleration of the cosmic expansion, determining
if it is due to a positive cosmological constant, a time–varying
dark energy component or a modified theory of gravity. Major
galaxy surveys are currently ongoing or in preparation in order to
address this fundamental question through the analysis of various
complementary cosmological probes with different systematics,
as for instance weak lensing, galaxy clustering (baryon acoustic
oscillations, redshift-space distortions) and galaxy clusters. In
fact galaxy cluster counts as a function of redshift and mass are
sensitive to dark energy through their dependence on the volume
element and on the structure growth rate. One intrinsic diffi-
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culty in constraining the cosmological models with galaxy cluster
counts comes from uncertainties in cluster mass estimates and on
the difficulty to calibrate related mass proxies. One can overcome
this difficulty adding the information related to the clustering
properties of clusters, due to the fact that their power spectrum
amplitude depends mainly on the halo mass. When combining
the redshift-averaged cluster power spectrum and the evolution of
the number counts in a given survey, the constraints on the dark
energy equation of state are dramatically improved (Majumdar &
Mohr 2004). Recent cosmological forecasting based on galaxy
clusters confirms that the figure of merit significantly increases
when adding cluster clustering information (Sartoris et al. 2016).
Cluster clustering can be measured through the two–point
correlation function, the Fourier transform of the power spec-
trum, which is one of the most successful statistics for analysing
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Fig. 1: Redshift distribution of the entire catalogue with 0.0 <
zc < 3.0. The data distribution is shown as the histogram along
with the blue line specifying the distribution of the random cata-
logue we use for calculating the two-point correlation function.
clustering processes (Totsuji & Kihara 1969; Peebles 1980). In
cosmology, it is a standard tool to test models of structure for-
mation and evolution. The cluster correlation function is much
higher than that of galaxies, as first shown by Bahcall & Soneira
(1983) and Klypin & Kopylov (1983). This is a consequence of
the fact that more massive haloes correspond to higher and rarer
density fluctuations, which have a higher correlation amplitude
(Kaiser 1984). Galaxy clusters are associated to the most massive
virialised dark matter haloes, and as a consequence their correla-
tion function is strongly amplified. The evolution of the cluster
halo mass, bias and clustering has been addressed analytically
(Mo & White 1996; Moscardini et al. 2000; Sheth et al. 2001),
and also numerically (Governato et al. 1999; Angulo et al. 2005;
Estrada et al. 2009). The increase of the correlation length with
cluster mass and redshift has been used to constrain the cosmo-
logical model and the bias (Colberg et al. 2000; Bahcall et al.
2004; Younger et al. 2005)
The first large local surveys such as the Sloan Digital Sky
Survey (SDSS) (Eisenstein et al. 2011) have led to significant
progress in this field. Clustering properties of cluster catalogues
derived from SDSS were done by Estrada et al. (2009), Hütsi
(2010) and Hong et al. (2012). More recently, Veropalumbo
et al. (2014) have shown the first unambiguous detection of the
Baryon Acoustic Oscillation (BAO) peak in a spectroscopic sam-
ple of ∼25000 clusters selected from the SDSS, and measured
the peak location at 104 ± 7 h−1Mpc . Large surveys at higher
redshifts which are ongoing such as the Dark Energy Survey
(DES), Baryon Oscillation Spectroscopic Survey (BOSS), Kilo-
Degree Survey (KIDS) and Panoramic Survey Telescope and
Rapid Response System (Pan-STARRS) or in preparation such as
the extended Roentgen Survey with an Imaging Telescope Array
(eROSITA), Large Synoptic Survey Telescope (LSST) and Euclid
open a new window for the analysis of cluster clustering. The
wide areas covered will give access to unprecedented statistics
(∼100,000 clusters expected with Dark Energy Survey, eROSITA
and Euclid survey) that will allow us to cover the high mass,
high redshift tail of the mass distribution, to control cosmic vari-
ance, and to map the large scales at which the BAO signature is
expected (∼ 100Mpc).
However, among the several difficulties to be overcome in us-
ing clusters as cosmological probes is the impact of photometric
redshift errors. While some of these surveys have (in general par-
tially) a spectroscopic follow up, many forthcoming large galaxy
surveys will have only the photometric information in multiple
bands, so that their cluster catalogues will be built on the basis of
state-of-the-art photometric redshifts. Using those instead of real
redshifts will cause a positional uncertainty along the line of sight
inducing a damping of clustering at small scales and a smearing
of the acoustic peak (Estrada et al. 2009). It is therefore of major
interest to check the impact of this effect on the recovery of the
real-space correlation function. Our objective is to optimize the
analysis of cluster clustering from forthcoming cluster catalogues
that will be issued from the ongoing and future large multiband
photometric surveys. Here we focus on the determination of the
two-point correlation function, and the aim of our paper is i) to
determine the clustering properties of galaxy clusters from state-
of-the-art simulations where galaxy properties are derived from
semi-analytical modelling (Merson et al. 2013), and ii) to test
how much the clustering properties evidenced on ideal mock cata-
logues can be recovered when degrading the redshift information
to reproduce the photometric uncertainty on redshift expected in
future cluster experiments.
The paper is organised as follows. In Section 2 we describe
the simulation with which we work. In Section 3 we investigate
the two-point correlation function evolution with redshift and
mass without any error on the redshift to check consistency with
theory. The bias is calculated for different mass cut samples
along with the evaluation of clustering strength with mass at
different redshift and is compared with the theoretical expectation
of Tinker et al. (2010). We also calculate the mean intercluster
comoving separation (d) and compare it with r0, and perform
an analytic fit to this r0 vs d relation. Section 4 presents the
deprojection method we use to recover the real-space correlation
function from mock photometric catalogues generated using a
Gaussian approximation technique. The results obtained from
the deprojection method along with the redshift evolution of the
samples with redshift uncertainty are presented. In Section 5,
the overall results obtained from our study are summarised and
discussed.
2. Simulations
We use a public light-cone catalogue constructed using a semi-
analytic model of galaxy formation (Merson et al. 2013) onto
the N-body dark matter halo merger trees of the Millennium
Simulation, based on a Lambda Cold Dark Matter (ΛCDM) cos-
mological model with the following parameters: ΩM ,ΩΛ,Ωb, h =
0.25, 0.75, 0.045, 0.73 (Springel et al. 2005), corresponding to the
first year results from the Wilkinson Microwave Anisotropy Probe
(Spergel et al. 2007). The Millennium simulation was carried out
using a modified version of the GADGET2 code (Springel 2005).
Haloes in the simulation were resolved with a minimum of 20
particles, with a resolution of Mhalo = 1.72×1010h−1M (M rep-
resents the mass of the Sun). The groups of dark matter particles
in each snapshot were identified through a Friends-Of-Friends
algorithm (FOF) following the method introduced by Davis et al.
(1985).
However, the algorithm was improved with respect to the orig-
inal FOF, to avoid those cases where the FOF algorithm merge
groups connected for example by a bridge, while they should be
considered instead as separated haloes (Merson et al. 2013). The
linking length parameter for the initial FOF haloes is b = 0.2.
We notice, however, that haloes were identified with a method
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Fig. 2: Left panel: The correlation functions for clusters with Mhalo > 5× 1013 h−1 M in six different redshift slices. The dashed lines
show the corresponding power-law best-fits. The parameter values for the fits can be found in Table 1. Right panel: The correlation
functions in the redshift slice 0.4 < zc < 0.7 for four different mass cuts (with units h−1 M). The dashed lines show the corresponding
power-law best-fits. The parameter values for the fits can be found in Table 1. Error bars are the square root of the diagonal values of
the covariance matrix calculated from the jackknife resampling method.
different from the standard FOF. The FOF algorithm was initially
applied to find the haloes, but then their substructures were iden-
tified using the so-called SUBFIND algorithm: depending on the
evolution of the substructures and their merging, a new final halo
catalogue was built. The details of this method are described by
Jiang et al. (2014).
A comparison between the masses obtained with this im-
proved D-TREES algorithm, Mhalo, and the classical MFOF , and
their relation with M200, was done by Jiang et al. (2014), where
it is shown that at redshift z = 0 on average, Mhalo overestimates
M200, but by a lower factor with respect to MFOF : they found
that only 5% of haloes have Mhalo/M200 > 1.5. However, when
comparing the halo mass function of the simulation with that
expected from the Tinker et al. (2010) approximation, it appears
that there is a dependence on redshift, and beyond z ≈ 0.3 the
Mhalo/M200 ratio becomes less than one (Mauro Roncarelli, pri-
vate communication). This has to be taken into account in further
analysis using the masses.
Galaxies were introduced in the light-cone using the Lagos 12
GALFORM model (Lagos et al. 2012). The GALFORM model
populates dark matter haloes with galaxies using a set of dif-
ferential equations to determine how the baryonic components
are regulated by "subgrid" physics. These physical processes are
explained in detail in a series of papers (Bower et al. 2006; Font
et al. 2008; Lagos et al. 2012; Merson et al. 2013; Guo et al. 2013;
Gonzalez-Perez et al. 2014). The area covered by the light-cone
is 500 deg2; the final mock catalogue is magnitude–limited to
H = 24 (to mimic the Euclid completeness) with a maximum
redshift at z = 3.
For each galaxy the mock catalogue provides different quan-
tities, such as the identifier of the halo in which it resides, the
magnitude in various passbands, right ascension and declination,
and the redshift, both cosmological and including peculiar ve-
locities. For each halo in the cluster mass range (see below),
the redshift was estimated as the mean of the redshifts of its
galaxies, while the central right ascension and declination were
estimated as those of the brightest cluster galaxy (BCG), and by
construction, the BCG is the centre of mass of the halo.
3. Evolution of the real-space two-point correlation
function in the simulations
3.1. Estimation of the two-point correlation function
In order to measure the clustering properties of a distribution of
objects, one of the most commonly used quantitative measure
is the two-point correlation function (Totsuji & Kihara 1969;
Davis & Peebles 1983). We can express the probability dP12(r)
of finding two objects at the infinitesimal volumes dV1 and dV2
separated by a vector distance r (assuming homogeneity and
isotropy on large scales, r = |r|):
dP12 = n2[1 + ξ(r)]dV1dV2, (1)
where n is the mean number density and the two–point cor-
relation function ξ(r) measures the excess probability of finding
the pair relative to a Poisson distribution.
Among the various estimators of the correlation function
discussed in the literature we use the Landy & Szalay (1993)
estimator, which has the best performance (comparable to the
Hamilton (1993) estimator) and is the most popular, being less
sensitive to the size of the random catalogue and better in handling
edge corrections (Kerscher et al. 2000):
ξ(r) =
DD(r) − 2DR(r) + RR(r)
RR(r)
, (2)
where DD is the number of data-data pairs counted within a
spherical shell of radius r and r + dr, DR refers to the number of
data-random pairs, and RR refers to the random-random pairs.
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The peculiar motions of galaxies produce redshift-space dis-
tortions that have to be taken into account in order to recover the
real-space clustering (Kaiser 1987); this means that Equation 2
cannot be used directly to estimate the 3D real-space correlation
function when distances are derived from redshifts. We will use
it only for the analysis of simulations, where the cosmological
redshift is available.
The real-space correlation function is expected to follow a
power-law as a function of the separation r (Peebles 1980):
ξ(r) =
(
r
r0
)−γ
, (3)
where r0 is the correlation length and γ is the slope.
The random catalogues we use reproduce the cluster redshift
selection function, estimated by smoothing the cluster redshift
distribution through a kernel density estimation method. The
bandwidth of the kernel is carefully adjusted in order to follow
the global shape but not the clustering fluctuations in the redshift
distribution. To ensure that, we use a Gaussian kernel two times
larger than the bin size, and sample the data in 30 redshift bins.
Figure 1 shows the redshift distributions of the simulation and
of the random catalogue for the whole sample. The random cata-
logue is ten times denser than the simulated sample in order to
minimize the effect of shot noise.
In the following, we estimate the correlation functions for
different sub-samples of the original catalogue with different cuts
in redshift and limiting mass. Errors are calculated from the co-
variance matrices using the jackknife resampling method (Zehavi
et al. 2005; Norberg et al. 2011). To perform a jackknife estimate
we divide the data into N equal sub-samples and we calculate the
two-point correlation function omitting one sub-sample at a time.
For k jackknife samples and i bins, the covariance matrix is then
given by:
Ci j =
N − 1
N
N∑
k=1
(ξki − ξ¯i)(ξkj − ξ¯ j) (4)
where ξ¯i is the average of the values obtained for bin i. We make
use of N = 9 sub-samples in our calculation.
To measure the two-point correlation function for all our
samples, we use CosmoBolognaLib (Marulli et al. 2016), a large
set of Open Source C++ libraries for cosmological calculations.
1
3.2. Redshift evolution of the cluster correlation function
The redshift evolution of the cluster correlation function has been
studied both observationally (Bahcall & Soneira 1983; Huchra
et al. 1990; Peacock & West 1992; Croft et al. 1997; Borgani et al.
1999; Veropalumbo et al. 2016), numerically (Bahcall et al. 2004;
Younger et al. 2005; Marulli et al. 2015) and theoretically (Mo &
White 1996; Governato et al. 1999; Moscardini et al. 2000; Sheth
et al. 2001). Two main results are prominent from these works:
– The cluster correlation amplitude increases with redshift for
both low- and high-mass clusters.
– The increase of the correlation amplitude with redshift is
stronger for more massive clusters compared to low-mass
ones.
1 More information about CosmoBolognaLib can be found
at http://apps.difa.unibo.it/files/people/federico.
marulli3/CosmoBolognaLib/Doc/html/index.html
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Fig. 3: Evolution of r0 and γ for clusters observed in different
redshift slices and with mass Mhalo > 5 × 1013 h−1 M. The
values of r0 and γ can be found in the second panel of Table 1.
Future large surveys are expected to probe the high redshift
domain with good statistics. This will enable us to study the
redshift evolution of clustering on a large range of redshifts and
provide independent cosmological tests (Younger et al. 2005). In
this section, we investigate the expected redshift evolution of the
cluster correlation function in the redshift range [0,2], assuming
a concordant ΛCDM model and using the light-cone catalogue
detailed in Section 2.
The correlation functions for clusters with a mass cut of
Mhalo > 5 × 1013 h−1 M are estimated in six redshift slices,
from 0.1 < zc < 0.4 to 1.6 < zc < 2.1 (where zc refers to the
cosmological redshift), and are shown in Figure 2a. The figure
shows that, as expected, the amplitude of the cluster correlation
function increases with redshift.
For each sub-sample, the correlation function is fitted by a
power-law (Equation 3) leaving both r0 and γ as free parameters.
The results of the fits can be visualised in Figure 3. The redshift
range, the values of the best-fit parameters, the number of clusters,
and the bias (discussed in Section 3.4) for each sub-sample are
given in the second panel of Table 1. The fit is performed in the
range 5 − 50h−1 Mpc and the error bars are obtained using the
jackknife estimate method (see Section 3.1).
The power-law has a relatively stable slope varying between
1.9 and 2.1. In the two highest redshift slices, however, the slope
appears to be slightly higher, but the variation is at the ∼ 2σ level
for the 1.3 < zc < 1.6 sub-sample and at the ∼ 1σ level for the
1.6 < zc < 2.1 sub-sample. On the average, γ ≈ 2.0 is close to the
measured value for galaxy clusters as done by Totsuji & Kihara
(1969) and Bahcall & West (1992) on observed galaxy clusters.
On the contrary, the increase in the correlation length is sys-
tematic and statistically significant. When we fix the slope at
γ = 2.0, r0 is shown to increase from 11.97 ± 0.25 h−1 Mpc for
the lowest redshift slice (0.1 < zc < 0.4), to 20.05 ± 1.13 h−1
Mpc for the highest redshift slice (1.6 < zc < 2.1). Our results
can be compared to Younger et al. (2005)(see their Figure 5) and
are in good agreement with their analysis of the high-resolution
simulations of Hopkins et al. (2005).
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Fig. 4: Evolution of r0 with redshift for different limiting masses
(with units h−1 M). The filled symbols connected by solid lines
correspond to the free slope fits, while the open symbols con-
nected by dashed lines correspond to a fixed slope γ = 2.0. The
different limiting masses are colour coded as shown in the figure.
The values of r0 and γ for all the samples can be found in Table
1.
3.3. The redshift evolution of clustering as a function of mass
In this section we investigate the redshift evolution of clus-
tering as a function of mass. For this purpose, four different
mass thresholds are considered: Mhalo > 2 × 1013 h−1 M,
Mhalo > 5 × 1013 h−1 M, Mhalo > 1 × 1014 h−1 M and
Mhalo > 2 × 1014 h−1 M. The analysis is performed in the
same redshift slices previously defined. The correlation function
is fitted with a power-law as it can be seen from Figure 2b, both
with a free slope and with a fixed slope γ = 2.0. The mass range,
the values of the best-fit parameters, the number of clusters, and
the bias for each sub-sample are given in the four panels of Table
1. Each panel corresponds to a different selection in mass. In
both cases, the correlation length r0 increases with the limiting
mass at any redshift and increases with redshift at any limiting
mass, as shown in Figure 4. The higher the mass threshold, the
larger is the increase of r0 with redshift. For example, the ratio of
the correlation lengths for the [1.3-1.6] and the [0.1-0.4] redshift
slices is 1.25 with Mhalo > 2 × 1013 h−1 M, while it reaches
1.8 with Mhalo > 1 × 1014 h−1 M. For the largest limiting mass
(Mhalo > 2× 1014 h−1 M), the number of clusters becomes small
at high z and the analysis must be limited to z = 1.
We can again compare our results with the analysis of
Younger et al. (2005). who used a Tree Particle Mesh (TPM)
code (Bode & Ostriker 2003) to evolve N = 12603 particles in
a box of 1500 h−1Mpc, reaching a redshift z ≈ 3.0. We find a
good agreement (see their figure 5) for the common masses and
redshift ranges tested; our analysis probes the correlation func-
tion of Mhalo > 1 × 1014 h−1 M clusters up to z ≈ 1.6 , and of
Mhalo > 2×1014 h−1 M clusters up to z ≈ 0.8, thus extending the
r0(z) evolution shown by Younger et al. (2005) to higher redshifts
for these high mass clusters.
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Fig. 5: Bias as a function of redshift for different limiting masses
(with units h−1 M) where the solid lines just connect the points.
The dashed line is the theoretical expectation of the bias as given
by Tinker et al. (2010) for the same limiting masses and evolving
redshift. The different limiting masses are colour coded as shown
in the figure. The bias values for all the samples can be found in
Table 1.
3.4. Bias evolution
Starting from the initial matter density fluctuations, structures
grow with time under the effect of gravity. The distribution of
haloes, and hence of galaxies and clusters, is biased with respect
to the underlying matter distribution, and on large scales it is
expected that the bias is linear:
(
∆ρ
ρ
)
light
= b ×
(
∆ρ
ρ
)
mass
, (5a)
where b is the bias factor and ρ is the density. The higher the
halo mass, the higher the bias.
The amplitude of the halo correlation function is amplified by
a b2 factor with respect to the matter correlation function:
ξ(r)light = b2 × ξ(r)mass. (5b)
The amplitude of the matter correlation function increases
with time and decreases with redshift, but the halo bias decreases
with time and increases with redshift. As a result, the cluster
correlation amplitude increases with redshift, as shown clearly in
Figure 3.
We estimate the cluster bias through Equation 5b. The power
spectrum of the dark matter distribution is calculated with the
cosmological parameters of the light-cone we use and we obtain
its Fourier transform ξ(r). We use the function xi_DM from the
class Cosmology from CosmoBolognaLib. The comparison is
not straightforward because, as we have previously noticed, in
the simulation halo masses are not M200, but the so–called Dhalos
masses Mhalo.
The evolution of bias with redshift for the four sub-samples
with different limiting masses is shown in Figure 5 along with
the theoretical predictions of Tinker et al. (2010) for the same
limiting masses used. The values of the bias for the different
sub-samples are provided in Table 1. We can see that at fixed
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Table 1: Best-fit values of the parameters of the real-space correlation function ξ(r) for the light-cone at different (1) mass thresholds
and (2) redshift ranges. For each sample we quote (3) the correlation length r0, (4) slope γ, (5) correlation length r0 at fixed slope
γ = 2.0, (6) number of clusters Nclusters, and (7) the bias b obtained.
Mass
(h−1 M)
z r0 (h−1Mpc) γ r0 (γ = 2.0)
(h−1Mpc)
Nclusters bias
Mhalo > 2 × 1013
0.1 < zc < 0.4 9.89±0.20 1.76±0.05 9.53±0.29 10492 1.81±0.03
0.4 < zc < 0.7 10.22±0.14 1.84±0.04 10.01±0.17 27224 2.00±0.03
0.7 < zc < 1.0 11.10±0.15 1.87±0.04 10.85±0.17 35133 2.52±0.02
1.0 < zc < 1.3 11.62±0.23 1.98±0.05 11.58±0.19 31815 3.01±0.06
1.3 < zc < 1.6 12.41±0.42 2.13±0.09 12.49±0.52 22978 3.37±0.19
1.6 < zc < 2.1 14.78±0.21 2.06±0.05 14.78±0.22 18931 4.65±0.23
Mhalo > 5 × 1013
0.1 < zc < 0.4 12.22±0.26 1.90±0.05 11.97±0.25 3210 2.21±0.05
0.4 < zc < 0.7 13.20±0.23 1.98±0.05 13.16±0.17 7301 2.62±0.13
0.7 < zc < 1.0 14.86±0.33 1.97±0.05 14.52±0.28 8128 3.38±0.22
1.0 < zc < 1.3 17.00±0.48 2.00±0.07 17.00±0.38 5963 4.38±0.19
1.3 < zc < 1.6 18.26±0.62 2.15±0.06 19.73±0.43 3365 5.29±0.31
1.6 < zc < 2.1 19.18±1.41 2.23±0.21 20.05±1.13 2258 6.21±0.62
Mhalo > 1 × 1014
0.1 < zc < 0.4 14.60±0.35 1.93±0.06 14.33±0.24 1119 2.67±0.19
0.4 < zc < 0.7 17.26±0.96 1.90±0.08 16.35±0.42 2228 3.45±0.23
0.7 < zc < 1.0 18.93±1.18 2.08±0.12 19.55±0.75 2072 4.64±0.37
1.0 < zc < 1.3 22.36±1.90 2.11±0.17 23.33±1.30 1221 6.15±0.82
1.3 < zc < 1.6 26.09±4.10 2.28±0.30 28.96±3.17 590 7.64±2.50
Mhalo > 2 × 1014
0.1 < zc < 0.4 19.98±1.92 1.95±0.22 19.73±1.22 322 3.98±0.38
0.4 < zc < 0.7 22.23±1.54 2.16±0.18 22.27±1.17 538 4.57±0.45
0.7 < zc < 1.0 24.65±1.89 2.19±0.29 25.28±1.68 407 6.01±1.63
redshifts more massive clusters have a higher bias; at fixed mass
threshold the bias increases with redshift, and evolves faster at
higher redshifts. It can also be seen clearly that the bias obtained
for the haloes from the simulations are in good agreement with
the predictions by Tinker et al. (2010).
At high redshifts (z > 0.8) the bias recovered from the simu-
lations seems to slightly diverge from the theoretical predictions,
especially for the Mhalo > 1 × 1014 h−1 M sample, but this can
be explained by the dependence on redshift for the Mhalo/M200
ratio which becomes smaller than one at these redshifts as previ-
ously mentioned. The discrepancy is not significant as our bias
measurements are well within 1σ precision from the theoretical
expectations.
3.5. The r0 - d relation
The dependence of the bias on the cluster mass is based on theory.
A complementary and empirical characterization of the cluster
correlation function is the dependence of the correlation length r0
as a function of the mean cluster comoving separation d (Bahcall
& Soneira 1983; Croft et al. 1997; Governato et al. 1999; Bahcall
et al. 2003), where:
d = 3
√
1
ρ
(6)
and ρ is the mean number density of the cluster catalogue on
a given mass threshold.
According to the theory, more massive clusters have a higher
bias, therefore a higher r0; as they are also more rare, they have
also a larger mean separation: therefore it is expected that r0
increases with d, that is, r0 = α d β.
This relation has been investigated both in observational data
(Bahcall & West 1992; Estrada et al. 2009) and in numerical
simulations (Bahcall et al. 2003; Younger et al. 2005). Younger
et al. (2005) gave an analytic approximation in the ΛCDM case
in the redshift range z = 0-0.3 for 20 ≤ d ≤ 60 h−1Mpc, with
α = 1.7 and β = 0.6.
We determine the r0 dependence with d for the various sub-
samples previously defined. The results obtained for a free γ
along with the best fit obtained for both free and fixed γ = 2
are shown in Figure 6. The best-fit parameters for the r0 - d
relation in the redshift range 0 ≤ z ≤ 2.1 and for the cluster mean
separation range 20 ≤ d ≤ 140h−1Mpc are, α = 1.77 ± 0.08
and β = 0.58 ± 0.01. The r0 - d relation which appears to be
scale–invariant with redshift, is consistent with what was found
by Younger et al. (2005) and is also consistent with the theoretical
predictions of Estrada et al. (2009) (see their figure 7).
The scale invariance of the r0 − d relation up to a redshift
z ≈ 2.0 implies that the increase of the cluster correlation strength
with redshift is matched by the increase of the mean cluster
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Fig. 6: Evolution of r0 with d for clusters of different masses in
different redshift slices. The points plotted are for the fixed slope
γ = 2.0. The green dashed line shows the fit when γ = 2.0 and
the red dashed line shows the overall fit obtained for the data
points considering a free slope. The analytic approximation in the
ΛCDM case obtained by Younger et al. (2005) is shown by the
dashed black line. The different redshift slices are colour coded
as mentioned in the figure.
separation d. It suggests that the cluster mass hierarchy does not
evolve significantly in the tested redshift range: for example, the
most massive clusters at an earlier epoch will still be among the
most massive at the current epoch.
4. Estimating the correlation function with
photometric redshifts
Large redshift surveys such as SDSS (Eisenstein et al. 2011), VI-
MOS VLT Deep Survey (VVDS) (Le Fèvre et al. 2005), VIMOS
Public Extragalactic Redshift Survey (VIPERS) (Garilli et al.
2014; Guzzo et al. 2014) have revolutionised our tridimensional
vision of the Universe. However, as spectroscopic follow-up is a
very time consuming task, priority has been given either to the
sky coverage or to the depth of the survey. An alternative way of
recovering the redshift information is to derive it from imaging in
multiple bands when available, using the technique of photometry
(Ilbert et al. 2006, 2009). While the accuracy of spectroscopic
redshifts cannot be reached, this method can be successfully used
for several purposes such as, for instance, cluster detection. Sev-
eral major surveys that will provide imaging in multiple bands
and thereby photometric redshifts are in progress or in prepa-
ration. For instance, the ongoing Dark Energy Survey aims to
cover about 5000 deg2 of the sky with a photometric accuracy of
σz ≈ 0.08 out to z ≈ 1 (Sánchez et al. 2014). Future surveys such
as LSST (Ivezic et al. 2008; LSST Science Collaboration et al.
2009) and Euclid (Laureijs et al. 2011) are expected to make a
significant leap forward. For instance, the Euclid Wide Survey,
planned to cover 15000 deg2, is expected to deliver photometric
redshifts with uncertainties lower than σz/(1 + z) < 0.05 (and
possibly σz/(1 + z) < 0.03) (Laureijs et al. 2011) over the redshift
range [0,2]. The performances of photometric redshift measure-
ments have significantly increased over the last decade, making it
possible to perform different kinds of clustering analysis which
were previously the exclusive domain of spectroscopic surveys.
In this section we investigate how well we can recover the cluster
correlation function for a sample of clusters with photometric
redshifts and test the impact of the photometric redshift errors in
redshift and mass bins.
4.1. Generation of the photometric redshift distribution of
haloes
From the original light-cone we extracted mock cluster samples
with photometric redshifts; these were assigned to each cluster by
random extraction from a Gaussian distribution with mean equal
to the cluster cosmological redshift and standard deviation equal
to the assumed photometric redshift error of the sample.
In this way we built five mock samples with errors σ(z=0) =
σz/(1 + zc) = 0.001, 0.005, 0.010, 0.030, 0.050. These values
have been chosen to span the typical uncertainties expected in the
context of upcoming large surveys.
The photometric redshift uncertainties in upcoming surveys
are expected to be within 0.03< σz/(1 + z) <0.05 for galaxies and
within 0.01< σz/(1 + z) <0.03 for clusters (Ascaso et al. 2015).
Ideally, the error on the cluster redshift should scale proportion-
ally to Nmem−1/2 (where Nmem is the number of cluster members),
therefore for clusters with ten detected members the error would
be reduced by a factor three; but of course contamination from
non-member galaxies will affect the redshift estimate.
4.2. Recovering the real-space correlation function: the
method
In the following we will take into account separately the line
of sight pi and the transverse rp components of the two–point
correlation function. Photometric redshifts affect only the line
of sight component, introducing an anisotropy in the pi-rp plane:
the redshift–space correlation function will have a lower ampli-
tude and steeper slope with respect to the real-space correlation
function (Arnalte-Mur et al. 2009).
In order to recover the real-space correlation function of the
photometric redshift mocks, we apply the deprojection method
(Arnalte-Mur et al. 2009; Marulli et al. 2012). The method is
based on Davis & Peebles (1983) and Saunders et al. (1992). Pairs
are counted at different separations parallel (pi) and perpendicular
(rp) to the line of sight.
The comoving redshift space separation of the pair is defined
as s ≡ x2 − x1 and the line of sight vector is l = 12 (x1 + x2) (Fisher
et al. 1994). The parallel and perpendicular distances to the pair
are given by:
pi =
s.l
|l| , (7a)
rp =
√
|s|2 − pi2, (7b)
where z¯ = 12 (z1+z2). Counting pairs in both (rp, pi) dimensions
will then provide the anisotropic correlation function ξ(rp, pi) .
The projected correlation function can be derived from ξ(rp, pi)
by:
wp(rp) =
∫ +∞
−∞
ξ(rp, pi)dpi. (8)
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Fig. 7: Distribution of clusters selected in the top-hat cosmological redshift window compared with the clusters selected in the top-hat
photometric redshift window. Filled histograms correspond to distribution of clusters as a function of cosmological redshift when the
top-hat selection is done using the cosmological redshift within the range 0.4 < z < 0.7. Solid blue lines correspond to distribution of
clusters as a function of cosmological redshift when the top-hat selection is done using the different photometric uncertainties we
have used (σz/(1 + zc) = 0.005,0.010,0.030 and 0.050) with the range 0.4 < z < 0.7 and the dashed blue lines correspond to the
distribution of clusters as a function of cosmological redshift when the top-hat selection is done using photometric redshifts outside
the range 0.4 < z < 0.7.
Table 2: Main parameters used for the analysis of the original catalogue and the five mock photometric redshift catalogues: (1) the
redshift uncertainty, (2) the maximum values of pimax and (3) rp(max), (4) the values of ∆ξ, (5) ∆̂ξ. The range of scales r used for the fit
is fixed at 5-50 Mpc.
Redshift
uncertainty(
σz
1+zc
) pimax(h−1Mpc) rp(max)(h−1Mpc) ∆ξ ∆̂ξ
0.000 50 400 0.028 0.031
0.001 60 400 0.042 0.052
0.005 130 400 0.055 0.055
0.010 300 400 0.065 0.063
0.030 400 400 0.091 0.080
0.050 550 400 0.148 0.109
Article number, page 8 of 21
Srivatsan Sridhar et al.: Evolution of the real-space correlation function from next generation cluster surveys
10-2
10-1
100
101
ξ(
r)
σz=0.001×(1+zc)
ξ(r)
ξdep(r)
1015 20 30 40 50
r h−1Mpc
0.0
0.5
1.0
1.5
ξ d
ep
(r
)/
ξ(
r)
10-2
10-1
100
101
ξ(
r)
σz=0.005×(1+zc)
ξ(r)
ξdep(r)
1015 20 30 40 50
r h−1Mpc
0.0
0.5
1.0
1.5
ξ d
ep
(r
)/
ξ(
r)
10-2
10-1
100
101
ξ(
r)
σz=0.010×(1+zc)
ξ(r)
ξdep(r)
1015 20 30 40 50
r h−1Mpc
0.0
0.5
1.0
1.5
ξ d
ep
(r
)/
ξ(
r)
10-2
10-1
100
101
ξ(
r)
σz=0.030×(1+zc)
ξ(r)
ξdep(r)
1015 20 30 40 50
r h−1Mpc
0.0
0.5
1.0
1.5
ξ d
ep
(r
)/
ξ(
r)
10-2
10-1
100
101
ξ(
r)
σz=0.050×(1+zc)
ξ(r)
ξdep(r)
1015 20 30 40 50
r h−1Mpc
0.0
0.5
1.0
1.5
ξ d
ep
(r
)/
ξ(
r)
Fig. 8: Recovered correlation function (green line) compared with the real-space correlation function (red line) for five mock
photometric samples in the redshift range 0.4 < z < 0.7, with increasing redshift uncertainty. Values of the best-fit parameters
obtained are given in Table 2 and the quality of the recovery for each sample is given in Table 3.
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Fig. 9: 1 σ (shaded brown) and 3 σ (shaded green) error ellipses for the parameters r0 and γ. Top panel: The original catalogue
with cosmological redshifts Central and bottom panels: Mock catalogues with increasing photometric redshift errors. The solid star
represents the centre of the ellipse for the original catalogue, while the cross denotes the centres of the other ellipses.
The projected correlation function wp(rp) (Farrow et al. 2015)
is related to the real-space correlation function ξ(r) by Equation
9:
wp(rp) = 2
∫ ∞
rp
rdrξ(r)(r2 − r2p)−1/2, (9)
which can be inverted to obtain the real-space correlation
function:
ξ(r) =
−1
pi
∫ ∞
r
w′(rp)(r2p − r2)−1/2drp. (10)
Theoretically, the upper limits of integration are infinite, but
in practice we need to choose finite values both in Equation 8 and
Equation 10 which then become:
wp(rp, pimax) =
∫ pimax
0
ξ(rp, pi)dpi, (11)
and
ξ(r) =
−1
pi
∫ rpmax
r
w′(rp)(r2p − r2)−1/2drp, (12)
where pimax and rpmax refer respectively to the maximum line
of sight separation and the maximum transverse separation.
Given that above a certain value of pi, pairs are uncorrelated
and ξ(rp, pi) drops to zero, it is possible to find an optimal choice
for pimax. This will be explained in detail in Section 4.3.2. We
estimate the real-space correlation function following the method
Article number, page 10 of 21
Srivatsan Sridhar et al.: Evolution of the real-space correlation function from next generation cluster surveys
Table 3: Best-fit parameters obtained for the real-space corre-
lation function ξ(r) of the original sample and the recovered
deprojected correlation function ξdep(r) for the mock photomet-
ric redshift samples. We quote the (1) redshift uncertainty, (2)
the correlation length r0, (3) slope γ. The mass cut used is
Mhalo > 5 × 1013 h−1 M and the fit range is fixed at 5-50
Mpc. The fits have been performed both with fixed (γ = 2.0) and
free slope.
Redshift
uncertainty(
σz
1+zc
) r0(h−1Mpc) γ
zc
13.16±0.17 2.0 (fixed)
13.20±0.23 1.97±0.05
0.001 12.82±0.17 2.0 (fixed)
12.91±0.22 2.02±0.05
0.005 12.52±0.22 2.0 (fixed)
12.89±0.26 1.94±0.06
0.010 12.33±0.28 2.0 (fixed)
12.84±0.63 1.93±0.08
0.030 12.29±0.30 2.0 (fixed)
12.91±0.72 2.02±0.12
0.050 11.73±0.65 2.0 (fixed)
12.88±0.76 1.90±0.14
of Saunders et al. (1992). We use a step function to calculate
wp(rp), where wp(rp) = wp(i) in the logarithmic interval centred
on rp(i), and we sum up in steps using the equation:
ξ(rp(i)) =
−1
pi
∑
j≥i
wp( j+1) − wp( j)
rp( j+1) − rp( j)
ln

rp( j+1) +
√
r2p( j+1) − r2p(i)
rp( j) +
√
r2p( j) − r2p(i)
 . (13)
Assuming that the correlation function follows a perfect
power–law, wp(rp) is given by the formula:
wp(rp) = rp
(
r0
rp
)γ Γ( 12 )Γ( γ−12 )
Γ( γ2 )
, (14)
where Γ is the Euler’s gamma function.
We compared the values of r0 (with fixed slope) obtained from
the fit of the recovered deprojected correlation function ξdep(r)
using Equation 3. We also compared the values from the fit of
wp(rp) with the same fixed slope using Equation 14 and found
it to be similar to what we obtain for the recovered deprojected
correlation function ξdep(r).
4.3. Application to a cluster mock catalogue
4.3.1. Photo-z catalogue selection
As a first test, we applied the formalism described in the previous
section to a mock cluster sample within the fixed redshift slice
0.4 < z < 0.7.
For each cluster, we assigned a photometric redshift zphot
following the probability P(zphot |zc) = G(zc, σz) where σz =
σ(z=0) × (1 + zc). As mentioned in Crocce et al. (2011), doing
the selection in a top-hat photometric redshift window and in a
top-hat cosmological redshift window with the same boundaries
is not equivalent. Figure 7 compares the distribution in cosmolog-
ical redshift of the clusters selected in the top-hat cosmological
redshift window 0.4 < zc < 0.7 (given by the filled histogram),
the clusters selected by the top-hat photometric redshift window
0.4 < zphot < 0.7 (given by the solid blue line) and the clusters
for which the photometric redshifts are outside the slice limits
[0.4,0.7] (given by the dashed blue line) for four of our photomet-
ric samples. The distribution in cosmological redshift N(zc) of the
objects selected by the top-hat zphot window is broader than that
selected by the top-hat zc window, and this effect increases with
increasing σz. When performing the selection in zphot window
rather than in zc window, a fraction of clusters with zc outside
these slice limits but with zphot within the slice limits [0.4,0.7]
are included, resulting then as contaminants. The distribution of
clusters with zphot outside the window [0.4,0.7] is also shown as
a dashed blue line. It shows that a fraction of clusters with zphot
outside [0.4,0.7] have zc within the slice limits [0.4,0.7]. These
objects are then lost by the top-hat photometric redshift selection.
The fraction of contaminating and missing clusters depends
on the photometric redshift uncertainty and also on the N(z)
distribution. We calculate the fraction of common objects between
the top-hat zphot and zc selections for the different σz and redshift
windows considered. It varies from 99% to 70% for samples with
σz/(1 + zc) = 0.001 (at z ≈ 0.1) to σz/(1 + zc) = 0.050 (at z ≈ 1.3)
respectively. Only the samples with σz/(1+zc) = 0.050 and above
a redshift of z > 0.7 have less than 80% objects in common, as
we know that the photo-z error scales as σz = σ(z=0) × (1 + zc).
In our case there are four samples that fall into this category
(fourth panel of Table A.1). For all the other samples we chose,
the average fraction of common clusters is more than 80% and
so by choosing a direct cut in photo-z space, we expect that the
final clustering is not affected by a huge margin. To calculate the
effect of N(z) on contaminated and missing clusters, we calculate
both the mean and median redshift for the photometric redshift
samples we have. It can be seen from Table A.2 that both the mean
and the median redshift do not vary much when compared to the
mean and median redshift of the cosmological redshift sample.
The percentage of contaminants for each redshift slice and given
photometric uncertainty along with the Nclusters in zc and zphot
window and the number of common clusters is mentioned in
Table A.1.
4.3.2. Selecting the integration limits
The ξ(rp, pi) is calculated on a grid with logarithmically spaced
bins both in rp and pi. The maximum value of rp depends on the
survey dimension in the transverse plane. In the redshift range
0.4 < z < 0.7, the maximum separation across the line of sight
direction in our light-cone is ≈ 500 h−1Mpc. For the upper limit of
integration in Equation 12 we fixed a value rp(max) = 400 h−1Mpc,
corresponding to 80 % of the maximum transversal separation.
For higher redshift samples we are aware that the maximum
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Fig. 10: Evolution of r0 and γ with redshift for clusters with a mass cut Mhalo > 5 × 1013 h−1 M for samples with increasing redshift
uncertainty (σz/(1 + zc) = 0.005, 0.010, 0.030 and 0.050). Red (0.1 < z < 0.4), Green (0.4 < z < 0.7), Blue (0.7 < z < 1.0), Indigo
(1.0 < z < 1.3), Gold (1.3 < z < 1.6), Magenta (1.6 < z < 2.1).
separation across the line of sight increases, but we find that the
value of 400 h−1Mpc includes almost all correlated pairs without
adding any noise.
In the case of clusters where we have low statistics as com-
pared to galaxy catalogues, the choice of the bin width must be
taken into account, if not the Poisson noise will dominate. A
convergence test is performed for choosing the number and the
width of bins in rp and pimax.
Since higher photometric errors produce larger redshift space
distortions, a different value of pimax has to be fixed for each
photometric redshift mock. We determine its value in the follow-
ing way. We recover the real-space correlation function with the
method described in Section 4.2, using increasing values of pimax.
Initially the amplitude of ξdep(r) is underestimated because many
correlated pairs are not taken into account; it increases when
increasing pimax up to a maximum value, beyond which it starts to
fluctuate and noise starts to dominate. Applying this test to each
mock, we select the pimax value corresponding to the maximum
recovered amplitude.
We show an example of the pimax test for the photometric
sample with σz = 0.010 × (1 + zc). Figure 11 shows that the
amplitude of the correlation function increases with increasing
pimax, but only up to a certain value, which we call the maximum
recovered amplitude. It can be seen that integrating the function
above this value of pimax only results in noise.
It is clear from our tests on simulations (see Figure 11) that
there is an optimal pimax value; integrating beyond that limit in-
creases the noise. In future work on observed cluster samples,
using the data themselves, we can examine the value of the ob-
served correlation amplitude as a function of pimax, choosing the
pimax value providing the maximum correlation amplitude.
We have checked that by applying this method to the original
light-cone with cosmological redshifts we correctly recover its
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Fig. 11: Recovered correlation function with different values of
pimax (as colour coded in the figure) for the sample with σz =
0.010× (1 + zc) in the redshift range 0.4 < z < 0.7. The black line
joining the diamonds in both the plots is the real-space correlation
function calculated for the cosmological redshift sample (same
as the red line in Figure 8). Poisson error bars are plotted just for
convenience.
real-space correlation function. The values of pimax used for our
reference sample (0.4 < z < 0.7) are given in Table 2.
4.3.3. The quality of the recovery
In Figure 8 we compare ξdep(r) of our five mocks with the real-
space correlation function ξ(r). It is clear that ξdep(r) reproduces
quite well ξ(r), but shows increasing fluctuations with increasing
σz. The ratio ξdep(r)/ξ(r) is slightly smaller than one but within
1σ at all scales for all the mocks up to σz/(1 + zc) = 0.05.
The quality of the recovery is determined using ∆ξ, an “av-
erage normalised residual” defined by Arnalte-Mur et al. (2009)
as:
∆ξ =
1
N
∑
i
∣∣∣∣∣ξdep(ri) − ξ(ri)ξ(ri)
∣∣∣∣∣, (15)
where ri refers to the values in the ith bin considered and ξ(ri) is
the real-space correlation function.
In the case of real data, where zc is not available, one can still
calculate the quality of the recovery using the covariance matrix
and is defined as:
∆̂ξ =
1
N
∑
i
√
Cii
|ξdep(ri)| , (16)
wherein we use the covariance matrix that we have obtained using
the jackknife resampling method mentioned in Equation 4. The
values of ∆ξ and ∆̂ξ estimated in the range 5-50 h−1Mpc, are
listed in Table 2.
One can see from Table 2 that for the lowest photometric
error considered, σz/(1 + zc) = 0.001, the real-space correlation
function is recovered within 5%. For σz/(1 + zc) = 0.005 and
σz/(1 + zc) = 0.010 it is recovered within 7%, within 9% for
σz/(1+zc) = 0.030, and finally within 15% for σz/(1+zc) = 0.05.
The best-fit parameters of the deprojected correlation func-
tions are shown in Table 3. The fitting is performed with both a
free and fixed slope γ = 2.0. The correlation length obtained for
our five mock photometric samples is consistent within ∼ 1σwith
the real-space correlation length r0 = 13.20 ± 0.23 h−1Mpc and
r0 = 13.16±0.17 h−1Mpc obtained for the zc sample for ξ(r) (free
slope) and ξ(r) (fixed slope) respectively. The best-fit r0 obtained
for this particular sample (0.4 < zc < 0.7) seems to have a value
that is always lower, regardless of the photometric uncertainty,
when compared to the r0 obtained for the true zc sample. This is
just a coincidence and is not always the case, as can be seen for
other samples with different redshift limits. When the slope is set
free, direct comparison of r0 between the samples cannot be made
and so in Figure 9 we plot the three sigma error ellipses around
the best-fit values of r0 and γ for all the mocks. As expected, the
errors on both r0 and γ increase with the photometric error, but
are always within ∼ 1σ with respect to the real space values.
We also applied the deprojection method for higher photomet-
ric redshift errors to test how far the method could be applied. It
was found that from σz/(1 + zc) = 0.1, the error on the recovery is
very large and the recovered correlation function becomes biased.
4.3.4. Recovering the redshift evolution of the correlation
function from sub-samples selected using photometric
redshifts
We checked how accurately we can follow the redshift evolution
of the cluster real-space correlation function when using pho-
tometric redshifts and the deprojection method to retrieve the
real-space correlation function. We have previously shown this
for the light-cone with cosmological redshifts in Figure 3.
For this purpose, we analysed four mocks with redshift uncer-
tainties of σz/(1 + zc) = 0.005, 0.010, 0.030, and 0.050 respec-
tively, in five redshift slices, from 0.1 < z < 0.4 to 1.6 < z < 2.1
with the same mass cut Mhalo > 5 × 1013 h−1 M as done in
Section 3.2. The results are shown in Figure 10 and the values
of the best-fit parameters for all the four photometric samples
are given in Table A.2 in the Appendix section along with the
number of clusters (Nclusters) and the mean and median redshift
for each sample.
Figure 10 shows the evolution of the best-fit parameters r0
and γ for the different redshift slices. The four panels correspond
to the different photometric redshift errors tested. It can be com-
pared to Figure 3 which shows the values of r0 and γ estimated
for the same redshift slices but using cosmological redshifts. The
fits are performed in the range within which ξ(r) can be described
using a power-law. As in Figure 3, r0 and γ are shown to increase
with redshift but the errors on their estimates become larger as
the photometric redshift error increases. As a result, the error bars
on the r0 estimates for consecutive redshift slices tested tend to
superimpose when considering large values of σz. The increase
of r0 with redshift remains detectable, but a larger binning in
redshift is needed to detect this effect significantly when work-
ing with large σz. We note that the parameters estimated from
the deprojected correlation function are within 1σ from the ones
estimated directly in real-space, and that remains true even for
high redshifts and for high values of the photometric errors. The
large error bars for the last two redshift slices (1.3 < z < 1.6 and
1.6 < z < 2.1) are both due to the small number of clusters at high
redshift (see the histogram shown in Figure 1) and the scaling of
the photometric error σz = σ(z=0) × (1 + zc). However, we can see
that the low number of clusters makes the correlation function
hard to measure even using cosmological redshifts. From our tests
we can conclude that the correlation function can be recovered
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Fig. 12: Evolution of bias with redshift and mass (with units h−1 M) for the zc sample (solid lines) compared with the photometric
samples (dashed lines) with redshift uncertainties of σz/(1 + zc) = 0.005, 0.010, 0.030 and σz/(1 + zc) = 0.050.
from photometric redshift surveys using the deprojection method
up to a redshift of z ≈ 2.0 within 10% percent with a photometric
redshift error of σz/(1 + zc) = 0.030. In this sense, the recovery
performed with this method can be considered as successful. Even
in the last redshift slice chosen (1.6 < z < 2.1), the correlation
function can be recovered within 1σ for all the four photometric
redshift uncertainties tested. It can be numerically visualised in
the last panel of Table A.2. This point is of particular importance
as the 1.5 < z < 2.0 redshift range has been shown to be very dis-
criminant for constraining cosmological parameters with clusters
(Sartoris et al. 2016).
We also estimated the bias as defined in Section 3.4 forσz/(1+
zc) = 0.005, 0.010, 0.030, and 0.050. Our values are given in
Tables A.3 and A.4 in the Appendix section along with the number
of clusters (Nclusters) in each sample. The results can be seen in
Figure 12. The bias values obtained for the photo-z samples
are consistent with the values obtained for the reference sample
and are within 1σ error bars. For the first two mass cut samples
(Mhalo > 2 × 1013 h−1 M and 5 × 1013 h−1 M), the calculated
bias from the photometric samples are within 1σ even up to a
median redshift of z ≈ 1.8. Up to a mass cut of Mhalo > 1 ×
1014 h−1 M one can see that the redshift evolution of the bias
can be traced very well (even up to redshifts of z ≈ 1.5).
However we notice that for the highest mass cut sample
(Mhalo > 2 × 1014 h−1 M) chosen, only the bias values ob-
tained for the photometric sample with σz/(1 + zc) = 0.005 seem
to be similar to that obtained by the reference sample. The re-
maining three photometric samples depict a much higher bias
(even though they fall within 1σ) when compared to the reference
sample. One reason for this behaviour and also for the large error
bars for this mass cut sample is due to the smaller abundance of
clusters at this mass threshold cut as it can be seen from Table
A.3 and A.4. We also believe that it could be due to the percent-
age of contaminants that are present in this mass cut sample for
three different photometric uncertainties. We have calculated the
contaminants for this mass cut sample and they seem to be higher
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at certain redshifts when compared to the contaminants at the
same redshifts found for the low mass cut samples.
However, up to a mass cut of Mhalo > 5 × 1013 h−1 M, the
evolution in redshift and mass of the bias is clearly distinguished,
that too up to the highest redshift tested (z ≈ 2.1).
5. Discussion and conclusions
In future, most of the cluster detections in large galaxy surveys
will be based on photometric catalogues. Therefore the main aim
of this work was to apply a method for recovering the spatial two–
point correlation function ξ(r) of clusters using only photometric
redshifts and assess its performance.
In order to estimate the real-space correlation function ξ(r),
we applied a method originally developed to correct for pecu-
liar velocity distortions, first estimating the projected correlation
function wp(rp), then applying Equation 12 to deproject it.
For our analysis we used the 500 deg2 light-cone of Merson
et al. (2013). Mock photometric redshifts were generated from the
cosmological redshifts assuming a Gaussian error σz = σ(z=0) ×
(1 + zc) (as described in Section 4.1). This represents a first
approximation, sufficient for the scope of the present work; a more
realistic approach will have to include real photo-z distributions
and catastrophic failures.
Here are our main results.
1. We directly estimate the cluster correlation function in real-
space (i.e. using cosmological redshifts) for sub-samples of
the light-cone in different redshift intervals and with differ-
ent mass thresholds (see Section 3.2 and 3.3). As expected,
we find an increasing clustering strength with both redshift
and mass threshold. At a fixed mass threshold, the correla-
tion amplitude increases with redshift, while at a fixed red-
shift the correlation amplitude increases with mass thresh-
old. The increase of the correlation amplitude with red-
shift is larger for more massive haloes: for example, for
Mhalo > 2 × 1013 h−1 M, r0 = 9.89 ± 0.20 at z = 0.25 and
r0 = 12.41 ± 0.42 at z = 1.45; for Mhalo > 1 × 1014 h−1 M,
r0 = 14.60 ± 0.35 at z = 0.25 and r0 = 26.09 ± 4.10 at
z = 1.45.
2. We fit the relation between the clustering length r0 and the
mean intercluster distance d in the redshift interval 0.1 ≤ z ≤
2.1 up to z ≈ 2.0, finding r0 = 1.77 ± 0.08(d)0.58±0.01 h−1Mpc,
which is consistent with the relation r0 = 1.70(d)0.60 h−1Mpc
obtained by Younger et al. (2005) for the local redshift range
0 ≤ z ≤ 0.3.
3. We estimate the bias parameter directly in real-space (using
cosmological redshifts), with different mass thresholds. Anal-
ogously to the correlation amplitude, the bias increases with
redshift, and the increase is larger for more massive clusters.
Our results are consistent with Estrada et al. (2009) and with
the theoretical prediction of Tinker et al. (2010).
4. We finally apply the deprojection method to recover the real-
space correlation function ξ(r) of different sub-samples using
photometric redshifts. We recover ξ(r) within ∼ 7% on scales
5 < r < 50 h−1Mpc with a photometric error of σz/(1 +
zc) = 0.010 and within ∼ 9% for samples with σz/(1 + zc) =
0.030; the best–fit parameters of the recovered real–space
correlation function, as well as the bias, are within 1σ of the
corresponding values for the direct estimate in real-space, up
to z ∼ 2.
Our results are promising in view of future surveys such as
Euclid and LSST that will provide state-of-the-art photometric
redshifts over an unprecedented range of redshift scales. This
work represents the first step towards a more complete analysis
taking into account the different observational problems to be
faced when determining cluster clustering from real data. We are
planning to extend this study to the use of more realistic photo-z
errors. We are also planning to apply the deprojection method to
cluster catalogues produced by cluster detection algorithms. This
implies taking into account the selection function of the cluster
catalogue, and investigating the impact of purity and complete-
ness on clustering. Another important issue to be faced is that
mass in general is not available for cluster catalogues derived
from data so that a proxy of mass such as richness has to be used.
The fact that the scatter of the relation between mass and richness
introduces another uncertainty has to be taken into account when
using clusters for constraining the cosmological parameters (see
e.g. Berlind et al. (2003); Kravtsov et al. (2004); Zheng et al.
(2005); Rozo et al. (2009); Rykoff et al. (2012)). Another impor-
tant constraint for cosmological parameters is given by the BAO
feature in the two-point correlation function (Veropalumbo et al.
2014, 2016). As we have pointed out in Section 2, the size of
the light-cone we used (500 deg2) is not large enough to detect
the BAO feature. It will be interesting to extend this analysis to
forthcoming all-sky simulations to test if the BAO feature can be
detected using photometric redshifts, and if so with what accuracy,
in next generation surveys.
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Appendix A: Values of best-fit parameters from the
two-point correlation fit and bias values for
photometric redshift catalogues
Table A.2 shows the values of the best-fit parameters (as shown
in Figure 10) for the two-point correlation function of the four
sub-samples with redshift errors σz/(1+zc) = 0.005, 0.010, 0.030,
and 0.050, and the corresponding values obtained for the parent
catalogue with cosmological redshift (zc).
For the same four sub-samples and the parent sample with
cosmological redshift (zc), tables A.3 and A.4 show the bias
values (see also Figure 12).
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Table A.1: Number of clusters in a given redshift range for zc and zphot with mass cut Mhalo > 5× 1013 h−1 M. The zphot uncertainties
are σz/(1 + zc) = 0.005, 0.010, 0.030, and 0.050. (1) Redshift range, (2) number of clusters in zc window, (3) number of clusters in
zphot window, (4) common clusters, (5) uncommon clusters and (6) the percentage of contaminants are quoted.
Redshift range Clusters in
zc window
Clusters in
zphot window
Common Uncommon % contaminants
σz = 0.005 × (1 + zc)
0.1< z <0.4 3210 3214 3160 50 1.55
0.4< z <0.7 7301 7310 7162 139 1.90
0.7< z <1.0 8128 8088 7933 195 2.39
1.0< z <1.3 5963 6001 5842 121 2.02
1.3< z <1.6 3365 3356 3252 113 3.35
1.6< z <2.1 2258 2251 2197 61 2.70
σz = 0.010 × (1 + zc)
0.1< z <0.4 3210 3216 3115 95 2.95
0.4< z <0.7 7301 7338 7042 259 3.54
0.7< z <1.0 8128 8095 7745 383 4.71
1.0< z <1.3 5963 5973 5676 287 4.81
1.3< z <1.6 3365 3350 3144 221 6.56
1.6< z <2.1 2258 2239 2133 125 5.53
σz = 0.030 × (1 + zc)
0.1< z <0.4 3210 3196 2884 326 10.15
0.4< z <0.7 7301 7396 6492 809 11.08
0.7< z <1.0 8128 8053 6972 1156 14.22
1.0< z <1.3 5963 5880 4958 1005 16.85
1.3< z <1.6 3365 3388 2712 653 19.40
1.6< z <2.1 2258 2251 1922 336 14.88
σz = 0.050 × (1 + zc)
0.1< z <0.4 3210 3205 2647 563 17.53
0.4< z <0.7 7301 7433 5906 1395 19.10
0.7< z <1.0 8128 7937 6153 1975 24.29
1.0< z <1.3 5963 5859 4294 1669 27.98
1.3< z <1.6 3365 3352 2248 1117 33.19
1.6< z <2.1 2258 2277 1717 541 23.95
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Table A.2: Parameters obtained from the fit for the real-space correlation function ξ(r) on the ideal zero-error simulation for the
different redshift cut catalogues and the same obtained from the photometric redshift catalogues with σz/(1+zc) = 0.005, 0.010, 0.030,
and 0.050. (1) Redshift cut used, (2) photometric uncertainty σz/(1 + zc), (3) correlation length r0, (4) slope γ and (5) the number of
clusters Nclusters, (6) median redshift, and (7) mean redshift.
Redshift range σz/(1 + zc) r0 h−1Mpc γ Nclusters Median z Mean z
0.1 < z < 0.4
zc 12.22±0.26 1.90±0.05 3210 0.30 0.29
0.005 11.99±0.44 2.01±0.09 3214 0.30 0.29
0.010 12.47±0.51 1.80±0.10 3216 0.30 0.29
0.030 12.57±0.64 1.97±0.13 3196 0.30 0.28
0.050 12.48±0.61 1.99±0.12 3205 0.29 0.28
0.4 < z < 0.7
zc 13.20±0.23 1.98±0.05 7301 0.56 0.55
0.005 12.89±0.26 1.94±0.06 7310 0.56 0.55
0.010 12.84±0.63 1.93±0.08 7338 0.56 0.56
0.030 12.91±0.72 2.02±0.12 7396 0.56 0.55
0.050 12.88±0.76 1.90±0.14 7433 0.56 0.55
0.7 < z < 1.0
zc 14.86±0.33 1.97±0.05 8128 0.84 0.84
0.005 15.07±0.49 1.87±0.07 8088 0.84 0.84
0.010 14.99±1.00 1.90±0.18 8095 0.84 0.84
0.030 14.06±0.63 2.05±0.19 8053 0.84 0.84
0.050 14.36±0.83 1.91±0.16 7937 0.84 0.84
1.0 < z < 1.3
zc 17.00±0.48 2.00±0.07 5963 1.13 1.13
0.005 17.29±0.64 2.06±0.08 6001 1.13 1.13
0.010 16.90±0.87 2.08±0.12 5973 1.13 1.14
0.030 17.45±1.14 1.88±0.16 5880 1.13 1.14
0.050 17.43±0.92 1.90±0.13 5859 1.13 1.14
1.3 < z < 1.6
zc 18.26±0.62 2.15±0.06 3365 1.43 1.43
0.005 18.31±0.51 2.09±0.08 3356 1.43 1.43
0.010 18.31±0.75 2.26±0.21 3350 1.43 1.43
0.030 19.22±1.16 2.16±0.17 3388 1.42 1.43
0.050 18.78±1.35 2.11±0.18 3352 1.43 1.43
1.6 < z < 2.1
zc 19.48±1.41 2.23±0.21 2258 1.76 1.79
0.005 18.86±0.88 2.16±0.23 2251 1.77 1.79
0.010 18.76±0.85 2.32±0.27 2239 1.77 1.79
0.030 18.74±1.89 2.15±0.17 2251 1.77 1.79
0.050 19.62±2.16 2.15±0.26 2277 1.77 1.79
Article number, page 19 of 21
A&A proofs: manuscript no. recovery_paper
Table A.3: Bias values obtained for the first two photometric redshift catalogues (σz/(1 + zc) = 0.005 and 0.010) with the four mass
threshold cuts in the five redshift bins used. (1) Photometric uncertainty σz/(1 + zc), (2) mass cut Mhalo cut, (3) redshift range, (4) the
bias, and (5) the number of clusters Nclusters are given.
σz/(1 + zc) Mass
(h−1 M)
Redshift range Bias Nclusters
0.005
2 × 1013
0.1 < z < 0.4 1.71±0.13 10521
0.4 < z < 0.7 1.97±0.06 27224
0.7 < z < 1.0 2.46±0.06 35045
1.0 < z < 1.3 2.86±0.23 31845
1.3 < z < 1.6 3.31±0.30 23017
1.6 < z < 2.1 4.23±0.57 18904
5 × 1013
0.1 < z < 0.4 2.17±0.23 3214
0.4 < z < 0.7 2.78±0.19 7310
0.7 < z < 1.0 3.34±0.26 8088
1.0 < z < 1.3 4.17±0.06 6001
1.3 < z < 1.6 6.10±0.81 3356
1.6 < z < 2.1 5.75±0.81 2251
1 × 1014
0.1 < z < 0.4 2.72±0.27 1116
0.4 < z < 0.7 3.86±0.37 2231
0.7 < z < 1.0 5.07±0.41 2065
1.0 < z < 1.3 6.35±1.29 1218
1.3 < z < 1.6 8.12±0.98 594
2 × 1014
0.1 < z < 0.4 3.78±1.48 316
0.4 < z < 0.7 4.88±1.07 544
0.7 < z < 1.0 5.45±1.38 399
0.010
2 × 1013
0.1 < z < 0.4 1.76±0.08 10536
0.4 < z < 0.7 1.91±0.14 27283
0.7 < z < 1.0 2.48±0.09 35022
1.0 < z < 1.3 2.96±0.19 31763
1.3 < z < 1.6 3.39±0.32 23021
1.6 < z < 2.1 4.10±0.47 18898
5 × 1013
0.1 < z < 0.4 2.23±0.12 3216
0.4 < z < 0.7 2.80±0.13 7338
0.7 < z < 1.0 3.31±0.37 8095
1.0 < z < 1.3 4.07±0.59 5973
1.3 < z < 1.6 5.76±0.56 3350
1.6 < z < 2.1 6.01±0.96 2239
1 × 1014
0.1 < z < 0.4 2.86±0.33 1124
0.4 < z < 0.7 3.58±0.53 2235
0.7 < z < 1.0 4.96±0.75 2069
1.0 < z < 1.3 5.57±2.36 1210
1.3 < z < 1.6 7.81±3.12 587
2 × 1014
0.1 < z < 0.4 4.56±0.74 318
0.4 < z < 0.7 5.47±2.3 547
0.7 < z < 1.0 7.16±1.31 394
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Table A.4: Bias values obtained for the last two photometric redshift catalogues (σz/(1 + zc) = 0.030 and 0.050) with the four mass
threshold cuts in the five redshift bins used. (1) Photometric uncertainty σz/(1 + zc), (2) mass cut Mhalo cut, (3) redshift range, (4) the
bias, and (5) the number of clusters Nclusters are given.
σz/(1 + zc) Mass
(h−1 M)
Redshift range Bias Nclusters
0.030
2 × 1013
0.1 < z < 0.4 1.77±0.15 10581
0.4 < z < 0.7 2.05±0.14 27475
0.7 < z < 1.0 2.36±0.20 34849
1.0 < z < 1.3 3.13±0.36 31457
1.3 < z < 1.6 3.67±0.49 23028
1.6 < z < 2.1 5.14±0.38 18863
5 × 1013
0.1 < z < 0.4 2.38±0.45 3196
0.4 < z < 0.7 2.97±0.07 7396
0.7 < z < 1.0 3.48±0.51 8053
1.0 < z < 1.3 4.33±0.83 5880
1.3 < z < 1.6 4.99±1.02 3388
1.6 < z < 2.1 6.66±0.93 2251
1 × 1014
0.1 < z < 0.4 2.83±0.43 1115
0.4 < z < 0.7 3.70±0.49 2253
0.7 < z < 1.0 4.63±2.05 2041
1.0 < z < 1.3 5.93±2.24 1228
1.3 < z < 1.6 7.54±1.74 580
2 × 1014
0.1 < z < 0.4 4.74±0.61 317
0.4 < z < 0.7 5.37±1.50 554
0.7 < z < 1.0 6.53±2.30 383
0.050
2 × 1013
0.1 < z < 0.4 1.71±0.28 10835
0.4 < z < 0.7 2.05±0.19 27570
0.7 < z < 1.0 2.71±0.28 34575
1.0 < z < 1.3 3.34±0.29 31168
1.3 < z < 1.6 4.20±0.86 22733
1.6 < z < 2.1 5.01±0.63 18889
5 × 1013
0.1 < z < 0.4 2.40±0.18 3205
0.4 < z < 0.7 2.62±0.21 7443
0.7 < z < 1.0 3.06±0.29 7937
1.0 < z < 1.3 4.21±0.24 5859
1.3 < z < 1.6 6.31±1.01 3352
1.6 < z < 2.1 7.02±0.63 2277
1 × 1014
0.1 < z < 0.4 2.98±0.61 1109
0.4 < z < 0.7 3.37±1.20 2258
0.7 < z < 1.0 4.89±0.86 1992
1.0 < z < 1.3 5.75±2.30 1257
1.3 < z < 1.6 9.75±2.79 562
2 × 1014
0.1 < z < 0.4 5.12±1.08 311
0.4 < z < 0.7 5.57±2.40 560
0.7 < z < 1.0 6.91±2.97 370
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