An unsupervised data clustering method, called the local maximum clustering (LMC) method, is proposed for identifying clusters in experiment data sets based on research interest. A magnitude property is defined according to research purposes, and data sets are clustered around each local maximum of the magnitude property. By properly defining a magnitude property, this method can overcome many difficulties in microarray data clustering such as reduced projection in similarities, noises, and arbitrary gene distribution. To critically evaluate the performance of this clustering method in comparison with other methods, we designed three model data sets with known cluster distributions and applied the LMC method as well as the hierarchic clustering method, the K-mean clustering method, and the self-organized map method to these model data sets. The results show that the LMC method produces the most accurate clustering results. As an example of application, we applied the method to cluster the leukemia samples reported in the microarray study of Golub et al. (1999) .
INTRODUCTION
Data analysis is a key step in obtaining information from large-scale gene expression data. Many analysis methods and algorithms have been developed for the analysis of the gene expression matrix [1, 2, 3, 4, 5, 6, 7, 8, 9] . The clustering of genes for finding coregulated and functionally related groups is particularly interesting in cases where there is a complete set of organism's genes. A reasonable hypothesis is that genes with similar expression profiles, that is, genes that are coexpressed, may have something in common in their regulatory mechanisms, that is, they may be coregulated. Therefore, by clustering together genes with similar expression profiles, one can find groups of potentially coregulated genes and search for putative regulatory signals. So far, many clustering methods have been developed. They can be divided into two categories: supervised and unsupervised methods. This work focuses on unsupervised data clustering. Some widely used methods in this category are the hierarchic clustering method [6] , the K-mean clustering method [10] , and the self-organized map clustering method [9, 11] .
The clustering of microarray gene expression data typically aims to group genes with similar biological functions or to classify samples with similar gene expression profiles. There are several factors that make the clustering of gene expression data different from data clustering in a general sense. First, the "positions" of genes or samples are unknown. That is, where the data points to be clustered locate is unknown. Instead, the relations between data points (genes or samples) are probed by a series of responses (gene expressions). Generally, the correlation of the response series between data points is used as a measure of their similarity. However, because the number of responses is limited and the responses are not independent from each other, the correlation can only provide a reduced description of the similarities between data points. Just like a projection of data points in a high-dimensional space to a low-dimensional space, many data points far apart may be projected together. It often happens that genes that belong to very different categories are clustered together according to gene expression data. Second, there is only a small number of genes presented in a microarray that are relevant to the biological processes under study. All the rest become noises to the analysis, which need to be filtered out based on some criteria before clustering analysis. Third, the genes chosen to array do not necessarily represent the functional distribution. That is, there exist redundant genes of some functions while very few genes exist of some other functions. This may result in the neglect of those less-redundant gene clusters in a clustering analysis. These facts rise difficulties and uncertainties for cluster analysis. Fortunately, a microarray experiment does not attempt to provide accurate cluster information of all genes being arrayed. Instead, besides many other purposes, a microarray experiment is designed to identify and study those groups, which seem to participate in the studied biological process. The complete gene cluster will be the job of many molecular biology experiments as well as other technologies.
With our interest focused on those functional related genes, we need to identify clusters functionally relevant to the biological process of interest. As stated above, clustering methods solely dependent on similarities may suffer from the difficulties of reduced projection, noises, and arbitrary gene distribution and may not be suitable for microarray research purposes. In this work, we present a general approach to clustering a data set based on research interest. A quantity, which is generally called magnitude, is introduced to represent a property of our interest for clustering. The following sections explain in detail the concept and the clustering method, which we call the local maximum clustering (LMC) method. Additionally, for the purpose of comparison, we worked out an approach to quantitatively calculate the agreement between two hierarchic clustering results for the same data set. Using three model systems, we compared this clustering method with several well-known clustering methods. Finally, as an example of application, we applied the method to cluster the leukemia samples reported in the microarray study of Golub et al. [12] .
METHODS AND ALGORITHMS

Distances, magnitudes, and clusters
For a data set with unknown absolute positions, the distance matrix between data points is used to infer their relative po- sitions. For a biologically interesting data set like genes or tissue samples, the distances are not directly measurable. Instead, the responses to a series event are used to estimate the distances or similarity. It is assumed that data points close to each other have similar responses.
For microarray gene expression data, people often use Pearson correlation function to describe the similarity between genes i and j:
where
. . , n, represents the data point of gene i, which consists of n responses, X ik is the kth response of gene i, X i is the average value of X i ,
From (1), we can see that C i j ranges from −1 to 1, with 1 representing identical responses between genes i and j and −1 the opposite responses. The distance between a pair of genes is often expressed as the following function:
We introduce a quantity called magnitude to represent our research interest. This magnitude is introduced as an additional dimension to the distribution space. We image a set of data points distributed on x-y plan, a two-dimensional space, the magnitude will be an additional dimension, zdimension ( Figure 1 ). Usually, a cluster is a collection of data points that are more similar to each other than to data points in different clusters. Clusters of this type are characterized by a magnitude of the local densities with each cluster representing a high-density region. Here, the local density is the magnitude used to define clusters. We should keep in mind that the magnitude property can be properties other than density; it can be gene expression levels or gene differential expressions as described later. As can be seen from Figure 1 , each cluster is represented by a peak on the magnitude surface. Obviously, clusters in a data set can be found out by identifying peaks on the magnitude surface. Because clusters are peaks on the magnitude surface, the number and size of clusters depend only on the surface shape.
Current existing clustering methods like the hierarchic clustering method do not explicitly use the magnitude property. These clustering methods assume clusters locate at highdensity areas of a distribution. In other words, these clustering methods implicitly use distribution density as the magnitude of clustering.
The choosing of the magnitude property determines what we want to be the cluster centers. If we want clusters to center at high-density areas, using distribution density would be a natural choice for the magnitude. A simple distribution density can be calculated as
where δ(r i j ) is a step function:
Equation (3) indicates the magnitude of data point i and M i is equal to the number of data points within distance d from data point i. A smaller d will result in a more accurate local density but a larger statistic error. To make the magnitude smooth, an alternative function can be used for δ(r i j ):
For microarray studies, directly clustering genes based on density may result in misleading results. The main reason is that we do not know the real "positions" of the genes. The relative similarities between genes are probed by their responses to an often very limited number of samples. The similarity obtained this way is a reduced projection of "real" similarities, and many very different functional genes may respond similarly in the limited sample set. Therefore, the densities estimated from the response data are not reliable and change from experiment to experiment. Further, the correlation function captures similarity of the shapes of two expression profiles, but it ignores the strength of their responses. Some noises in response measurement may cause a nonresponsive gene to be of high correlation with a high-response gene. Another reason is that the genes arrayed in a chip may vary in redundancy, resulting in different density distributions. An extreme case is when a single gene is redundant so many times that they occupy a large portion of an array-a cluster centering at this gene would be created. Additionally, for the thousands of genes arrayed on a gene chip, generally, only a handful of genes show varying expression levels, which we used to probe gene functions. All the rest only show undetectable expressions or simply noises which may result in very high correlation to some genes. Normally, only those genes with significantly varying expression levels can be of meaningfully functional relation, while for the rest we can draw little information from a microarray experiment. Therefore, for a microarray study, a good choice of magnitude would be a quantity measuring the variation of expression levels as in
where R i is the expression ratio between sample and control and n is the number of samples for each gene. Equation (6) is a magnitude defined as the differential expression of genes. By this definition, the clusters are always centered at highdifferential expression genes. Because this paper focuses on the presentation and evaluation of the local maximum clustering method, we will not discuss the application of (6) in identifying high-response gene clusters. This equation is presented here only to illustrate the idea of the magnitude properties.
The local maximum clustering method
Two types of properties characterize the data points: magnitude of each data point and distance (or similarity) between a pair of data points. We define a cluster as a peak on the magnitude surface. Therefore, we can cluster a data set by identifying peaks on the magnitude surface. There are many approaches to identifying peaks on a surface. Here, in this work, we use a method called the local maximum method to identify peaks. Identification of peaks on a surface can be done by searching for the local maximum point around each data point. Assume there is a data set of N data points to be clustered. The local maximum of a data point i is the data point whose magnitude is the maximum among all the data points within a certain distance from the data point i. A peak has the maximum magnitude in its local area, therefore, its local maximum is itself. By identifying all data points whose local maximum points are themselves, we can locate all the peaks on the magnitude surface. The distance used to define the local area is called resolution. The number of peaks on a magnitude surface depends on the shape of the surface and the size of resolution. After the peaks are identified, all data points can be assigned into these peaks according to their local maximum points in the way that a data point belongs to the same peak as its local maximum point. Figure 2 shows a one-dimensional distribution of a data set along the x-axis. The y-axis is the magnitude of the data set. The peaks represent cluster centers depending on the resolution r 0 . Clusters can be identified by searching for the peaks in the distribution, and all data points can be clustered into these peaks according to the local maximums of each data point. Assume that r 1 , r 3 , and r 4 are the distances from peaks 1, 3, and 4 to their nearest equal-magnitude neighbor points. With a resolution r 0 < r 3 , four peaks, 1, 2, 3, and 4 can be identified as the local maximum points of themselves. All data points can be clustered into these four peaks according to their local maximum points. For example, for data point a, if data point b is the one that has the maximum magnitude in all data points within r 0 from a, we say b is the local maximum point of a. Point a will belong to the same peak as point b. Similarly, point b belongs to the same peak as its local maximum point c and point c belongs to peak 4. Therefore, points a, b, and c all belong to peak 4. Obviously, resolution r 0 plays a crucial role in identifying peaks. For each peak p, we define its resolution limit r p as the longest distance within which peak p has the maximum magnitude. For a given resolution r 0 , a peak p will be identified as a cluster center if r p > r 0 . As shown in Figure 2 , there are four peaks, 1, 2, 3, and 4. If r 0 > r 1 , peak 1 will not be identified and, together with all its neighbors, will be assigned to cluster 2. Similarly, cluster 3 or 4 can only be identified when r 0 < r 3 or r 0 < r 4 , respectively.
The peaks identified can be further clustered to produce a hierarchic cluster structure. For the example shown in Figure 2 , if we assume that r 4 > r 1 > r 3 , by using r 0 < r 3 , we can get four clusters, while, using r 1 > r 0 > r 3 , clusters 2 and 3 merge to cluster 5 at peak 2, with r 4 > r 0 > r 1 , clusters 1 and 5 merge into cluster 6 at peak 2, and with r 0 > r 4 , all clusters merge into a single cluster at peak 2.
The algorithm of the LMC method is described by the following steps.
(i) For a data set {i}, i = 1, 2, . . . , N, calculate the distances between data points {r i j } using (1) and (2) . From the distance matrix, calculate the magnitude of each data point {M(i)} using (5). 
Comparison of hierarchic clusters
For the same data set, different clustering methods may produce different clusters. It is, in general, a nontrivial task to compare different clustering results of the same data set and many efforts have been made for such clustering comparison (e.g., [13] ). For hierarchic clustering, comparison is more challenging because a hierarchic cluster is a cluster of clusters. To quantitatively compare hierarchic clusters from different methods, we define the following agreement function to describe the agreement between hierarchic clustering results.
We use {H 1 } and {H 2 } to represent two hierarchic clustering results for the same data set. In the following discussions, N 1 and N 2 are the numbers of clusters in {H 1 } and {H 2 }, respectively, n 1i and n 2 j represent the data point numbers in cluster i of {H 1 } and cluster j of {H 2 }, respectively, and m i j is the number of data points existing both in cluster i of {H 1 } and in cluster j of {H 2 }. Therefore, 2m i j /(n 1i + n 2 j ) represents how well the two clusters, cluster i of {H 1 } and cluster j of {H 2 }, are similar to each other. A value of 1 indicates they are identical and a value of 0 indicates they are completely different. We use M 1i ({H 2 }) to describe how well cluster i of {H 1 } is clustered in {H 2 }. We call M 1i ({H 2 }) the match of {H 1 } to {H 2 } in cluster i. Similarly, the match of {H 2 } to {H 1 } in cluster j is denoted as M 2 j ({H 1 }), which describes how well cluster j of {H 2 } is clustered in {H 1 }. They are calculated using the following equations:
Equations (7) mean that the match of {H 1 } to {H 2 } in a cluster is the highest similarity between this cluster and any cluster of {H 2 }. We use the agreement A({H 1 }, {H 2 }) to describe the overall similarity between two clustering results, which is a weighted average of all cluster matches, as
To further illustrate the definition of the agreement and matches, we show an example of two hierarchic clustering results in Figures 3a and 3b . These two hierarchic clustering results, {H A } and {H B }, are for the same data set of 1000
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1-300 301-500 501-900 901-1000 (b) Figure 3 : (a) The hierarchic clustering structure {H A } with 10 clusters; the match of each cluster to the cluster structure {H B } are labeled in parentheses; (b) the hierarchic cluster structure {H B } with 6 clusters; the match of each cluster to the cluster structure {H A } are labeled in parentheses.
data points. 
RESULTS AND DISCUSSIONS
The LMC method has several features. First, it is an unsupervised clustering method. The clustering result depends on the data set itself. Second, it allows magnitude properties to be used to identify clusters of interest. Third, it automatically produces a hierarchic cluster structure with a minimum amount of input. In this work, we designed three model systems with known cluster distributions to evaluate the performance of the LMC method and compare it with other methods. Finally, as an example of application, we use this method to cluster the leukemia samples reported by Golub et al. [12] and compare the result with experimental classification.
The model systems
Model systems with known cluster distributions have often been used in method development. The model systems used here are designed to mimic microarray gene expression data in the way that each data point is a response series of expression values, and the distance or similarity between data points is measured by their correlation function. It is the correlation function that determines the distance between data points and the actual number of expression values in a response series, which does not affect the clustering results; for simplicity and convenience of data generation and analysis, we use only three expression values for each response series, namely, x, y, and z. The response series of gene i is represented by (x i , y i , z i ). The correlation function and distance between gene i and gene j is calculated according to (1) and (2) with n = 3. The model systems are designed to have 6 clusters with cluster centers at (X j , Y j , Z j ), j = 1, 2, 3, 4, 5, and 6. We use the following possibility distribution to generate the expression data of 1000 genes (x i , y i , z i ), i = 1, 2, . . . , 1000:
where ρ(x i , y i , z i ) represents the possibility function to have a gene with a response series of ρ(x i , y i , z i ), and h j and w j are the height and width of cluster j. The six cluster centers are genes with the following response series: The correlation matrix between these centering genes is
Three model data sets, each has 1000 data points, are generated using the parameters listed in Table 1 . Their distributions are shown in Figure 4 . The clusters are separated Cluster 
Figure 5: The hierarchic cluster structure of the model data sets. Comparison of the clustering results of different methods. The letters L, H, K, and S stand for the LMC method, the hierarchic clustering method, the K-mean clustering method, and the self-organization map clustering method, respectively.
Matches to the models (%) by minimums between peaks, and the data points can be accurately assigned to their clusters. As can be seen (Figure 4 ) in model 1, the six clusters have equal heights and are clearly separated from each other, while in model 2, clusters 1, 3, 4, and 5 are much broader, and in model 3, their heights are different. These three model data sets present some typical cases that a clustering method would deal with. Based on the correlations between the clusters, (11), these model data sets have a hierarchic cluster structure as shown in Figure 5 . The whole data set belongs to a single cluster 11, which is split into two clusters, 7 and 10. Cluster 7 is divided into clusters 2 and 3. Cluster 10 is further divided into cluster 9, which consists of clusters 1 and 4, and cluster 8, which consists of clusters 5 and 6.
We applied the LMC method (L), the hierarchic clustering method [6] (H), the K-mean clustering method [10] (K), and the self-organized map clustering method [11] (S) to these three model data sets. The LMC method, as well as the hierarchic clustering method, produces a hierarchic cluster structure. The K-mean and the self-organized map methods require a predefined cluster number prior to clustering. For comparison purpose, we set the cluster number to 6 when performing clustering using the K-mean and the self-organized map method, and only compare the agreement between the clustering results with the bottom 6 clusters of the model data sets. Table 2 listed the matches and agreements between the results from the four clustering methods and the known clusters of the model data sets.
Comparing the matches and agreements between the clustering results and the known clusters of the model data sets, we can see clearly that the LMC method produces the most accurate result. The hierarchic clustering method produces many tree structures, within which there exist good matches to the clusters in the models. Because it produces too many trees, the agreement between the model and result from the hierarchic method is low. The K-mean and the self-organized map methods produce worse matches to the clusters in the models than the LMC and the hierarchic clustering methods.
An application to microarray
gene expression data Application of the LMC method to gene expression data is straightforward. As an example of the application, we applied this method to cluster the 72 samples collected by Golub et 
al. [12] from acute leukemia patients at the time of diagnosis. We choose this data because experimental classification is available for comparison. Table 3 lists the clusters based on experiment classification [12] . The 72 samples contain 47 acute lymphoblastic leukemia (ALL) samples (cluster A) and 25 acute myeloid leukemia (AML) samples (cluster B). These samples are from either bone marrow (BM) (clusters A1 and B1) or peripheral blood (PB) (clusters A2 and B2). The ALL samples fall into two classes: B-lineage ALL (clusters A11 and A21) and T-lineage ALL (clusters A12 and A22), some of which are taken from known sex patients (F for female and M for male). Some of the AML samples have known FAB types, M1-M5. The whole set of genes are filtered based on expression levels, and 1769 genes with expression levels higher than 20 in all the 72 samples are used for our clustering. That is, for each sample, its response series contains 1769 gene expression values. The logarithms of the gene expression levels are used in correlation function calculation to reduce the noise effect at high expression levels.
We applied the LMC method and the hierarchic clustering method [6] to the 72 samples and compared the results with the experiment clusters listed in Table 3 . The magnitude is calculated using (5) so that the cluster centers will be the peaks of local density of data points. Only with this magnitude, the two methods are comparable. The matches of each cluster and the overall agreements of the experimental classification to the clustering results are listed in Table 4 . As can be seen, the ALL samples (cluster A) can be better clustered by the LMC method (M A (LMC) = 0.792) than by the hierarchic clustering method (M A (HC) = 0.784), while the AML samples can be better described by the hierarchic clustering method (M B (HC) = 0.526) than by LMC method (M B (LMC) = 0.521). Overall, the experimental classification agrees better with the clustering result of the LMC method (the agreement is 0.643) than with that of the hierarchic clustering method (the agreement is 0.624).
This example shows that the LMC method, like the hierarchic clustering method, can be used for hierarchic clustering of microarray gene expression data. Unlike the hierarchic clustering method, the LMC method has the flexibility to choose magnitude properties, for example, using (6) to cluster high-differential expression genes, which will be the topic of future studies. 
CONCLUSION
This work proposed the local maximum clustering (LMC) method and evaluated its performance as compared with some typical clustering methods through designed model data sets. This clustering method is an unsupervised one and can generate hierarchic cluster structures with minimum input. It allows a magnitude property of research interest to be chosen for clustering. The comparison using model data sets indicates that the local maximum method can produce more accurate cluster results than the hierarchic, the K-mean, and the self-organized map clustering methods. As an example of application, this method is applied to cluster the leukemia samples reported in the microarray study of Golub et al. [12] . The comparison shows that the experimental classification can be better described by the cluster result from the LMC method than by the hierarchic clustering method.
