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Abstract
We develop the theory of Berezin-Toeplitz operator on any compact
symplectic prequantizable manifold from scratch. Our main inspiration
is the Boutet de Monvel-Guillemin theory, that we simplify in several
ways to obtain a concise exposition. A comparison with the spin-c Dirac
quantization is also included.
For compact Ka¨hler manifolds, there exists a well established quantization
scheme. The quantum space consists in the holomorphic sections of a pre-
quantum bundle and to any classical observable is associated a Berezin-Toeplitz
operator. This has been generalized to symplectic compact manifolds by Boutet
de Monvel and Guillemin [BdMG81], [Gui95], [BdM97], the basic idea being to
replace the Szego¨ kernel by a kernel which has similar properties. This construc-
tion has been used in some papers, see [SZ02], [BU96] for instance. Nevertheless,
it remains difficult for two reasons. First it is indirect: we transform a semi-
classical problem, the quantization of a compact symplectic manifold equipped
with a prequantum bundle L, into an homogeneous problem, the quantization
of a symplectic cone with base the unitary bundle of L. Second this approach
uses some sophisticated tools of microlocal analysis: Fourier integral operators
with complex phase or Hermite operators.
Our goal in this paper is to develop the quantization of symplectic compact
manifolds from scratch, in a direct way and without using any substantial result
of microlocal analysis. So we introduce a class of spaces similar to the spaces
of holomorphic sections, prove their existence and establish the basic results for
the corresponding Berezin-Toeplitz operators.
Another approach for the quantization of symplectic manifold is through
spin-c Dirac operator, cf. [Dui11] for an introduction and [MM08] for the study
of Berezin-Toeplitz operators in this context. We will explain how this enters
in our setting.
1 Statement of the results
Let (M,ω) be a symplectic compact manifold with dimension 2n. Let j be an
almost complex structure compatible with ω, that is ω(jX, jY ) = ω(X,Y ) for
any X,Y ∈ TM and ω(X, jX) > 0 if X 6= 0. Assume that the cohomology class
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2π [ω] is integral and choose a Hermitian line bundle L→M with a connection
∇ of curvature 1iω. Such a pair (L,∇) is called a prequantum bundle. Let
A→M be a Hermitian vector bundle.
Existence of the projector
For any integer k, set Ak = L
k ⊗ A and introduce the scalar product on
C∞(M,Ak) given by integrating the pointwise scalar product against the Li-
ouville measure. Let Hk be a finite dimensional subspace of C∞(M,Ak). Con-
sider the orthogonal projector of C∞(M,Ak) onto Hk and its Schwartz kernel
Πk ∈ C∞(M2, Ak ⊠ Ak). This kernel may be defined in a elementary way by
the formula
Πk(x, y) =
Nk∑
i=1
fi(x) ⊗ fi(y), ∀(x, y) ∈M2
where (fi, i = 1, . . . , Nk) is any orthonormal basis of Hk.
Theorem 1.1. For any symplectic compact manifold (M,ω) with a compatible
almost complex structure j, a prequantum bundle L → M and a Hermitian
vector bundle A → M , there exists a family (Hk ⊂ C∞(M,Lk ⊗ A), k ∈ N) of
finite dimensional subspaces such that the corresponding family (Πk) of Schwartz
kernels is in O∞(kn) and satisfies for any m ∈ N,
Πk(x, y) =
( k
2π
)n
Ek(x, y)
∑
ℓ∈Z∩[−m,m/2]
k−ℓσℓ(x, y) +O(k−(m+1)/2) (1)
where 2n is the dimension of M and
• E is a section of L ⊠ L satisfying E(x, x) = 1, |E(x, y)| < 1 if x 6= y,
E(y, x) = E(x, y) for any x, y and for any vector field Z ∈ C∞(M,T 1,0M),
(∇Z ⊠ id)E vanishes to second order along the diagonal of M2.
• For any ℓ ∈ Z, σℓ is a section of A ⊠ A. If ℓ is negative, σℓ vanishes to
order −3ℓ along the diagonal.
Furthermore σ0(x, x) = idAx for any x ∈M .
In this statement, we have made the identification Lx ⊗ Lx ≃ C and Ax ⊗
Ax ≃ EndAx induced by the Hermitian metrics. The meaning of O(k−N ) and
O∞(kn) is explained in Sections 2.1 and 2.2. Let us just say now that the
O(k−N ) are uniform on M2 and that the set O∞(kn) consists of families in
O(kn) whose successive derivatives are controlled in a precise way.
The dimension of Hk is given by integrating the function x → tr(Πk(x, x))
against the Liouville measure. This leads to the following estimate:
dimHk =
( k
2π
)n
(rankA) vol(M) +O(kn−1),
where the volume of M is by definition the integral of ωn/n!.
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Remark 1.2. Assume that j is integrable, so that M is a Ka¨hler manifold.
Then L has a unique holomorphic structure such that ∇0,1 = ∂. Assume that A
has a holomorphic structure. Then we can consider the space Hk = H0(M,Ak)
of holomorphic section of Ak. In the case where A is the trivial line bundle,
it is deduced in [Cha03a] from the seminal paper [BdMS76] that the sequence
(H0(M,Ak), k ∈ N) satisfies the conditions of Theorem 1.1. A direct proof of
this result has been given in [BBS08] which includes the case of any Hermitian
holomorphic bundle A. Similar results for A = C in both the holomorphic and
symplectic cases are proved in [SZ02].
Actually, in the Ka¨hler case, one has more precise estimates. First, we may
choose the section E so that (∇Z ⊠ id)E and (id⊠∇Z)E vanish to infinite
order along the diagonal of M2. With this choice, we can assume that for
any ℓ < 0, the section σℓ is null. Furthermore, for any ℓ > 0 and for any
Z ∈ C∞(M,T 1,0M), (∇Z ⊠ id)σℓ and (id⊠∇Z)σℓ vanish to infinite order along
the diagonal of M2.
The construction of (Πk) is as follows: consider any sections E and σ0 sat-
isfying the conditions given in Theorem 1.1 and let Pk be the operator with
Schwartz kernel
(
k
2π
)n
Ekσ0. Assume furthermore that σ0(y, x) = σ0(x, y) so
that Pk is self-adjoint. One proves that the spectrum Pk concentrates onto 0
and 1, more precisely spec(Pk) ⊂ [−Ck−1/2, Ck−1/2]∪ [1−Ck−1/2, 1+Ck−1/2]
where C is a positive constant. Then we define Πk for large k by Πk = f(Pk),
with f ∈ C(R,R) any function equal to 0 (resp. 1) on a neighborhood of 0 (resp.
1).
Toeplitz operators
Consider a family H = (Hk ⊂ C∞(M,Ak), k ∈ N) of subspaces satisfying
the conditions of Theorem 1.1. A Toeplitz operator is any family (Tk : Hk →
Hk, k ∈ N) of operators of the form
Tk = Πkf(·, k) +Rk, k ∈ N∗ (2)
where f(·, k), viewed as a multiplication operator, is a sequence in C∞(M,EndA)
admitting an asymptotic expansion f0 + k
−1f1 + . . . for the C∞ topology. Fur-
thermore the norm of Rk ∈ EndHk is a O(k−N ) for any N . We denote by
T (M,L,A,H) the space of Toeplitz operators.
Theorem 1.3. The space T = T (M,L,A,H) is closed under the formation of
product. So it is an algebra with identity (Πk). The symbol map
σcont : T → C∞(M,EndA)[[~]]
sending (Tk) into the formal series f0 + ~f1 + . . . where the functions fi are
the coefficients of the asymptotic expansion of the multiplicator f(·, k) is well
defined. It is onto and its kernel is the ideal consisting of O(k−∞) Toeplitz
operators. More precisely, for any integer ℓ, ‖Tk‖ = O(k−ℓ) if and only if
σcont(T ) = O(~ℓ).
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According to Berezin terminology, we call σcont(T ) the contravariant symbol
of T . We can also define in this context a covariant symbol, cf. Section 5. The
principal symbol σ0(T ) ∈ C∞(M,EndA) is by definition the first coefficient of
the contravariant symbol, so σcont(T ) = σ0(T ) + O(~). The properties of the
principal symbol are summarized in the following theorem.
Theorem 1.4. For any Toeplitz operators T, S ∈ T (M,L,A,H) with principal
symbols f and g, we have
σ0(TS) = f.g.
Consequently, if f or g is scalar valued, then σ0([T, S]) = 0 so that ik[T, S] is a
Toeplitz operator. In the case where f and g are scalar valued, we have
σ0(ik[T, S]) = {f, g}.
Denoting by Tk(x, x) ∈ AX⊗Ax the value of the Schwartz kernel of Tk at (x, x),
we have
Tk(x, x) =
( k
2π
)n
(f(x) +O(k−1))
Denoting by ‖Tk‖ the operator norm of Tk corresponding to the scalar product
of Hk ⊂ C∞(M,Ak), we have
‖Tk‖ = sup
y∈M
|f(y)|+O(k−1)
where for any y ∈M , |f(y)| is the operator norm of f(y) ∈ EndAy.
The computation of the principal symbol of ik[T, S] in the case where only
f is scalar valued is more delicate, because it depends on the class of T modulo
O(k−2), cf. Section 5.3.
Remark 1.5. In the Ka¨hler case, cf. Remark 1.2, with A = C, Theorem 1.3
and Theorem 1.4 have been deduced in [BMS94] from the theory of [BdMG81],
cf. also [Cha03a] and [MM12] for different approaches, this last paper treats
also the case of any holomorphic vector bundle A. Similar results in the general
symplectic case are proved in [Gui95] and [MM08].
In the case where A has rank one so that EndA is the trivial bundle on
M2, we will prove some further results on the contravaraint symbols. Denote by
⋆cont the product of C∞(M)[[~]] giving the composition of contravariant symbol,
σcont(TS) = σcont(T ) ⋆cont σcont(S). Since σcont(k
−1T ) = ~σcont(T ), one easily
see that the product ⋆cont has the form(∑
ℓ∈N
~
ℓfℓ
)
⋆cont
(∑
m∈N
~
mgm
)
=
∑
r∈N
~
r
∑
m+ℓ+p=r
Bp(fℓ, gm)
where each Bℓ is bilinear operator C∞(M) × C∞(M) → C∞(M). By Theorem
1.4,
B0(f, g) = fg, B1(f, g)−B1(g, f) = 1
i
{f, g}.
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Denote by Tk(f) the Toeplitz operator with multiplicator f . By Theorem 1.3,
for any N ∈ N, one has for any f, g ∈ C∞(M)
Tk(f)Tk(g) =
N∑
ℓ=0
k−ℓTk(Bℓ(f, g)) +O(k−N−1)
the O being in uniform norm. In our last result we make explicit the dependence
of this O in terms of f and g. Introduce a Riemannian metric in M , and denote
by |f |ℓ the corresponding Cℓ norm of a function f ∈ C∞(M). Define
|f, g|N =
N∑
ℓ=0
|f |ℓ|g|N−ℓ
for any f, g ∈ C∞(M).
Theorem 1.6. For any ℓ, Bℓ is a bidifferential operator of order 2ℓ. For any
N ∈ N, there exists CN such that for any f, g ∈ C∞(M), one has
∥∥∥Tk(f)Tk(g)− N∑
ℓ=0
k−ℓTk(Bℓ(f, g))
∥∥∥ 6 CNk−(N+1)|f, g|2(N+1).
This result is a useful tool when we work at small scale, cf. for instance
[CP16]. Another potential application is Egorov Theorem up to Ehrenfest time
or any other computation for semiclassical pseudo-differential operator involving
the exotic symbol classes.
Remark 1.7. Theorem 1.6 for N = 0 was proved in [CP15] together with the
estimate
∥∥[Tk(f), Tk(g)]− i
k
Tk({f, g})
∥∥ 6 Ck−2(|f |1|g|3 + |f |2|g|2 + |f |3|g|1).
Weaker estimates were previously obtained in [BMMP14].
Comparison with other approaches
Spin-c Dirac operators
First the previous results can be generalized as follows: Let (M, j, L,A) be
as above and assume that A is a subbundle of an Hermitian bundle A. Set
Ak = L
k ⊗ A and consider any family (Hk ⊂ C∞(M,Ak), k ∈ N) of finite
dimensional subspaces, satisfying exactly the same condition as in Theorem
1.1 with A replacing A, except that σ0(x, x) = πA(x) where πA(x) ∈ EndAx
is the orthogonal projector onto Ax ⊂ Ax. We can define the corresponding
Toeplitz operators, as we did in (2), with multiplicators in C∞(M,EndA). Then
Theorems 1.3 and 1.4 hold with these data.
This generalization allows us to compare our constructions with the spin-c
Dirac quantization. In that case, we start with (M,L, j, A) and set A = A⊗ S
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where S = ∧((T ∗M)1,0) is the Spinor bundle. Writing S = C⊕∧>0((T ∗M)1,0),
we can view A as a subbundle of A. Choosing any Hermitian connection on the
canonical bundle on M , we obtain a spin-c Dirac operator Dk : C∞(M,Lk ⊗
A)→ C∞(M,Lk⊗A). Then we will deduce from the results of Dai, Liu and Ma
[DLM06] that the Schwartz kernel of the projector onto Hk = KerDk satisfies
the condition of Theorem 1.1 with σ0(x, x) = πA(x), cf. Theorem A.1. So the
spin-c Dirac quantization may be viewed as a particular case of our theory.
Boutet de Monvel-Guillemin theory and other works
The main difference with the theory in [BdMG81], is that first we have a direct
semi-classical approach and second we do not use Fourier integral operators or
Hermite operators. Instead of that, we consider an algebra of operators, denoted
by A(M,L, j, A), which consists of families (Pk : C∞(M,Ak)→ C∞(M,Ak), k ∈
N) of operators whose Schwartz kernels satisfy the conditions of Theorem 1.1,
except for σ0(x, x) which can be arbitrary. We will see that this algebra has
a natural filtration. The main result, Theorems 3.8 and 3.15, is the computa-
tion of the product of the symbols corresponding to this filtration. The symbol
composition law is rather algebraic and has the particularity of being non com-
mutative. This is the use of this algebra which shorten the theory. The origin
of this algebra can be found in the papers [Cha03a], [Cha06] [Cha03b] devoted
to the Ka¨hler case.
We can also find similar semi-classical descriptions of the projector in [SZ02],
section 3. In this paper, the special frame E of Theorem 1.1 appears implicitely
through the Heisenberg coordinates. This approach has also been adapted for
the quantization of Lagrangian submanifolds in [Pao08], cf. also [DP06] and
[BGW10].
An important feature of the constructions in [BdMG81] and [SZ02] is the
fact that the spaces Hk are the cohomology groups of a complex generalising
the classical Dolbeault complex. We won’t address this topic here.
Outline of the paper
Sections 2 and 3 are devoted to the algebra A(M,L, j, A). In section 4, we
prove Theorem 1.1. In Section 5, we define and prove the basic facts on Toeplitz
operators, in particular Theorems 1.3 and 1.4. Theorem 1.6 is proved in Section
5.5. The paper ends with an appendix on spin-c Dirac quantization.
2 On a class of section families
2.1 Asymptotic expansions
Let M be a manifold. Introduce a Hermitian line bundle L→M and a Hermi-
tian vector bundle A→M . We call A the auxiliary bundle. For any integer k,
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let Ak = L
k ⊗A. Consider a family
Ψ = (Ψ(·, k) ∈ C∞(M,Ak), k ∈ N∗). (3)
We say that Ψ is a O(k−p) if for any compact set K of M , there exists C such
that
|Ψ(x, k)| 6 Ck−p, ∀x ∈ K, ∀ k ∈ N∗. (4)
Here |Ψ(x, k)| denotes the pointwise norm of Ψ(·, k) at x. We need the following
version of Borel lemma.
Proposition 2.1. For any m ∈ N, let (Ψm(·, k)) be a family in O(k−m). Then
there exists a family (Ψ(·, k)) in O(1) such that for any m, we have
Ψ(·, k) =
m−1∑
ℓ=0
Ψℓ(·, k) +O(k−m).
Proof. The proof is based on the same argument showing the existence of a
function with a prescribed Taylor expansion. Since this kind of proof is standard
in microlocal analysis, we only give a sketch. We introduce a function χ ∈ C∞0 (R)
such that χ = 1 on [0, 1]. We set Ψ(·, k) = ∑χ(λm/k)Ψm(·, k) where the
sequence λm → ∞ has to be fixed. Choose an exhausting sequence (Kj) of
compact sets of M . By a diagonal argument, if we choose the λm sufficiently
large, we have for any j and any m > j,
|χ(λm/k)Ψ(x, k)| 6 k−m+12−m, ∀x ∈ Kj.
With this choice, Ψ(·, k) has the required asymptotic expansion.
2.2 Derivatives control
Consider first a sequence (Ψ(·, k), k ∈ N∗) of C∞(M). As above we say that
(Ψ(·, k)) is in O(k−m) if for any compact set K of M , there exists C such that
(4) is satisfied. We say that (Ψ(·, k)) is a O∞(k−m) if for any ℓ ∈ N and any
vector fields X1, . . . , Xℓ of M ,
X1 . . .XℓΨ(·, τ) ∈ O(kℓ−m).
Observe that at each derivative we loose one power of k. The reason for this is
that we want the definition to be invariant by multiplication by exp(ikh) where
h ∈ C∞(M,R). Indeed it is easy to check that
(Ψ(·, k)) ∈ O∞(k−m)⇔ (eikhΨ(·, k)) ∈ O∞(k−m) (5)
With this property, we will extend the definition to families of sections of bun-
dles.
Assume now that Ψ is a family of the form (3). We say that Ψ is a O∞(k−m)
if for any point p ∈ M , there exists an open neighborhood U of p and local
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unitary frames σ and (τi, i = 1, . . . , r) of L and A respectively defined on U ,
such that the families (fi(·, k)), i = 1, . . . r of C∞(U,C) given by
Ψ(·, k) =
r∑
i=1
fi(·, k)σk ⊗ τi,
are in O∞(k−m). Because of the equivalence (5), this definition does not depend
on the choice of the local frames σ and (τi).
Let us state the corresponding Borel lemma.
Proposition 2.2. For any m ∈ N, let (Ψm(·, k)) be a family of the form (3) in
O∞(k−m). Then there exist a family (Ψ(·, k)) in O∞(1) such that for any m,
we have
Ψ(·, k) =
m−1∑
ℓ=0
Ψℓ(·, k) +O∞(k−m).
The proof is similar to the one of Proposition 2.1. Another useful result is
the following.
Proposition 2.3. Let Ψ be a family of the form (3) such that for any m
Ψ(·, k) =
m−1∑
ℓ=0
Ψℓ(·, k) +O(k−m).
where for any ℓ ∈ N, Ψℓ ∈ O∞(k−ℓ). Assume furthermore that Ψ ∈ O∞(kN )
for some N . Then we have
Ψ(·, k) =
m−1∑
ℓ=0
Ψℓ(·, k) +O∞(k−m)
for any m.
Again the proof is a standard argument, cf. as instance Lemma 3.2 of
[Shu87]. In particular, Proposition 2.3 says that for any N , we have
O∞(kN ) ∩O(k−∞) = O∞(k−∞)
where we use the notations
O(k−∞) =
⋂
ℓ∈N
O(k−ℓ), O∞(k−∞) =
⋂
ℓ∈N
O∞(k−ℓ). (6)
2.3 Gaussian weight
Let S ∈ C∞(M). Assume that ϕ = −2ReS satisfies
(2.3.i) ϕ > 0 and Σ = {ϕ = 0} is a submanifold of M ,
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(2.3.ii) the restriction of the Hessian of ϕ to the normal bundle of Σ is non de-
generate.
Note that the first condition implies that the differential of ϕ vanishes along
Σ and the Hessian of ϕ vanishes in the directions tangent to Σ. So Hess(ϕ)
factorizes to a non negative quadratic form of the normal bundle of Σ. The
second condition says that this quadratic form is definite, that is for any p ∈ Σ
and X ∈ TpM ,
Hess(ϕ)(X) = 0 ⇒ X ∈ TpΣ
In the sequel we will study the asymptotic behavior of families of the form
(e−τSf , τ > 1), with f a smooth function. The asymptotic properties of such a
family only depend on the Taylor expansion of the amplitude f along Σ.
For any positive integer N , we say a function f ∈ C∞(M) vanishes to order
N along Σ, if for any integer m such that 0 6 m < N , for any vector fields X1,
. . . , Xm of M
X1 . . . Xmf = 0 on Σ.
We use the notation
f = g +O(N) along Σ
to say that f − g vanishes to order N along Σ. The basic property that we will
need is that a function f ∈ C∞0 (M) vanishes to order N along Σ if and only if
there exists C > 0 such that for any x ∈M , we have |f(x)| 6 C(ϕ(x))N/2.
Proposition 2.4. Let S ∈ C∞(M) which satisfies conditions (2.3.i) and (2.3.ii).
Let ℓ ∈ N and f ∈ C∞0 (M) which vanishes to order ℓ along Σ . Then there exists
C such that ∣∣e−τS(x)f(x)∣∣ 6 Cτ−ℓ/2, ∀ τ > 1, ∀x ∈M. (7)
Let N ∈ N and f0, . . . , fN ∈ C∞0 (M) such that for any p = 0, . . . .N , fp vanishes
to order p along Σ. Assume there exists C such that∣∣∣∣∣e−τS(x)
N∑
p=0
τp/2fp(x)
∣∣∣∣∣ 6 Cτ−1/2, ∀ τ > 1, ∀x ∈M. (8)
Then, for any p = 0, . . . , N , fp vanishes to order p+ 1 along Σ.
Proof. Let us prove the first part. By assumption, |f(x)| 6 C′(ϕ(x))ℓ/2. The
function t → e−t2tℓ is bounded on R. We obtain estimate (7) with C =
C′ sup(e−t
2
tℓ).
Let us prove the second part. Assume that Equation (8) holds. For any
positive integer j, introduce the functions bj
bj(x) =
N∑
p=0
j(p+1)/2fp(x)(ϕ(x))
−(p+1)/2
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Applying Equation (8) to τ = j/ϕ(x), we obtain that the function bj is bounded.
Assume now that j = 1, . . . , N+1. Then viewing the numbers fp(x)(ϕ(x))
−(p+1)/2
as the solutions of an invertible linear system of Vandermonde type, we deduce
that for any p = 0, . . . , N , the function x → fp(x)(ϕ(x))−(p+1)/2 is bounded.
This implies that fp vanishes to order p+ 1 along Σ.
Remark 2.5. The second part of Proposition 2.4 always holds if we only assume
that equation (8) is satisfied for any τ ∈ N∗. The proof is the same except that
we define the function bj(x) for x ∈ D where D = {x ∈ M/ ϕ(x)−1 ∈ N}. The
fact that the function x→ fp(x)(ϕ(x))−(p+1)/2 is bounded on D is sufficient to
conclude that fp vanishes to order p+ 1 along Σ.
2.4 The class F0(E,A)
Consider a Hermitian line bundle L→M . Let E be a section of L satisfying
(2.4.i) |E| 6 1 and Σ := {|E| = 1} is a submanifold of M ,
(2.4.ii) the restriction of the Hessian of ϕ = −2 ln |E| to the normal bundle of Σ
is non degenerate.
Let A→M be an auxiliary Hermitian bundle. Consider a family
Ψ = (Ψ(·, k) ∈ C∞(M,Lk ⊗A)), k ∈ N∗). (9)
We say that Ψ belongs to F0(E,A) if Ψ ∈ O∞(1) and there exists a family
(fℓ; ℓ ∈ Z) of C∞(M,A) satisfying
fℓ = O(−3ℓ) along Σ, if ℓ 6 0 (10)
and such that for any N > 0, we have
Ψ(·, k) = Ek
∑
ℓ∈Z∩[−N,N/2]
k−ℓfℓ +O(k−(N+1)/2). (11)
As a first observation, since |E| < 1 onM\Σ, the restriction of any Ψ ∈ F0(E,A)
to M \ Σ is in O(k−∞). There is no additional control outside of Σ. More
precisely, we have the following easily checked lemma.
Lemma 2.6. Let U be a neighborhood of Σ. A family Ψ of the form (9) belongs
to F0(E,A) if and only if it is in O∞(1), its restriction to M \Σ is in O(k−∞)
and its restriction to U satisfies Equation (11) for any N > 0, with coefficients
fℓ ∈ C∞(U,C) satisfying (10).
To understand better the expansion (11), let us estimate the growth of each
term.
Lemma 2.7. We have for any ℓ and fℓ ∈ C∞(M,A) satisfying (10)
Ekk−ℓfℓ =
{
O(kℓ/2) if ℓ 6 0
O(k−ℓ) if ℓ > 0.
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Proof. First, since |E| 6 1 on M , we have Ekfℓ = O(1) which proves the
result for ℓ non negative. Then, on the open set {|E| < 1}, we have that
Ekfℓ = O(k−∞). For any x such that E(x) = 1, we can write on a neighborhood
U of x that E = eSτ where τ is a unitary frame of L and S ∈ C∞(U). The
function ϕ = −2ReS satisfies conditions (2.3.i) and (2.3.ii). So we deduce from
Proposition 2.4, Equation (7), that Ekfℓ = O(k3ℓ/2) for any negative ℓ, so that
Ekk−ℓfℓ = O(kℓ/2).
Actually a similar proof shows that Ekk−ℓfℓ is in O∞(kℓ/2) if ℓ 6 0 and in
O∞(k−ℓ) if ℓ > 0. Recall that by definition any Ψ ∈ F0(E,A) is in O∞(1). So
we deduce from Proposition 2.3 that the asymptotic expansion (11) also holds
for the derivatives of Ψ. More precisely, for any N > 0, we have
Ψ(·, k) = Ek
∑
ℓ∈Z∩[−N,N/2]
k−ℓfℓ +O∞(k−(N+1)/2).
As a consequence of Proposition 2.2, we have the following lemma.
Lemma 2.8. For any family (fℓ, ℓ ∈ Z) of C∞(M,A) satisfying (10), there
exists Ψ ∈ F0(E,A) such that (11) holds for any N .
For any integer m > 0, we set
Fm(E,A) := F0(E,A) ∩ O(k−m/2).
This defines a filtration (Fm(E,A), m ∈ N). By Proposition 2.3 we have that⋂
m∈N
Fm(E,A) = O∞(1) ∩ O(k−∞) = O∞(k−∞)
The fact that Ψ belong to Fm(E,A) for some m, can be read on the coefficients
fℓ as follows.
Lemma 2.9. A family Ψ ∈ O∞(1) satisfying (11) belongs to Fm(E,A) if and
only if the coefficients fℓ’s satisfy
fℓ =
{
O(−3ℓ) along Σ for any ℓ 6 −m
O(m− 2ℓ) along Σ for any −m 6 ℓ 6 m/2 (12)
In particular Ψ(·, k) = O(k−∞) if and only if for any ℓ, the Taylor expansion
of fℓ vanishes along Σ.
An equivalent and sometimes usefull way to state Condition (12) is that for
any ℓ ∈ Z, fℓ = O(dℓ) along Σ with dℓ > max(m− 2ℓ,−3ℓ).
Proof. Arguing as in the proof of Lemma 2.7, we check thatEkk−ℓf = O(k−(ℓ+d/2))
when f = O(d) along Σ. For d = m − 2ℓ, this leads to Ekk−ℓf = O(k−m/2).
Consequently, if Ψ has the expansion (11) with N = m and fℓ = O(m− 2ℓ) for
−m 6 ℓ 6 m/2, then Ψ = O(k−m/2). We prove the converse by induction on
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m. Assume that Ψ ∈ Fm+1(E,A) and that fℓ = O(m− 2ℓ) for −m 6 ℓ 6 m/2.
Then considering again (11) with N = m, we get
Ek
∑
ℓ∈Z∩[−m,m/2]
k(m−2ℓ)/2fℓ = O(k−1/2)
Then by the second assertion of Proposition 2.4 and Remark 2.5, we conclude
that fℓ = O(m− 2ℓ+ 1) for any −m 6 ℓ 6 m/2.
It can be helpful to have in mind the following board.
k5 k4 k3 k2 k1 k0 k−1 k−2
1 0
k−1/2 3 1
k−1 6 4 2 0
k−3/2 9 7 5 3 1
k−2 12 10 8 6 4 2 0
k−5/2 15 13 11 9 7 5 3 1
(13)
Here if m is the integer in the column of kℓ and the row of kp, we have that
Ekkℓf = O∞(kp) if and only if f = O(m) along Σ.
For instance, we read that Ψ ∈ F2(E,A) satisfies
Ψ(·, k) = Ek
2∑
ℓ=−4
k−ℓfℓ +O∞(k−5/2)
where the coefficients fℓ, ℓ = −4, . . . , 2 vanish respectively to order 12, 9, 6, 4, 2, 0, 0.
Compare with the underlined numbers in (14).
0
3 1
6 4 2 0
9 7 5 3 1
12 10 8 6 4 2 0
15 13 11 9 7 5 3 1
(14)
There is another useful way of writing the asymptotic expansion (11) that
we will present now. First by Lemma 2.6, there is no real restriction to restrict
M to a neighborhood of Σ. So we can assume that M is a neighborhood of
the null section of a vector bundle p : B → Σ. Furthermore, we may assume
that the bundle A has the form p∗AΣ for some vector bundle AΣ → Σ. For
any r ∈ N, we denote by Pr(B) the vector bundle over Σ whose fiber at x is
the space of polynomial map Bx → C with degree at most r. Observe that any
section σ of Pr(B) defines a function from B to C, sending ξ ∈ Bx into σ(x)(ξ).
We say that σ is even (resp. odd) if for any x ∈ Σ, σ(x) is even (resp. odd) as
a polynomial map.
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Proposition 2.10. Let Ψ ∈ O∞(1). Then Ψ ∈ F0(E,A) if and only if for any
N ,
Ψ(x, ξ, k) = Ek(x, ξ)
N∑
r=0
k−r/2Pr(x)(k
1/2ξ) +O(k−(N+1)/2), (15)
where for any r ∈ N, Pr is a section of P3r(B)⊗AΣ which has the same parity
of r. Furthermore Ψ ∈ Fm(E,A) if and only if P0 = . . . = Pm−1 = 0.
Proof. Assume that Ψ ∈ Fm(E,A) and write
Ψ = Ek
∑
ℓ∈Z∩[−m,m/2]
k−ℓfℓ mod Fm+1(E,A)
with fℓ = O(m− 2ℓ) along Σ for any ℓ. Linearizing along Σ, we have
fℓ(x, ξ) = fℓ,m(x)(ξ) +O(m− 2ℓ+ 1) along Σ.
with fℓ,m a section of Pm−2ℓ(B)⊗AΣ. By Proposition 2.4, Ekk−ℓO(m−2ℓ+1) =
O(k−(m+1)/2). So
Ψ(x, ξ) =Ek(x, ξ)
∑
ℓ∈Z∩[−m,m/2]
k−ℓfℓ,m(x)(ξ) mod Fm+1(E,A)
=Ek(x, ξ)k−m/2Pm(x, k
1/2ξ) mod Fm+1(E,A)
where
Pm(x)(ξ) =
∑
ℓ∈Z∩[−m,m/2]
fℓ,m(x)(ξ)
Observe that m− 2ℓ has the same parity of m. Furthermore, −m 6 ℓ 6 m/2 if
and only if 0 6 m− 2ℓ 6 3m. Now arguing by induction on N , we obtain that
any Ψ ∈ F0 satisfies (15) with the convenient Pr. The proof of the converse is
similar.
2.5 Symbols and easy properties
Let us define the symbol of an element of F(E,A). Denote by N(Σ) → Σ the
normal bundle of Σ and by Sm(N(Σ)∗) the m-th symmetric power of the dual
of N(Σ). For any section f of A vanishing to order m along Σ, the linearization
of f is a section of Sm(N(Σ)∗) ⊗ A that we denote by [f ]. The section [f ] is
null if and only if f vanishes to order m+ 1 along Σ.
For any integer m, introduce the space
Sm(Σ, A) =
⊕
ℓ∈Z∩[−m,m/2]
~
ℓC∞(Σ, Sm−2ℓ(N(Σ)∗)⊗A).
Here the parameter ~ is formal. For any Ψ ∈ Fm(E,A) satisfying Equation
(11), we set
σm(Ψ) =
∑
ℓ∈Z∩[−m,m/2]
~
ℓ[fℓ] ∈ Sm(Σ, A).
and we call σm(Ψ) the symbol of Ψ.
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Remark 2.11. Observe that the sum here corresponds to the m-th line in the
board (13). For instance, the symbol of Ψ ∈ F2(E,A) is the sum of four terms:
h−2g−2 + h
−1g−1 + h
0g0 + hg1 where g−2, g−1, g0 and g1 are respectively of
degree 6, 4, 2 and 0.
Remark 2.12. With the notation of proposition 2.10, we have
σm(Ψ)(~, x, ξ) = ~
ℓ/2Pm(x)(~
−1/2ξ).
where we have identified the normal bundle of Σ with B.
By Lemma 2.9, we have for any m an exact sequence
0→ Fm+1(E,A)→ Fm(E,A) σm−−→ Sm(Σ, A)→ 0
Let us consider the following elementary operations:
• Multiplication by a function f ∈ C∞(M) vanishing to order N along Σ:
it sends Fm(E,A) in Fm+N(E,A) and multiplies the symbol by [f ].
• Multiplication by k−ℓ with a non negative ℓ: it sends Fm(E,A) in Fm+2ℓ(E,A)
and multiplies the symbol by ~ℓ.
• Multiplication by kf with f ∈ C∞(M) vanishing to second order along Σ:
it sends Fm(E,A) in O(k−m/2) but it does not preserve F0(F,A).
• Multiplication by kf with f ∈ C∞(M) vanishing to third order along Σ:
it sends Fm(E,A) in Fm+1(E,A), it multiplies the symbol by ~−1[f ].
As a consequence, we have the following important property.
Lemma 2.13. Let E and E′ be two sections of L satisfying both the conditions
(2.4.i) and (2.4.ii). Assume that {|E| = 1} = {|E′| = 1} and E = E′ + O(3)
along Σ. Then we have for any m
Fm(E,A) = Fm(E′, A).
Furthermore the symbol maps σm : Fm(E,A)→ Sm(Σ, A) and σm : Fm(E′, A)→
Sm(Σ, A) are the same.
Proof. By Lemma 2.6, we can restrict M to any neighborhood of Σ. So we
can write E′ = E exp(a) where a ∈ C∞(M) vanishes to third order along Σ.
Restricting M again if necessary, we have |a| 6 12ϕ where ϕ = −2 ln |E|.
By Taylor formula, for any z ∈ C and any m ∈ N, we have
exp z =
m∑
ℓ=0
zℓ
ℓ!
+ rm(z) with |rm(z)| 6 |z|
m+1
(m+ 1)!
e|Re z|.
Consequently
(E′)k = Ek
m∑
ℓ=0
(ka)ℓ
ℓ!
+Rm(·, k)
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where
|Rm(·, k)| 6 |E|kek|Re a| |ka|
m+1
(m+ 1)!
6 e−kϕ/2
|ka|m+1
(m+ 1)!
By Proposition 2.4, Rm(·, k) is in O(k−(m+1)/2). This proves that the family
((E′)k, k ∈ N) is in F0(E,C) and that its symbol is the function constant equal
to 1. We easily conclude that Fm(E,A) = Fm(E′, A) for any m and that the
symbol maps are the same.
2.6 The section E
Consider a Hermitian line bundle L → M with a connection ∇ of curvature
1
iω. Let Σ be a closed submanifold of M such that the restriction of ω to Σ
vanishes. So the restriction of ∇ to L→ Σ is flat. Assume that the holomomy
of L → Σ is trivial. So there exist a non-vanishing flat section t : Σ → L. If Σ
is connected, it is unique up to multiplication by a complex number.
Extend t to a section E of L → M and introduce the one form αE defined
on a neighborhood of Σ by the equation
∇E = 1
i
αE ⊗ E. (16)
Assume that αE vanishes along Σ. Then there exists a section BE of (T
∗M ⊗
T ∗M)⊗ C→ Σ such that for any vector fields X and Y of M
X.αE(Y ) = BE(X,Y ) (17)
along Σ. This sections encodes the second derivatives of E along Σ. It satisfies
the following two conditions: for any p ∈ Σ,
(2.6.i) for any X ∈ TpΣ and Y ∈ TpM , BE(X,Y ) = 0,
(2.6.ii) for any X , Y ∈ TpM , BE(X,Y )−BE(Y,X) = ω(X,Y )
The following lemma tells us that these are the only conditions BE have to
satisfy.
Lemma 2.14. For any section B of (T ∗M ⊗ T ∗M)⊗C→ Σ satisfying condi-
tions (2.6.i) and (2.6.ii), there exists a section E of L→M such that E|Σ = t,
the associated one form αE vanishes at any point of Σ and BE = B. This
section is unique up to a section vanishing to order 3 along Σ.
Proof. Consider any section E whose restriction to Σ is t. Let E′ = eifE with
f ∈ C∞(M). If f vanishes along Σ, then the restriction of E to Σ does not
change and αE′ = αE + df . So replacing by E by e
ifE with f conveniently
chosen, we have that αE = 0 along Σ. Assume it is the case. If f vanishes to
the second order along Σ, then E and E′ satisfy both αE = 0, αE′ = 0 along Σ.
Furthermore we have that BE′ = BE +Hess f . Again, choosing f conveniently,
we obtain that BE′ = B.
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Assume now that the curvature ω in symplectic and that Σ is Lagrangian.
Consider an almost complex structure j compatible with ω. Denote by T 1,0M
the subbundle ker(id−ij) of TM ⊗ C and by T 0,1M its conjugate.
Proposition 2.15. For any non vanishing flat section t of L→ Σ, there exists
a section E of L→M such that E|Σ = t and for any Z ∈ C∞(M,T 1,0M),
∇ZE = O(2) along Σ.
This section is unique up to a section vanishing to order 3 along Σ. The corre-
sponding section BE is given by
BE(X,Y ) = ω(q(X), Y ), ∀p ∈ Σ, ∀X,Y ∈ TpM ⊗ C (18)
where q is the projection of TpM ⊗ C onto T 0,1p M with kernel TpΣ⊗ C.
Proof. Since Σ is Lagrangian, for any p ∈ Σ,
T 0,1p M ⊕ (TpΣ⊗ C) = TpM ⊗ C.
So the fact that E|Σ = t with t flat and ∇ZE = 0 along Σ for any Z ∈
C∞(M,T 1,0M) implies that αE = 0. If this is satisfied, then the condition
∇ZE = O(2) along Σ is equivalent to
BE(Y, Z) = 0, ∀Y ∈ TpM.
Since the antisymmetric part ofBE is ω, we conclude that necessarilyBE(Z, Y ) =
ω(Z, Y ). Furthermore BE(X,Y ) = 0 for any X ∈ TpΣ. So necessarily BE sat-
isfies equation (18). Assume now that BE is defined by this formula. Then it
satisfies condition (2.6.i). Let us check Condition (2.6.ii). Since T 0,1p M and TpΣ
are Lagrangian, we have for any X,Y ∈ TpM ,
ω(qX, qY ) = 0 and ω(X − qX, Y − qY ) = 0.
This implies that
ω(qX, Y )− ω(qY,X) = ω(X,Y ),
which was to be proved. The existence of E is now a consequence of Lemma
2.14.
Remark 2.16. Let E be a section of L satisfying the conditions of Proposition
2.15. Let ϕ = −2 ln |E|. Then −dϕ = 1i (αE +αE). So dϕ vanishes along Σ and
−Hess(ϕ)(X,Y ) = 1
i
(BE(X,Y )−BE(X,Y )), ∀X,Y ∈ TpM.
Since j is compatible with ω, TpM admits a natural scalar product g given by
g(X,Y ) = ω(X, jY ).
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Since Σ is Lagrangian, the orthogonal of TpΣ is j(TpΣ). So if X is orthogonal
to TpΣ, then q(X) = X + ijX . Then Equation (18) implies that
Hess(ϕ)(X,Y ) = 2g(X,Y ) (19)
for any X and Y in the orthogonal subspace of TpM .
Assume now that |t| = 1 so that ϕ = 0 on Σ. Since the Hessian of ϕ is
positive on the orthogonal of TΣ, there exists a neighborhood U of Σ such that
ϕ is positive on U \ Σ. Modifying E outside a neighborhood of Σ, Conditions
(2.4.i) and (2.4.ii) are satisfied.
Let us present an alternative construction of the section E. There is no real
restriction to reduce M to a tubular neighborhood of Σ, so we can assume that
M is an open neighborhood of the null section of a vector bundle p : B → Σ.
Restricting M again if necessary, we can assume that for any ξ ∈ Bx ∩M , the
path γξ : t ∈ [0, 1] → tξ is contained in M . Then starting from a flat non
vanishing section t : Σ → L, we can extend t to M by parallel transport along
these paths. Observe that B has a natural metric obtained by identifying B
with a subbundle of the restriction of TM to Σ, so for any ξ ∈ Bx, |ξ|2 =
g(γ˙ξ(0), γ˙ξ(0)).
Proposition 2.17. The section E(x, ξ) = e−|ξ|
2/4t(x, ξ) satisfies the conditions
of Proposition 2.15.
Proof. Clearly the covariant derivative of t vanishes along Σ. So the same holds
for E. Let x ∈ Σ be fixed. Let us compute the second derivative of the section
E(x, ·) of L → Bx. Since the curvature of L is 1iω and the section t(·, x) is
flat along the paths γξ, ξ ∈ Bx, we have that ∇t(x, ·) = 1iαx ⊗ t(x, ·) with αx a
1-form of Bx vanishing at the origin and such that
ξ1.αx(ξ2) =
1
2ω(ξ1, ξ2) +O(1)
for any constant vector fields ξ1, ξ2 of Bx. Here we identify as above Bx with
a subspace of TxM and the O(1) is a function of Bx vanishing at the origin.
Then
∇E(x, ·) = 1i βx ⊗ E(x, ·)
with βx = αx − i4d|η|2. So we have at the origin
ξ1.βx(ξ2) =
1
2ω(ξ1, ξ2)− i2ω(ξ1, jξ2) = ω(ξ1, ξ1,02 ) = ω(ξ0,11 , ξ2),
where we have used that T 0,1x M and T
1,0
x M are Lagrangian. So Equation (18) is
satisfied for X and Y ∈ Bx. Then, by Conditions (2.6.i) and (2.6.ii), Equation
(18) is satisfied for any X,Y ∈ TxM . In particular BE(X,Y ) vanishes when
Y ∈ T 0,1x M .
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2.7 Further properties of the section E
In this section we give some properties of the section E, that we will use later
to compute the commutator of Toeplitz operators.
Let E be a section of L satisfying the conditions in Proposition 2.15. Let
f ∈ C∞(M,R) and X be the Hamiltonian vector field of f . Let a ∈ C∞(M2) be
such that on a neighborhood of Σ, we have: (f + i∇X)E = aE.
Proposition 2.18. Assume that f vanishes along Σ. Then the function a
vanishes to second order along Σ. Furthermore, for any sections U, V of T 1,0M ,
we have
U.V .a = ω(U, [V ,X ])
along Σ.
Proof. By definition, a = f + αE(X) where αE is defined in (16). Since f and
αE vanish along Σ, the same holds for a. Let us compute the derivative of a
with respect to a vector field Y .
Y.a =ω(X,Y ) + Y.αE(X) because ω(X, ·) = df
=ω(X,Y ) +X.αE(Y ) + ω(Y,X) + αE([Y,X ]) because dαE = ω
=X.αE(Y ) + αE([Y,X ])
This vanishes along Σ because αE vanishes along Σ and X is tangent to Σ.
Assume now that U , V are sections of T 1,0M . Putting Y = V in the last
equation and using that dαE = ω, we obtain
U.V .a =U.X.αE(V ) + U.αE([V ,X ])
=U.X.αE(V ) + [V ,X ].αE(U) + ω(U, [V ,X ]) + αE([U, [V ,X ]).
The last term of the right hand side vanishes along Σ because αE vanishes along
Σ. The second term vanishes too along Σ because αE(U) vanishes to second
order along Σ. Finally, αE(V ) vanishing to second order along Σ and X being
tangent to Σ, X.αE(V ) vanishes to second order Σ. So U.X.αE(V ) vanishes
along Σ. This concludes the proof.
Introduce an auxiliary bundle A → M and consider the spaces Fm(E,A)
defined in Section 2.4. Let X be a vector field X of M and DX be a derivative
DX : C∞(M,A)→ C∞(M,A)
in the direction of X . Introduce the derivative PX,k of L
k ⊗A given by
PX,k = (∇L
k
X ⊗ id+ id⊗DX) : C∞(M,Lk ⊗A)→ C∞(M,Lk ⊗A).
Lemma 2.19. Let Ψ ∈ F0(E,A) with symbol σ0. Then ( ikPX,kΨk) ∈ F1(E,A).
Its symbol is τσ0 where τ ∈ C∞(Σ, N(Σ)∗) is given by
〈τ, Y 〉 = BE(Y,X(p)), ∀p ∈ Σ, Y ∈ TpM.
18
Proof. For any section g ∈ C∞(M,A), we have that
i
kPX,k(E
kg) = Ek
(
αE(X)g +
i
kDXg
)
αE(X) vanishes along Σ with linear part τ . Clearly if g = O(d) along Σ, then
αE(X)g = O(d + 1) along Σ and DXg = O(d − 1) along Σ. We conclude by
applying Lemma 2.9.
Let f ∈ C∞(M). Assume that the restriction of f to Σ vanishes and that X
is the Hamiltonian vector field of f .
Lemma 2.20. For any Ψ ∈ F0(E,A) with symbol σ0, ((f+ ikPX,k)Ψk)) belongs
to F2(E,A) and has symbol
σ0[a] + i~DXσ0,
where [a] ∈ C∞(M,S2(N(Σ)∗)) is the linearization of the function a introduced
above.
Proof. For any section g ∈ C∞(M,A), we have that
(f + ikPX,k)(E
kg) = Ek
(
ag + ikDXg
)
.
Since a vanishes to second order along Σ, g = O(d) along Σ implies that ga =
O(d + 2) along Σ. Since X is tangent to Σ, g = O(d) along Σ implies that
DXg = O(d) along Σ. We conclude by applying Lemma 2.9.
3 The algebra A(M,L, j, A)
In the first section we introduce several algebras related to Bargmann space.
3.1 Algebraic preliminaries
For any complex finite dimensional space E, let P(E) be the space of functions
from E to C, whose real and imaginary part are real polynomials of E. Define
P(E)[~±1] :=
⊕
ℓ∈Z
~
ℓP [E].
The elements of P(E)[~±1] will be considered as maps from R>0×E ∋ (~, x) to
C. So far, we have only used that E is a real vector space. Using the complex
structure, we can write any f ∈ P(E)[~±1] on the form
f(~, x) = g(~, x, x) (20)
where g is a function from R>0 × E × E ∋ (~, x1, x2) to C which is complex
polynomial in x1 and x2. g is uniquely determined by f
Let z1, . . . , zn be a system of complex linear coordinates of E. Then the
family (~ℓzαzβ, ℓ ∈ Z, α, β ∈ Nn) is a basis of P(E)[~±1]. If f is the monomial
~ℓzαzβ , then the map g defined in (20) is given by g(~, x, y) = ~ℓzα(x)zβ(y).
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3.1.1 The algebra (U , ◦)
Let n ∈ N∗ and U = P(Cn × Cn)[~±1]. So U is the space of applications from
R>0 × Cn × Cn ∋ (~, z1, z2) to C, with basis the set of monomials
~
ℓzα11 z
β1
1 z
α2
2 z
β2
2 ℓ ∈ Z, α1, β1, α2, β2 ∈ Nn.
We can write each element of U on the form P (~, z1, z1, z2, z2) as explained
above. Define the product ◦ of U
(P ◦Q)(~, z1, z1, z2, z2) =
(
exp(~)R
)
(~, z1, z1, z1, z2, z2, z2) (21)
where R and  are the function and operator given by
R(~, z1, z1, ζ, ζ, z2, z2) = P (~, z1, z1, ζ, ζ)Q(~, ζ, ζ, z2, z2) (22)
 =
n∑
i=1
∂2
∂ζi∂ζ
i (23)
and exp(~)R =
∑∞
ℓ=0 ~
ℓℓR/ℓ!, the sum being actually finite since R is poly-
nomial in ζi, ζi.
This product corresponds to the composition of some Schwartz kernels as
we explain now. Introduce the function ψ of Cn × Cn given by
ψ(z1, z2) =
1
2
n∑
i=1
(|zi1|2 + |zi2|2 − 2zi1zi2). (24)
For any P ∈ U , define for each ~ > 0 the function KP (~, ·) of Cn × Cn
KP (~, z1, z2) = (2π~)
−n exp(−~−1ψ(z1, z2))P (~, z1, z1, z2, z2)
Introduce the measure µn = |dz1dz1 . . . dzndzn| of Cn.
Proposition 3.1. For any P,Q ∈ U , for any (z1, z2) ∈ Cn×Cn and ~ > 0, we
have
KP◦Q(~, z1, z2) =
∫
Cn
KP (~, z1, ζ)KQ(~, ζ, z2) dµn(ζ). (25)
Proof. First, the integral converges because the real part of ψ(z1, z2) is
1
2 |z1 −
z2|2. One has
ψ(z1, ζ) + ψ(ζ, z2) = ψ(z1, z2) +
n∑
i=1
(ζi − zi1)(ζ
i − zi2). (26)
So the right hand side of (25) is equal to
(2π~)−2n
∫
Cn
e−~
−1
∑
(ζi−zi
1
)(ζ
i
−zi
2
)R(~, z1, z1, ζ, ζ, z2, z2) µn(ζ)
where R is the function introduced in (22). Assume that P and Q are both
monomials so that we can separate variables. We conclude with lemma 3.2.
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Lemma 3.2. For any f ∈ P(C), we have for any σ, τ ∈ C that
(2π~)−1
∫
C
e−~
−1(λ−σ)(λ−τ)f(λ, λ) |dλ ∧ dλ| =
∞∑
ℓ=0
~ℓ
ℓ!
(∆ℓf)(σ, τ )
where ∆ = ∂λ∂λ.
Proof. First, by doing the change of variable λ′ =
√
~λ, we see that it is sufficient
to prove the formula for ~ = 1. So assume ~ = 1. Observe that both sides of the
formula depends holomorphically on σ and anti-holomorphically on τ . So it is
sufficient to prove the formula for σ = τ . If now σ = τ , by doing the change of
variable λ′ = λ − σ, we are reduced to prove the result for σ = τ = 0. Finally,
for the monomial f(λ, λ) = λnλ
m
, we have to check
(2π)−1
∫
C
e−|λ|
2
λnλ
m |dλ ∧ dλ| =
{
0 if n 6= m
n! if n = m,
which can be proved easily in polar coordinates.
In the sequel, we will deduce everything from the definition (21) without
using Proposition 3.1. Nevertheless, even if we don’t need it, it is certainly
helpful to know that U is an algebra of operators acting on functions on Cn,
the Schwartz kernels of these operators being the KP ’s. In particular, K1 is the
Bergman kernel in disguise. More precisely, let Π be the orthogonal projector of
L2(Cn, e−|z|
2
) onto the subspace of holomorphic functions. Then K1(~, ·) is the
Schwartz kernel of U~ΠU
−1
~
where U~ is the map sending a function f : C
n → C
into g : Cn → C given by g(z) = ~nf(√~z)e−|z|2/2.
Since ◦ corresponds to a product of operators, we expect it to be associative.
This can be checked directly from formula (21), by establishing the following
formula for the product of three terms
(P ◦Q ◦R)(~, z1, z1, z2, z2) =
(
exp(~2)S
)
(~, z1, z1, z1, z2, z1, z2, z2, z2)
where 2 =
∑n
i=1
(
∂ζi
1
∂
ζ
i
1
+ ∂ζi
1
∂
ζ
i
2
+ ∂ζi
2
∂
ζ
i
2
)
and
S(~, z1, z1, ζ1, ζ1, ζ2, ζ2, z2, z2) =
P (~, z1, z1, ζ1, ζ1)Q(~, ζ1, ζ1, ζ2, ζ2)S(ζ2, ζ2, z2, z2).
3.1.2 The subalgebra U ′
Let U ′ be the subspace of U generated by the monomials ~ℓzα1 zβ2 , with ℓ ∈
Z, α, β ∈ Nn. In other words, U ′ consists of the elements of U which are
independent of z1 and z2.
Lemma 3.3. U ′ is a subalgebra of (U , ◦). Furthermore, for any P ∈ U ,
P ∈ U ⇔ 1 ◦ P ◦ 1 = P ⇔ 1 ◦ P = P = P ◦ 1. (27)
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Proof. Using that ◦ is associative and 1 is idempotent, one checks that the
second and third assertions of (27) are equivalent. The set of P satisfying the
third assertion is clearly closed under ◦. Now if 1 ◦ P = P (resp. P ◦ 1 = P ),
then P does not depend on z1 (resp. z2) by (21). Conversely, if P does not
depend on z1 and z2, one easily see that 1 ◦ P = P = P ◦ 1.
Identifying U ′ with V = P(Cn)[~±1] through the isomorphism
V → U ′, f(~, z, z)→ f(~, z1, z2)
the product ◦ is sent to the anti-Wick product
(f ⋆AW g)(~, z, z) =
[
exp(~)
(
f(~, z, ζ)g(~, ζ, z)
)]
ζ=z, ζ=z
where  is the Laplacian defined in (23). This algebra has a natural represen-
tation by differential operators of C∞(Cn,C): one sends the monomial ~ℓzαzβ
to the operator ~ℓzαDβ where Di = ~∂/∂zi. This representation is of course
related to the Schwartz kernels introduced above. We won’t develop more the
properties of U ′, since we are actually interested in another subalgebra of U .
3.1.3 The subalgebra U ′′
Let U ′′ be the subspace of U generated by the elements ~ℓ(z2 − z1)α(z2 − z1)β
with ℓ ∈ Z, α, β ∈ Nn. We easily see from (21) that U ′′ is a subalgebra of U .
Furthermore, identifying U ′′ with V = P(Cn)[~±1] through the map
V → U ′′, f(~, z, z)→ P (~, z1, z1, z2, z2) = f(~, z2 − z1, z2 − z1)
the product ◦ is sent to the product ⋆ of V defined by
(f ⋆ g)(~, z, z) =
[
exp(~)
(
f(~,−ζ, z − ζ)g(~, z + ζ, ζ))]
ζ=ζ=0
(28)
where  is defined in (23).
For anym ∈ N, introduce the subspaceWm of V generated by the monomials
~ℓzαzβ such that
α, β ∈ Nn, ℓ ∈ Z, |α|+ |β|+ 2ℓ = m and |α|+ |β|+ 3ℓ > 0.
Observe that Wm is finite dimensional.
Lemma 3.4. For any m1,m2 ∈ N, Wm1 ◦Wm2 ⊂ Wm1+m2 .
Proof. First the product ⋆ is homogeneous with respect to the degree p(~ℓzαzβ) =
|α|+ |β|+2ℓ. This follows from the fact that in Formula (28), the Laplacian low-
ers the degree by 2 whereas the multiplication by ~ raises the degree by 2, so that
the degree is preserved. Similarly, consider the degree q(~ℓzαzβ) = |α|+ |β|+3ℓ.
Since ~ raises the q-degree by 1, the product of two monomials with non
negative q-degrees is a linear combination of monomials with non negative q-
degree.
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Lemma 3.5. For any P ∈ U ′′m, KP (~, ·) is the Schwartz kernel of a bounded
operator of L2(Cn) with uniform norm in O(~m/2).
Proof. By Schur criterion, it is sufficient to prove that there exists C > 0 such
that for any ~ > 0 and z1, z2 ∈ Cn, one has∫
Cn
|KP (~, z1, z)| µn(z) 6 C~m/2,
∫
Cn
|KP (~, z, z2)| µn(z) 6 C~m/2. (29)
Assume that f(~, z, z) = ~ℓzαzβ with |α|+ |β|+ 2ℓ = m. Then
|KP (~, z1, z2)| 6 (2π~)−ne− 12~ |z2−z1|
2
~
ℓ|z1 − z2|m−2ℓ
Consequently∫
Cn
|KP (~, z1, z)| µn(z) =
∫
Cn
|KP (~, z1, z1 + z)| µn(z)
6 (2π~)−n
∫
Cn
e−
1
2~
|z|2
~
ℓ|z|m−2ℓ µn(z) = ~
m/2
(2π)n
∫
Cn
e−
1
2
|z|2 |z|m−2ℓ µn(z)
which proves the first estimate of (29), the second is similar.
As a last observation, we can define the product ⋆ on W(E) = C[E][~±1]
when E is any finite dimensional vector space endowed with a symplectic and
a complex structure ω, j. To do this, we choose a complex basis (ej) of E such
that ω(ej, ek) = iδjk, consider the associated linear coordinates of E and define
the Laplacian (23) by using these coordinates. The resulting operator does not
depend on the choice of (ej).
Introduce a finite dimensional complex vector space A. Let W(E,A) be the
algebra W(E)⊗ EndA. We still denote the product by ⋆. We also have that
Wm1(E,A) ⋆Wm2(E,A) ⊂ Wm1+m2(E,A)
where Wm(E,A) :=Wm(E) ⊗ End(A). Furthermore 1A = 1⊗ idA is an idem-
potent of W(E,A). In the sequel we will need the following lemma
Lemma 3.6. For any integer m > 0 and for any f ∈ Wm(E,A), we have the
following equivalence
f ⋆ 1A = f = 1A ⋆ f ⇔ f(~, z, z) = f(~, 0, 0).
Proof. This follows from the formulas (1A ⋆ f)(~, z, z) =
[
exp(−~∆)f](~, z, 0)
and (f ⋆ 1A)(~, z, z) =
[
exp(−~∆)f](~, 0, z).
3.2 The algebra A
Let M be a symplectic manifold. Let F → M be a Hermitian vector bundle.
We denote by F⊠F →M2 the vector bundle p∗1F⊗p∗2F where p1 and p2 are the
projections M2 →M onto the first and second factor respectively. We use the
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following convention for Schwartz kernel: if K is a section of C∞(M2, F ⊠ F ),
then the operator corresponding to K is the endomorphism P of C∞(M,F )
given by
(PΨ)(x) =
∫
M
K(x, y) ·Ψ(y)µ(y) (30)
where the dot stands for the contraction F y ⊗ Fy → C induced by the metric
and µ is the Liouville measure. In the sequel we denote the operator P and its
Schwartz kernel K by the same letter.
The data to define the algebra A are a compact symplectic manifold M , a
prequantum bundle L→M , a Hermitian vector bundle A→M and an almost
complex structure j of M compatible with ω.
Lemma 3.7. There exists a section E of L⊠ L satisfying the following condi-
tions
(3.2.i) E(x, x) = 1, for any x ∈M ,
(3.2.ii) ∇(Z,0)E = ∇(0,Z)E = O(2) along the diagonal of M2, for any vector field
Z ∈ C∞(M,T 1,0M).
(3.2.iii) |E(x, y)| < 1 for any x 6= y.
(3.2.iv) E(y, x) = E(x, y), for any x, y ∈M2.
Such a section is unique up to a section vanishing to order 3 along the diagonal.
In condition (3.2.i), we have identified Lx ⊗ Lx with C by using the metric
of L. In condition (3.2.ii), we have used the connection of L⊠L induced by the
connection of L.
Proof. This is a consequence of Proposition 2.15. Indeed, let us endowM2 with
the symplectic form Ω = p∗1ω−p∗2ω, where p1 and p2 are the projectionM2 →M
onto the first and second factor respectively. Then 1iΩ is the curvature of L⊠L.
The diagonal is a Lagrangian submanifold of M2. Furthermore
(L ⊠ L)
∣∣
diagM
≃ L⊗ L ≃ C,
and the section s ∈ C∞(diagM,L ⊠ L) given by s(p, p) = 1 is flat. So by
Proposition 2.15, we obtain a section satisfying conditions (3.2.i) and (3.2.ii). By
Remark 2.16, modifying E outside the diagonal, condition (3.2.iii) is satisfied.
Finally observe that (x, y) → E(y, x) satisfies the same conditions. So we can
replace E(x, y) by 12 (E(x, y)+E(y, x)). And this defines a section satisfying all
the requirements.
For any m ∈ N, we define Am = Am(M,L, j, A) as the set consisting of
families
Pk : C∞(M,Lk ⊗A)→ C∞(M,Lk ⊗A), k ∈ N∗ (31)
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of linear maps with a smooth Schwartz kernel,
Pk(·, ·) ∈ C∞(M2, (L⊠ L)k ⊗ (A⊠A)), k ∈ N∗ (32)
such that the family (Pk(·, ·)) belongs to knFm(E,A⊠A). In other words, (Pk)
belongs to Am if the corresponding family of Schwartz kernel is in O∞(kn) and
there exists a family (fℓ ∈ C∞(M2, A⊠A), ℓ ∈ Z) such that for any N > 0, we
have
Pk =
( k
2π
)n
Ek
∑
ℓ∈Z∩[−N,N/2]
k−ℓfℓ +O(kn−(N+1)/2). (33)
and for any ℓ 6 m/2, we have
fℓ =
{
O(−3ℓ) along the diagonal if ℓ 6 −m,
O(m− 2ℓ) along the diagonal if −m 6 ℓ 6 m/2. (34)
Since the section E is uniquely determined by the complex structure j up to a
section vanishing to order 3 along the diagonal, the set Am only depends on j
and not on the choice of E, cf. Lemma 2.13.
Theorem 3.8. The space A0 is closed by multiplication and by adjunction.
Furthermore, if (Pk) ∈ Am and (Qk) ∈ Ap, then (P ∗k ) ∈ Am, (PkQk) ∈ Am+p.
Remark 3.9. Let us explain the relation with the algebra W0 introduced in
Section 3.1.3. Consider the symplectic form on Cn given by ω = i
∑
i dz
i ∧
dzi. Let L be the trivial Hermitian line bundle on Cn with connection form
i
2
∑
i(z
idzi−zidzi). Denote by t the canonical frame of L and recall the function
ψ defined in (24). Then the section E of L⊠ L given by
E(x, y) = e−ψ(x,y)t(x)⊗ t(y) (35)
satisfies the assumptions of Lemma 3.7. Recall that to each f ∈ W0 is associated
the operator with Schwartz kernel
KP (~, z1, z2) = e
−~−1ψ(x,y)f(~, z2 − z1, z2 − z1).
Setting ~ = k−1, we recover (33). Furthermore, when f ∈ Wm, the coefficients
fℓ of the expanion f(~, z2−z1, z2−z1) =
∑
~ℓfℓ(z1, z2) satisfies condition (34).
So except the fact that Cn is not compact,Wm may be considered as a particular
subalgebra of Am(Cn) whose elements have polynomial symbol.
3.3 Proof of Theorem 3.8
Let us denote by Ak the bundle L
k ⊗ A and by π the projection from M3 to
M2 given by π(x, y, z) = (x, z). Consider two families (Rk) and (Sk) consisting
of smooth sections
Rk, Sk ∈ C∞(M2, Ak ⊠Ak), k ∈ N∗.
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Then define Tk ∈ C∞(M3, π∗(Ak ⊠Ak)) by
Tk(x, y, z) := Rk(x, y) · Sk(y, z) (36)
where the dot stands for the contraction Ak,y ⊗Ak,y → C. Define also
Uk(x, z) =
∫
M
Tk(x, y, z) µ(y), (x, z) ∈M2. (37)
So Uk is a smooth section of Ak ⊠Ak. Let us start by an easy observation.
Lemma 3.10. If (Rk) ∈ O∞(k−m) and (Sk) ∈ O∞(k−p), then (Tk) ∈ O∞(k−(m+p)).
If (Tk) ∈ O∞(k−m), then (Uk) ∈ O∞(k−m).
Let E be a section of L ⊠ L satisfying the Conditions (3.2.i), (3.2.ii) and
(3.2.iii). Introduce the section F of p∗(L⊠ L) given by
F (x, y, z) = E(x, y) ·E(y, z) (38)
The function ψ := −2 ln |F | satisfies
ψ(x, y, z) = ϕ(x, y) + ϕ(y, z)
where ϕ = −2 ln |E|. Since ϕ satisfies conditions (2.3.i) and (2.3.ii), ψ satisfies
the same conditions. So the space Fp(F, π∗(A ⊠ A)) is well defined. Observe
also that the zero level set of ψ is
Σ = {(x, x, x) ∈M3/ x ∈M}.
Theorem 3.8 is a consequence of the following two facts:
(Rk) ∈ Fm(E,A⊠A)
and (Sk) ∈ Fp(E,A⊠A)
}
⇒ (Tk) ∈ Fm+p(F, π∗(A⊠A)) (39)
(Tk) ∈ Fm(F, π∗(A⊠A)) ⇒ (knUk) ∈ Fm(E,A⊠A) (40)
The first implication is easily proved. Let us concentrate on the second one. To
understand better the strategy of the proof, we discuss in the following remark
the composition of Proposition 3.1.
Remark 3.11. As explained in remark 3.9, the algebra Wm is similar to the
algebra Am with the section E given by (35) and polynomial symbol. It fol-
lows from (26) that the section F defined by (38) has the particularly simple
expression
F (x, y, z) = e−
∑
i(z
i(y)−zi(x))(zi(y)−zi(z))E(x, z) (41)
Since the terms in the exponential are quadratic in the complex variable, the
computation in the proof of Proposition 3.1 was relatively easy. In the general
case of Am, we can not hope to find complex coordinates zi such that (41)
holds. Nevertheless, we will see that we can define some coordinates similar to
the following functions
ui(x, y) = z
i(x)− zi(y), vi(x, y, z) = zi(x)− zi(z), (42)
wi(x, y, z) = z
i(x) + zi(z)− 2zi(y). (43)
With these functions, Equation (41) reads F = e−
1
4
∑
(wi+vi)(wi−vi)π∗E.
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Local data on M2
Choose p0 ∈ M . Introduce a local frame (∂i, i = 1, . . . , n) of T 1,0M on a
neighborhood U of p0, which satisfies
ω(∂j , ∂k) = iδjk.
Consider functions ui ∈ C∞(U ×U) vanishing along the diagonal and such that
dui(∂j , 0) = δij +O(1), dui(∂j , 0) = O(1) (44)
Here and in the sequel, we denote by O(m) any function or section on U2
vanishing to order m along the diagonal of U2. Restricting U to a convenient
neighborhood of p0, we introduce a coordinate system (xi) on U centered at p0.
Let us extend the functions xi to U
2 by setting xi(x, y) := xi(x).
Lemma 3.12. Restricting U if necessary, the functions
xi, i = 1, . . . , 2n, Reuj , Imuj, j = 1, . . . , n
form a coordinate system on U2. Furthermore,
∇(∂i,0)E = −uiE +O(2), ∇(∂i,0)E = O(2), (45)
∇(0,∂i)E = O(2), ∇(0,∂i)E = uiE +O(2).
and |E|2 = e−|u|2 +O(3). The diagonal of U2 is {u = 0}.
Proof. Equation (44) and the fact that the uj vanish along the diagonal imply
that
dui(0, ∂j) = −δij +O(1), dui(0, ∂j) = O(1) (46)
We easily deduce that (xi,Reuj , Imuj) is a coordinate system on U
2 if U is a
sufficiently small neighborhood of p0.
Write ∇E = 1iαE ⊗ E and let BE(X,Y ) = X.αE(Y ) for any X,Y ∈
T(p,p)M
2. As a consequence of equation (18), we have
BE((X1, Y1), (X2, Y2)) = ω(X
0,1
1 − Y 0,11 , X2) + ω(X1,01 − Y 1,01 , Y2). (47)
for any tangent vectors X1, Y1, X2, Y2 ∈ TpM . Here we denote by X1,0 and X0,1
the components of X ∈ TpM ⊗ C = T 1,0p M ⊕ T 0,1p M .
In particular, we have that (∂j , 0).αE(∂k, 0) = 0 and (∂j , 0).αE(∂k, 0) =
−iδjk along the diagonal. We deduce the first equation of (45) from Equations
(44). The proof of the other equations in (45) is similar.
To prove that
|E|2 = e−|u|2 +O(3),
it is sufficient to check that the derivatives of the two sides with respect to
(∂i, 0), (∂¯i, 0) are equal up to O(2). This follows from the previous equations.
We could also deduce it from Equation (19).
27
Local data on M3
Introduce the functions vi, wi ∈ C∞(U3) given by
vi(x, y, z) = ui(x, z), wi(x, y, z) = ui(x, y)− ui(y, z)
Extend the functions xi to U
3 by setting xi(x, y, z) := xi(x, z). Here and in the
sequel, we denote by OΣ(m) any function or section on U3 vanishing to order
m along Σ.
Lemma 3.13. Restricting U if necessary, the functions
xi, i = 1, . . . , 2n, Re vj , Im vj , Rewj , Imwj , j = 1, . . . , n
form a coordinate system on U3. We have
F = e−
1
4
(w+v)·(w−v)π∗E +OΣ(3), |F |2 = e− 12 (|v|
2+|w|2) +OΣ(3). (48)
Furthermore Σ intersects U3 in {v = w = 0}.
Proof. A simple computation from Equations (44) and (46) gives
dwj(0, ∂k, 0) = −2δjk +OΣ(3), dwj(0, ∂k, 0) = OΣ(3). (49)
Using that xi = π
∗xi, vj = π
∗uj and (xi,Reuj, Imuj) is a coordinate system
on U2, we obtain that (xi,Re vj , Im vj ,Rewj , Imwj) is a coordinate system on
U3.
We have
F (x, y, z) = eu(x,y)·u(y,z)E(x, z) +OΣ(3) (50)
To check that, it is sufficient to prove that the covariant derivative with respect
to (∂i, 0, 0), (∂i, 0, 0), (0, ∂i, 0) and (0, ∂i, 0) of the two sides are equal modulo
OΣ(2). This follows from a simple computation using Equation (45) and Equa-
tions (44), (46). To deduce the first part of Equation (48) from (50), observe
that
ui(x, y) =
1
2
(
wi(x, y, z) + vi(x, y, z)
)
+OΣ(2),
ui(y, z) =
1
2
(−wi(x, y, z) + vi(x, y, z))+OΣ(2) (51)
which follows again from Equations (44) and (46). The computation of the
norm |F |2 is similar.
In the sequel we use the coordinates (xi, vj , wj) to compute the integral
(37). Since we integrate with respect to y and xi, vj only depend on x and z,
these coordinates are just parameters and we can use the wj as the integration
variables. To justify our estimates, we will need to specify the value of our
coordinates.
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Choose ǫ > 0 and an open neighborhood O of (p0, p0, p0) contained in U
3
such that the map from O to R2n×Cn×Cn sending (x, y, z) into ((xi(x, y, z)),
(vj(x, y, z)), (wj(x, y, z))) is a diffeomorphism onto B
3
ǫ where Bǫ is the open ball
of R2n ≃ Cn centered at the origin with radius ǫ.
Let (x, z) ∈M2 and Ox,z be the open set of M defined by
Ox,z = {y ∈M ; (x, y, z) ∈ O}.
Assume O(x,z) is not empty. Then the map from O(x,z) to C
n sending y into
(wj(x, y, z)) is a diffeomorphism onto Bǫ. Let µx,z be the pull-back of the
Lebesque measure of Cn to Ox,z. Let δ ∈ C∞(O3) be the function such that we
have on Ox,z
µ = δ(x, ·, z)µx,z. (52)
By equation (49), δ = 1 +OΣ(1).
Proof of implication (40)
Let us start by several reductions.
• By Lemma 3.10, we can treat separately each term in the asymptotic
expansion (33) of Tk, so we assume that Tk = F
kg where g ∈ C∞(M3).
• By a partition of unity argument, we can assume that g is compactly
supported in O where O is the open set defined after Lemma 3.13.
• Replacing g by gδ we have that∫
Ox,z
Tk(x, ·, z)µ =
∫
Ox,z
F k(x, ·, z)g(x, ·, z) µx,z (53)
where µx,z is the measure introduced above.
• By Lemma 2.13 and Equation (50), we can assume that
F = e−
1
4
(w+v)·(w−v)π∗E (54)
• Doing the Taylor expansion of y → g(x, y, z) in terms of the coordinates
wj , wj , we obtain that
g(x, y, z) =
∑
|α|+|β|62N
gα,β(x, z)w
α(x, y, z)wβ(x, y, z) + rN (x, y, z)
where rN = O(|w|2N+1). Choose ρ ∈ C∞0 ([0, ǫ)) equal to 1 on a sufficiently
large neighborhood of 0 so that gρ(|w|) = g. Then ρ(|w|)rN is compactly
supported in O. Since Σ∩O = {v = w = 0}, rN vanishes to order 2N +1
along Σ and by Proposition 2.4, F kρ(|w|)rN belongs to O∞(k−N−1/2). So
by Lemma 3.10, we may assume that g has the form
g(x, y, z) = ρ(|w(x, y, z)|)gα,β(x, z)wα(x, y, z)wβ(x, y, z) (55)
for some α, β and a smooth function gα,β.
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Now inserting (54) and (55) in (53), we obtain that∫
Ox,z
Tk(x, ·, z)µ = Ek(x, z)gα,β(x, z)Iα,β(k, v(x, z))
with
Iα,β(k, v) =
∫
Bǫ
e−
k
4
(w+v)·(w−v)ρ(|w|)wαwβ µn(w)
where µn is the measure |dz1dz1 . . . dzndzn| of Cn
Lemma 3.14. There exists C > 0 such that
Iα,β(k, v) =
(2π
k
)n m∑
ℓ=0
k−ℓPℓ(−v, v) + e k4 |v|
2O(e−k/C) (56)
where m = min(|α|, |β|), Pℓ(w,w) = 4ℓℓ!∆ℓ(wαwβ)
Proof. We have
Iα,β(k, v) =
∫
Cn
e−
k
4
(w+v)·(w−v)wαwβ µn(w) +Rk(v)
We compute explicitly the integral on Cn by applying Lemma 3.2, which gives
the sum in the right hand side of (56). The remainder is
Rk(v) =
∫
Cn
(1− ρ(|w|))e− k4 (w+v)·(w−v)wαwβ µn(w)
where we have extended ρ to R by setting ρ(t) = 0 for t > ǫ. One has
|e−(w+v)·(w−v)| = e−|w|2+|v|2 so
|Rk(v)| 6 e k4 |v|
2
∫
Cn
e−
k
4
|w|2(1− ρ(|w|))|wαwβ |µn(w)
Let δ > 0 such that ρ(t) = 1 for t 6 δ. Then
|Rk(v)| 6 e k4 |v|
2
e−
k
8
δ2
∫
Cn
e−
k
8
|w|2(1− ρ(|w|))|wαwβ |µn(w)
6 e
k
4
|v|2e−
k
8
δ2
∫
Cn
e−
k
8
|w|2 |wαwβ|µn(w)
= Ae
k
4
|v|2e−
k
8
δ2k−
1
2
(|α|+|β|)−n with A =
∫
Cn
e−
1
8
|w|2 |wαwβ |µn(w)
which concludes the proof with C any real number greater than 8/δ2.
To conclude, if Tk = F
kg with F given by (54) and g by (55), then
knUk = (2π)
nEkgα,β
m∑
ℓ
k−ℓPℓ(−u, u) +O(e−k/C)
where each Pℓ is a polynomial of order |α| + |β| − 2ℓ. Here we have used that
|Ek| = e−k|u|2/2 by Lemma 3.12. This ends the proof of implication (40) and
the proof of Theorem 3.8.
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Summary
To prepare the symbol computation, let us summarize the proof of Theorem
3.8. Consider R ∈ Am and S ∈ Ap. Their Schwartz kernel have the form
( k
2π
)n(
Ekr(x, k−1, u, u)+O(k−m− 12 )
)
,
( k
2π
)n(
Eks(x, k−1, u, u)+O(k−p− 12 )
)
where r and s are polynomials in the variable k−1, ui, ui obtained by linearizing
the coefficients fℓ in (33). Let Tk be defined by Equation (36). Then it follows
from Equation (51) that
Tk =
( k
2π
)2n(
F kt(x, k−1, v, v, w, w) +O(k−m−p− 12 )
)
with
t(x, ~, v, v, w, w) = r
(
x, ~,
w + v
2
,
w + v
2
)
s
(
x, ~,
−w + v
2
,
−w + v
2
)
.
Since the function δ is equal to 1 on Σ, we also have
Tk =
( k
2π
)2n(
F k
t(x, k−1, v, v, w, w)
δ(x)
+O(k−m−p− 12 )
)
The Schwartz kernel Uk of RkSk satisfies Equation (37). By Lemma 3.14,
Uk =
( k
2π
)n(
Ek
m+p∑
ℓ=0
4ℓ
kℓℓ!
(∆ℓt)(x, k−1, u, u,−u, u) +O(k−m−p− 12 )
)
(57)
Here ∆ =
∑
∂wi∂wi acts on the variable w and w of t(x, ~, v, v, w, w).
3.4 Symbolic calculus
Let us define the symbol of the elements of A as in Section 2.4. We will identify
the normal bundle to the diagonal of M2 with the tangent bundle of M by the
isomorphism TM → N(diagM) sending X into [X, 0]. So we have a symbol
map σm from Am to
Wm(M,A) =
⊕
ℓ∈Z∩[−m,m/2]
~
ℓC∞(M,Sm−2ℓ(T ∗M)⊗ EndA)
To describe this more explicitly, introduce a local frame ∂1, . . . , ∂n of T
1,0M .
Let (zi) be the dual frame of (T
1,0M)∗. Then if the Schwartz kernel of Pk is
given by Equation (33), we have
σm(Pk) =
∑
ℓ∈Z∩[−m,m/2]
~
ℓ[fℓ]
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with
[fℓ](z, z) =
∑
|α|+|β|=m−2ℓ
1
α!β!
(
(∂α∂
β
⊠ id)fℓ
)|diagMzαzβ (58)
and ∂α = ∂
α(1)
1 . . . ∂
α(n)
n , ∂
β
= ∂
β(1)
1 . . . ∂
β(n)
n . By lemma 2.13 the symbol map
is defined independently of the choice of E.
Applying fibrewise the product ⋆ defined in Equation (28), we obtain bilinear
applications
Wm(M,A)×Wp(M,A)→Wm+p(M,A)
that we still denote by ⋆. Let us define also the adjoint map
Wm(M,A)→Wm(M,A), ~ℓzαzβa→ ~ℓzβzαa∗
and denote it by ∗.
Theorem 3.15. For any (Rk) ∈ Am and (Sk) ∈ Ap, we have
σm(R
∗
k) = σm(Rk)
∗, σm+p(RkSk) = σm(Rk) ⋆ σp(Sk).
Proof. This follows directly from Equation (57). Indeed, by equation (44), the
function r and s appearing in Equation (57) are the symbols of σm(Rk) and
σp(Sk) respectively. By the same reason, the symbol σ = σm+p(RkSk) is given
by
σ(~, u, u) =
m+p∑
ℓ=0
4ℓ~ℓ
ℓ!
(∆ℓt)(x, ~, u, u,−u, u)
To recover Formula (28), instead of the variable v, v, w, w, we use z = v, z = v,
ζ = −(w + v)/2, ζ = (−w + v)/2.
3.5 Norm estimates
Let L2(M,Ak) be the space of L2-sections of Ak. Endow L2(M,Ak) with the
scalar product defined by integrating the pointwise scalar product against the
Liouville measure µ. Any bounded operator of L2(M,Ak) has a corresponding
norm that we call the operator norm. For any (Pk) ∈ A0(M,L, j, A) and k ∈ N,
since M is compact and Pk has a smooth kernel, Pk extends to a bounded
operator of L2(M,Ak). We denote again this operator by Pk hoping it will not
create any confusion.
Proposition 3.16. For any m ∈ N and (Pk) ∈ Am(M,L, j, A), the operator
norm of (Pk) is in O(k−m/2).
Proof. Recall the Schur test. Let P : C∞(M,F ) → C∞(M,F ) be an operator
with Schwartz kernel K as in (30). Assume that there exists C such that for
any x ∈M one has∫
M
|K(x, ·)|µ 6 C,
∫
M
|K(·, x)|µ 6 C.
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Then the operator norm of P is bounded above by C.
Let (Pk) ∈ Am(M,L, j, A). Assume that its Schwartz kernel is kn−ℓEkf
with ℓ ∈ Z and f ∈ C∞(M2, A ⊠ A) vanishing to order d > m − 2ℓ along the
diagonal. Choose a coordinate system (xi) on an open set U of M and assume
that f has a compact support contained in U2. Write µ = ρ|dx1 . . . dx2n|. Then
there exists C such that
|f(x, y)ρ(y)| 6 C|x− y|d, ∀(x, y) ∈ U2 (59)
and
|E(x, y)| 6 Ce−|x−y|2/C ∀(x, y) ∈ supp f.
Consequently, for any x ∈ U ,∫
M
|Pk(x, ·)|µ 6 C2kn−ℓ
∫
M
e−k|x−y|
2/C |x− y|d|dxi|
6 C2kn−ℓ
∫
R2n
e−k|x−y|
2/C |x− y|d|dxi|
6 C2k−ℓ−d/2
∫
R2n
e−|x−y|
2/C |x− y|d|dxi|
6 C′k−m/2
Similarly,
∫
M |Pk(x, ·)|µ 6 C′′k−m/2 which shows that ‖Pk‖ = O(k−m/2). It is
easy now easy to deduce the same result for any (Pk) ∈ Am(M,L, j, A) by using
the expansion (33) and a partition of unity.
3.6 Commutator identity
Consider now a function f ∈ C∞(M). Let X be its Hamiltonian vector field.
Introduce a derivative DX : C∞(M,A) → C∞(M,A) in the direction of X .
Assume that DX preserves the metric of A, meaning that
X.(σ, τ) = (DXσ, τ) + (σ,DXτ), ∀σ, τ ∈ C∞(M,A).
Denote by PX,k the derivation
PX,k = (∇L
k
X ⊗ id+ id⊗DX) : C∞(M,Lk ⊗A)→ C∞(M,Lk ⊗A).
Lemma 3.17. For any Q ∈ A0, the family (
[
f + ikPX,k, Qk
]
) belongs to A2.
Using the same notations as in Equation (58), its symbol is(∑
ω(∂i, [∂j , X ])zizj − ω(∂i, [∂j , X ])zizj
)
σ0(Q) + i~DXσ0(Q).
Proof. The Schwartz kernel of ikPX,kQk is (
i
kPX,k ⊠ id)Qk. Using that ∇ pre-
serves the metric of L and that D preserves the metric of A, we prove that the
Schwartz kernel of ikQkPX,k is
− ik (id⊠PX,k)Qk − ik (1⊠ div(X))Qk,
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where div(X) is the divergence of X with respect to the Liouville measure. Since
X is a symplectic vector vector field, divX = 0.
Consequently, the Schwartz kernel of
[
f + ikPX,k, Qk
]
is
[
(f ⊠ 1− 1⊠ f) + ik (PX,k ⊠ id+ id⊠PX,k)
]
Qk
So the result is a consequence of Lemma 2.20. Indeed, observe that the Hamil-
tonian vector field of f⊠1−1⊠f for the symplectic structure ofM×M− is the
vector field (X,X). The computation of the symbol follows from Proposition
2.18.
4 Existence of the projector
In this section we prove the following result.
Theorem 4.1. For any compact symplectic manifold M with a prequantum
bundle L → M , a Hermitian vector bundle A → M and an almost complex
structure j, there exists an operator (Πk) ∈ A0(M,L, j, A) with symbol 1A and
satisfying for any k, Π2k = Πk and Π
∗
k = Πk.
Recall that 1A is the section of EndA such that 1A(x) is the identity of Ax
for any x. Consider an operator (Πk) satisfying the condition in Theorem 4.1.
Since Πk has a continuous kernel and M is compact, Πk is trace class. So the
image Hk of Πk is finite dimensional. Hence Theorem 1.1 is a consequence of
Theorem 4.1. Furthermore,
dim(Hk) = trace(Πk) =
∫
M
gk(x)µ(x)
where gk(x) is the trace of Πk(x, x) ∈ EndAk,x and µ = ωn/n! is the Liouville
measure. So we deduce that
dim(Hk) =
( k
2π
)n(
rank(A)
) ∫
M
µ+O(k−n−1).
where 2n is the dimension of M .
4.1 Proof of Theorem 4, step 1
Consider the usual data (M,L, j, A) and let A0 = A0(M,L, j, A) be the as-
sociated algebra. Choose P = (Pk) ∈ A0 with symbol 1A. Replacing Pk by
1
2 (Pk +P
∗
k ) if necessary, we may assume that Pk is formally self-adjoint. Recall
that Pk extends to a continuous operator of L2(M,Ak). It is self-adjoint and
by Proposition 3.16, its norm is bounded independently of k.
Proposition 4.2. There exists C > 0 such that for any k, the spectrum of Pk
is contained in [−Ck−1/2, Ck−1/2] ∪ [1− Ck−1/2, 1 + Ck−1/2].
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Proof. Since the symbol of P is 1A, by Theorem 3.15, P
2−P belongs to A1. So
by Proposition 3.16, the operator norm of P 2k − Pk is a O(k−1/2). Recall that
for any bounded operator R and polynomial P
‖P (R)‖ = sup
λ∈σ(R)
|P (λ)|,
cf. as instance Lemma 2, page 223 of [RS80]. Applying this to R = Πk and
P (X) = X2 −X , we get the result.
Replacing Pk by 0 for a finite number of values of k, we may assume that for
any k, the spectrum of Pk is contained in I0 ∪ I1 with I0 and I1 the following
neighborhoods of 0 and 1 respectively: I0 = [−1/4, 1/4], I1 = [3/4, 5/4].
In the sequel, we will use the functional calculus for operators of a Hilbert
space. Since we consider only bounded operators, this is relatively easy, cf. for
instance Theorem VII.1 of [RS80]. Recall that if f and g are two continuous
functions from R to C and Q is a bounded self-adjoint operator of a Hilbert
space H , then
f(Q).g(Q) = (fg)(Q).
Recall also that if f = g on the spectrum of Q, then f(Q) = g(Q).
Let χ : R → R be any continuous function which is equal to 0 on I0 and
equal to 1 on I1. We will define our projector as
Πk = χ(Pk).
Since χ is real, χ(Pk) is a bounded self-adjoint operator. Since χ
2 = χ on I0∪I1,
χ(Pk)
2 = χ(Pk).
It remains to prove that χ(P ) ∈ A0.
4.2 Proof of Theorem 4.1, step 2
The idea is to express χ(Pk) − Pk in terms of Qk = P 2k − Pk. Consider the
function
f(y) =
1
2
(
1− (1 + 4y)−1/2), y > −1/4.
Observe that for any x ∈ R \ {1/2}, y = x2 − x > −1/4. A direct computation
shows that
x+ (1− 2x)f(x2 − x) =
{
1 if x > 1/2
0 if x < 1/2
so that on I0 ∪ I1, we have χ(x) = x+ (1− 2x)f(x2 − x). Consequently,
χ(Pk) = Pk + (id−2Pk)f(Qk). (60)
We learned this formula in [BdM02]. For any positive integer m, let us write
f(y) = pm(y) + y
m+1fm(y)
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where pm is a polynomial with degree m and fm a continuous function on
(−1/4,∞). Then we have
χ(Pk) = χm(Pk) + rm(Pk) where
{
χm(Pk) = Pk + (id−2Pk)pm(Qk)
rm(Pk) = (id−2Pk)Qm+1k fm(Qk)
Lemma 4.3. For any positive integers m < m′, we have
χm(P ) = χm′(P ) mod Am+1.
Proof. This follows from pm(X) = pm′(X) mod X
m+1, Theorem 3.15 and the
fact that Q ∈ A1.
Lemma 4.4. For any m > 1 and k ∈ N, rm(Pk) has a smooth Schwartz kernel.
Furthermore, for any m > 1, the Schwartz kernel family (rm(Pk), k ∈ N) is in
O∞(k2n−(m+1)/2).
Lemmas 4.3 and 4.4 imply that χ(P ) belongs to A0. This concludes the
proof of Theorem 4.1.
4.3 Proof of Lemma 4.4
Consider any Hermitian rank r vector bundle F → M . Denote by C−∞(M,F )
the space of F -valued distributions. Let π : C∞(M,F ) × C−∞(M,F ) → C be
the continuous bilinear map given for smooth sections f , g by
π(f, g) =
∫
M
f(x) · g(x)µ(x).
where the dot stands for the contraction F x ⊗ Fx → C induced by the metric.
By the Schwartz kernel theorem (section 5.2 and Theorem 5.2.6 of [Ho¨r90]),
there is a one to one correspondence between the space of continuous operators
C−∞(M,F ) → C∞(M,F ) and C∞(M2, F ⊠ F ). If A and KA are the corre-
sponding operator and kernel, we have for any f ∈ C−∞(M,F ),
A(f)(x) = π(KA(x, ·), f) (61)
Furthermore
KA(·, y) = A(δy) (62)
where δy ∈ F y⊗C−∞(M,F ) is such that π(δy , f) = f(y) for any f ∈ C∞(M,F ).
Let L2(M,F ) be the space of L2-sections of F . Endow L2(M,F ) with the
scalar product obtained by integrating the pointwise scalar product against the
Liouville measure µ. As an application of Equations (61) and (62), we have the
following lemma.
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Lemma 4.5. Let A and C be two continuous operators C−∞(M,F )→ C∞(M,F )
with Schwartz kernels KA and KC respectively. Let B be a bounded operator of
L2(M,F ). Then ABC is continuous C−∞(M,F ) → C∞(M,F ). Its Schwartz
kernel is given by
KABC = π(KA(x, ·), B(KC(·, y))).
It implies in particular that
‖KABC‖∞ 6 vol(M)‖KA‖∞‖KC‖∞‖B‖. (63)
where for any kernelK, ‖K‖∞ = supz∈M2 |K(z)|, and ‖B‖ is the operator norm
of B. Furthermore if D and D′ are any differential operators of C∞(M,F ) and
C∞(M,F ) respectively, we have
((D ⊠D′).KABC)(x, y) = π
(
(D.KA)(x, ·), B((D′.KC)(·, y))
)
so that we have
‖(D ⊠D′).KABC‖∞ 6 vol(M)‖D.KA‖∞‖D′.KC‖∞‖B‖. (64)
Consider now families of operators. Introduce an Hermitian line bundle
L→M and set Fk = Lk⊗F . Consider three families A, B and C of continuous
operators
Ak, Ck : C−∞(M,Fk)→ C∞(M,Fk), Bk : L2(M,Fk)→ L2(M,Fk), k ∈ N.
By Lemma 4.5, for any k, AkBkCk has a smooth Schwartz kernel Kk. Assume
that ‖Bk‖ = O(1). Then by Equation (63), if the Schwartz kernel families of A
and C are in O(kN ) and O(kN ′) respectively, the family (Kk) is in O(kN+N ′).
Similarly by Equation (64), if the Schwartz kernel families of A and C are in
O∞(kN ) and O∞(kN ′) respectively, the family (Kk) is in O∞(kN+N ′).
Proof of Lemma 4.4. Write
rm(Qk) = Q
m
k fm(Qk)Qk − 2PkQmk fm(Qk)Qk.
Since Q is in A1, Qm is in Am. So the Schwartz kernel family of Qm is a
O(kn−m/2). Similarly, the Schwartz kernel families of PQm and Q are respec-
tively in O(kn−m/2) and O(kn−1/2). Furthermore, ‖fm(Qk)‖ = O(1). Applying
the previous considerations to A = Qm or PQm, B = fm(Q) and C = Q, we
get the conclusion.
5 Toeplitz Operators
Consider a compact symplectic manifold M , a prequantum bundle L → M , a
Hermitian vector bundle A → M and an almost complex structure j. Intro-
duce the associated algebra A0 = A0(M, j, L,A). Let Π ∈ A0 be self-adjoint,
idempotent and with symbol 1A.
A Toeplitz operator associated with these data is by definition an operator
T ∈ A0 such that ΠTΠ = T . We denote by T = T (M, j, L,A,Π) the cor-
responding set of Toeplitz operators. Since by Theorem 3.8, A0 is closed by
composition and Π2 = Π, T is an algebra with unit Π.
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5.1 Covariant and contravariant symbols
The following useful lemma is an immediate consequence of Lemma 3.6.
Lemma 5.1. For any m ∈ N, for any T ∈ Am ∩ T , we have the following
• if m is odd, then σm(T ) = 0 so that T ∈ Am+1.
• if m is even, σm(T ) = ~m/2f for some f ∈ C∞(M,EndA).
We define now the contravariant and covariant symbol of a Toeplitz operator.
Let us denote by S(M,EndA) the set of sequences (f(·, k)) of C∞(M,EndA)
admitting an asymptotic expansion for the C∞ topology of the form
f(·, k) = f0 + k−1f1 + k−2f2 + . . . , with fℓ ∈ C∞(M,EndA), ∀ℓ ∈ N.
By Borel Lemma, the map from S(M,EndA) to C∞(M,EndA)[[~]] sending
(f(·, k)) to the formal series ∑~ℓfℓ is onto.
Proposition 5.2. For any sequence (f(·, k)) in S(M,EndA), the operator
T = (ΠkMf(·,k)Πk : C∞(M,Lk, A)→ C∞(M,Lk ⊗A))
is a Toeplitz operator. Furthermore, the coefficients fℓ, ℓ ∈ N of the asymptotic
expansion of f(·, k) are uniquely determined by T . More precisely, for any m,
T ∈ A2m if and only if fℓ = 0 for any ℓ < m. If it is the case, σ2m(T ) = ~mfm.
Conversely, any Toeplitz operator T ∈ T has the form (ΠkMf(·,k)Πk) up to
A∞ ∩ T for some (f(·, k)) ∈ S(M,EndA).
In this statement, we denoted by A∞ the space A∞ =
⋂
m∈NAm which
consist in the families (31) with a Schwartz kernel in O∞(kn) ∩ O(k−∞) =
O∞(k−∞).
This defines an application
σcont : T → C∞(M,EndA)[[~]], (ΠMf(·,k)Πk)→
∑
~
ℓfℓ
called the contravariant symbol map. It is onto and its kernel is A∞ ∩ T .
Proof. The Schwartz kernel of MfΠk is the section (x, y) → f(x).Πk(x, y). So
the operator (Mf(·,k)Πk) belongs to A0. By Theorem 3.8, we conclude that
T = (ΠkMf(·,k)Πk) ∈ T .
Assume that the coefficients of the asymptotic expansion of f(·, k) satisfy
fℓ = 0 for any ℓ < m. Then considering again the Schwartz kernel ofMf(·,k)Πk,
one sees that (Mf(·,k)Πk) ∈ A2m and σ2m(Mf(·,k)Πk) = ~mfm. Applying again
Theorem 3.8, it follows that T ∈ A2m and by Theorem 3.15 σ2m(T ) = ~mfm.
Furthermore, by Lemma 5.1, σ2m(T ) = 0 if and only if T ∈ A2(m+1).
Arguing by induction on m, we deduce that T ∈ A2m if and only if f0 =
. . . = fm−1 = 0. In that case, σ2m(T ) = ~
mfm.
If T is any Toeplitz operator in Ap, then by lemma 5.1, we can assume that
p = 2m and we have σ2m(P ) = ~
mfm for some function fm ∈ C∞(M). So
T = (ΠkMk−mfmΠk) up to A2(m+1) ∩T . Arguing by induction on m and using
Borel Lemma, we conclude that T has the form (ΠkMf(·,k)Πk) up toA∞∩T .
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Proposition 5.3. For any Toeplitz operator T ∈ T with Schwartz kernel (Kk ∈
C∞(M2, (L⊠L)k⊗(A⊠A)), k ∈ N), the restriction of (( 2πk )nKk) to the diagonal
belongs to S(M,EndA). The corresponding application
σ : T → C∞(M,EndA)[[~]], T →
∑
~
ℓfℓ
is onto and its kernel is T ∩A∞. Furthermore for any m, T ∈ A2m if and only
if σ(T ) ∈ O(~m). And if it is the case, σ(T ) = σ2m(T ) +O(~m+1).
C∞(M,EndA)[[~]] has an associative product induces by the pointwise prod-
uct of C∞(M,EndA) is an algebra. Since σ(Π) = 1A+O(~), σ(Π) is invertible.
Define the covariant symbol map by
σcov : T → C∞(M,EndA)[[~]], σcov(T ) = σ(T ).σ(Π)−1
Here we could have chosen to multiply by σ(Π)−1 on the left. This would not
change the properties of σcov.
Proof. The fact that the restriction r(·, k) to the diagonal of the renormalized
Schwartz kernel (
(
2π
k
)n
Kk) belongs to S(M,EndA) is actually a property of
any operator P in A0. Furthermore, if P ∈ A2m and σ2m(P )(~, 0) = ~mfm,
then r(·, k) = k−mfm +O(k−m−1). In the case where P is a Toeplitz operator,
this proves by Lemma 5.1 that P ∈ A∞ if and only if r(·, k) = O(k−∞).
To prove that σ is onto, observe that σ(ΠkMk−mgmΠk) = k
−mgm+O(k−m−1).
Then we construct by successive approximation (g(·, k)) ∈ S(M,EndA) such
that σ(ΠkMg(·,k)Πk) is the series we want.
So we have defined two symbol maps, the contravariant and the covariant
ones. These are total symbols in the sense that an operator with vanishing
symbol is an operator in A∞. Furthermore these symbol maps agree to first
order. Indeed, for any Toeplitz operator,
σcov(T ) = σ0(T ) +O(~), σcont(T ) = σ0(T )
The leading coefficient σ0(T ) is the principal symbol of the Toeplitz operator.
It follows from Theorem 3.15, that if T and S are two Toeplitz operators, then
σ0(TS) = σ0(T ).σ0(S).
More generally, by Propositions 5.2 and 5.3, for any non negative integer m,
σcont(T ) ∈ O(~m) if and only if σcov(T ) ∈ O(~m). If it is the case, σcont(T ) =
σcov(T ) + O(~m+1). Furthermore, if σcont(T ) ∈ O(~m) and σcont(S) ∈ O(~ℓ),
then σcont(TS) = σcont(T ).σcont(S) +O(~m+ℓ+1).
5.2 Norms of Toeplitz operator
First we can characterize the Toeplitz operators in the residual ideal A∞ ∩ T
by their operator norm as follows.
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Lemma 5.4. Consider any operator family T = (Tk : C∞(M,Lk ⊗ A) →
C∞(M,Lk ⊗ A), k ∈ N) satisfying ΠTΠ = T . Then T ∈ A∞ ∩ T if and
only if ‖Tk‖ = O(k−∞).
Proof. The implication follows from Proposition 3.16. To prove the converse,
we apply Lemma 4.5 with A = C = Πk and B = Tk. We deduce the result from
Formulas (64) and (63).
We can also estimate the operator norm to first order in terms of the covari-
ant or contravariant symbols.
Proposition 5.5. Let T be a Toeplitz operator. Then for any positive integer
m,
‖Tk‖ = O(k−m)⇔ σcont(T ) ∈ O(~m)
If it is the case, one has
‖Tk‖ = k−m sup
y∈M
|f(y)|+O(k−m−1). (65)
where f ∈ C∞(M,EndA) is such that σcont(T ) = ~mf +O(~m+1).
Proof. By Lemma 5.4 and Proposition 5.2, we can modify T by a O(k−∞) and
assume T = Πg(·, k)Π with (g(·, k)) ∈ S(M,EndA). Then for any k ∈ N,
‖Tk‖ 6 sup
y∈M
|g(y, k)| (66)
Assume that σcont(T ) = ~
mf +O(~m+1). Then (66) implies that
‖Tk‖ 6 k−m sup
y∈M
|f(y)|+O(k−m−1).
Let us prove the converse inequality. Let y ∈ M and u ∈ Ay unitary and
such that supy∈M |f(y)| = |〈f(y).u, u〉|. Introduce the vector sk ∈ Hk given
by sk(x) = Πk(x, y) · u, where the dot stand for the contraction Ay × Ay → C
induced by the metric of A. Then 〈Tksk, sk〉 = u¯ · Tk(y, y) · u. Since σcov(T ) =
~mf +O(~m+1), we obtain that
〈Tksk, sk〉
〈sk, sk〉 = k
−m〈f(y)u, u〉+O(k−m−1).
which proves (65). To show that conversely ‖Tk‖ = O(k−m) implies that
σcont(T ) ∈ O(~m), we argue by induction on m and use what we have just
proved.
The adjoint of a formal series
∑
~ℓfℓ ∈ C∞(M,EndA)[[~]] is defined as∑
~ℓf∗ℓ . The following proposition is easily proved.
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Proposition 5.6. For any Toeplitz operator T ∈ T , T ∗ is a Toeplitz operator
and
σ(T ∗) = σ(T )∗, σcont(T
∗) = σcont(T )
∗, σcov(T
∗) = σ(Π)−1σcov(T )σ(Π).
If A is a line bundle, then σcov(T
∗) = σcov(T )
∗.
Propositions 5.2, 5.3 and 5.5 imply Theorems 1.3 and 1.4 of the introduction,
except for the formula giving the principal symbol of the commutator which is
proved in Corollary 5.9. Observe that the definition of Toeplitz operators given
in the introduction is equivalent to the one given in this section by Proposition
5.2 and Lemma 5.4.
Remark 5.7. Consider the same data (M,L, j, A) as previously. Assume that
A is a subbundle of a Hermitian bundle A. Let Π ∈ A0(M,L, j,A) be such that
Π2 = Π, Π∗ = Π and with symbol 1A. Here, we view EndA as a subbundle
of EndA, by extending any endomorphism of Ax to an endomorphism of Ax
vanishing on the orthogonal of Ax. Such a projector exists. This follows from
Theorem 4.1 by identifying C∞(M,Lk ⊗A) with a subspace of C∞(M,Lk⊗A).
Define T (M,L, jA,Π) as the space of operators T ∈ A0(M,L, j, A) such
that ΠTΠ = T . Then, considering as above EndA as a subbundle of EndA,
Propositions 5.2, 5.3 and 5.5 still hold. The proofs are the same.
5.3 Commutators
Let T ∈ T be a Toeplitz operator whose principal symbol f = σ0(T ) takes
scalar values. Then for any Toeplitz operator S ∈ T , the principal symbol
of [T, S] vanishes, so that ik[T, S] is a Toeplitz operator. Let us compute its
principal symbol. We will first do the computation for a particular operator
with principal symbol f .
Introduce a derivative DX : C∞(M,A) → C∞(M,A) in the direction of the
Hamiltonian vector field X of f . Assume that DX preserves the metric of A.
Denote by PX,k the endomorphism:
PX,k = (∇L
k
X ⊗ id+ id⊗DX) : C∞(M,Lk ⊗A)→ C∞(M,Lk ⊗A). (67)
Then consider the operator T ′k = Πk(f +
i
kPX,k)Πk.
Theorem 5.8. The family T ′ = (T ′k) is a Toeplitz operator with principal symbol
f . For any Toeplitz operator S,
(
ik[T ′, S]
)
is a Toeplitz operator with principal
symbol −DXσ0(S).
Proof. The Schwartz kernel of ikPX,kΠk is (
i
kPX,k ⊠ id)Πk. By Lemma 2.19,
( ikPX,kΠk) belong to A1. By Theorem 3.8, (Πk ikPX,kΠk) belong to A1. By
Lemma 5.1, (Πk
i
kPX,kΠk) belong to A2 ∩ T . Since T = ΠfΠ modulo A2 ∩ T ,
T is a Toeplitz operator with principal symbol f .
For the second part, using that ΠS = SΠ = S, we have
[T ′k, Sk] = Πk[f +
i
kPX,k, Sk]Πk.
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By Lemma 3.17, ([f + ikPX,k, Sk]) belongs to A2 and we know its principal
symbol. So by Theorem 3.8, ([T ′k, Sk]) belongs to A2 and we can compute its
principal symbol with Theorem 3.15.
We can now answer our initial question. Let f1 ∈ C∞(M,EndA) be such
that T ≡ T ′ + k−1Πf1Π mod A4. Then the principal symbol of ik[T, S] is
−DXσ0(S) + [f1, σ0(S)].
Corollary 5.9. For any Toeplitz operators T and S with scalar valued principal
symbols f and g, the principal symbol of ik[T, S] is the Poisson bracket of f and
g.
Proof. First, notice that since both f and g are scalar valued symbols, the
principal symbol of ik[T, S] only depends on f and g. So we can assume that
T = Πk(f +
i
kPX,k)Πk and apply Theorem 5.8. We deduce that the principal
symbol of ik[T, S] is −DX .g = {f, g}. At that point it can be interesting to
note that modifying DX by a zero order term, DX .g does not change because
g is scalar.
Remark 5.10. In Theorem 5.8, the operators T ′k = Πk(f +
i
kPX,k)Πk appears
as a kind of normalized (up to A4) Toeplitz operator with principal symbol
f . So it is natural to ask what its covariant and contravariant symbols are up
to O(~2). We know the answer only in the following case: assume that j is
integrable, A is holomorphic, and let Hk consist of the holomorphic sections of
Lk ⊗ A as in Remark 1.2. Let DX = ∇AX where ∇X is the Chern connection
of A. Then the covariant symbol of T ′ is f up to O(~2) and the contravariant
symbol is f − ~2∆f where ∆ is the Riemannian Laplacian associated to the
metric ω(·, j·), cf. [Cha03a].
5.4 Locality of symbols products
In this section, to simplify the exposition, we assume that the auxiliary bundle A
has rank one so that EndA is the trivial bundle. We have defined three symbol
maps σ, σcov, σcont : T → C∞(M)[[~]]. These maps are onto and their kernel
A∞ ∩ T is an ideal of T . So the space C∞(M)[[~]] inherits three associative
products. Our goal is to prove that these product have the following form(∑
ℓ∈N
~
ℓfℓ
)
◦
(∑
m∈N
~
mgm
)
=
∑
r∈N
~
r
∑
m+ℓ+p=r
Bp(fℓ, gm) (68)
where for any p, Bp is a bidifferential application from C∞(M) × C∞(M) to
C∞(M) of order 2p, and B0(f, g) = f.g.
Similarly, we will prove that the map Φ from C∞(M)[[~]] to itself sending
the contravariant symbol into the covariant symbol has the form
Φ
(∑
ℓ∈N
~
ℓfℓ
)
=
∑
r∈N
~
r
∑
m+ℓ=r
Φm(fℓ) (69)
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where for any m, Φm is a differential operator acting on C∞(M) of order 2m
and Φ0(f) = f .
We say that a product of C∞(M)[[~]] is local if it is of the form (68). A
bijection of C∞(M)[[~]] of the form (69) is called a local equivalence.
Introduce a coordinate system (U, xi) and a compact set K contained in U .
Denote by C∞K (M) the space of functions supported in K.
Lemma 5.11. For any P ∈ Am, there exists a family (Pα, α ∈ Nn) of A such
that for any f ∈ C∞K (M) and N > 0, one has
Pf =
∑
|α|6N
(∂αf)Pα +RN (f) (70)
where RN (f) ∈ Am+N+1. Furthermore, for any α, Pα ∈ Am+|α|.
Proof. Introduce a function ρ ∈ C∞0 (U) which is equal to 1 on a neighborhood of
K. Define Pα as the operator with Schwartz kernel (y−x)αρ(x)ρ(y)P (x, y)/α!,
where (x, y)→ P (x, y) is the Schwartz kernel of P .
Writing the Taylor expansion of f(y) at y = x, one gets
f(y) =
∑
|α|6N
(∂αf)(x)
(y − x)α
α!
ρ(x)ρ(y) + rN (x, y) (71)
where rN ∈ C∞(M2) vanishes to order N + 1 along the diagonal. Multiplying
(71) by P (x, y), we obtain (70) with RN (f) the operator with Schwartz kernel
rN (x, y)P (x, y). Since rN vanishes to order N + 1 along the diagonal RN (f) ∈
Am+N+1.
Theorem 5.12. The products corresponding to σ, σcont and σcov are local.
The map Φ sending the covariant symbol to the contravariant one is a local
equivalence.
Proof. Using that σ(k−1T ) = ~σ(T ), one proves that the various products have
the form (68) without knowing that the Bℓ are bidifferential. For the same
reason, the map Φ has the form (69) and it remains to prove that the Φℓ are
differential.
Applying Lemma 5.11 to Π, one gets a family (Πα) of A. For any f ∈
C∞K (M), one has ΠfΠ =
∑
(∂αf)ΠαΠ. Since ΠαΠ ∈ A|α|, the restriction to the
diagonal of the Schwartz kernel of ΠαΠ has the asymptotic expansion
(ΠαΠ)(x, x) =
( k
2π
)n ∑
ℓ>|α|/2
k−ℓpα,ℓ(x) +O(k−∞),
where the pα,ℓ are in C∞(M). As a consequence,
σ(ΠfΠ) =
∑
α,ℓ; |α|62ℓ
~
ℓpα,ℓ∂
αf
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From this local result, one deduces by using a partition of unity that the map
sending the contravariant symbol to the σ-symbol is a local equivalence. Since
one obtains the covariant symbol from the σ-symbol by dividing by σ(Π), one
deduces that Φ is a local equivalence.
To show that the contravariant product is local, we argue similarly. One
writes for any f, g ∈ C∞K (M) that
ΠfΠgΠ =
∑
(∂αf)ΠαΠgΠ =
∑
(∂αf)(∂βg)(ΠαΠ)βΠ.
Since (ΠαΠ)βΠ belongs to A|α|+|β|, one has
((ΠαΠ)βΠ)(x, x) =
( k
2π
)n ∑
ℓ>|α|/2+|β|/2
k−ℓqα,β,ℓ(x) +O(k−∞).
Consequently,
σ(ΠfΠgΠ) =
∑
|α|+|β|62ℓ
~
ℓqα,β,ℓ(∂
αf)(∂βg)
Furthermore, if f, g ∈ C∞(M) have disjoint supports, then the Schwartz kernel
of fΠg is uniformly a O(k−∞), so the same holds for ΠfΠgΠ and consequently
σ(ΠfΠgΠ) = 0. Using a partition of unity, one deduces that the contravari-
ant product is local. Since one obtains the covariant and σ-symbol from the
contravariant symbol by a local equivalence, the products of σ-symbols and
covariant symbols are local too.
5.5 Further estimates
We still assume that A is a line bundle. Denote by (Bℓ; ℓ ∈ N) the bidifferential
operators of C∞(M) corresponding to the product of contravariant symbols. For
any f , g ∈ C∞(M), introduce
RN (f, g) = ΠfΠgΠ−
∑
ℓ6N
k−ℓΠBℓ(f, g)Π.
By construction, RN (f, g) ∈ A2(N+1) and its norm is a O(k−(N+1)). We will
make explicit the dependence of this O in terms of f and g.
Theorem 5.13. For any N , there exists CN such that for any f, g ∈ C∞(M),
one has ‖RN (f, g)‖ 6 CNk−(N+1)|f, g|2(N+1).
We say that an element P of A is supported in a compact set K of M if for
any x ∈M \K, there exists a neighborhood V of (x, x) such that the restriction
of the Schwartz kernel of P to V is in O(k−∞) uniformly.
Lemma 5.14. The space of operators in A supported in K is a bilateral ideal
of A.
Proof. This follows from the fact that any operator in A has a Schwartz kernel
in O(kn) whose restriction to any compact subset of M2 not intersecting the
diagonal is in O(k−∞).
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Consider a coordinate system (U, xi), a compact set K ⊂ U and ρ ∈ C∞0 (U)
equal to 1 on a neighborhood of K. For any α ∈ Nn, define the function
gα ∈ C∞(M2) which vanishes outside U2 and is given on U2 by
gα(x, y) = ρ(x)ρ(y)(x − y)α.
Introduce a section E satisfying the assumption of Lemma 3.7 and let Qα in
A|α| be the operator with Schwartz kernel (k/2π)nEkgα.
Lemma 5.15. For any N , any P ∈ A supported in K has a unique represen-
tative PN modulo AN+1 of the form
PN =
∑
α,ℓ
k−ℓfα,ℓQα
where (fα,ℓ; |α|+ 2ℓ 6 N, |α|+ 3ℓ > 0) is a family of C∞K (M).
Proof. The proof is an induction onN by using that any operator ofA supported
in K has a symbol supported in K and that any function ofM2 vanishing to or-
derN along the diagonal can be written on U2 on the form
∑
|α|=N fα(x)gα(x, y)
up to some function vanishing to order N + 1.
Lemma 5.16. The remainder in Lemma 5.11 satisfies
‖RN(f)‖ 6 CN |f |N+1k−(m+N+1)/2
for some constant CN independent of k and f .
Proof. Observe that the function rN defined in (71) is supported in M ×K and
satisfies
|rN (x, y)| 6 CN |f |N+1|x− y|N+1 on U2,
|rN (x, y)| 6 |f |0 on M2 \K2.
(72)
Introduce a function ρ′ ∈ C∞0 (U) such that ρ′ = 1 on a neighborhood of the
support of ρ. One has
RN (f) = R
′
N (f) +R
′′
N (f)
where R′N (f) and R
′′
N (f) are the operators obtained by multiplying the Schwartz
kernel of P by rN (x, y)ρ
′(x)ρ(y) and rN (x, y)(1 − ρ′(x))ρ(y) respectively. One
deduces by following the same method as in the proof of Proposition 3.16
‖RN(f)‖ 6 C′N |f |N+1k−(m+N+1)/2, ‖R′′N (f)‖ 6 CN,ℓ|f |0k−ℓ
The first estimate follows from the fact that ρ′(x)ρ(y) is supported on U2 and
by using the first estimate of (72) instead of Equation (59), the second estimate
follows from the fact that (1−ρ′(x))ρ(y) vanishes identically on a neighborhood
of the diagonal of M2 and by using the second estimates of (72) instead of
Equation (59).
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In the next two lemmas, we use the notations Pα and PN introduced in
Lemmas 5.11 and 5.15 respectively.
Lemma 5.17. For any f, g ∈ C∞K (M), the operators
SN (f) = ΠfΠ− (ΠfΠ)2N+1, S′N (f, g) = ΠfΠgΠ− (ΠfΠgΠ)2N+1
satisfy SN(f) = |f |2N+2O(k−(N+1)) and S′N (f, g) = |f, g|2N+2O(k−(N+1)).
Proof. By Lemmas 5.11 and 5.16, one has
ΠfΠ =
∑
|α|62N+1
(∂αf)ΠαΠ+ |f |2(N+1)O(k−(N+1)) (73)
Since ΠαΠ = (ΠαΠ)2N+1 +O(k−N−1), one obtains
ΠfΠ =
∑
|α|62N+1
(∂αf)(ΠαΠ)2N+1 + |f |2(N+1)O(k−(N+1)) (74)
Since ∂αf is supported in K, (∂αf)(ΠαΠ)2N+1 =
(
(∂αf)ΠαΠ
)
2N+1
. Further-
more observe that the remainder in (74) is in A2(N+1). This proves that
ΠfΠ = (ΠfΠ)2N+1 + |f |2(N+1)O(k−(N+1))
The proof of the second estimate is similar. Using Lemmas 5.11 and 5.16, one
has
ΠαΠgΠ =
∑
|β|62N+1
(∂βg)(ΠαΠ)βΠ+ |g|2(N+1)O(k−(N+1)) (75)
Using Equations (73) and (75), one gets
ΠfΠgΠ =
∑
|α|,|β|62N+1
(∂αf)(∂βg)(ΠαΠ)βΠ+ |f, g|2(N+1)O(k−(N+1)) (76)
The remainder in (76) being in A2(N+1), one gets
ΠfΠgΠ =
(
ΠfΠgΠ
)
2N+1
+ |f, g|2(N+1)O(k−(N+1))
which was to be proved.
Lemma 5.18. One has for any f, g ∈ C∞K (M)
ΠCN (k, f, g)Π = ΠfΠgΠ+ |f, g|2(N+1)O(k−(N+1))
where CN (k, f, g) =
∑
ℓ6N k
−ℓBℓ(f, g).
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Proof. Since each Bℓ is of order 2ℓ, one deduce from Lemma 5.17 that
ΠBℓ(f, g)Π = (ΠBℓ(f, g)Π)2(N−ℓ)+1 + |f, g|2(N+1)O(k−(N−ℓ+1))
Multiplying by k−ℓ and summing over ℓ, one obtains
ΠCN (k, f, g)Π =
(
ΠCN (k, f, g)Π
)
2N+1
+ |f, g|2(N+1)O(k−(N+1)) (77)
Since ΠCN (k, f, g)Π ≡ ΠfΠgΠ modulo A2(N+1), one has(
ΠCN (k, f, g)Π
)
2N+1
=
(
ΠfΠgΠ
)
2N+1
The conclusion follows from Equation (77) and the second estimate of Lemma
5.17.
Lemma 5.19. For any disjoint compact subsets K, K ′ of M , for any N , there
exists CN such that for any f ∈ C∞K (M), g ∈ C∞K′(M) one has
‖ΠfΠgΠ‖ 6 CN |f, g|0k−N
Proof. It is a consequence of the fact the Schwartz kernel of Π is uniformly a
O(k−∞) on K ×K ′.
Proof of Theorem 5.13. Let (ϕγ , γ ∈ Γ) be a partition of unity of M with Γ a
finite set and such that the support of each ϕγ is contained in the domain Uγ of
a coordinate system. Choose functions Ψγ ∈ C∞(M) supported in Uγ and equal
to 1 on a neighborhood of suppϕγ . Let S
′′
N (f, g) = ΠfΠgΠ − ΠCN (k, f, g)Π.
Then we have
S′′N (f, g) =
∑
γ
S′′N (fϕγ , g) =
∑
γ
S′′N (fϕγ , gΨγ) +
∑
γ
S′′N (fϕγ , g(1−Ψγ))
By applying Lemma 5.18 to the compact set K = suppΨγ we obtain
S′′N (fϕγ , gΨγ) = |f, g|2(N+1)O(k−(N+1))
By applying Lemma 5.19 to the compact sets suppϕγ and supp(1 − Ψγ), we
obtain
S′′N (fϕγ , g(1−Ψγ)) = |f, g|2(N+1)O(k−(N+1))
which concludes the proof.
A Spin-c Dirac quantization
Consider a compact symplectic manifold (M,ω) with a compatible almost-
complex structure j and a prequantum bundle L → M . Let A → M be a
Hermitian vector bundle endowed with a connection ∇A.
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M has a natural Riemannian metric g = ω(·, j·). Consider the corresponding
Clifford bundle C(T ∗M) and the Spinor bundle
S = ∧((T ∗M)1,0)
where the action of (T ∗M)1,0 is by exterior multiplication and that of (T ∗M)0,1
is by contraction. Choose any Hermitian connection on the line bundle det
(
(TM)1,0
)
and let ∇S be the corresponding Clifford connection of S.
For any k ∈ N, let Ak = Lk ⊗ A ⊗ S. Let ∇k be the connection of Ak
induced by the ones of L, A and S. The corresponding spin-c Dirac operator
Dk : C∞(M,Ak)→ C∞(M,Ak)
is given by the covariant derivative ∇k : C∞(M,Ak) → C∞(M,Ak ⊗ T ∗M)
composed with the Clifford action. For more details on this construction, we
refer the reader to [MM07] Chapter 1.3 and [Dui11], Chapters 3 to 5.
Denote by Πk the orthogonal projector of C∞(M,Ak) onto the kernel of Dk.
Theorem A.1. The family (Πk, k ∈ N∗) belongs to A0(M,L, j, A ⊗ S). Its
symbol is the section pA of End(A⊗ S), such that for any x ∈M , pA(x) is the
orthogonal projector onto Ax ⊗ C ⊂ Ax ⊗ Sx.
We will deduce this theorem from the results in the Section 8. of [MM07].
First by Theorem 8.1.2 in [MM07], the Schwartz kernel of Πk is a O(k−∞)
outside the diagonal. Furhtermore, by Theorems 8.1.1.2 and 8.1.4 of [MM07],
the Schwartz kernel of Πk is in O∞(kn). Let x ∈M . Denote by Bx(ǫ) the open
ball of TxM centered at 0 with radius ǫ. If ǫ is sufficiently small, the exponential
map of the metric g induces a diffeomorphism ϕx : Bx(ǫ) → M onto an open
set of M . Consider the isomorphism
ϕ∗xAk ≃ Bx(ǫ)×Ak,x
obtained by doing parallel transport along the radii [0, 1] ∋ t → tξ, ξ ∈ Bx(r).
Then
(ϕx × ϕx)∗(Ak ⊠Ak) ≃ (Bx(ǫ))2 × (Ak,x ⊗Ak,x)
≃ (Bx(ǫ))2 × (Ax ⊗Ax)
where Ax = Ax⊗Sx. Here we have used the identification Lkx⊗L
k
x ≃ C induced
by the metric. By Theorem 8.1.4 of [MM07], we have for any ℓ ∈ N, ξ, η ∈ Bx(ǫ),
(
(ϕx × ϕx)∗Πk
)
(ξ, η) = e−k/4(|ξ|
2+|η|2−2ξ·η)
ℓ∑
r=0
Pr(x, k
1/2ξ, k1/2η) + rℓ(x, ξ, η)
(78)
Here for any r, the map Pr(x, ·) : (TxM ⊕TxM)→ Ax⊗Ax is polynomial with
degree 3r and it has the same parity as r. Furthermore the remainder rℓ(x, ·)
satisfies for some constant Cℓ > 0 and Nℓ
rℓ(x, ξ, η) = O
(
k−(ℓ+1)/2(1 + k1/2(|ξ|+ |η|)Nℓ)e−k1/2|ξ−η|/Cℓ
)
+O(k−∞) (79)
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where the O are uniform with respect to ξ, η and k. By Theorem 8.1.4 of
[MM07], we also know that the Pr’s depend smoothly in x and that the previous
estimates are uniform with respect to x.
The map ϕ : TM → M2 sending (x, ξ) into (ϕx(ξ), x) is a diffeomorphism
from a neighborhood of the null section to a neighborhood of the diagonal.
Consider the section E of ϕ∗(L ⊠ L) given by
E(x, ξ) = e−|ξ|
2/4s(x, ξ)⊗ s(x)
where s(x) is any unitary vector of Lx and s(x, ξ) ∈ Lϕx(ξ) is obtained by parallel
transporting s(x) along the curve [0, 1] ∋ t→ (x, tξ). Similarly, we may identify
(ϕ∗A)x,ξ withAx by doing parallel transport along the curve [0, 1] ∋ t→ (x, tξ).
Setting η = 0 in equation (78), we obtain that
(ϕ∗Π)(x, ξ) =
( k
2π
)n
Ek(x, ξ)
ℓ∑
r=0
Pr(x, k
1/2ξ, 0) + rℓ(x, ξ, 0)
Since tNℓe−t/Cℓ is bounded over R+, we have that
rℓ(x, ξ, 0) = O(k−(ℓ+1)/2).
By Proposition 2.17, the section E satisfies the required conditions. We conclude
the proof of Theorem A.1 by applying Proposition 2.10.
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