Earlier results expressing multivariate subresultants as ratios of two subdeterminants of the Macaulay matrix are extended to Jouanolou matrices. These matrix constructions are generalizations of the classical Macaulay matrices and involve matrices of significantly smaller size. Equivalence of the various subresultant constructions is proved. The resulting subresultant method improves the efficiency of previous methods to compute the solution of over-determined polynomial systems.
Introduction
The primary concern of the present paper is to find efficient methods to compute multivariate generalizations of the univariate subresultants. Univariate subresultants were introduced originally by Sylvester [16] and rediscovered by Collins in [5] where subresultants were used to give an efficient and parallelizable algorithm to compute the greatest common divisor of two univariate polynomials. Multivariate subresultants generalize the classical univariate subresultants in the sense that they provide the coefficients of certain polynomials which in the univariate case include the greatest common divisor of two given polynomials. González-Vega in [10, 11] gives a multivariate generalization of the univariate subresultant method using a non-homogeneous construction by Habicht [12] . He defines the subresultants as subdeterminants of the Macaulay matrix, and then constructs a geometric representation of the zero-dimensional solution set of a given polynomial system using them. Chardin [3, 4] introduces a more general version of subresultants as the ratio of two subdeterminants of the Macaulay matrix, and proves that they satisfy some universal properties, described below in the preliminaries.
In this paper we define subresultants using Jouanolou matrices, a resultant matrix construction introduced by Jouanolou in [13] , which generalize Macaulay matrices. The entries of the Jouanolou matrices include coefficients of the given polynomials and their so called Morley forms, described below. We prove that our construction using Jouanolou matrices gives the same subresultants as Chardin's construction using Macaulay matrices [3] . The practical advantage of using Jouanolou matrices is that the sizes of the matrices are significantly smaller than in the constructions using Macaulay matrices. The resulting method improves the efficiency of the solution of over-determined polynomial systems, which is the subject of the paper [17] . On a more theoretical level, we believe that our general formulation of subresultants gives an understanding of the connection between Koszul complexes in different degrees, bringing us closer to an understanding of the connection between the geometric and the algebraic structure of the solution of non-generic polynomial systems. Moreover, as one of the anonymous referees noted, the results of this paper could be a starting point for a generalization of subresultants in a broader toric context by applying the work of Eisenbud and Schreyer in [8] .
The paper is structured as follows.
• In the preliminaries, after recalling the univariate subresultant construction of Collins [5] , we describe multivariate
• Section 3 contains the description of the subresultant construction based on Jouanolou matrices. · In Section 3.1, we give the constructions for the submatrices of Jouanolou matrices which we later use in the definition of the subresultants. We prove that these submatrices have generically maximal rank.
· In Section 3.2 we define subresultants as ratios of two minors of the resultant matrices of Jouanolou. We prove that subresultants are polynomials in the coefficients of the given polynomial system, and have the same degree as the subresultants constructed from Macaulay matrices. Furthermore, in this section we prove that the non-vanishing of subresultants is equivalent to that certain polynomials with given support are in the ideal generated by the given polynomials.
· In Section 3.3 we describe the subresultants as the determinants of certain Koszul-Weyman type complexes. This construction is needed in order to prove the main theorem of the paper, that the Jouanolou type subresultants are the same as the Macaulay type subresultants. The proof involves the understanding of the non-exactness of Koszul type complexes in a fixed degree and its connection to the non-exactness of Koszul type complexes in a different degree.
We note here that an anonymous referee suggested an alternative way to present the results of the paper: Define the Jouanolou type subresultants as determinants of based Koszul-Weyman type complexes (see Definitions 3.3.1 and 3.3.5). Then prove that the subresultants defined this way are the same as the subresultants defined in [4] using Macaulay matrices (see Theorem 3.3.11) . The advantage of this presentation could be that some of the properties of the Jouanolou type subresultants proved here could be derived directly from those already proved for the Macaulay type subresultants in [4] . However, it is not clear how to prove Theorem 3.3.11 without using these properties of the Jouanolou type subresultants (e.g. degrees).
Preliminaries

Subresultants à la Macaulay
Before we describe the multivariate constructions of González-Vega [10] and Chardin [4] , let us recall the classical univariate subresultant construction (cf. [5] or [11] ). 
Note that classically univariate subresultants are defined as polynomials in x with coefficients the scalar subresultants defined above (see (2) ). The reason we gave the definition of scalar subresultants is that they generalize to the notion we use for multivariate subresultants.
Assume that deg(f 1 ) ≥ deg(f 2 ) and the leading coefficient of f 1 is non-zero, i.e. a d 1 = 0. Then the following statements hold (cf. [5, 11] ):
(1) The greatest common divisor of f 1 and f 2 in K[x] has degree i if and only if
For homogeneous multivariate polynomials systems González-Vega [10] and Chardin [4] generalized the notion of univariate subresultants. Let us recall the properties of the multivariate subresultant construction following the approach in [4] . Let Note that 1. and 2. are universal properties in the sense that the subresultant ∆ ν S is determined by them up to a constant multiple. In the special case when n = 2, for 0
For the case when s = n, the subresultant construction of González-Vega [10, 11] is defined as generating polynomials with fixed pattern in the ideal generated by f 1 , . . . , f n , using subdeterminants of the Macaulay matrix. His definition is analogous to the notion and construction of classical univariate subresultants. In [4] Chardin defines multivariate subresultants as ∆ ν S , and constructs them as the determinants of the degree ν homogeneous part of the Koszul complex of f 1 , . . . , f s restricted to Mon(ν) − S . This is an alternating product of subdeterminants corresponding to matrices of the differentials of the Koszul complex. Finally, Chardin in [3] expressed ∆ ν S as the ratio of two subdeterminants of the Macaulay matrix.
Projective resultants, Morley forms and Jouanolou matrices
In this section we recall the definition of projective resultants and describe the construction of Jouanolou for Morley forms and resultant matrices (cf. [13, Section 3.10] 
For proofs and a more general definition of resultants we refer to [9] . Note that the above results remain true if we replace the complex field C by any algebraically closed field of characteristic zero.
In order to define Jouanolou's matrix construction for the projective resultant let us first fix the notation. 
The determinant of (θ i,j ) 1≤i,j≤n is called the Bezoutian. Note that our definition of Bezoutians is different from the Bezoutians defined in [1, 2] , which is defined for n non-homogeneous polynomials in n − 1 variables, and is in the ideal generated by the polynomials. We use the term Morley form to denote the coefficient Morl γ of y γ in the Bezoutian, i.e. we have
Note that the degree of Morl γ (x) is δ − |γ |.
Remark 2.2.4.
Throughout this paper we chose to use the same notation for linear maps and their matrices in the bases the maps were defined in. Since all linear maps in the paper are defined for fixed bases, and we do not change these bases throughout the paper, this abuse of notation will not lead to ambiguity. Also, in our matrix notation, each row corresponds to an element of the basis of the domain and each column correspond to an element of the basis of the image space, thus the matrices are acting on the right-hand side. Throughout the paper the dual of a linear map φ is denoted by φ * , therefore the transpose of the matrix of φ, corresponding to the map φ * , is also denoted by φ * .
Definition 2.2.5. For any fixed 0 ≤ η ≤ δ + 1 the Jouanolou resultant matrix J η (f ) has the following structure:
The blocks of the matrix J η (f ) correspond to the following R-linear maps:
If
The dual of the R-linear map Φ η is denoted by
where y β (x γ ) = δ β,γ . Finally, the matrix J η (f ) corresponds to the following R-linear map, also denoted by J η (f ):
for y
where E η (f ) ( E δ−η (f ), resp.) is the submatrix of the matrix J η (f ) with rows and columns corresponding to monomials in [6] .
is in the ideal f 1 (x), . . . , f n (x), f 1 (y), . . . , f n (y) [13, 3.11.11] 
is in the ideal f 1 (x), . . . , f n (x) [13, Proposition 3.11.19.3] .
Since the Bezoutian and the Morley forms are covariants under the action of SL(3, C) on the coefficients of f , by the ''First Fundamental Theorem of Invariant Theory'' (cf. [15] ), coefficients of the Morley forms are ''bracket polynomials'', i.e. they are polynomials of the 3 × 3 subdeterminant of the coefficient matrix of f , the so called brackets.
The Jouanolou matrix J 2 (f ) for η = 2 is the following 11 × 11 matrix: 
where µ u β ,x α , denotes the coefficient of x α in Morl u β (x). 
Subresultants à la Jouanolou
Let
where R is a Noetherian UFD containing a field k of characteristic zero and Z[c i,α ]. In this section we define a matrix J η,ν (f ), a submatrix of the Jouanolou matrix J η (f ) defined in (8)), such that it gives an analogue to the Macaulay type subresultant of degree ν.
Construction of the subresultant matrix
First we define sets of monomials corresponding to columns and rows of the Jouanolou matrix J η (f ) to be removed to obtain the submatrices J η,ν (f ).
Note that there are bijections between the sets
by taking α n := α n − q (see also Definition 2.2.2). We denote the sets of monomials corresponding to columns and rows of
We may omit to note n if it is clear from the context. We also define here the set
the Hilbert function of a regular sequence of n polynomials with degrees
. Fix η and ν such that they satisfy the condition To simplify the notation we denote η :
Fix η and ν such that (13) is satisfied, and let η = η − (δ − ν). The R-module homomorphism
corresponding to the subresultant matrix is defined as follows. Let Ω η,η be the restriction of Ω η (defined in (5)
Abusing the notation, we denote the matrix of the map J η,ν (f ) again by J η,ν (f ).
Permuting rows and columns, the matrix J η,ν (f ) has the following structure:
The motivation for the otherwise arbitrary construction of J η,ν (f ) is to obtain a submatrix of J η (f ) which has the following properties:
(1) The difference between the number of rows and columns of J η,ν (f ) is H d (ν), the same as the difference between the number of rows and columns of the Macaulay type subresultant matrix of degree ν (see [4] ). To see this we note again that J η,ν (f ) is a submatrix of J η (f ), obtained by erasing the rows corresponding to the monomials in Mon(η, η ) and the columns corresponding to the monomials in Rep d (η, η ). Therefore, the difference between the number of columns and
homogeneous polynomial in the coefficients of f i of degree Hdi (ν − d i ) which is the same as the degree of the Macaulay type subresultant. These polynomials are going to be our subresultants, and the results about their degrees will be proved in the next section. 
As in the previous example we set η = 2. For ν = δ = 5 we have η = η − (δ − ν) = 2, therefore we erase all rows of J 2 (f ) in (12) corresponding to monomials which have degree 2 in the variable w. That is, we erase the single row corresponding to w 2 . Since Rep d (2, 2) = ∅, we do not erase any columns. Thus the subresultant matrix J 2,5 (f ) has size 10 × 11.
For ν = 4 we have η = 1, therefore we erase all rows which correspond to monomials of degree at least 1 in the variable w, i.e. the rows corresponding to {uw, vw, w 2 }. Again, Rep d (2, 1) = ∅, so we do not erase any columns. Thus the subresultant matrix J 2,4 (f ) has size 8 × 11.
We will use the following lemmas throughout the paper. 
has degree at least η in x n , therefore all terms of Φ η (x α ) are in Mon(η, η ).
Again, all terms of Φ η (x α ) are in Mon(η, η ). Proof. First consider the case when d n ≤ η . Let 
In the case when η < d n we have We shall construct a systemf := (x
and H d is defined in Definition 3.1.1. Also note that C is the set of monomials multiplied by f n /x d n n in the map Φ η,η and that C contains the set of monomials corresponding to the zero columns in Φ * η,η (f ). Consider the R-module homomorphism 
n−1 ,p) the matrix Φ * η,η (f ) has a block triangular form with a block of the identity matrix corresponding to the columns Rep d (η, η )−C and a block of the map ψp corresponding to the columns C . Therefore Φ * η,η (f ) has full column rank.
Finally, the matrix J η (f ) has full row rank (note that the Bezoutian off is the same as the Bezoutian off = (x
This implies that J η,ν (f ) has also full row rank (using Lemma 3.1.3). Since we just proved that the columns of J η,ν (f ) corresponding to Rep d (η, η ) are linearly independent, therefore there exists a subset T of Mon(δ − η) of cardinality H d (ν) such that after erasing the columns of J η,ν (f ) corresponding to T we get a non-singular matrix M η,ν T (f ). (14) 
Definition of subresultants
Moreover, both E δ−η and E η,η are generically non-singular (cf. [14] ).
Definition 3.2.1. Using the above definitions of M η,ν
T , E δ−η and E η,η we define the subresultant Γ η,ν
. 
Proof. Similarly as in [6, Lemma 3.4], using the block structure of the matrix M η,ν T , we can write
where the summation runs through all subsets S 1 ⊂ Mon(δ −η)−T and S 2 ⊂ Mon(η, η ) both of cardinality 
where ∆ δ−η S 1 ∪T is a Macaulay type subresultant and is a polynomial by [3] . Therefore det(E δ−η ) divides m S 1 for all S 1 in the summation in (16) .
On the other hand, to prove that det(E η,η ) divides m S 2 , note that by Lemma 3.1.3 the matrix Φ * η has a block triangular structure. Therefore, for every
, the determinant of the submatrix of Φ * η with rows not corresponding to
where m S 3 is the minor of Φ * δ−ν with rows not corresponding to
Now 
and both sides are polynomials in (b i,α ) and (c i,α ), so we deduce that ∆ δ−ν 
Proof. As in the previous proof we write
using the same notation as in (16) .
We define the sets 
for all 1 ≤ i ≤ n, which proves (19). Therefore,
Define the sets
and Hdi (t), respectively. Also, for t ≤ t we define the set
First we consider the case when η ≤ ν − d i . We give a bijection between On the other hand, assume that δ − η
therefore by defining α i := η − j =i α j we have that α i ≤ η − (δ − ν + 1) < η , thus x α ∈ Hdi (η, η ). Moreover, since η ≤ ν − d i , all the elements of Hdi (η, η ) can be obtained this way, which gives the bijection in (21).
To obtain the claim of the proposition for the η ≤ ν − d i case, we assert that
using the fact that Hdi (t)
Secondly, we consider the case when η > ν − d i . We give a bijection between the disjoint unions
we get a bijection between the sets
On the other hand, assume that ν
Observing that
we get a bijection between
The bijections in (23) and in (24) give the bijection in (22). Again, we obtained that
This proves the claim of the proposition in the η > ν − d i case.
The properties described in the next proposition allow the subresultants to be used in the solution of polynomial systems (see [11, 17] 
where β = ±1 and f 1 (x), . . . , f n (x) ν denotes the degree ν homogeneous part of the ideal f 1 (x), . . . , f n (x) .
(2) For all x α ∈ Mon(δ − η) − T and for all x γ ∈ Mon(η + 1)
where β = ±1.
To prove Proposition 3.2.4 we need two lemmas. 
where
and c i is the ith row of C .
Fix any subset S of cardinality r −1 such that {m+1, . . . , m+s} ⊂ S ⊂ {1, . . . , m+s} and denote by S := S ∩{1, . . . , m}.
Then the claim of the lemma follows from
where for each subset I = {i 1 , . . . , (#Mon(η, η ) 
is in the ideal f 1 (x), . . . , f n (x) . (9)) we have that
Proof of Lemma
and let E be the column vector (Q β (x)) y β ∈Mon * (η,η ) . Then E is in the column space of the matrix Φ * η,η , therefore all of the maximal minors of the matrix 
T ) by Definition 3.2.1. Therefore the statement of Lemma 3.2.5 implies that det(E δ−η ) · det(E η,η ) times the polynomials in (25) and in (26) are in the ideal f 1 , . . . , f n . Using the fact that det(E δ−η ) · det(E η,η ) does not depend on the coefficients of f n and the fact that for generic polynomials f 1 , . . . , f n ∈ R[x 1 , . . . , x n ] we have
where R is an x 1 , . . . , x n -primary ideal and P is a prime ideal with R ∩ P principal generated by the projective resultant Res d (f ) (cf. [4, Proposition 3]), we conclude that det(E δ−η ) · det(E η,η ) ∈ P , therefore the polynomials in (25) and in (26) are in the ideal f 1 , . . . , f n .
Example 3.2.8.
To demonstrate the relevance of Proposition 3.2.4 we specify the system in Example 2.2.7. We constructed the specified system to have 3 common roots in the projective space:
The three polynomials are the following: The subresultant matrix J 2,4 (f ) is the following: 
are not identically zero and they are in the ideal f 1 ,f 2 ,f 3 once multiplied by z (see (25)). These polynomials are 
respectively. These matrices are the matrices of the multiplication map by y and z (respectively) modulo the dehomogenization of the polynomials in (33) at x = 1, written in the basis T | x=1 . Their entries can be read out from the coefficients of the polynomials in (33). To see more details of this method see [17] .
Subresultants and Koszul complexes
The motivation for the new definitions and technicalities of this section is to prove the main theorem of the paper that the Jouanolou type subresultants coincide with the Macaulay type subresultants (see Theorem 3.3.11).
In this section we describe the matrix J η,ν (f ) from a decomposition of a Koszul-Weyman complex (cf. [9] ). Comparing this complex to the complex corresponding to Macaulay type subresultant matrices in [4] and using techniques developed in [6] for the complex corresponding to the Jouanolou matrix, we will be able to prove that the determinant of our complex equals the subresultant defined earlier.
First let us fix the notation we use throughout this section. Let f = (f 1 , . . . , f n ) be generic polynomials in R[x 1 , . . . , x n ] of degree d = (d 1 , . . . , d n ) , and let δ, ν, η and η = η − (δ − ν) be such that they satisfy 0 ≤ η ≤ δ − η ≤ ν ≤ δ as above.
For 
We index the complex K
The differentials of the complex K
is the differential of the degree t part of the Koszul complex (cf. [4] ), i.e.
φ (t)
The second complex, denoted by K
• (f , η, η ) * , is a restriction of the dual of the degree η part of the Koszul complex:
Consider the map Ω of complexes
given by Ω p := 0 for p = 0 and Ω 0 equals to the map Ω η,η (defined in Definition 3.1.2) with its image restricted to Mon(δ − η) − T , which will be denoted by Ω η,η T . Thus, we have the following commutative diagram:
In the following definition we define the complex M
• (f , η, ν, T ) corresponding to the Jouanolou type subresultant as the mapping cone of the map Ω (cf. [7, Appendix 3] ).
Definition 3.3.1. Let R be a Noetherian UFD, f = (f 1 , . . . , f n ) ⊂ R[x 1 , . . . , x n ] be generic polynomials, let δ, ν, η such that they satisfy 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ and let η = η − (δ − ν). Using the above notation, define the free R-modules
and for 1 < p ≤ n Proof. We will prove that iff = (f 1 , . . . ,f n ) is any coefficient specialization of f with coefficients from some field k, andf satisfies det(M η,ν T (f )) = 0 and ker(Φ δ−ν (f )) = 0, then the complex M • (f , η, ν, T ) is exact. This implies the claim by our assumption that det(M η,ν T )(f ) = 0 and because the map Φ δ−ν is generically injective by [4] .
We prove the proposition in four parts. First we prove that
is exact, which implies the exactness of M
• (f , η, ν, T ) for levels p ≤ −2. Secondly we prove that the complex
• (f , η, ν, T ) for p ≥ 2. Then we separately prove that M • (f , η, ν, T ) is exact at the p = 1 and p = −1 levels.
The exactness of K
T (f )) = 0, and from [4] .
The exactness of the complex K 
where ι p is the multiplication map by x η n and π −p is a projection for 0 ≤ p ≤ n. Then ι and π commute with the differentials of the complexes, which can be checked easily.
We prove that the complexes K
Moreover, if det(M η,ν T (f )) = 0 then both ker(Φ δ−ν (f )) = 0 and ker(Φ η,η (f )) = 0, which implies that ker(Φ η (f )) = 0. Therefore, by [4] the complex K
Also, since ker(Φ η,η (f )) = 0, then using Lemma 3.1.3 we can choose the set
Therefore, if we define S 3 := S 2 − x η n · S 1 , then we have that the map φ η,η
surjective. This implies that the short sequence of the 0th cohomologies of the complexes in (38) is exact:
Now using the long exact sequence of the cohomologies (see [7, A3.8] ) of the complexes in (38), we deduce that K
is also exact. To prove that M
• (f , η, ν, T ) is exact at p = −1 we show that
Recall
where Ω (η,η )
with its image restricted is generated by Rep * (η, η ), and by the exactness of K f ) ) which proves the exactness at level p = 1. 
and the denominator is not identically zero. 
T is the product of the determinants of the two complexes
where S d (δ − η) and S d (η, η ) correspond to decompositions of the R-modules 1 S(t) n and 1 S * (t, t ) n in the complexes K
• (f , δ−η) and K
• (f , η, η ) * respectively (see (34) and (37)). For example, similarly to [4] , we can choose the decomposition of 1 S(t) n for any t ≥ 0 to be
Clearly neither of the complexes in (41) depend on the choice of T . Therefore it is enough to prove the claim for a fixed
It follows from [4] that the determinant of K
, and it is not identically zero. On the other hand, as we have seen it in the proof of Proposition 3.3.3, the complexes K
are generically exact, and by [4] , their determinants are det(E δ−ν (f )) and det(E η (f )) respectively, and neither of them is identically zero. Using [9, Appendix A, Lemma 5] and the exact sequence of complexes in (38), we get that the determinant of K
Before we state the next corollary we need some definitions from [9] . 
For a finitely generated R-module M, denote M p = M ⊗ R p . Then we define the multiplicity of M at p by 
which, by [4] , is equivalent to
. . , f n ν ) . Clearly, Claims 1 and 2 imply (45), thus also the claim of the theorem. We will prove Claims 1 and 2 separately using Lemmas 3.3.12 and 3.3.13. 
We can rewrite the claimed inequality (49) as well:
Since p i ∈ R defines a hypersurface in the coefficient space of f 1 , . . . , f n , we can assume without loss of generality (maybe after permutation of indices) that f 1 , . . . , f n−1 are generic polynomials. Define the system of polynomials f := (f 1 , . . . , f n−1 , x η n ) with degrees d = (d 1 , . . . , d n−1 , η ) . By the genericity of f 1 , . . . , f n−1 we can assume that for any t ≥ 0 the cohomologies of the Koszul complex of f satisfies
Next we consider the mapping cone of the map of complexes
defined by the multiplication by f n . We have the following diagram:
