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Inequalities on generalized matrix functions
Shaowu Huang∗, Chi-Kwong Li†, Yiu-Tung Poon‡, Qing-Wen Wang§
In memory of Marvin Marcus.
Abstract
We prove inequalities on non-integer powers of products of generalized matrices functions on
the sum of positive semi-definite matrices. For example, for any real number r ∈ {1} ∪ [2,∞),
positive semi-definite matrices Ai, Bi, Ci ∈ Mni , i = 1, 2, and generalized matrix functions
dχ, dξ such as the determinant and permanent, etc., we have
(dχ(A1 +B1 + C1)dξ(A2 +B2 + C2))
r
+(dχ(A1)dξ(A2))
r
+ (dχ(B1)dξ(B2))
r
+ (dχ(C1)dξ(C2))
r
≥ (dχ(A1 +B1)dξ(A2 +B2))
r
+ (dχ(A1 + C1)dξ(A2 + C2))
r
+ (dχ(B1 + C1)dξ(B2 + C2))
r
.
A general scheme is introduced to prove more general inequalities involving m positive semi-
definite matrices for m ≥ 3 that extend the results of other authors.
AMS Classifcations. 15A15, 15A45, 15A63, 15B57.
Keywords. Positive semi-definite matrices, generalized matrix functions, majorization.
1 Introduction
Let G be a subgroup of the symmetric group Sn of degree n, and let χ be a linear character of G.
The generalized matrix function associated with G and χ (also known as the G-immanant) of a
matrix A = (aij) ∈Mn is defined by
dGχ (A) =
∑
σ∈G
χ(σ)Πni=1ai σ(i).
For simplicity, we write d(A) = dGχ (A) if the function d
G
χ is understood in the context.
Denote by X ⊗ Y the tensor (Kronecker) product of two matrices X and Y . It is known that
there is a decomposable tensor vχ ∈ C
n2 such that d(A) = v∗χ(⊗
nA)vχ; see [4, 6, 7]. So, one can
use the theory of tensor products and quadratic forms to study inequalities on generalized matrix
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functions; see [1, 2, 3, 5, 8, 9] and their references. For example, for any positive semi-definite
matrices A,B ∈Mn and any positive integer k, we have
⊗k(A+B) ≥ ⊗kA+⊗kB.
Letting k = nℓ with ℓ ∈ N, and using ⊗ℓvχ, we see that
d(A +B)ℓ ≥ d(A)ℓ + d(B)ℓ. (1.1)
Using similar techniques, one can obtain inequalities on the integer powers of
d(A1), . . . , d(Am), d(A1 +A2), . . . , d(Am−1 +Am), etc.
for positive semi-definite matrices A1, . . . , Am ∈Mn.
In this paper, we are interested in inequalities related to non-integer powers of generalized
matrix functions. In some situations, such inequalities can be obtained by using the theory of
majorization and Schur convex functions. Recall that for real vectors u, v ∈ Rn, we say that u is
weakly majorized by v, denoted by u ≺w v, if the sum of the k largest entries of u is not larger than
that of v for k = 1, . . . , n. Furthermore, if the sums of the entries of u and v are the same, we say
that u is majorized by v, denoted by u ≺ v. A function f : Rn → R is Schur convex if f(u) ≤ f(v)
whenever u ≺ v. It is known that if f is Schur convex and if f is increasing in each coordinate,
then f(u) ≤ f(v) whenever u ≺w v. One may see [2, 8] for the background on majorization and
Schur convex functions.
For two positive semi-definite matrices A and B, we have the weak majorization relation
(d(A), d(B)) ≺w (d(A+B), 0).
Thus, we have
f(d(A+B), 0) ≥ f(d(A), d(B))
for any Schur convex and increasing function f ; see [2, Chapter II] and [8, Chatper 3]. For example,
for any p ≥ 1, the (x1, x2) 7→ x
p
1 + x
p
2 is a Schur convex function. So, we have
d(A+B)p ≥ d(A)p + d(B)p.
Actually, for any two positive semi-definite matrices A,B ∈ Mn, it is known that (see [2, Section
IX.8.16]),
⊗n(A+B)1/n ≥ ⊗nA1/n +⊗nB1/n.
Hence,
d((A +B)1/n) ≥ d(A1/n) + d(B1/n).
As a result, we have the weak majorization relation
(d(A1/n), d(B1/n)) ≺w (d((A +B)
1/n), 0).
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Thus, we have
f(d((A+B)1/n), 0) ≥ f(d(A1/n), d(B1/n))
for any Schur convex and increasing function f . For example, for any p ≥ 1, the (x1, x2) 7→ x
p
1+x
p
2
is a Schur convex function. So, we have
d((A+B)1/n)p ≥ d(A1/n)p + d(B1/n)p.
Applying this to the determinant and permanent functions, we have
det(A+B)q ≥ det(A)q + det(B)q, for all q ≥ 1/n,
per((A+B)1/n)p ≥ per(A1/n)p + per(B1/n)p for all p ≥ 1.
However, for three or more positive semi-definite matrices, one may or may not be able to apply
these arguments. For example, it is known that (see [1, 5])
d(A+B + C) + d(A) ≥ d(A+B) + d(A+ C). (1.2)
Because (d(A+B), d(A+ C)) ≺w (d(A +B + C), d(A)), it follows that
f(d(A+B + C), d(A)) ≥ f(d(A+B), d(A +C))
for any Schur convex and increasing functions f . In particular, for any p ≥ 1,
d(A+B + C)p + d(A)p ≥ d(A+B)p + d(A+ C)p.
On the other hand, it is also known that
d(A+B + C) + d(A) + d(B) + d(C) ≥ d(A+B) + d(A+ C) + d(B + C).
However, in general,
(d(A+B), d(A+ C), d(B + C), 0) 6≺w (d(A+B +C), d(A), d(B), d(C)).
For example, if A = B = C = I, then (d(A + B), d(A + C), d(B + C), 0) = (2n, 2n, 2n, 0), which
is not weakly majorized by (d(A + B + C), d(A), d(B), d(C)) = (3n, 1, 1, 1). So, we cannot deduce
that f(d(A + B + C), d(A), d(B), d(C)) ≥ f(d(A + B), d(A + C), d(B + C), 0) for a Schur convex
function. We will give examples in the next section showing that there is p > 1 such that
d(A+B + C)p + d(A)p + d(B)p + d(C)p ≥ d(A+B)p + d(A+ C)p + d(B + C)p (1.3)
is not valid even though one can use the tensor product and quadratic form techniques to show
that (1.3) holds for all positive integer p.
In this paper, we will develop a general scheme to prove inequalities involving the (non-integer)
powers of generalized matrix functions. For example, we will prove in Section 2 that (1.3) is valid
for any p ∈ {1}∪ [2,∞). A general scheme and more results will be described in Section 3. Further
extensions of our techniques will be mentioned in Section 4.
3
2 Results on three matrices
Suppose we have three positive semi-definite matrices A,B,C ∈Mn. It was proved in [1] that
⊗n (A+B + C) +⊗nA+⊗nB +⊗nC ≥ ⊗n(A+B) +⊗n(A+ C) +⊗n(B + C). (2.1)
Applying the quadratic form using vχ on both sides, we have
d(A+B + C) + d(A) + d(B) + d(C) ≥ d(A+B) + d(A+ C) + d(B + C). (2.2)
For any ℓ ∈ N,
⊗ℓ(⊗n(A+B +C)) +⊗ℓ(⊗nA) +⊗ℓ(⊗nB) +⊗ℓ(⊗nC)
≥ ⊗ℓ(⊗n(A+B)) +⊗ℓ(⊗n(A+ C)) +⊗ℓ(⊗n(B + C)).
Applying the quadratic form using ⊗ℓ(vχ) on both sides, we have
d(A+B + C)ℓ + d(A)ℓ + d(B)ℓ + d(C)ℓ ≥ d(A+B)ℓ + d(A+ C)ℓ + d(B + C)ℓ. (2.3)
As mentioned in Section 1, in general,
(d(A+B), d(A+ C), d(B + C), 0) 6≺w (d(A+B +C), d(A), d(B), d(C)).
Thus, we cannot apply the Schur convex function result to conclude that
d(A+B + C)r + d(A)r + d(B)r + d(C)r ≥ d(A+B)r + d(A +C)r + d(B + C)r
for r ≥ 1. Nevertheless, we have the following.
Theorem 2.1 Suppose A,B,C ∈ Mn are positive semi-definite matrices, and r ∈ {1} ∪ [2,∞).
Then for any generalized matrix function d(X), we have
d(A+B + C)r + d(A)r + d(B)r + d(C)r ≥ d(A+B)r + d(A+ C)r + d(B + C)r. (2.4)
Proof. To prove (2.4), let
d(A) = x1, d(B) = x2, d(C) = x3,
d(A+B) = x1 + x2 + x12, d(A+ C) = x1 + x3 + x13, d(B + C) = x2 + x3 + x23.
Then x1, x2, x3 ≥ 0. Moreover, x12 = d(A+B)− (d(A) + d(B)) ≥ 0. Similarly, x13, x23 ≥ 0.
By (2.2), we have
d(A+B + C) + d(A) + d(B) + d(C) ≥ d(A+B) + d(B + C) + d(A+ C),
so that
d(A+B + C) ≥ (x1 + x2 + x12) + (x1 + x3 + x13) + (x2 + x3 + x23)− (x1 + x2 + x3)
= (x1 + x2 + x3 + x12 + x13 + x23).
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Let X = {(x1, x2, x3, x12, x13, x23) : xi, xjk ≥ 0 for all 1 ≤ i ≤ 3, 1 ≤ j < k ≤ 3}. For r ≥ 2,
define f : X → R by
f(x1, x2, x3, x12, x13, x23) = (x1 + x2 + x3 + x12 + x13 + x23)
r +
3∑
i=1
xri −
∑
1≤j<k≤3
(xj + xk + xjk)
r.
We have
∂f
∂x12
= r
(
(x1 + x2 + x3 + x12 + x13 + x23)
r−1 − (x1 + x2 + x12)
r−1
)
≥ 0
on X. By symmetry,
∂f
∂xjk
≥ 0 on X for all 1 ≤ j < k ≤ 3. Also,
∂f
∂x1
= r
(
(x1 + x2 + x3 + x12 + x13 + x23)
r−1 + xr−11
−
(
(x1 + x2 + x12)
r−1 + (x1 + x3 + x13)
r−1
))
≥ 0
on X because
((x1 + x2 + x12), (x1 + x3 + x13)) ≺w ((x1 + x2 + x3 + x12 + x13 + x23), x1) and r ≥ 2.
By symmetry,
∂f
∂xi
≥ 0 on X for all 1 ≤ i ≤ 3. Therefore, for every x ∈ X, we have
f(x) ≥ f(0) = 0 for all x ∈ X.
The following example shows that the bound the region for r in Theorem 2.1 is best possible
for n = 1.
Example 2.2 Let A = B = C = [1]. Then
det(A+B + C)r + det(A)r + det(B)r + det(C)r
− (det(A+B)r + det(A+ C)r + det(B + C)r)
= 3r + 3− 3 (2r) .
Let f(r) = 3r + 3 − 3 (2r). Then f(1) = f(2) = 0 and f ′′(r) = 3r(ln(3))2 − 3 (2r) (ln(2))2 > 0 for
r ≥ 1. Therefore, f(r) < 0 for 1 < r < 2.
The following example shows that even for n > 1 the region for r in Theorem 2.1 cannot be
extended to [1, ∞).
Example 2.3 Let A = B =
(
1 1
1 1
)
and C(x) = x
(
1 −1
−1 1
)
. Then
per(A) = per(B) = 2, per(C(x)) = 2x2, per(A+B) = 8,
per(A+ C(x)) = per(B + C(x)) = (1 + x)2 + (1− x)2, per(A+B + C) = (2 + x)2 + (2− x)2.
Let x = 0.17 and r = 1.4. Then direct calculation shows that
per(A+B +C(x))r + per(A)r + per(B)r + per(C(x))r
− (per(A+B)r + per(A+ C(x))r + per(B + C(x))r) < −0.01.
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3 A general scheme and additional results
The following observations capture the main idea in the proof of Theorem 2.1.
Proposition 3.1 Let X = {(x1, . . . , xN ) : xi ≥ 0 for all 1 ≤ i ≤ N} and f : X → R be a
function with continuous partial derivatives.
1. If
∂f
∂xj
≥ 0 on X for all 1 ≤ j ≤ N . Then f(x) ≥ f(0).
2. If (a1, . . . , aN ), (b1, . . . , bN ) ∈ X are such that (a1, . . . , aN ) ≺w (b1, . . . , bN ) and p ≥ 1, then
ap1 + · · ·+ a
p
N ≤ b
p
1 + · · · + b
p
N .
Suppose A1, . . . , Am ∈ Mn are positive semi-definite matrices with m ≥ 3 and d a generalized
matrix function onMn. For any subsequence J of the sequence K = {1, . . . ,m}, denoted by J ≤ K,
let AJ =
∑
j∈J Aj and |J | be the number of terms in J .
The following two generalizations of (2.2) are given in [1, Corollary 3.4, Theorem 4.3].
m∑
j=1
(−1)m−j
∑
J≤K, |J |=j
d (AJ) ≥ 0, (3.1)
d(A1 + · · ·+Am) + (m− 2)
m∑
j=1
d(Aj) ≥
∑
i<j
d(Ai +Aj). (3.2)
We are going to generalize (3.1) and (3.2). We continue to use the notation I ≤ J if I is a
subsequence of J . We first prove the following lemma, which shows that d(AJ ) can be written as
the sum of non-negative numbers xI with I ≤ J .
Lemma 3.2 Suppose d(A) is a generalized matrix function on Mn and A1, . . . , Am ∈ Mn are
positive semi-definite matrices. Let xi = d(Ai) ≥ 0 for 1 ≤ i ≤ m, and
xJ = d(AJ )−
∑
L≤J,L 6=J
xL for J ≤ K with |J | > 1.
Then xJ ≥ 0 for every J ≤ K.
Proof. Let xJ satisfy the hypothesis of the lemma. We may relabel A1, . . . , Am, and assume
that J = {1, . . . , |J |}.
We prove the result by induction on |J |. The case for |J | = 1 is trivial as d(A1) = x1 ≥ 0.
The case for |J | = 2 follows from x12 = d(A1 + A2) − x1 − x2 = d(A1 +A2)− d(A1) − d(A2) ≥ 0.
Suppose the result holds for any q matrices chosen from {A1, . . . , A|J |} with q < |J |. Then we see
that xI ≥ 0 for every I ≤ J with |I| < |J |. It remains to show that xJ ≥ 0. By (3.1),
|J |∑
i=1
(−1)|J |−i
∑
I≤J, |I|=i
d (AI) ≥ 0 ⇒ d(AJ ) ≥ −
|J |−1∑
i=1
(−1)|J |−i
∑
I≤J, |I|=i
d (AI) . (3.3)
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Replace d(AI) by
∑
L≤I xL for each term on the right hand side. After the replacement, let us
determine the coefficient of xL on the right side of (3.3) for each L ≤ J with 1 ≤ |L| < |J |. Note
that xL is a summand of d(AI) =
∑
L≤I xL if and only if L ≤ I, and there are
(|J |−|L|
|I|−|L|
)
so many
d(AI) with L ≤ I. Thus, the coefficient of xL on the right side of (3.3) is
−
|J |−1∑
i=|L|
(−1)|J |−i
(
|J | − |L|
i− |L|
)
= −
|J |−|L|−1∑
j=0
(−1)|J |−|L|−j
(
|J | − |L|
j
)
= −
(
(1− 1)|J |−|L| − 1
)
= 1.
Therefore, we can choose
xJ = d(AJ )−
∑
L≤J,L 6=J
xL ≥ 0.
The following theorem extends [1, Corollary 3.5], which corresponds to the case when r = 1.
Theorem 3.3 Let A1, . . . , Am ∈ Mn be positive semi-definite matrices, and r ∈ {1, . . . ,m − 2} ∪
[m− 1, ∞). Then for any generalized matrix function d(X), we have
m∑
j=1
(−1)m−j

 ∑
J≤K, |J |=j
d (AJ)
r

 ≥ 0,
where K = {1, . . . ,m}.
Proof. By Theorem 3.3 in [1], for all positive integer p, we have
m∑
j=1
(−1)m−j

 ∑
J≤K, |J |=j
⊗pAJ

 ≥ 0 . (3.4)
For a positive integer r, let p = nr and v ∈ Cn
2
such that d(A) = v∗ (⊗nA) v for all A ∈Mn. Then
the result follows by applying the quadratic form using ⊗rv on both sides of (3.4).
Suppose r ≥ m− 1. Let X = {(xJ ) : xJ ≥ 0, J ≤ K}, Kj = {J ≤ K : |J | = j} for 1 ≤ j ≤ m,
and sJ =
∑
I≤J xI for J ∈ Kj . Suppose
f(x) =
m∑
j=1
(−1)m−j
∑
J∈Kj
srJ . (3.5)
We will prove that
∂f
∂xI
≥ 0 for all I ≤ K, so that f(x) ≥ f(0) = 0 for x ∈ X. It turns out that
we need to use the nonnegativity of the higher order partial derivatives of f to prove that the first
partial derivatives of f are nonnegative, which corresponds to the case when t = 1 in the following
claim.
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Claim: Let 1 ≤ t ≤ m− 1 and I1, . . . , It ≤ K such that Ij \ ∪
j−1
i=1Ii 6= ∅ for 2 ≤ j ≤ t. Then
∂tf
∂xI1 . . . ∂xIt
≥ 0.
Note that for I, J ≤ K,
∂srJ
∂xI
= rsr−1J if I ≤ J and 0 otherwise. More generally, for
I1, I2, . . . , It, J ≤ K,
∂tsrJ
∂xI1 . . . ∂xIt
= r(r − 1) . . . (r − t+ 1)sr−tJ if ∪
t
j=1 Ij ≤ J ,
and 0 otherwise.
For I ≤ K, let XI = {x ∈ X : xJ = 0 for all J 6≤ I}. Then for every x ∈ XI and I ≤ J ≤ K,
we have sJ(x) = sI(x). Let I = ∪
t
i=1Ii and x ∈ XI . Then if ∪
t
j=1Ij ≤ J , we have
∂tsrJ
∂xI1 . . . ∂xIt
(x) = r(r − 1) . . . (r − t+ 1)sr−tJ (x) = r(r − 1) . . . (r − t+ 1)s
r−t
I (x) .
Let |I| = p. We have
∂tf
∂xI1 . . . ∂xIt
(x)
= r(r − 1) . . . (r − t+ 1)
(∑m
j=p(−1)
m−j
∑
J∈Kj , I≤J
sr−tJ
)
(x)
= r(r − 1) . . . (r − t+ 1)
(∑m
j=p(−1)
m−j
∑
J∈Kj , I≤J
sr−tI
)
(x)
= r(r − 1) . . . (r − t+ 1)
(∑m
j=p(−1)
m−j
(
m− p
j − p
))
sr−tI (x)
= (−1)m−pr(r − 1) . . . (r − t+ 1)
(∑m−p
j=0 (−1)
j
(
m− p
j
))
sr−tI (x)
= 0.
(3.6)
We will prove the claim by (backward) induction on t. For t = m − 1, by the condition on Ii, we
have |I| = m− 1 or m. If |I| = m− 1, then
∂tf
∂xI1 . . . ∂xIt
= r(r − 1) . . . (r −m+ 2)
(
sr−m+1K − s
r−m+1
I
)
≥ 0
because r ≥ m− 1. If |I| = m, then
∂tf
∂xI1 . . . ∂xIt
= r(r − 1) . . . (r −m+ 2)sr−m+1K ≥ 0 .
Suppose the result holds for some 1 < t ≤ m− 1. Let I1, . . . It−1 ≤ K such that Ij \ ∪
j−1
i=1Ii 6= ∅ for
2 ≤ j ≤ t− 1. Let I = ∪t−1i=1Ii. For each It ≤ K, with It 6≤ I, we have
8
∂∂xIt
(
∂t−1f
∂xI1 . . . ∂xIt−1
)
=
∂tf
∂xI1 . . . ∂xIt
≥ 0. (3.7)
For x = (xJ) ∈ X, let xI = (x
′
J) ∈ XI , where x
′
J = xJ if J ≤ I and 0 otherwise. By (3.7), we
have
∂t−1f
∂xI1 . . . ∂xIt−1
(x) ≥
∂t−1f
∂xI1 . . . ∂xIt−1
(xI) = 0
by (3.6).
Example 3.4 Suppose m ≥ 3 and Ai = [1] for 1 ≤ i ≤ m. Let r > 0
f(m, r) =
m∑
j=1
(−1)m−j

 ∑
J≤K, |J |=j
d (AJ)
r

 = m∑
j=1
(−1)m−j
(
m
j
)
jr.
Then f(m, r) is the mth finite difference (with step size = 1) of the function g(x) = xr at 0. By
the mean value theorem of finite difference [10], f(m, r) has the same sign as g(m)(x) for x > 0.
Therefore, f(m, r) = 0 for r = 1, 2, . . . ,m − 1 and f(m, r) < 0 for m − 2i < r < m − 2i + 1 with
1 ≤ i ≤ [m/2] and f(m, r) > 0 for m− 2i − 1 < r < m− 2i with 1 ≤ i ≤ [(m − 1)/2]. Hence, the
condition on r ≥ m− 1 in Theorem 3.3 is necessary.
The next result extend the inequality in [1, Theorem 4.8] to non-integer powers.
Theorem 3.5 Suppose A1, . . . , Am ∈Mn are positive semi-definite matrices, and r ∈ {1}∪[2, ∞).
Let K = {1, . . . ,m} and Kj = {J ≤ K : |J | = j} for 1 ≤ j ≤ m. For each J ≤ K, let
AJ =
∑
j∈J Aj. Then for every r ≥ 2, 1 ≤ k < ℓ < p ≤ m and any generalized matrix function
d(A), we have
ℓ− k
p
(
m
p
) ∑
J∈Kp
d (AJ)
r +
p− ℓ
k
(
m
k
) ∑
J∈Kk
d (AJ)
r ≥
p− k
ℓ
(
m
ℓ
) ∑
J∈Kℓ
d (AJ)
r . (3.8)
To prove the theorem, one needs only consider the case when m = p for the following reason.
If the special case when m = p is proved, then for any Jˆ ∈ Kp, we have
ℓ− k
p
d
(
AJˆ
)r
+
p− ℓ
k
(
p
k
) ∑
J∈Kk,J≤Jˆ
d (AJ)
r ≥
p− k
ℓ
(
p
ℓ
) ∑
J∈Kℓ,J≤Jˆ
d (AJ )
r . (3.9)
Note that every J ∈ Kk will appear in
(m−k
p−k
)
different Jˆ ∈ Kp, and every J ∈ Kℓ will appear
in
(m−ℓ
p−ℓ
)
many Jˆ ∈ Jp. Hence, summing the inequalities (3.9) for different Jˆ , and dividing the
resulting inequality by
(
m
p
)
, we have
ℓ− k
p
(m
p
) ∑
J∈Kp
d (AJ)
r +
(p− ℓ)
(m−k
p−k
)
k
(m
p
)(p
k
) ∑
J∈Kk
d (AJ)
r ≥
(p − k)
(m−ℓ
p−ℓ
)
ℓ
(m
p
)(p
ℓ
) ∑
J∈Kℓ
d (AJ)
r ,
9
that simplifies to (3.8).
To prove Theorem 3.5, we first consider the special case where ℓ = p − 1 and k = p − 2 in the
following lemma.
Lemma 3.6 Let X = {(xJ ) : xJ ≥ 0, J ≤ K}. For 3 ≤ p ≤ m, define f on X by
f(x) = (m− p)!(p− 1)!
∑
J∈Kp
srJ + (m− p+ 2)!(p − 3)!
∑
J∈Kp−2
srJ − 2(m− p+ 1)!(p − 2)!
∑
J∈Kp−1
srJ .
Then f(x) ≥ 0 for all x ∈ X.
Proof. By the comment after Theorem 3.5, it suffices to prove the case when p = m. We need
to show that for all x ∈ X,
(m− 1)!srK + 2!(m− 3)!
∑
J∈Km−2
srJ − 2(m− 2)!
∑
J∈Km−1
srJ ≥ 0
⇔ g(x) = (m− 1)(m − 2)srK + 2
∑
J∈Km−2
srJ − 2(m− 2)
∑
J∈Km−1
srJ ≥ 0.
For 1 ≤ q ≤ m, let Kq = {J ≤ K : |J | = q}. Let I ∈ Kq. Then
∂g
∂xI
= r

(m− 1)(m− 2)sr−1K + 2 ∑
J∈Km−2, I≤J
sr−1J − 2(m− 2)
∑
J∈Km−1, I≤J
sr−1J

 .
There are (m− q) J ∈ Km−1 such that I ≤ J . For each such J , we have sK ≥ sJ . If
(m− 1)(m− 2) ≥ 2(m− 2)(m− q) ⇔ q ≥
m+ 1
2
, then we have
∂g
∂xI
≥ 0. Let
X0 = {x ∈ X : xI = 0 for all I with |I| ≥
m+ 1
2
} .
For x ∈ X, let x0 be the projection of x to X0. Then we have g(x) ≥ g(x0). It suffices to prove
that
∂g
∂xI
(x0) ≥ 0 for all x0 ∈ X0, and I ≤ K with |I| <
m+ 1
2
. (3.10)
Then we have g(x) ≥ g(x0) ≥ g(0) = 0.
Note that for x ∈ X0, sJ(x) =
∑
I≤J, |I|<m+1
2
xI . Without loss of generality, we may assume
that I = {m− q + 1, . . . ,m} with q <
m+ 1
2
.
For 1 ≤ i ≤ m − q, (1 ≤ i < j ≤ m − q), let K(i) = K \ {i} (K(i, j) = K \ {i, j}). Let
s(i) = sK(i) and s(i, j) = sK(i,j). We may assume that s(1) ≥ s(2) ≥ · · · ≥ s(m− q). Let a = (ai)
and b = (bi) ∈ R
M , where M = (m− 1)(m− 2) + 2
(
m−q
2
)
= (m− 1)(m− 2) + (m− q)(m− q − 1)
be given by
a = ( sK , . . . , sK︸ ︷︷ ︸
(m−1)(m−2) terms
, s(1, 2), s(1, 2), s(1, 3), s(1, 3), s(2, 3), s(2, 3), · · ·
· · · , s(1,m − q), . . . , s(m− q − 1,m− q)),
b = (s(1), . . . , s(1)︸ ︷︷ ︸
2(m−2) terms
, s(2), . . . , s(2)︸ ︷︷ ︸
2(m−2) terms
, . . . , s(m− q), . . . , s(m− q)︸ ︷︷ ︸
2(m−2) terms
, 0, . . . , 0︸ ︷︷ ︸
(q−1)(q−2) terms
).
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Note: M − 2(m− 2)(m− q) = (q − 1)(q − 2).
We show that b ≺w a in the following. For each 1 ≤ k ≤ M ,
∑k
i=1 ai =
∑
J≤K n(a, J)xJ and∑k
i=1 bi =
∑
J≤K n(b, J)xJ for some non-negative integers n(a, J), n(b, J). Since xJ ≥ 0 for all
J ≤ K, it suffices to show that n(a, J) ≥ n(b, J) for all J ≤ K.
For each J ≤ K with |J | <
m+ 1
2
, note that every sK contains a copy of xJ and each s(i)
(respectively, s(i, j)) contains a copy of sJ if and only if i 6∈ J (respectively, both i, j 6∈ J). Consider
the following cases:
Case 1: 1 ≤ k ≤ (m− 1)(m− 2). In this case, n(a, J) = k ≥ n(b, J).
Case 2: (m − 1)(m − 2) < k ≤ M . We may assume that k ≤ 2(m − 2)(m − q). Choose
t1 > 1 such that (t1 − 2)(t1 − 1) < k − (m − 1)(m − 2) ≤ (t1 − 1)t1 and t2 ≥ 1 such that
2(m− 2)(t2 − 1) < k ≤ 2(m− 2)t2. Let k1 = k − (m− 1)(m − 2)− (t1 − 2)(t1 − 1). Then
∑k
i=1 ai
consists of (m − 1)(m − 2) copies of sK and 2 copies each of s(i, j), where 1 ≤ i < j ≤ t1 − 1 and
2 copies each of s(i, t1), where 1 ≤ i ≤
[
k1
2
]
and a copy of s(
k1 + 1
2
, t1) if k1 is odd. On the other
hand,
∑k
i=1 bi consists of 2(m− 2) copies of s(i) for 1 ≤ i ≤ t2 − 1 and k − 2(m− 2)(t2 − 1) copies
of s(t2).
For every integer m, t, we have
(m− 1)(m− 2) + t(t− 1) = 2(m− 2)t+ (m− (t+ 1))(m − (t+ 2)) ≥ 2(m− 2)t . (3.11)
In particular, we have
(m− 1)(m− 2) + t2(t2 − 1) ≥ 2(m− 2)t2
⇒ t2(t2 − 1)− (k − (m− 1)(m− 2)) ≥ 2(m− 2)t2 − k ≥ 0
⇒ t2(t2 − 1) ≥ k − (m− 1)(m − 2) .
This shows that t1 ≤ t2.
If J ≤ I, then n(a, J) = k = n(b, J).
Suppose J 6≤ I. Let J \I = {j1, . . . , ju} with j1 < j2 < · · · < jv ≤ t2−1 < t2 ≤ jv+1 < · · · < ju.
Then
n(b, J) =


k − 2(m− 2)v if jv+1 6= t2
2(m− 2)(t2 − 1− v) if jv+1 = t2.
On the other hand,
n(a, J) = k − number of copies of s(i, j) in
k∑
i=1
ai such that either i or j ∈ J \ I.
Consider the following subcases:
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Case 2a: t1 < t2 or t2 < jv+1. Then t1 < jv+1. We have
n(a, J) ≥ k − 2v(t1 − 1)
≥ k − 2v(m− q − 1)
≥ k − 2v(m− 2)
≥ n(b, J).
Case 2b: t1 = t2 and t2 = jv+1. Then by (3.11),
k1 = k − (m− 1)(m− 2)− (t1 − 2)(t1 − 1) ≤ k − 2(m− 2)(t1 − 1) = k − 2(m− 2)(t2 − 1).
So we have
n(a, J) ≥ k − 2v(t1 − 2)− k1
≥ k − 2v(m− 2)− (k − 2(m− 2)(t2 − 1))
= 2(m− 2)(t2 − 1− v)
= n(b, J).
Proof of Theorem 3.5. For 1 ≤ q ≤ m, let tq =
1
q
(m
q
) ∑J∈Kq d(AJ )r. Then (3.8) is equivalent to
(ℓ− k)(tp − tℓ) ≥ (p − ℓ)(tℓ − tk) (3.12)
for all 1 ≤ k < ℓ < p ≤ m.
By Lemma 3.6, (3.12) holds for ℓ = p − 1 and k = p − 2. Thus, for every p ≥ q > ℓ ≥ q′ > k,
we have
tq − tq−1 ≥ tq−1 − tq−2 ≥ · · · ≥ tq′ − tq′−1.
Therefore, we have
(ℓ− k)(tq − tq−1) ≥
∑ℓ
q′=k+1(tq′ − tq′−1) = tℓ − tk
⇒ (ℓ− k)(tp − tℓ) = (ℓ− k)
∑p
q=ℓ+1(tq − tq−1) ≥ (p− ℓ)(tℓ − tk).
Remark 3.7 When m = p = 3, ℓ = 2, k = 1, (3.8) reduces to (2.4). Therefore, Example 2.2
shows that the condition r ≥ 2 in Theorem 3.5 is best possible.
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4 Additional results and techniques
For any partition {I1, . . . , Ik} of {1, . . . ,m}, and for any Schur Convex function f : R
k → R, we
have
f(d(A1 + · · · +Am), 0, . . . , 0)) ≥ f(d(AI1 , · · · , d(AIk))).
More generally, suppose (I1, . . . , Ik) and (J1, . . . , Jk) are two collections of muti-subsets {1, . . . ,m},
we can define (I1, . . . , Ik) ⊳ (J1, . . . , Jk) if the union of ℓ subsets in the family (I1, . . . , Ik) is always
contained in the union of ℓ subsets in the family (J1, . . . , Jk) for ℓ = 1, . . . , k. We have the following.
Theorem 4.1 Let A1, . . . , Am ∈ Mm be positive semi-definite matrices. Suppose (I1, . . . , Ik) and
(J1, . . . , Jk) are two collections of multi-subsets {1, . . . ,m} such that (I1, . . . , Ik)⊳(J1, . . . , Jk). Then
for any Schur Convex function f : Rk → R, we have
f(d(AJ1) + · · ·+ d(AJk)) ≥ f(d(AI1 , · · · d(AIk)).
One can also take partial sum of the positive semi-definite matrices A1, . . . , Am in Theorem 3.5,
and obtain the following result that removes the restriction r ≥ 2.
Theorem 4.2 Suppose A1, . . . , Am ∈ Mn are positive semi-definite matrices, and Φ is a convex
function on [0, ∞). Let K = {1, . . . ,m} and Kj = {J ≤ K : |J | = j} for 1 ≤ j ≤ m. Then for
every 1 ≤ k < ℓ < p ≤ m and any generalized matrix function d(X), we have
ℓ− k(
m
p
) ∑
J∈Kp
Φ (d (AJ)) +
p− ℓ(
m
k
) ∑
J∈Kk
Φ (d (AJ)) ≥
p− k(
m
ℓ
) ∑
J∈Kℓ
Φ (d (AJ)) . (4.1)
Proof. Suppose J ∈ Kp. Then for every I ∈ Kp−2 with I ≤ J , let J \ I = {j1, j2} and
Ji = I∪{ji} for i = 1, 2. Then J1, J2 are the only Jˆ ∈ Kp−1 such that I ≤ Jˆ ≤ J . By (1.2), we have
(d (AJ1) , d (AJ2)) ≺w (d (AJ) , d (AI)), we have Φ (d (AJ)) + Φ (d (AI)) ≥ Φ (d (AJ1)) + Φ (d (AJ2)).
Summing over all I ∈ Kp−2, with I ≤ J we have
(
p
p− 2
)
Φ (d (AJ)) +
∑
I∈Kp−2, I≤J
Φ (d (AI)) ≥
2
(
p
p−2
)
p
∑
Jˆ∈Kp−1, Jˆ≤J
Φ
(
d
(
AJˆ
))
.
Then summing over all J ∈ Kp, we have
( p
p−2
)∑
J∈Kp
Φ (d (AJ)) +
(m−(p−2)
2
)∑
I∈Kp−2
Φ (d (AI))
≥ (p − 1)(m − (p− 1))
∑
Jˆ∈Kp−1
Φ
(
d
(
AJˆ
))
.
(4.2)
For 1 ≤ j ≤ m, let tj =
1(m
j
) ∑J∈Kj Φ (d (AJ)), then (4.2) is equivalent to
tp + tp−2 ≥ 2tp−1 ⇔ tp − tp−1 ≥ tp−1 − tp−2 .
13
Following the argument at the end of the proof of Theorem 3.5, we have
(ℓ− k)(tp − tℓ) ≥ (p− ℓ)(tℓ − tk),
which is equivalent to (4.1).
Let Pk be the set of functions Φ on [0, ∞) such that Φ
(i)(x) ≥ 0 for all 0 ≤ i ≤ k and x ≥ 0.
Then the term d(AJ)
r in Theorem 2.1 (respectively, Theorem 3.3 and Theorem 3.5) can be replaced
by Φ(d(AJ )) for all Φ ∈ P2 (respectively, Pm−1 and P2).
Finally, we point out that following the same proof in [1], (2.1) can be generalized to the
following:
Proposition 4.3 Suppose Ai, Bi, Ci ∈Mni are positive semi-definite matrices for 1 ≤ i ≤ k. Then
⊗ki=1(Ai +Bi + Ci) +⊗
k
i=1Ai +⊗
k
i=1Bi +⊗
k
i=1Ci
≥ ⊗ki=1(Ai +Bi) +⊗
k
i=1(Ai + Ci) +⊗
k
i=1(Bi + Ci).
Consequently, we have
⊗ki=1 (⊗
ni(Ai +Bi + Ci)) +⊗
k
i=1 (⊗
niAi) +⊗
k
i=1 (⊗
niBi) +⊗
k
i=1 (⊗
niCi)
≥ ⊗ki=1 (⊗
ni(Ai +Bi)) +⊗
k
i=1 (⊗
ni(Ai + Ci)) +⊗
k
i=1 (⊗
ni(Bi + Ci)) .
(4.3)
For given generalized matrix functions di on Mni , we can choose unit vectors vi ∈ C
n2i such that
di(X) = v
∗
iXvi for X ∈ Mni . Let v = ⊗
k
i=1vi and apply the quadratic form using v on both sides
of (4.3). We have
⊗ki=1di(Ai +Bi + Ci) +⊗
k
i=1di(Ai) +⊗
k
i=1di(Bi) +⊗
k
i=1di(Ci)
≥ ⊗ki=1di(Ai +Bi) +⊗
k
i=1di(Ai + Ci) +⊗
k
i=1di(Bi + Ci).
Thus we can replace d(X) in Theorem 2.1 by a product of generalized matrix functions d(X1, . . . ,Xk) =
d1(X1) · · · dk(Xk). For example, if we set d(X1,X2) = det(X1)per(X2), then for any positive semi-
definite matrices A1, B1, C1 ∈Mn1 , A2, B2, C2 ∈Mn2 and r ∈ {1} ∪ [2,∞), we have
[det(A1 +B1 + C1)per(A1 +B1 + C1)]
r
+[det(A1)per(A2)]
r + [det(B1)per(B2)]
r + [det(C1)per(C2)]
r
≥ [det(A1 +B1)per(A2 +B2)]
r + [det(A1 + C1)per(A2 + C2)]
r + [det(B1 + C1)per(B2 + C2)]
r.
Theorem 3.3, Theorem 3.5 and Theorem 4.2 can also be generalized in a similar way.
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