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ABSTRACT 

In recent years, service robots have been increasingly used in people's daily live. 
These robots are autonomous or semiautonomous and are able to cooperate with their 
human users. Active robot learning (ARL) is an approach to the development of 
beliefs for the robots on their users' intention and preference, which is needed by the 
robots to facilitate the seamless cooperation with humans. This approach allows a 
robot to perform tests on its users and to build up the high-order beliefs according to 
the users' responses. 
This study carried out primary research on designing the test moment determination 
component in ARL framework. The test moment determination component is used to 
decide right moment of taking a test action. In this study, an action plan theory was 
suggested to synthesis actions into a sequence, that is, an action plan, for a given task. 
All actions are defined in a special format of precondition, action, post-condition and 
testing time. Forward chaining reasoning was introduced to establish connection 
between the actions and to synthesis individual actions into an action plan, 
corresponding to the given task. A simulation environment was set up where a human 
user and a service robot were modelled using MA TLAB. Fuzzy control was employed 
for controlling the robot to carry out the cooperative action. 
In order to examine the effect of test moment determination component, simulations 
were performed to execute a scenario where a robot passes on an object to a human 
user. The simulation results show that an action plan can be formed according to 
provided conditions and executed by simulated models properly. Test actions were 
taken at the moment detennined by the test moment detennination component to find 
the human user's intention. 
Keywords: ARL, test moment detennination, action plan, forward chaining, fuzzy 
control, robot modelling and control 
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CHAPTER 1. INTRODUCTION 
1.1 Motivation 
Service robots operate semi or fully autonomously to perform services useful to the 
well being of humans and equipment, excluding manufacturing operations. These 
robots can be deployed in homes, hospitals, disaster sites, exhibitions, etc. They can 
provide home care, health care, rescue assistance, tour guides and similar tasks in the 
above-mentioned places. They can go to places that are toxic or dangerous and also 
can tolerate repetitive, mundane tasks. Service robots could be required to work with 
their users, humans, which we use human-robot interaction is a significant part of in 
the working process. 
State of the art of human-robot interaction includes the use of social cues (Billard and 
Calinon, 2006). However, many new applications for service robots in the 
human-centred environment require the robots to help people as capable assistants or 
cooperative partners. At this point, the use of social cues may become not sufficient. 
Equipping cognitive abilities to service robots will enable them to recognise their 
human users' intention and cooperate with the users to complete a task effectively. 
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Cognitive capabilities will enable a robot to realize its user's real need which forms 
the basis of motivating itself to provide suitable reaction to the user. 
Active robot learning (ARL) (Li, et aI, 2008) is an approach for service robots to 
develop cognitive capabilities. Discovery learning theory is a method which 
encourages learners to acquire information through carrying out their own 
experiments. Inspired by the above theory, ARL allows a robot to take guided test on 
its users and to build up the high-order beliefs according to the users' responses. This 
approach emphasizes acquiring intention and preference actively but not passively. 
The ARL system consists of an action bank. which stores actions that can be taken to 
test its users, an inference engine which reasons about what actions to be taken for a 
specific purpose, a test moment determination mechanism to decide the moment of 
test, an intention identification mechanism to interpret responses of the users and to 
identify intention and preference, and an intention model which represents intentions. 
F or the purpose of completing the ARL framework, this study proposed an idea to 
design the test moment determine component. The component makes a decision on 
when the cooperation will take place and, therefore, when test actions will apply. 
Because testing is a feature of ARL, the test moment determination component plays 
a key role in ARL. 
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1.2 	 Aim and Objectives 
This study aims at designing the test moment determination component in ARL 
framework based on action plan. A scenario of passing and receiving an object is also 
set up to test the designed component. 
Objectives are the following: 
o 	 To investigate the existing cognitive structure and learning methods for 
robots and their applications 
o 	 To decide what work flow IS required by test moment determination 
component in ARL 
o 	 To establish action step bank for the test moment determination component 
o 	 To use forward-chaining theory to develop action plan 
o 	 To develop mathematical models for the robot and the human-user in order 
to test the test moment determination component 
o 	 To develop a local fuzzy control algorithm for the robot model to perform 
the task of object passing and receiving 
o 	 To integrate the designed test moment determination component with the 
robot and human-user models as well as fuzzy control algorithms 
o 	 To test the test moment determination component in a simple object pass 
and receive scenario. 
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1.3 	 Scope 
This research assumes that: 
o 	 The designed robot can understand the commands input via keyboard 
o 	 The environment is sufficiently-isolated that there are not factors that can 
disturb the whole experiment process 
o 	 The user stays in a fixed position when the designed robot passed an object 
to the user 
o 	 The task of passing and receiving is chosen as a typical human-robot 
interaction scenario in the research. 
1.4 	 Structure of Dissertation 
Chapter 2 gives a literature review of the research area of cognitive robotics and 
introduces ARL framework. The two main areas of cognitive robotics include the 
cognitive structure of robots and robot learning methods. ARL framework is also 
introduced as new approach. The test moment determination component is one of the 
important components within ARL framework. 
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Chapter 3 provides the idea of designing the test moment detennination component. 
Based on action plan theory, the idea of the test moment detennination component is 
achieved through forward-chaining reasoning. Action plan theory was introduced first. 
It is used to synthesis actions into a sequence, that is, an action plan for a given task. 
All actions are defined in a special format of precondition, action, post-condition and 
testing time. An action database (implemented with MySQL) was built up in order to 
store the actions. Forward-chaining theory is introduced to establish connection 
between actions and to form an action plan with individual actions, corresponding to 
the given task. C++ programming language is used to implement the forward chaining 
reasoning. With the order of every action in an action plan, it is easy to find out the 
test moment through the property of testing time of the actions. 
Chapter 4 contains two main parts. The first part is about building a mathematical 
model of two robot arms, which was used in this study for the purpose of simulation. 
Of the two simulated robot arms, one represents a service robot, while the other 
represents a human user. They cooperate to finish a specified task. The two robot 
models were designed by SIMULINK toolbox. This part describes how to develop the 
dynamic model of robot arms and the setting of parameters. The second part presents 
details of fuzzy logic control system (FLCS) development. The FLCS was used to 
control the service robot arm to cooperate with the human user robot arm which was 
controlled by a predefined trajectory. This part describes the development of the 
FLCS in the SIMULINK environment. Two fuzzy controllers were designed in order 
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to reach the high control effectiveness and accuracy. A switcher was used to switch 
the two controllers. 
Chapter 5 describes the integration of test moment determination component and 
simulated robot models controlled by FLCS. The simulation settings are also 
described here. The connection between Visual C++ and SIMULINK enviromnent 
was established through calling MA TLAB Engine function. Some related functions 
were also built up in order to implement control from Visual e++ to simulated models. 
Finally, the entire simulation was carried out automatically. Simulation results were 
given in this chapter. 
Chapter 6 gives conclusions and further work. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 The Structure of Cognitive Robot 
2.1.1 EyeMind structure 
Some cognitive robot structures are based on the "sense-think-action" with varying 
degrees of success, while some others are based on "sense-act". These "sense-act" 
robots are termed "behaviour-based" and have proven to be successful in dynamic 
environments. For both of the above structures, a robot needs to manipulate its 
surroundings and has limited knowledge about its environment. 
There are three approaches for robot cognition, classical, connectionist, and 
behaviourist (Joshua D. Petitt and Thomas Braunl, 2003). The demands for the robots 
of the three approaches are: (1) Know explicitly how to accomplish every given as 
well as carefully plan each task; (2) Know nothing explicit about its tasks, just learn 
the correct way to accomplish it; (3) Know nothing at all but finish specified task 
through communication with environment. 
However, these approaches all have some drawbacks. For example, in football games, 
the classical approach is often too slow to keep track of the progress of the game and 
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a "good" plan now can easily tum into a "poor" plan later. From this point, the 
classical approach to AI will be referred to as the "reasoning" approach and the 
behaviour-based approach will be termed the "reacting" approach. The connectionist 
approach, which in many ways is a reactive approach with complicated mappings of 
inputs to outputs, can be successful in dynamic environments, but cognition and 
reasoning are completely left out. Therefore, an intelligent and new model is needed 
to incorporate these approaches. 
The reasoning approach is roughly modeled after the cognition that takes place in our 
conscious mental activities. Conversely, the reacting approach is modeled in our 
unconscious mental activities which primarily include motor control. In this case, 
Gat.E (1998) developed a model of the human psyche which encompasses both the 
unconscious and conscious mental activates. The name of this model is EyeMind, 
which divided a robot's mind model into three classes, namely, Id, Ego and 
Super-ego. 
Id: management Ego: Super-ego: an 
of sensor, 
4f---+ 
simulation of interface to 
actuator and human mental high-level 
behaviour activities algorithms 
Figure 2.1 Mind I}1odel of EyeMind structure 
The Id provides the functionality required for managing all the sensors and actuators. 

It can access actuators and sensors. Based on this accessibility, the Id manages the 

9 
current behaviours of a robot. Behaviour refers to a mapping from a sensor input to a 
motor output. The Id allows a robot to combine simple behaviours to assume more 
complex behaviours. In the Id, behaviour can be suppressed or excited by a feedback 
loop between their sensors and actuators. When the behaviour is excited, the 
excitation value generated is added to the current excitation value, which is itself the 
result of previous excitation events. If the new excitation value is greater than a 
threshold, then the behaviour is activated. The activation of behaviour can take many 
forms, from creating an output signal for an actuator, requesting sensor input, to 
triggering other behaviours. 
The Ego simulates human's mental activities. For example, when someone wants to 
open a door, he will decide to push or rotate the handle in a very short period of time. 
If the door didn't open, he will do it in another way. 
An important asset for an intelligent agent to have is the ability to plan ahead. The 
Super Ego can provide an interface with higher-level algorithms, such as expert 
system and adaptive critics. 
The Ego, Super-ego, and Id run on different threads of execution, each can be 
effectively performed at the same time. Of course, each thread shares processing time 
with each of the other processes. This allows the robot to be planning while acting, 
which is apparent in human's actions. The only drawback to the system is the problem 
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of assigning goals. This structure is not suitable to acquire goal itself. It only uses to 
achieve specified object. 
2.1.2 iCub cognitive system structure 
At the beginning, cognitive processes were mainly studied in the framework of 
abstract theories, mathematical models, and disembodied artificial intelligence. Now, 
it has become clear that cognitive processes are strongly entwined with the physical 
structure of the body and its interaction with the environment (Freeman, et aI, 1999). 
Cognition and perception are functionally-dependent on the richness of the system's 
action interface. 
Sandini et al. (2006) developed a cognitive structure for iCub, an open platform for 
robot simulation. iCub has 53 degrees of freedom in total to ensure that the iCub's 
interaction is compatible with humans. The sensory system includes a binocular 
vision system, touch, audition, and inertial sensors to allow it to coordinate the 
movement. All of the motors and sensors are controlled by a suite of DSP chips. It 
channel data over a CAN bus to an on-board PC-I04 hub computer. This hub 
interfaces over Ethernet cable to an off-board computer system which takes 
responsibility for the iCub's high-level behavioural control. 
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Motivation 
There are three parts in the cognitive architecture (Vernon, D., Metta, G., Sandini, G. 
2006). They are: 1) a network of competing and cooperating distributed 
multi-functional perceptuo-motor circuits; 2) a modulation circuit which effects 
homeostatic action selection by disinhibition of the perceptuo-motor circuits, 3) a 
system to effect anticipation through perception-action simulation. 
Simulated sensory signals 
e Memory 
Action Selection 
Modulation 
Motor/Sensory SensorylMotor Prospected by 
Auto-associative Auto-associativ action simulation 
Memory 
tmulated motor signa s 
Auto-associative 
Memory 
circuit 
Perceptuo-mot} 
or circuits 
Figure 2.2 Cognitive structure of iCub 
The anticipatory system allows a cognitive robot to rehearse hypothetical scenarios 
and in tum to influence the modulation of the network of perceptuo-motor circuits. 
Each perceptuo-motor circuit has its own limited representational framework and 
together they constitute the phylogenetic abilities of the system. The modulation 
circuit carries out self-modification in terms of parameter adjustment of the 
phylogenetic skills through learning and developmental adjustment of the structure 
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and the organization of the robot. This enables the cognitive robot to alter its own 
dynamics based on experience, to expand its repertoire of actions, and thereby adapt 
itself to new circumstances. 
2.1.3 LIDA, a working model of cognition 
Sidney D'Mello, et al (2006) presented the Learning Intelligent Distribution Agent 
(LIDA) architecture. It was designed to be consistent with what is known from 
cognitive science, neuroscience and artificial intelligence. LIDA provides a working 
conceptual and computational model of cognition. LIDA architecture has three 
fundamental learning mechanisms: 1) perceptual learning, the learning of new objects, 
categories, relations, etc., 2) episodic learning of events, the what, where, and when, 3) 
procedural learning, the learning of new actions and action sequences with which to 
accomplish new tasks. 
Since the LIDA architecture is composed of several specialized mechanisms, each 
implementing various facets of human cognition, it's important to have a continual 
process that causes the functional interaction among the various components. 
Cognitive cycles are flexible, serial but overlapping cycles of activity usually 
beginning in perception and ending in an action. The cognitive cycle can be divided 
into the following nine steps: 
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1) Perception. Sensory stimuli, external or internal, are received and interpreted by 
perception producing the beginnings of meaning. 
2) Percept to preconscious buffer. The percept, including some of the data plus the 
meaning, as well as possible relational structures, is stored in the preconscious buffers 
of LIDA's working memory. 
3) Local associations. Using the incoming percept and the residual contents of the 
preconscious buffers of working memory, including emotional content, as cues, local 
associations are automatically retrieved from transient episodic memory (TEM) and 
from declarative memory (DM) and stored in long-term working memory. 
4) Competition for consciousness. Attention codelets (small pieces of code) view 
long-term working memory, and bring novel, relevant, urgent, or insistent events to 
consclOusness. 
5) Conscious broadcast. A coalition of codelets, typically an attention codelet and its 
covey of related information codelets carrying content, gains access to the global 
workspace and has its contents broadcast. In humans, this broadcast is hypothesized to 
correspond to phenomenal consciousness. 
6) Recruitment of resources. Relevant schemes respond to the conscious broadcast. 
These are typically schemes whose context is relevant to information in the conscious 
broadcast. Thus consciousness solves the relevancy problem in recruiting resources. 
7) Setting goal context hierarchy. The recruited schemes use the contents of 
consciousness, including feelings/emotions, to instantiate new goal context 
hierarchies (copies of themselves) into the behaviour net, bind their variables, and 
.... 
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increase their activation. Other, environmental, conditions determine which of the 
earlier goal contexts receive additional activation. 
8) Action chosen. The behaviour net chooses a single behaviour (scheme, goal 
context), from a just instantiated behaviour stream or possibly from a previously 
active stream. Each selection of behaviour includes the generation of an expectation 
codelet (see the next step). 
9) Action taken. The execution of a behaviour (goal context) results in the behaviour 
codelets performing their specialized tasks, having external or internal consequences, I
or both. LID A is taking an action. The acting codelets also include at least one 
expectation codelet whose task it is to monitor the action bringing to consciousness 
any failure in the expected results. I 
Comparing with traditional cognitive models, LIDA model allows for 
domain-independent perceptual and procedural learning mechanisms and incorporate 
of both symbolic and sub-symbolic levels of abstraction. However, experiment-based 
models typically have too few variables to accomplish real-world perception or 
control of action. Simulations based only on experimental evidence would simply fail 
in the real world. Therefore, workability should be combined with experimental 
evidence. 
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2.2 Robot Learning Methods 
2.2.1 Learning by imitation 
Robot learning plays an important role in background knowledge building, motivation 
establishment and preference identification. The current robot learning approaches 
include imitation learning. The imitation based learning uses social cues such as I ~ 
.. 
pointing and gazing to indicate what the user intended to do next (Dillmann 2004, g 
9 
Breazeal et al. 2005, Calinon and Billard 2006). The user first teaches a robot by 
..
"1 
demonstrating gestures, for example, pointing to and gazing an object, to the robot. 
These gestures serve as social cues of the user's interest on the object. Then the robot 
imitates the gestures for the user's approval. This imitation process enables the robot 
to recognise the user's intention when it captures the same gestures. 
Experiments carried out in Calinon and Billard (2006) can be described as below: 
During a first phase of the interaction, the designer demonstrated a gesture in front of 
a robot. The robot then observed the designer's gesture. Joint angles trajectories are 
collected from a motion sensor. The second phase starts when the robot has collected 
the different movements of the user. The robot compared the gestures it collected with 
the gestures stored earlier and found their cues. Then the robot points at an object that 
the user most is likely to be interested. The robot then turned to user for approval. The 
16 
designer signals to the robot whether the same object has been selected by 
nodding/shaking hislher head. 
This imitation based approach has two limitations. First, it only allows the robot to 
learn the user's intention passively. Second, the users must give exactly the same 
gestures as they act at the teaching stage to make sure the robot could pick up their 
intentions. 
2.2.2 Reinforcement learning 
Reinforcement learning is the problem faced by an agent that must learn behavior 
through trial-and-error interactions with a dynamic environment (Kaelbing, Leslie,C., 
1996). There are two main strategies for solving reinforcement-learning problems. 
The first is to search in the space of behaviors in order to find one that performs well 
in the environment. This approach has been taken by work in genetic algorithms and 
genetic programming, as well as some more novel search techniques. The second is to 
use statistical techniques and dynamic programming methods to estimate the utility of 
taking actions in states of the world. The second sets of techniques are preferred 
because they take advantage of the special structure of reinforcement-learning 
problems that is not available in optimization problems in general. 
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The environment is typically formulated as a finite-state Markov decision process 
(MDP), and reinforcement learning algorithms for this context are highly related to 
II 
dynamic programming techniques. State transition probabilities and reward 
probabilities in the MDP are typically stochastic but stationary over the course of the 
problem. 
·! 
Formally, the basic reinforcement learning model, as applied to MDPs, consists of: I ,, 
o a set of environment states S; i, ~ 
o a set of actions A; and 
o a set of scalar "rewards" in R. 
At each time t, the agent perceives its state SI E S and the set of possible 
actions A (sJ. It chooses an action a E A(s,) and receives from the environment the 
new state S'+1 and a reward r,. Based on these interactions, the reinforcement 
learning agent must develop a policy 7r: S ~ A which maximizes the quantity 
R= ro +lj + ... + rn for MDPs which have a terminal state. 
Based on the above reinforcement learning, Tapus and Mataric (2007) proposed a 
learning approach to robot behaviour adaptation. The aim of this approach is to 
develop a robotic system capable of adapting its behaviours according to the user's 
personality, preference, and profile in order to provide an engaging and motivating 
customised protocol. 
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In this learning approach, a robot incrementally adapts its behaviour and its expressed 
personality as a function of the user's extroversion-introversion level and the amount 
of performed exercises. It works according to the reward function defined by special 
actions. The robot will be rewarded when the function is locally optimized. However, 
the function also restrains the robotic system. Parameters of the function are relevant 
with robotic action. Therefore, the function will be redefined when different actions 
appear. 
2.2.3 Online-learning 
In machine learning, online learning is a model of induction that learns one instance at 
a time (Ethem Alpaydm, 2004). The goal in online leaming is to predict labels for 
instances. For example, the instances could describe the current conditions of the 
stock market, and an online algorithm predicts tomorrow's value of a particular stock. 
The key defining characteristic of online learning is that soon after the prediction is 
made, the true label of the instance is discovered. This information can then be used 
to refine the prediction hypothesis used by the algorithm. The goal of the algorithm is 
to make predictions that are close to the true labels. 
Cognitive robots are meant to operate in the real world and to interact smoothly with 
their users and the environment. While off-line learning is well established to 
implement basic modules of such systems and many leaming methods work well in 
19 
toy domains, in concrete scenarios on-line adaptivity is necessary in many respects: in 
order to cope with the inevitable uncertainties of the real world, the limited 
predictability of the interaction structure, or to acquire new and to enhance 
pre-programmed behaviour. Online learning is also a main methodological ingredient 
in the developmental approach to intelligent robotics, which aims at incremental 
progressing from simple to more and more complex behaviour. 
A very important issue in all online learning approaches is the way the results of 
learning are stored. Many motor control architectures use learning to change the 
parameterization of basic behaviours and therefore only implicitly store the learning 
result. Other approaches employ primitive graphical mappings, hash tables, or more 
sophisticated associative neural mappings to store co-occurrence of sensory inputs 
and motor outputs for later reuse. 
2.3 	 Active Robot Learning 
The process of cognition and learning in servlce robots allows an ability to 
self-modify and detect information of the current circumstances. At the same time, the 
robots are supposed to judge what to do next and generate a task plan. These 
above-mentioned approaches have the following disadvantages: 
o 	 They ask a user to remember and exactly repeat actions taught to a robot to 
allow the robot to recognize herlhis intention or preference. 
20 
o The existing approaches rely on particular social cues or specifically defined 
award functions. 
Consequently, they apply only to the specific assignment. In addition, these 
approaches need to remember lots of action orders which are not adequate for elderly 
users. Their applications can therefore be limited. 
Active Robot Learning (ARL) (Li, et al, 2008) for service robots is an approach to 
develop beliefs of their users' intention and preference (also known as high-order 
beliefs). Inspired by discovery learning theory which encourage learners to acquire 
information by performing their own experiments, this approach allows a robot to 
perform tests on its users and to build up the high-order beliefs according to the users ' 
responses. This approach emphasizes the active acquisition of intention and 
preference by robots themselves. The robots require neither to recognize particular 
gestures nor to determine specific functions. 
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Figure 2.3 ARL frameworks 
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The action bank stores all test actions with a cooperative action based approach in 
order to recognise the user's intention. That is, the test actions are associated with the 
corresponding cooperative actions. 
The inference engine selects a test action from the action bank to conduct a specific 
test. As the actions are associated with conditions, which express reasons for 
performing the actions, in the action bank and the associations actually represent 
causal relations (implications) from the conditions to the actions, the selection of an 
action can be carried out with the standard forward reasoning. 
The moment determination is used to decide the moment of a test. This includes 
allocating a cooperative action in an action plan, and monitoring the environment to 
see ifthe action's post-condition has been reached. 
The intention identification mechanism is used to interpret the user's responses and to 
identify intention and preference. The ARL system takes a test action and then start to 
recognises the user's intention according to hislher responses. If the intention 
associated with the test action cannot be identified according to the response, the 
system will take another test action and perform recognition process once again. 
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The intention model represents intentions that have been judged by taking relevant 
test actions. 
The ARL system's working flow is: 
o 	 Decomposition - decomposing a compound task into a sequence of prime 
tasks 
o 	 Classification - differentiating taught prime tasks and non-taught tasks (This 
is the preparation for making action plans.) 
o 	 Plan-making - making an action plan for each prime task. For taught tasks, 
action sequence are pre-defined and stored in the database, for non-taught 
tasks, actions are generated by referring to the "closest" taught prime task 
o 	 Identification - identifying cooperative actions of cooperation in an action 
plan (This helps in determination of the moment for testing.) 
o 	 Decision-making - determining the moment at which tests will take place 
o 	 Selection - selecting test actions 
o 	 Testing - performing test actions and collecting user's responses 
o 	 Recognition - recognising the user's intention 
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CHAPTER 3. TEST MOMENT DETERMINATION 

Test actions (Li, et aI, 2008) are the actions that can be taken by a service robot to test 
its human users. They are significant in ARL framework. They are associated with the 
conditions and stored in the action bank. Each test action stored in the action bank has 
a name and a content which is the particular kinematics of the robot. The conditions 
express reasons for performing the actions and are represented as propositions. For 
example, if a robot hands over a glass of water to its user, it would need to check 
whether the user intends and is ready to take over the glass. The test action for testing 
the user in this case is to slightly loosen the glass and the condition associated is to 
confirm the user's intention of taking over the glass. The actions and the associated 
conditions can be embedded by robot designers before the robots are deployed. 
The test moment determination component in ARL framework decides the starting 
time for testing the user and taking the test actions. Generally, there are two moments 
when the robot needs to test the user for intentions. The first is the moment before the 
last action in the course of a task completion. In the example of getting a drink for the 
user, before a robot finally takes the action of releasing the glass, it needs to find out 
whether the user intends and is ready to take over the glass. In the example of 
assisting a human standing out from a chair, the robot has to make sure that the user 
intends and is ready to stand alone before releasing his arm/hand. In other words, the 
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test time starts when the cooperative action between user and robot is coming. The 
second is the moment when the robot feels its user stops doing what he originally 
intended to do. The robot will need to find out whether the user changed his mind or 
not for further cooperating with him. In this situation, the robot will rely on its 
perception to detect this stop. 
3.1 Action Format 
There are several kinds of typical cooperative tasks to complete, such as passing and I·.....~ ~ ; 
receiving an object, lifting an object together, moving an object to some assigned I -1 
places and assisting human user to walk upstairs, etc. The completion of these tasks 
,...••.involves the completions of a sequence of simple actions, that is, an action plan. " :! 
• 
An action plan for a cooperative task contains a sequence of actions. Some require 
cooperation from the user. These actions can be called cooperative actions. For 
example, as shown in Figure 3.1, "pass an object" contains actions of pick up the 
object, convey the object, and release the object to the user's hands. The last action 
requires cooperation between the user and the robot. Additionally, when the 
cooperative action begins, test actions are taking in order to recognise the intention of 
user. 
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Pick up object 
Pass an object 
Convey object 
(cooperative task) 
Release object to user 
(cooperative action) 
Figure 3.1 Decomposition of the task "pass an object" 
Therefore, an action plan tells the order of individual actions, the position of the 
cooperative actions in the plan and hence the moment when test actions need to be 
applied. 
To form an action plan, in this research, all individual actions are defined in the form 
of pre-condition, action, post-condition, with a property of test judge, as shown in 
Figure 3.2. 
Pre-condition Action Post-condition 
Test Judge 
Figure 3.2 Action format 
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In this diagram, each of parts is explained as following: 
o 	 Action means the content of an action. Usually it represents some real 
movement, like convey an object; pick up an object, open the door, etc. 
o 	 Precondition is the situation that before the action starts. When the 
precondition is reached, action has the condition to begin. Otherwise, action 
part will wait until the precondition is reached. 
o 	 Post-condition is the situation when the action is finished. It can be 
understood as the result of the action. Because the actions consist of a series 
of individual actions in an action plan, a post-condition of one action could 
also be a precondition of the next action. 
o 	 Test Judge property is used to mark whether an action is the time for test. As 
mentioned in the beginning of this chapter, cooperative action and the action 
stop what originally do will be marked as test time property. 
Figure 3.3 gIves an example of an action, "release a cup to user's hand". The 
pre-condition "reach the position of user" means that before taking the action, the 
robot must reach the position of the user. The post-condition "user holds the cup 
tightly" means that after the robot release the cup, the user should hold the cup. The 
action itself is a cooperative one. Therefore, its property, Test Judge, is assigned with 
"Test time". 
-
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Reach the Release a cup User holds the cup 
.... 
position of user to user's hand tightly 
Test time 
Figure3.3 Action of "release a cup to user's hand" 
The advantage of the proposed format for actions is that it allows logical chaining, 
,;"" 
either forward chaining or backward chaining to be used to form action plans. 
3.2 Action Plan Synthesis 
3.2.1 Forward and backward chaining reasoning theory 
Forward chaining is one of the two main methods of reasoning when using inference 
rules (in artificial intelligence). It is referred in the philosophical circle as modus 
ponens. 
Forward chaining starts with the available data and uses inference rules to extract I 
more data (from an end user for example) until a goal is reached. An inference engine 
using forward chaining searches the inference rules until it finds one where the I 
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antecedent (If clause) is known to be true. When found it can conclude, or infer, the 
consequent (Then clause), resulting in the addition of new information to its data. 
Inference engines will iterate through this process until a goal is reached. 
For example, suppose that the goal is to conclude the colour of a pet named Fritz, 
given that he croaks and eats flies, and that a rule base contains the following four 
rules: (Alison Cawsey, 1994) 
o If X croaks and eats flies - Then X is a frog 
o If X chirps and sings - Then X is a canary 
o If X is a frog - Then X is green 
o If X is a canary - Then X is yellow 
This rule base would be searched and the first rule would be selected, because its 
antecedent (If Fritz croaks and eats flies) matches our data. Now the consequent 
(Then X is a frog) is added to the data. The rule base is again searched and this time 
the third rule is selected, because its antecedent (If Fritz is a frog) matches our data 
that was just confirmed. Now the new consequent (Then Fritz is green) is added to our 
data. Nothing more can be inferred from this information, but we have now 
accomplished our goal of determining the colour of Fritz. 
-
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Because the data determines which rules are selected and used, this method is called 
data-driven, in contrast to goal-driven backward chaining inference. The forward 
chaining approach is often employed by expert systems. 
Backward chaining (or backward reasoning) is an inference method used in 
automated theorem provers, proof assistants and other artificial intelligence 
applications. Backward chaining starts with a list of goals (or hypothesis) and works 
backwards from the consequent to the antecedent to see if there is data available that 
will support any of these consequents. An inference engine using backward chaining 
would search the inference rules until it finds one which has a consequent (Then 
clause) that matches a desired goal. If the antecedent (If clause) of that rule is not 
known to be true, then it is added to the list of goals. 
For example, suppose that the goal is to conclude the colour of one pet named Fritz, 
given that he croaks and eats flies, and that the rule base contains the following four 
rules: 
o If X croaks and eats flies - Then X is a frog 
o If X chirps and sings - Then X is a canary 
o If X is a frog - Then X is green 
o If X is a canary - Then X is yellow 
: " 
,I 
I 
, 
I 
.-.j 
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This rule base would be searched and the third and fourth rules would be selected, 
because their consequents (Then Fritz is green, Then Fritz is yellow) match the goal 
(to determine Fritz's colour). It is not yet known that Fritz is a frog, so both the 
antecedents (If Fritz is a frog, If Fritz is a canary) are added to the goal list. The rule 
base is again searched and this time the first two rules are selected, because their 
consequents (Then X is a frog, Then X is a canary) match the new goals that were just 
added to the list. The antecedent (If Fritz croaks and eats flies) is known to be true and 
therefore it can be concluded that Fritz is a frog, and not a canary. The goal of 
determining Fritz's colour is now achieved (Fritz is green if he is a frog, and yellow if 
he is a canary, but he is a frog since he croaks and eats flies; therefore, Fritz is green). 
Because the list of goals determines which rules are selected and used, this method is 
called goal-driven, in contrast to data-driven forward-chaining inference. The 
backward chaining approach is often employed by expert systems. 
One of the advantages of forward-chaining over backward-chaining is that the 
reception of new data can trigger new inferences, which makes the engine better 
suited to dynamic situations in which conditions are likely to change. In this case, this 
research chose forward-chaining as main guiding ideology to design the program of 
action plan forming. 
__________________--0011111111111 
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3.2.2 Action plan forming based on forward chaining reasoning I 
The action format defined before has properties of precondition, action, 
post-condition, and test judge. At the beginning of the forward chaining reasoning, the I 
initial and the terminate conditions of a given task are provided. Then the forward 
chaining reasoning process matches the pre-conditions ofactions with the given initial 
condition. One of the pre-conditions which is the same as the given condition will be 
set as the first action in an action plan. The reasoning process also checks whether the 
time judge property of this action is marked as a "test time". If this is the case, the 
reasoning process determines that the moment for a test action to be applied. After 
that, the reasoning process checks whether the given terminate condition is reached. If I 
not, it will continue to search for another action that has its pre-condition the same as 
,
the current action's post-condition. This process will carryon until one action is found 
I 
to have the post-condition that is the same as the given terminate condition. This 
process and algorithm are shown in Figures 3.4 and 3.5, respectively. 
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Data read 
/' 
Precondition 1 
Action 1 
Post-condition 1 
2,3, 
... n-r'---....J 
Database 
\. Forward chaining reasoning 
Precondition N 
ActionN 
Post-condition N 
.. 
I Terminate condition I 
Figure 3.4 Process of action plan forming 
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Begin 
Set conditions 
no 
condition 
no 
yes 
Record the order of current 
Fit initial 
action 
condition 
yes ..... 
.­Output 
current action 
",J 
Record the order of first 

action 

no 
End 
Figure 3.5 Flow chart of action plan forming 
34 
3.3 Action Database Design 
A database is an integrated collection of logically related records or files consolidated 
into a common pool that provides data for one or more multiple uses. 
Traditional databases are organized by fields, records, and files. A field is a single 
piece of information; a record is one complete set of fields; and a file is a collection of 
records. For example, a telephone book is analogous to a file. It contains a list of 
records, each of which consists of three fields: name, address, and telephone number. 
To access information from a database, a database management system (DBMS) is 
needed. This collection of programs enables you to enter, organize, and select data in 
a database. Increasingly, the term database is used as a shorthand for database 
management system. 
A database management system (DBMS) consists of software that organizes the 
storage of data. A DBMS controls the creation, maintenance, and use of the database 
storage structures of organizations and of their end users. Database management 
systems are usually categorized according to the database model that they support, 
such as the network, relational or object model. The model tends to determine the 
query languages that are available to access the database. One commonly used query 
language for the relational database is SQL. 
-
c 
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Since most DBMS as of 2009 are relational DBMS, the components of DBMS are 
introduced below: 
o 	 Interface drivers - A user or application program initiates either schema 
modification or content modification. These drivers are built on top of SQL. 
They provide methods to prepare statements, execute statements, fetch 
results, etc. Examples include DDL, DCL, DML, ODBC, and JDBC. Some 
vendors provide language-specific proprietary interfaces. For example, 
MySQL provides drivers for PHP, Python, etc. 
o 	 SQL engine - This component interprets and executes the SQL query. It 
comprises three major components (compiler, optimizer, and execution 
engine). 
o 	 Transaction engine - Transactions are sequences of operations that read or 
write database elements, which are grouped together. 
o 	 Relational engine - Relational objects such as Table, Index, and Referential 
integrity constraints are implemented in this component. 
o 	 Storage engine - This component stores and retrieves data records. It also 
provides a mechanism to store metadata and control information such as 
undo logs, redo logs, lock tables, etc. 
MySQL, as one type of RDBMS (relational database management system), is chosen 
to store and manage local data in this research. MySQL, the most popular Open 
Source SQL database management system, is developed, distributed, and supported 
ii 
-
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by MySQL AB. MySQL AB is a commercial company, founded by the MySQL 
developers. It is a second generation Open Source company that unites Open Source 
values and methodology with a successful business model. The main characteristics of 
MySQL include: 
o 	Written in C and C++. 
o 	Tested with a broad range of different compilers. 
o 	 APls for C, C++, Eiffel, Java, Perl, PHP, Python, Ruby are available 
j , . o 	 Fully multi-threaded using kernel threads. It can easily use multiple CPUs if 
,. 
• '0' 
,;1 
they are available. 
o 	 Provides transactional and non-transactional storage engines. 
o 	 Uses very fast B-tree disk tables with index compression. 
o 	 Relatively easy to add other storage engines. This is useful if you want to add 

an SQL interface to an in-house database. 

o 	 A very fast thread-based memory allocation system. 
o 	 Very fast joins using an optimized one-sweep multi-join. 
o 	 In-memory hash tables, which are used as temporary tables, 
SQL functions are implemented using a highly optimized class library and should be 
as fast as possible. Usually there is no memory allocation at all after query 
initialization. 
----------------
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In this study, four cooperative tasks were defined in fOlm of an action plan. All four 
action plans were decomposed into actions as mentioned in Chapter 3. The four 
cooperative tasks are: 
o pass an object to the user 
o lift an object with the user 
o move an object together with the user 
o assist the user to go upstairs 
Actions related to these tasks are given in the following tables: 
Table 3.1 Actions for the task of pass an object to the user 
Precondition Action Post-condition Test judge 
find object catch object make sure grasp tightly no-test 
make sure grasp pass the object reach the position of user no-test 
tightly 
reach the put into user's get ready to move test 
position of user hand 
get ready to adjust position finish adjust no-test 
move together 
finish adjust release totally finish task leave user no-test 
Table 3.2 Actions for the task oflift an object with user 
Precondition Action Post-condition Test judge 
reach the position of touch the obj ect ready to move the no-test 
object object 
ready to move the lift the object slowly user is ready to lift no-test 
object 
user are ready to lift lift the object totally user stop lifting no-test 
user stop lifting stop lifting user want to put down test 
user want to put put down the object wait for next order no-test 
down I 
-
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Table 3.3 Actions for the task of assist user to go upstairs 
Precondition Action Post-condition Test judge 
reach user's support user with user is ready to move no-test 
position hand 
user is ready to support user go stop when reaching stairs no-test 
move straight 
stop when reaching move upstairs with user stops no-test 
stair user 
user stop stop with user user wants to go up test 
user want to go up upstairs with user reach upstairs no-test 
Table 3.4 Actions for the task of move an object together with user 
Precondition Action Post-condition Test judge 
reach object's location wait for user's coming user arrived no-test 
user presents hold object user holds tightly no-test 
user holds tightly move object forward user slows down no-test 
user slows down slow down with user user turns right test 
user turns right turn right with user reach aimed place no-test 
A MySQL database is designed to accommodate these actions. There are different 
policies to store these data. Flexibility and extensibility are main considerate factors 
when storing. Based on the above principles, three data tables are created to store 
these actions, which are named as "prec", "act" and "post". 
Entity-Relationship Model (ERM) is an abstract and conceptual representation of data 
for relational database. Diagrams created using this process are called 
entity-relationship diagrams, or ER diagrams or ERDs for short. In ERM, an entity is 
an abstraction from the complexities of some domain, while a relationship captures 
how two or more entities are related to one another. Entities and relationships can 
-
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both have attributes. Every entity (unless it is a weak entity) must have a minimal set 
of uniquely identifying attributes, which is called the entity's primary key. 
In this study, the designed ER diagram is shown as follow: 
prec act post 
idO (primary key) idl (primary key) id2(primary key) 
precondition 
action 
prec.action 
= 
test 
actions 
post.action post-condition 
action 
= 
act. actIOns 
act. actions 
Figure 3.6 ER diagram of three tables 
The data table "prec" was shown in the following diagram. It has three columns 
including idO, precondition, and action. IdO column stores a sequence number of 
every field, which is the primary key in the ascending order. Precondition column and 
action column are corresponding parts. In one row, they must bind together. 
Otherwise, it is meaningless. 
-
Figure 3.7 Data table "prec" 
----------- -----
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The data table "act" was shown in Figure 3.8. It has three columns including idl, 
actions and test. Idl column stores a sequence number of every field, which is a 
primary key. Actions column stores all defined actions, while test column stores if 
one action is for testing or not. 
Figure 3.8 Data table "act" 
The data table "post" is shown in Figure 3.9. It has three columns including id2, 
action and post-condition. This table has the same structure and meaning as the table 
prec. 
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Figure 3.9 Data table "post" 
I" , 
,. 
3.4 	 Action Plan Implementation 
3.4.1 C API of MySQL 
MYSQL provides a client library written in the C programming language that you can 
use to write client programs that access MySQL databases. This library defines an 
application-programming interface that includes the following facilities: 
o 	 Connection management routines that establish and terminate a session with 

a server 

o 	 Routines that construct queries, send them to the server, and process the 

results 

.... 
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o 	Status- and error-reporting functions for determining the exact reason for an 
error when an API call fails 
o 	Routines that help you process options given In option files or on the 
command line 
There are four steps to visit MySQL database through C API. Firstly, the MySQL 
header files and MySQL client library need to be set with specified path. The header 
files and client library constitute the basis of MySQL client programming support. 
D:\Microsoft Visual StudioWC98\INCLUDE 

D:\Microsoft Visual StudioWC98\MFC\INCLUDE 

-
Stu 
Figure 3.10 Including header files in VC environment 
t, ., ,, 
,. " , 
:::!' 
I '''~ 
D:\Microsoft Visual StudioWC98\LlB 
D icrosoft Visual Studi~'H""'u, 
Figure 3.11 Including library files in VC environment 
Some header files were necessary to include in the beginning of the C program such 
as "#include <my _global.h>" and "#include <mysql.h>". Mysql.h is the most 
important header file for MySQL function calls, while my _global.h includes some 
global declarations functions. 
-

---
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Second, initiations of a connection handle structure and creation of a connection. In 

this step, a pointer to a MYSQL structure is declared. This structure serves as a 

connection handler. 

MYSQL *conn; 

conn = mysql_init(NULL); 

The mysql_init () function obtains a connection handler. The return value is checked. 

If the mysql_init () function fails, the program prints the error message and tem1inates 

the application. 

if (conn == NULL) { 

printf("Error %u: %s\n", mysql_ errno( conn), mysql_ errore conn)); 

exit(1); 

} 
The mysql_real_connect () function establishes a connection with the database. It 
needs to provide a connection handler, a host name, a user name and a password 
parameters to the function. The other four parameters are the database name, port 
number, UNIX socket and finally the client flag. 
if (mysql real connect(conn "localhost" "root" "51514322" "stepstruct" 0 NULL
- - , " , '" 
0) = NULL) { 
printf("Error %u: %s\n", mysql_errno(conn), mysql_error(conn)); 
exit(l); 
} 
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Third, the mysql_queryO was used to execute the SQL statement. In this case, the 

statement connected these tables designed before by their property. 

mysql_ query( conn, "SELECT actions FROM prec,act,post WHERE 

prec.action=act.actions AND act.actions=post.action"); 

After this operation, a new table was established and stored as Struct data type in the 

local memory. 

MYSQL _RES *result; 

result = mysql_storeJesult(conn); II get the result set 
int num_fields =mysql_num_fields(result); /1 get the number of fields in the table 
while ((row = mysql_fetchJow(result») 
{ 

for(i = 0; i < num_fields; i++) 

{ 

printf("%s ", row[i] ? row[i] : "NULL"); 
} 
printf("\n "); 

} I I fetch the rows and print them to the screen. 

Finally, the resource was free and MySQL handle was closed. 
mysql_free_result(result); 
mysql_ c1ose( conn); 
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3.4.2 Action plan synthesis 
With the availability of the action database and MySQL API for C, the action plan can 
be made. A task's initial condition and terminate condition need to be known initially. 
The following table shows the initial condition and terminate conditions of every task. 
Table 3.5 Initial condition and terminate condition of four tasks 
Initial condition Terminate condition 
pass an object to user find object leave user 
lift an object with user reach the position of wait for order 
object 
assist user to go upstairs reach user's position reach upstair 
move an object together reach object's location reach aimed place 
with user 
For the task of pass an object to user, when the program began to execute, the initial 
condition "find object" and the terminate condition "leave user" were input. The 
program called the MySQL database and found the first suitable action "catch the 
object", whose precondition is "find object". This action was marked as NO.1 in 
action plan. After judging it was not marked as "test time", the program continued to 
find another action from MySQL database, whose precondition is same as the 
,." 
• 
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post-condition of action "catch the object". In the end, the last action's post-condition 
is the same as the input terminate condition. Therefore, it is the end of the action plan. 
Finally, the action plan of "pass an object to the user" is formed. When the action 
"stop transfer" happened, it is the test time. All the output results are shown in the 
picture below. 
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Figure 3.12 Execution result of"pass an object to user" 
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Likewise, when the input initial condition and terminate condition are "reach the 
position of object" and "wait for order", this program can also form an action plan of 
"lift an object with the user". And the test moment is when the action "stop lifting" 
happens. The execution result is shown in the picture below. 
Figure 3.13 Execution result of "lift an object with user" 
For the task of "assist user to go upstairs", the initial condition is "reach user's 
position" and terminate condition is "reach upstair". This task can be formed as action 
plan by the program. The test moment is when the action "user stop" happens. The 
execution result was shown in the picture below. 
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Figure 3.14 Execution result of "assist user to go upstairs" 
For the task of "move an object together with user", the initial condition is "reach 
object's location" and terminate condition is "reach aimed place". This task can be 
formed as action plan by the program. The test moment is when the action "user stop" 
happens. The execution result was shown in the picture below. 
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Figure 3.15 Execution result of "move an obj ect together with user" 
According to these four examples above, when the necessary conditions are provided, 
it is clear that this program is able to search actions from MySQL database and form 
an action plan. At the same time, the test moment is also printed as the output result 
on the screen. 
. . ,' 
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CHAPTER 4. ROBOT MODELLING AND CONTROL 

The test moment determination component generates action plans for tasks and 
decides test moment for ARL. The action plan and the moment for testing are used to 
generate trajectories for service robots to complete the given tasks. The controllers of 
the robots will then control the robots by following the trajectories. This chapter 
describes a service robot model and a fuzzy control system used to control the robot 
by following trajectories converted from the action plan generated by the test moment 
determination component. 
4.1 Robot Modelling with SIMULINK 
In this part, two robot arm models with fingers were constructed by using 
SimMechanics toolbox in MATLAB. One robot arm represents a service robot, and 
the other represents a human user. They work together to accomplish specified tasks. 
4.1.1 Simulated robot model and blocks 
As one of toolboxes in MATLAB, SimMechanics extends Simscape with tools for 
modelling 3-D mechanical systems within the SIMULINK environment. It is a block 
-
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diagram modelling environment for the engineering design and simulation of rigid 
body machines and their motions, using the standard Newtonian dynamics of forces 
and torques. The 3-D animation is generated automatically, which benefits the 
visualization of the system dynamics. It can also import models complete with the 
mass, inertia, constraints, and 3-D geometry from several CAD systems. 
Siemens Manutec r3, illustrated in Figure 4.1, was chosen as a basic model to 
construct the simulated robot arms. Siemens Manutec r3 is an industrial robot arm. It 
is often used for a computer aided control system design and dynamic trajectory 
planning. The robot can simulate a number of physical effects, such as the robot arm 
movement, friction, elasticity and damping. Therefore, it's suitable to perform some 
basic actions of a service robot. 
Figure 4.1 Siemens Manutec r3 robot arm 
" "'",
" ., 
In this study, Siemens Manutec r3 robot is modified in the following way: 
52 
o 	Four links from the base and rotational joints that connect the links are kept. 
o The end part of the robot is fitted with two fingers. 
These modifications allow the robot to be able to complete actions such as grasping 
and releasing. 
In SIMULINK environment, a mathematical model is represented in the fonn of 
block diagram. SIMULINK provides the following blocks which can be used to 
construct a robot arm model: 
o 	Body block: Represents a user-defined rigid body. Body defined by mass, 
inertia tensor and coordinate origins and axes for centre of gravity and other 
user specified body coordinate systems 
o 	 Inertial frame block: Grounds one side of a joint to a fixed location in the 
world coordinate system 
o 	Environment block: Defines the mechanical simulation environment for the 
machine to which the block is connected. The settings include gravity, 
dimensionality, analysis mode, constraint solver type tolerance, linearization 
and visualization 
o 	Rotational freedom block: Represents one rotational degree of freedom. The 
follower body rotates relative to the base body about a single rotational axis 
going through collocated body coordinate system origins 
I 
, 
! 
l 
I 
-
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o 	 Coulomb friction block: Actuates a joint primitive with friction force/torque. 
Lock if static friction remains within the range of forward and reverse 
friction limits. 
4.1.2 Modelling robot models 
The following diagrams show the simulated robot models in SIMULINK 
environment. 
~------robot base 
Figure 4.2 Profile of Robot Arm 
Figure 4.3 Simulated Robot Arm (X, Z axis view) 
The two pictures above show the two robot models built in SIMULINK environment. 
The left one represents a service robot, while the right one represents a human user. 
They can work together to finish some cooperative tasks. 
54 
The two robot arms have the same physical structure, but different in control 
algorithm. Each robot ann is composed of seven parts, namely a robot base, four 
robot links and two fingers. This section takes one robot arm as an example to 
introduce the arms modelling. 
-
F<>1Jo.."'I!l--------, 
Folla.... 1 t!I----~robot bu. Body2Bcdyl Fing.rt 
Body3 8OOy4 
Fing.,2 
Figure 4.4 Connection block 
The robot base part is used for fixing and setting parameters of the outside 
environment. It consists of an environment block, an inertial frame block, a weld 
block, a bodyO block and a connecting point (Follower). 
Figure 4.5 Structure of robot base part 
The environment block defines the settings of the environment such as gravity and 
dimensionality by setting its property window. The weld block, considered as a joint 
-
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with zero degree of freedom, is used to connect the base and the ground. The inertial 
fran1e block defines a fixed point as the origin of an absolute 3-D space. The BodyO 
block is crucial, as it defines the position, weight, and shape of the base. The base is a 
40kg homogeneous hexahedral. The settings of the shape parameters of the base are 
given in the following diagram. 
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Figure 4.6 Property of the body block 
The Origin Position Vector column shows the position parameters of the base. All of 
the reference points are translated from the origin of the world coordinate system. 
The four robot links form the trunk of the robot arm. They have the same structure 
when building robot models. One unit structure is shown in the following diagram. 
-------------------------,~ 
CS1~CS2~ 
." 
2­
o '" ! f 
Figure 4.7 Structure of the robot link - Body! 
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Body! block, which represents the shape of Body! link, has the same function as the 
robot base part. Acceleration 1 block is the input part for this robot body. And it 
decides what kind of action this robot body can do, including the speed and beginning 
time of the action. The Drive 1 is a mask block with complex links, which makes the 
input work on the body block effective. It also contains rotational blocks that 
determine the number of degrees of freedom. These robot body parts have three 
degree of freedom. 
~S1 Jll-­___ 
Input rot.ltJon 
freedom 
Coulomb friotion phi 
Controll er 
". ' 
~ 
Figure 4.8 Structure ofthe driver which contains the actuator and the friction '~ 
The drive block of the robot arm has three main blocks. They are the controller block, 
motor circuitry block, and the input rotation freedom block which represents a 
gearbox. Trajectory commands are filtered and converted into control signals by the 
controller block. The control signals are the inputs to the motor. The gearbox is driven 
by the motor. The coulomb friction block models the actuator's internal friction. The 
Ie block applies initial positions and velocities to primitives of joint before starting 
simulation 
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4.1.3 Modelling fingers 
Two finger links fonn the two fingers connected to the robot ann to finish actions 
such as grasping and releasing. Each finger has three links and two joints that connect 
the three links together. Each link has a similar structure as the robot link but with 
different physical properties and controlling inputs. 
Figure 4.9 shows the model of one finger. It consists of three body blocks, three drive 
blocks and two input control blocks. The control policy of fingers is different. The 
fingers of the user robot are controlled by a defined trajectory. The fingers of the 
service robot are controlled by both the trajectory and the fuzzy controllers. When the 
cooperative action begins, the fuzzy controllers for robot fingers take over control of 
the fingers, otherwise, the fingers are controlled by the predefined trajectory. 
Figure 4.10 shows profile of two robot fingers in SIMULINK environment. As shown 
in diagram, they can finish some grasping and releasing actions. 
S Sody11II: iii9Qdy10S " aod',9 S " iii II:;;; u 
" 
" 
Figure 4.9 Structure of the robot finger 
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-
Figure 4.10 Simulated finger models 
4.2 Fuzzy Control System for Robot Model 
Since human-robot collaboration is important for service robots, choosing a control 
policy is crucial to the performance of the robots. Classical control theory can handle 
the problems of linear time-invariant control system. PID control method is widely 
used because of its simplicity and robustness. However, it cannot achieve precise 
control when meeting non-linear or time-varying systems. Modem control theory, 
based on state variables, can successfully control Multi-Input and Multi-Output 
systems. Nevertheless, both classical control theory and modem control theory have 
to establish a mathematical model of a controlled plant. In practice, it is difficult to 
get precise mathematical model for majority of controlled plants. 
It has been found, on the other hand, that although some complicated systems cannot 
be controlled by the traditional methods, they can be controlled by highly skilled 
.:::1 
I 
«< 
«< 
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human workers with abundant working experience. Fuzzy control is able to transform I 
human operators' knowledge and control experiences, expressed by nature language, ~ ;':";: 
into fuzzy rules which can be later used by computers to control the complex systems. I 
«:1wi; 
4.2.1 Fuzzy logic control 
A fuzzy control system is a system based on fuzzy logic (FL) - a mathematical system 
-
" 
that analyzes analog input values in terms of logical variables that take on continuous 
values between 0 and 1, in contrast to classical or digital logic, which operates on 
discrete values of either 0 and 1 (true and false). Fuzzy logic is the theory of fuzzy 
sets, a theory which relates to classes of objects with unsharp boundaries in which 
membership is a matter of degree (Mamdami, E. R., 1974). 
The number and variety of applications of fuzzy logic have increased significantly in 
recent years (Gerla G, 2005). The applications range from consumer products such as 
cameras, camcorders, washing machines, and microwave ovens to industrial process 
control, medical instrumentation, decision-support systems, and portfolio selection. 
In the past several years, fuzzy control is a preferred method of designing controllers < 
for dynamic systems even when traditional methods can be used. Experience has 
shown that a fuzzy controller is often more robust than a PID controller in the sense 
that it is less susceptible to noise and system parameter changes. Furthermore, a fuzzy 
I 
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controller may also be easier to design and easier to implement. The main merit is that 
it gives the most efficient knowledge representation method that can be devised for 
rule-based systems that deal with continuous variables. It can be used wherever such 
knowledge exists. 
Figure 4.11 shows the structure of a fuzzy control system. It consists of four 
components. The fuzzification block represents the process of converting precise 
input information to fuzzy input information. This process takes the inputs and 
determines the degree to which they belong to each of the appropriate fuzzy sets via 
membership functions. The defuzzification block stands for the process of converting 
fuzzy decision (output) into precise control signals. Fuzzy rules, which are obtained 
based on daily experiences, are stored in the fuzzy rule base. The fuzzy inference 
• 
engine is a computer program which mimics the process of human reasoning. 
Fuzzy rule 
base 
J 
--
Fuzzification 
interface 
,--+ 
Inference 
engine -
Defuzzification 
interface r--+ 
Figure 4.11 Process of fuzzy control 
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4.2.2 Fuzzy logic toolbox in MATLAB 
In this research, MATLAB is used in designing fuzzy controllers for robot models. 
The Fuzzy Logic Toolbox in MATLAB provides graphical user interface (QUI) tools 
for the design of fuzzy logic controller. The followings are five primary QUI tools for 
building, editing, and viewing a fuzzy logic controller: 
o Fuzzy Inference System (FIS) Editor 
o Membership Function Editor 
o Rule Editor 
o Rule Viewer 
o Surface Viewer 
These GUI tools are interconnected. If any change is made to a fuzzy logic controller 
through one of them, all other GUI tools will make the corresponding changes. The 
connections among the OUI tools are illustrated in Figure 4.9. 
r_ 
-"- -­
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FIS Editor 
Rule Editor 
I -"~""""~ "----.-._. 
Read-only 
tools 
Membership 
Function Editor 
Rule Viewer Surbce Viewer 
Figure 4.12 Interconnected primary QUI tools in Fuzzy Logic Toolbox 
The names and the number of input/output variables of a fuzzy logic controller are 
defined in the FIS Editor. The Membership Function Editor is used to define 
membership functions of all fuzzy sets associated with each variable. The Rule Editor 
is for editing fuzzy rules. The Rule Viewer and the Surface Viewer are used to display 
all fuzzy rules in either "If...Then ... " format or graphically. They are strictly 
read-only tools. 
The five primary GUI tools can all interact and exchange information. Anyone of 
them can read from and write to the workspace and to a file (the read-only viewers 
can still exchange plots with the workspace and save them to a file). For any fuzzy 
inference system, any or all of these five QUI tools may be open. If more than one of 
these editors is open for a single system, the various ~UI windows are aware of the 
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existence of the others, and, if necessary, update the related windows. Thus, if the 
names of the membership functions are changed using the Membership Function 
Editor, those changes will be reflected in the rules shown in the Rule Editor. The 
editors for any number of different FIS systems may be open simultaneously. The FIS 
Editor, the Membership Function Editor, and the Rule Editor can all read and modify 
the FIS data, but the Rule Viewer and the Surface Viewer do not modify the FIS data 
in any way. 
4.2.3 Designing fuzzy controllers 
In this research, two fuzzy controllers were designed in order to finish action tracking 
between service robot and human user in SIMULINK environment. These two fuzzy 
controllers work alternately depending on different situations, which is a promising 
way to achieve precise control effect. Fuzzy controllers are designed for the left robot 
model, which represents the service robot. 
-

Figure 4.13 Reference system assigned to the robot arms II 
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The right model, which represents the human user, is controlled by a defined 
trajectory. When cooperative action begins, the fuzzy controllers are initiated. The 
following diagram shows the control policy selection. 
No-cooperative action~ I
--__~.. Trajectory control 
~-------------~ 
Cooperative action 

Fuzzy control 

I signal ~ 
SwitchlFCLl J-.. 
I FCL2 ~ 
Figure 4.14 Selection of control policy 
There are three steps in designing a fuzzy control system: identifying input and output 
signal, defining fuzzy sets for the input and output variables, establishing fuzzy rules. 
The input and output variables are selected first. These variables are valued and 
calculated using both mathematic formula and the simulated components. After that, 
fuzzy sets and membership functions are defined in order to determine the degree of 
these variables. Fuzzy rules are established based on the experience and a suitable 
fuzzy rule is chosen for inference that depends on different situations. Finally, an 
output result is obtained through the inference process. The whole designing process 
is shown in following diagram. 
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Select input Calculate variables Fuzzy sets 
and output and actualize by ....,. define 
variables simulated component 
Output result inference Fuzzy 
1 
rules established 
and selected 
Figure 4.15 Process of designing FLCS 
4.2.3.1 Designing of first fuzzy controller 
In this study, the first fuzzy controller named prediction has two inputs angle and 
acceleration and one output force. The input angle, which represents the angle 
between the end-effector of human user arm and service robot arm, tells whether the 
human user's motion is followed. The other input acceleration represents the 
acceleration, which is the rate change of the human user's speed. This signal helps 
robot to predict the user's next movement. 
Assigning the robot arm a reference system, as displayed in Figure 4.13 , the height of 
the end-effector of Ll , Zl, and that of RJ, Z2, can be measured. The position of the 
end-effector of Ll along X-axis, Xl, as well as that of R\, X2, can also be measured. 
The angleB, can then be calculated as the following: 
21-22e= arctan --­
XI-X2 (4.2) 
This equation can also be implemented in SIMULINK in the way shown in Figure 
4.15 
-4.17 
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Tri~'cnom=tric Gain 
Manusl Swildl 
Add 
Oul1 
Function ~------------~[] 
Add1 atan 
Figure 4.16 Calculation of the angle ein SIMULINK 
The second input acceleration, b.v , can be calculated using the following equation: 
tlv = dZ(t) _ dZ(t - M) (b.t =O.ls) (4.3) 
dt dt 
This equation can also be implemented using SIMULINK, as illustrated in Figure 
><21 
x 
T ransp.oirl 
Delay predl,ction 
dzldt 
Figure 4.17 Calculation oftlv in SIMULINK 
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The membership functions were defined by the fuzzy logic toolbox in MATLAB. The 
defined domain of all input angles is limited between -10 and 10. Three fuzzy sets, 
which are negative, zero and positive, are defined on the create domain. In order to let 
the R\ respond quickly, the membership function for "negative" and "positive" fuzzy 
sets are defined as a trapezoid shape and that for the 'zero' fuzzy set as a Gaussian 
shape. 
1im..,,,1p~~ 
"ft" .'.~!~_~" 
.. 'T-·ft'-'-ft" 'T~~- .- i /--.."" 
Figure 4.18 Membership functions of the angle 
The membership functions of the second input acceleration for all fuzzy sets are in 
Gaussian shape. 
", 
"...., 
Figure 4.19 Membership functions ofacceleration 
The design of the fuzzy rules is based on experience. For example, if the end-effector 
of the user is higher than that of the robot and the change rate of user's lifting speed 
decreases, then the controller should keep the current lifting torque and wait. The 
fuzzy rules for the first fuzzy controller are given as: 
• 
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o If angle is positive and Acceleration is positive, then Force is positive 
o If angle is positive and Acceleration is zero, then Force is positive 
o If angle is positive and Acceleration is negative, then Force is zero 
o If angle is zero and Acceleration is positive, then Force is positive 
o If angle is zero and Acceleration is zero, then Force is zero 
o If angle is zero and Acceleration is negative, then Force is negative 
o If angle is negative and Acceleration is positive, then Force is zero 
o If angle is negative and Acceleration is zero, then Force is negative 
o If angle is negative and Acceleration is negative, then Force is negative 
It can also be viewed in the fuzzy rule viewer, as shown in Figure 4 .. 
Ang'ie; 5.5 Acceleration. 6.(19 Force. 6.26 
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../,J' .......0,..7 s 
8 s 
9 zs 
-1 ~ 10 
Figure 4.20 Fuzzy rule viewer 
These two inputs are fed into a fuzzy inference engine which is provided by the Fuzzy 
Logic Toolbox. Based on the fuzzy rules, the inference engine can produce a lifting 
torque which is the output of the controller. The output of the controller will be 
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transformed to current signals and applied directly to the joint between the two links. 
The fuzzy functions of the outputforce are defined as shown in Figure 4.21. 
...­
"',1 .,•....­
CIiItlt.nr-atlt·j(i·~· 
Figure 4.21 Membership function of "force" 
The controller structure can now be shown in Figure 4.22. 
Input: B 

Control signal 

Inference engine 
based on fuzzy rules l Output: force J 
Input: ~v 
Figure 4.22 Structure of first fuzzy controller 
4.2.3.2 Designing of second fuzzy controller 
The second fuzzy controller named control has two inputs angle and velocity and one 
output1'orce. The input angle has the same meaning as with the first controller's input, 
but different kind of the membership function. 
4.24 
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Figure 4.23 Membership functions of the angle 
The second input, velocity, is the velocity of the service robot arm's end-effector, 
which can be calculated using the following equation: 
dZ(t) 
v=-- (4.4) 
dt 
This equation can also be implemented using SIMULINK, as illustrated in Figure 
x12 
Figure 4.24 Calculation of v in SIMULINK 
The membership function of the input velocity is defined as the Gaussian shape. It is 
shown in Figure 4.25. 
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Figure 4.25 Membership functions of velocity 
The fuzzy rules of the second controller were also obtained based on the experience. 
For example, if the angle is positive and the lifting speed of the robot is also positive, 
than the angle will tend to zero and ~he robot keeps the current torque. These rules are 
the following: 
o If angle is positive and velocity is positive, then Force is zero 
o If angle is positive and velocity is zero, then Force is positive 
o If angle is positive and velocity is negative, then Force is positive 
o If angle is zero and velocity is positive, then Force is negative 
o If angle is zero and velocity is zero, then Force is zero 
o If angle is zero and velocity is negative, then Force is positive 
o If angle is negative and velocity is positive, then Force is negative 
o If angle is negative and velocity is zero, then Force is negative 
o If angle is negative and velocity is negative, then Force is zero 
These fuzzy rules can also be observed by Rule Viewer in SIMULINK environment. 
.. 
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Figure 4.26 Fuzzy rule viewer for second controller 
These two fuzzy controllers work alternately in order to achieve a precise control. 
Current value of the human user arm velocity determines which fuzzy controller is 
used. When the velocity is higher than 0.05 (simulated value), fuzzy controller 
prediction is on. In all other case, fuzzy controller control is selected. It is illustrated 
in figure 4.27 
Velocity 

(threshold) 
IL SWITCH 
.I IFCLl INI OUT -I Force 
...
-.-
IN2 
UFLC2 
Figure 4.27 Fuzzy logic controller chart 
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The switch variable 'velocity' connects two Relational Operator components, which 
can perfonn the comparison of its two inputs. Both Relational Operators are 
connected with the velocity and one constant input, 0.05. When the value of the 
velocity is greater than 0.05, the output of Relational Operator 1 is TRUE, and the 
output of Relational Operator 2 is FALSE. Then the output of the Fuzzy Logic 
Controller 1 is selected, and the output of the Fuzzy Logic Controller 2 is zero. When 
the velocity value is equal or less than 0.05, the output of Relational Operator 2 is 
TRUE, and the output of Relational Operator 1 is FALSE. Then the output of Fuzzy 
Logic Controller 2 is selected, and the output of Fuzzy Logic Controller 1 was zero. 
R.,I,tion31 
OpH.t'011 
Oivide1 
Outl 
Constant3­
Figure 4.28 Fuzzy controllers selection in SIMULINK environment 
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CHAPTER 5. THE INTEGRATION AND SIMULATION 

This chapter gives details about the integration of the test moment determination 
component and the robots' models. The test moment determination component, 
written in the C programming language calls the MATLAB engine and sends control 
commands to the model that represents the service robot, modelled in SIMULINK. A 
scenario of passing an object to user was chosen as an example. The simulated robot 
models developed in Chapter 4 are used in the simulation, which is controlled by the 
test moment determination component. Simulation results are also given in this 
chapter. 
I 
I 
I 5.1 Integration 
I 
, 
5.1.1 MATLAB engine 
MATLAB provides engine functions that connect C programs and SIMULINK 
models. With the MATLAB engine, the user can: 
D Call a mathematical routine, for example, to invert an array or to compute an 
I 
FFT from the user's program. When employed in this manner, MATLAB is aI 

I powerful and programmable mathematical subroutine library. 
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o 	 Build an entire system for a specific task, for example, radar signature 
analysis or gas chromatography, where the front end (GUI) is programmed in 
C and the back end (analysis) is programmed in MATLAB, thereby 
shortening development time. 
The MA TLAB engine operates by running in the background as a separate process 
from the user's program. This offers the following advantages: 
o 	 On UNIX, the MAT LAB engine can run on your machine or on any other 
UNIX machine on your network, including machines of a different 
architecture. This allows users to implement a user interface on workstation 
and perform the computations on a faster machine located elsewhere on your 
network. 
o 	 Instead of requiring that all of MATLAB be linked to user's program (a 
substantial amount of code), only a small engine communication library is 
needed. 
The process of calling MATLAB engine from a C program includes the following 
five steps: 
First, set up a compile environment. The MATLAB header files and MATLAB 
library files need to be set with a specified path. Start Microsoft Visual C++, choose 
Tool-Option-Directory, and then set a path as the two diagrams below: 
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Figure 5.1 Including header files path in VC environment 
Figure 5.2 Including library files path in VC environment 
Secondly, set up program linking options. After establishing workspace in Microsoft 
Visual C++, choose Project-Settings-Link-Category (Input). Add libeng.lib, libmx.1ib 
and libmat.1 ib in the option of "object/library modules" by keyboard input 
Project Settings . -:.-' :'114:1'1­
Figure 5.3 Including library files in VC project setting 
Third, include the header file of engine.h and define a handle to MATLAB engine 
object in the beginning of newly created cpp file. 
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{ Messag~Box «HWND)NULL, (LHS'tR.).i'Catl't ~tart MATLABengine"," " 
····•··· ..··'exit(-l)·
:J",,:. , ' ,,', "',, "" ., 
} 
The type Engine in the above program is of a C++ language opaque type. Users can 

call MATLAB as a computational engine by writing C++ programs that use the 

MATLAB engine library, described in MATLAB engine. The type Engine is the link 

between the user's program and the separate MATLAB engine process. 

The function engOpen defined in the way below: 

Engine *engOpen( const ellar *startcmd); 

The function engOpen starts a MA TLAB process using the command specified in the 

string startcmd, establishes a connection, and returns a unique engine identifier, or 

NULL if the open fails. In this program, the failure message is returned if cannot open 

the engine. 

Fourth, use MATLAB engine functions to control SIMULINK models. The main 

function used in this study is a function of engEvalString, which is defined in the 

following form: 

int engEvarsintf~(Ep.gineJ~p,constchar *string); 
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EngEvalString evaluates the expression contained in a string for the MA TLAB engine 

session, the parameter *ep, previously started by engOpen. On a PC, engEvalString 

communicates with MATLAB using a Component Object Model (COM) interface. 

The content of parameter string represents the command line used in MATLAB 

command window. 

engEvaIString(ep,"open_system('exp325testll')"); 

When the program finishes executing the above sentence, "open_system('exp325')" is 

the command working on MATLAB command window. After that, the model named 

exp325 is opened. 

Finally, execute the command "engClose(ep)" to close the engine handle. 

5.1.2 Integration oftest moment determination and simulated robot models 
This study uses the scenario of passing an object to the user to demonstrate the use of 
test moment determination component. This scenario, which is executed by the 
simulated robot models designed in Chapter4, is under control of the test moment 
determination component designed for ARL. 
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When the test moment determination component and the simulated robot models are 
integrated, a control command can be generated in the component and then sent to the 
models to control the robots, as shown in Figure 5.4. MATLAB engine can be called 
to implement the integration. ARL uses structures (Struct type in CIC++ 
programming language) to accommodate actions in an action plan and the 
corresponding control commands. 
Struct 
,-----+1 Actions 
~--------------~Database 
Commands 
Apply to models Data Find match data 
operation 
Action 
Plan Robot Modelling 
and Simulation 
Figure 5.4 Integrated system 
Struct for control commands is given in below: 
sirUct Cpmmand { 
Cll~ testime[10]; 

\.....,~h 
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In this structure, char content stores an action related with the target task, char cmd 
represents a control command to be applied to simulated robot models, char testime 
marks if this action is cooperative, and numOfLine records order of this action in an 
action plan. 
As described in Chapter 3, after an action plan is formed, the actions are stored in a 
local space and marked with an index number showing its order in the action plan. 
These actions are stored in the following structure. 
constint len=40; 
structStep{ 
char precondition[len]; 
char cbntent[len]; 
char postcondition[len]; 
char testime[lO]; 
int numInLine; 
}; 
static Step c1assStep[20]; 
In the above structure, char content[len] stores one action in the action plan, while 
char precondition[len] and char postcondition[len] store precondition and 
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post-condition of the action. Likewise, testime marks if this action is cooperative, and 
numInLine records the order of this action in the action plan. 
Char content[len] in Struct c1assStep has the same action as char content[40] in Struct 
Command. In this case, the variable numInLine in Struct c1assStep will pass its value 
to the variable numOfLine in Struct Command when the content of the two variable 
is the same. After this, the Struct array Command also marked with an index number 
showing its order to execute target task. 
structStep{ struct Command { 
char precondition[len]; char cmd[300]; 
char content[len]; char testhlle[l 0]; 
cllar postcondition[len]; int numOtLirle; 
char testime[lO]; charcontent[ 40]; 
int numInLine; }; 
If "content[len]" has the same content 
with "contentf 401" 
numOfLine= numInLine 
Figure 5.5 Passing value between matched data 
Since they have to be executed in a certain order, it is necessary to arrange the control 
commands is ascending order. Bubble Sortis is one of most popular algorithms to 
achieve this goal (Paul Biggar, 2005). Bubble Sortis is a simple sorting algorithm. I 
works by repeatedly stepping through the list to be sorted, comparing each pair 0 
adjacent items and swapping them if they are in the wrong order. The pass through the 
82 
list is repeated until no swaps are needed, which indicates that the list is sorted. The 
algorithm gets its name from the way smaller elements "bubble" to the top of the list. 
Because it only uses comparisons to operate on elements, it is a comparison sort. In 
this research, Bubble Sort algorithm is implemented in the following code: 
for(lpfi=l;i<5;i++) 
{ 
for(int j=4;j>=i;j--) 
if( cm,dStepm .nUI1J.O,iLihe<cmdStepU -1] :numOfLine) 
strcpy(crndStep[5lcind,cmdSt~pfjl.()ihd); 
strcpy(cmdStepO]~cmd,6nl<:lSt¢pu-Jlcmd); 
':$ircpY(6rp.dStepU~ 1J.crnd,'cmd$t~p[5] ~cIJid); 
cmdSiep[5].numOfLine=cmd~#~PU]·IlumOfLine; 
cmdStepO].numOfLille=cmd$tepU;I];ntimOfLine; 
cC1l1dStepu- i] .nUIllOfLil1e¥9WIlStepI$J :nUillQfLi11~; 
} 
} 
83 
In the above code, the parameter numOfLine is the evidence for sorting. Neveliheless, 
it is necessary to finish data change between the two comparing cmdStep structures 
using instruction "strcpy( cmdStep[ 5] .cmd,cmdStepfj] . cmd)" . 
Finally, control commands are arranged in a sequence in ascending order. They need 
to apply to the simulated robot models one by one. If the testtime variable of a 
command is set true, test actions, stored in another structure, should be called. This 
structure is defined in the following way: 
struct TestAction{ 
char cmdl[200]; 
char cmd2[200]; 
}; 
TestAction TestAct={"se(.l'ararn( ... ) "," setJ'aram( ... )"}; 
The T estAction structure stores commands corresponding to the test actions. The 
parameters char cmdl (200] and char cmd2[200] represent command line for 
simulated robot models. When one action is marked as a test action, the program will 
call the TestAction structure and execute test action command that is stored in 
TestAction structure. 
The process of calling control commands and applying to the simulated robot models 
can be illustrated as follow: 
----- -~ 
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Pass index value Ascending sort Execute command 
Command.numOfLine= Bubble Sort Execute test action if 
stepStruct.numlnLine marked test time 
Figure 5.6 Process of calling command 
5.2 Simulation 
After the integration, the test moment determination component can automatically 
provide commands to the simulated robot models. This section gives the details of a 
simulation where the service robot model passes on an object to the user model. 
During the simulation, the service robot model receives control commands generated 
in the test moment determination component to pass on an object to the user robot 
model. Test actions are taken at the test moment coming. 
The human user model is controlled by a defined trajectory. The step of each action is 
shown in the following table: 
I 
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Table 5.1 User's action steps 
Action Step User's action by defined trajectory 
First Step moved to the assigned location 
Second Step opened hand to receive 
Third Step Response to suitable test action 
Fourth Step adjust object position 
IFifth Step leave 
I 
An action plan for the task of passing object, shown in Table 5.2, was generated using 
the forward chaining method described in Chapter 3. Individual actions and their 
corresponding control commands are stored in the structures represented in the 
previous section. Control commands are then sent to the service robot model. 
Table 5.2 Task ofpass an object to user 
Precondition Action Post-condition Test judge 
find object catch object make sure grasp tightly no-test 
make sure grasp 
tightly 
reach the position of 
user 
pass the object 
put into user's 
hand 
reach the position of user 
get ready to move 
no-test 
test 
get ready to move 
finish adjust 
adjust position 
together 
release totally 
fmish adjust 
leave user 
no-test 
no-test 
In the first step in the simulation, simulated time starts from 0.0 to 1.8 second. The 
service robot model starts with finding an object and finishes the action by catching 
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the object. The user model reaches its position and waits for the serVIce robot, 
according to a pre-defined trajectory. This step can be seen in Figure 5.7. 
r '" " 
Figure 5.7 Robot motion of first step in SIMULINK 
In the second step, the simulated time struis from 1.8 to 3.4 second. The service robot 
model moves to the user's position gradually. The user model also opens its hand to 
be ready to receive the object. Finally, the service robot and the human user hold 
object together, as shown in Figure 5.8. 
Figure 5.8 Robot motion of second step in SIMULINK 
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According to the action plan, it was the moment for the service robot to apply the test 
actions. This is because the user robot may need to adjust its position in order to 
firmly hold the object. 
The user robot may have three intentions: staying in the middle position, moving left 
a little (up position in Figure 5.8), and moving right a little (down position in Figure 
5.8). Three linguistic terms were used to describe these three reasons, namely, "stay in 
middle", "move left", and "move right". In this case, test actions and associated 
conditions are: 
o Ifto confirm "stay in middle", Then Stay-still 
o If to confirm "move left", Then move Left-slightly 
o If to confirm "move right", Then move Right-slightly 
In the case that the user intends to move left, if the robot model takes action of 
Stay-still, then the user will remain his current position unchanged. If the robot takes 
the action of Right-slightly, the user will also remain his current position unchanged. 
If the robot model takes the action of Left-slightly, the user will cooperate with the 
robot to move left. Therefore, the inference diagram is shown as follow: 
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Test Action Response 
Inference 
Stay-still Stay 
Intention of user , 
Right-slightly Stay 
Move left 
Left-slightly Move left 
Figure 5.9 Test action and inference for intention "Move left" I 
In the case that the user intends to move right, if the robot takes action of Stay-still, 
then the user will remain'his current position unchanged. If the robot takes the action 
of Left-slightly, the user will also remain his current position unchanged. If the robot 
Itakes the action of Right-slightly, the user will cooperate with the robot to move right. 
Therefore, the inference diagram is shown as follow: 
Test Action Response 
Inference 
Stay-still Stay Intention of user 
Right-slightly Move right Move right 
Left-slightly Stay 
Figure 5.10 Test action and inference for intention "Move right" 
In the case that the user intends to move right, no matter what action of Stay-s 
Left-slightly or Left-slightly the robot takes, the user will always remain his posi1 
unchanged. Therefore, the inference diagram is shown as follow: 
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Test Action Response 
Inference 
Stay-still Stay 
Intention of user 
Right -slightly Stay 
Stay in middle 
Left-slightly Stay 
Figure 5.11 Test action and inference for intention "Stay in middle" 
In this experiment, the robot takes the test actions during the simulated time between 
3.4 and 5.4 second. The first test action the robot takes is Right-slightly, which started 
from 3.4 to 4.0 second. The user model remained in its position unchanged during this 
time, shown in Figure 5.12. 
Figure 5.12 Robot motion of first test action 
The second test action the robot taken was Stay-still, which started from 4.1 to 4.7 
'11 . d" . . h d durl'ng this time. This can 1second. The user Stl remame m Its posItion unc ange 
seen in Figure 5.13. 
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Figure 5.13 Robot motion of second test action 
The third test action the robot taken was Left-slightly, which started from 4.8 to 5.4 
second. The user cooperated with robot and adjusted to a suitable position together. 
Then it can be judged that the user's intention was moving object to left position, as 
displayed in Figure 5.14. 
Figure 5.14 Robot motion of third test action 
In the next step, the robot moved object left with the user from the simulated time 5.5 
to 8.3 second. During this time, the robot followed the user's trajectory under the 
influence of the controllers designed in Chapter 4. 
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The pre-defined motion trajectory for the user is shown in Figure 5.15. X axis 
represents time and Yaxis represents the height of the end-effector. From 5.8s to 6.8s, 
the user moved 0.035 meters to left side. 
y 
-0.3 

-0.36 

-0.37 
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Figure 5.15 Trajectory of user's motion 
The robot's motion is shown in Figure 5.16, where X axis represents time and Yaxis 
represents the height of the end-effector. From 6.4s to 7.6s, the robot moved 0.03 
meters to left side under the influence of fuzzy controller. There is a time delay due to 
the fuzzy controller's response time. 
y 
-0.33[; . 
-O.3·~ 
-0.345 
i 
-0.35 
-O.35t; 
-0.36, 
-O.365jl-___________________ X 
6.4 	 6.6 6.8 7.0 7.2 7.4 7.6 
Figure 5.16 Trajectory of robot motion 
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0.04 
The angle between the user and the robot is shown in Figure 5.l7. X axis represents 
time and Yaxis represents the angle. From 5.8s to 6.4s, the robot moved later than the 
user, and the angle increased to 0.035rad. From 6.4s to 7.8s, the angle decreased to 
0.005rad because the user gradually slowed down and the robot tracked the user's 
motion by fuzzy controller. 
y 
x 
-0.04 1...-...",...,.--_-.,...._"=-'-='_-=-'-...,.......--::-"=-____-'-~--"__­
5.8 	 6.0 6.2 6.4 6.6 6.8 -7.0 7.2 
Figure 5.17 Angle between user and robot 
After the robot finished tracking the user's motion, the fuzzy controllers went to the 
stable state. Both of their outputs decreased to nearly zero. The output of f the fuzzy 
controller prediction is 0.00286, while the control signal of the fuzzy controller is 
0.00688. This can be seen from the following diagrams that show the Fuzzy control 
rule view of MATLAB fuzzy control toolkit. 
• 
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Figure 5.19 Output viewer of fuzzy controller prediction 
The final step started from 8.3 second. During this period, the robot released the 
object to the user's hand. After this, both the robot and the user moved away from the 
positions of transferring the object. This is shown in figure 5.20. 
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Figure 5.20 Robot motion of final step in SIMULINK 
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CHAPTER 6. CONCLUSIONS AND FURTHER WORK 
6.1 	 Conclusions 
This study aims at the development of test moment determination component in ARL 
system. Since the test actions are significant characteristics of ARL system, this 
component is designed for determining the test action moment for ARL system. In 
this study, a scenario of pass an object to the user is set up in order to test the test 
moment determination component. 
ARL for service robots is an approach to develop beliefs of their users' intention and 
preference. This approach allows a robot to perform tests on its users and to build up 
the high-order beliefs according to the users' responses. This study designs the test 
moment determination component to decide when test actions need to be taken. An 
action plan is a basic concept for a design of the test moment determination. 
Forward-chaining reasoning is used for forming every single action into an action 
plan. The following work has been done: 
o 	 Establishing an action bank for the test moment detem1ination component. 
Individual actions have been defined with specific forms. Every single action 
has been stored into a relational database. 
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o 	 Implementing forward-chaining reasoning. The program reads actions from 
the designed database and generates an action plan with the actions. 
o 	 Developing mathematical models of the two robot arms which were used in 
this study for the purpose of simulation. One robot model represents a service 
robot, while the other a human user. Each model has seven links and can be 
used for object passing and receiving. 
o 	 Developing two fuzzy logic based controllers to control one robot model to 
cooperate with another. These two fuzzy controllers work alternatively to 
ensure control accuracy. 
o 	 Setting up a simulation environment to test the test moment determination 
component using object passing scenario. In this scenario, the robot model 
passes an object to the user model. During this process, test actions are taken 
when cooperative actions start. 
o 	 Testing the effect of test moment determination component through 
simulations. 
The program and simulation results presented in this dissertation show: 
o 	 Action plan can be formed using forward-chaining reasoning. When the 
initiative condition and tern1inate condition are provided, actions can be read 
from a designed database and organized into an action plan. 
o 	 Test moment is marked in the action plan. The program judges every action's 
property and output corresponding message iftest moment starts. 
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o 	 The actions that simulated models carry out are coincided with the actions 
defined earlier in the action plan. It means the formed action plan can be 
executed by the simulated robot model properly. 
o 	 Test actions are executed by the robot model when the test moment starts. 
After taking test actions, the user's intentions can be judged. 
o 	 The fuzzy logic controllers can control the robot model to cooperate with the 
user effectively. The robot model can track the user's motion with fuzzy 
controllers. Some experiment errors are acceptable. 
6.2 	 Further Work 
This study has provided four typical cooperative tasks as examples. Each task has five 
steps. Although these actions are all typical, there are other tasks that can not be 
represented by them. In future work, more tasks can be defined and stored into a 
database and each task can be detailed with more steps. This study selected one object 
passing scenario for simulation. The simulated models can be more universal to 
complete some other tasks. In future work, every task that has been chosen is required 
to be simulated by a robot model. 
In this study, actions stored in the atabase do not have the same property of 
Precondition, Action or Post-condition with each other. This kind of setting gives the 
reasoning process a simpler situation. In reality, there can be some different actions 
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that have the same precondition. For example, "catch an object" can be a precondition 
of "pass the object to user", and also can be a precondition of "pass the object to the 
kitchen". In future work, the algorithms of reasoning process need improvement so 
that they can deal with more complex situations 
The fuzzy controller developed in this research for the robot model that tracks the 
movement of the user model has overshoot when the user model stops. To overcome 
this problem, the fuzzy control needs to be combined with an integral module, such as 
a PI (Proportion Integral) control for better effect. 
In the object-passing scenarIO, the object that the robot passes to the user is 
considered flexible. So the simulation process can run properly. In reality, an object 
can be a rigid body. In this case, the robot needs to control its force to prevent a 
damage to the object. 
• 
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