Abstract-Modeling of hydrological process has become increasingly complicated since we need to take into consideration an increasing number of descriptive variables. Soil, topography, land use, rainfall and flow are some of the variables which are difficult to be spatially measured. In recent years black box solutions like arti ficial neural networks have been used in modeling complex process of hydrologic events. The potential appli cations of multilayer feedforward back propagation neural networks for developing rainfall-runoff relation ships for some homogeneous catchments located in the north of Iran were studied and compared with those of a multiple regression model. A total of 24 sites yielding 356 pairs of observed data were studied. The most popular network in hydrology, i.e., multilayer feedforward back propagation was used. Results show that among the different backpropagation learning algorithms used in this research, the Levenberg-Marquardt resulted in the best performance. Keywords: artificial neural networks, estimation of flood, flood frequency, hydrological modeling.
INTRODUCTION
The study of environmental systems has become increasingly complex due to a large number of explan atory factors that must be considered. In the field of hydrology the more detailed the ground description we apply, the better the understanding of hydrological processes that will be achieved. The main difficulties arise from physical processes that are naturally com plex and often inadequately defined. Factors such as topography, land use, precipitation, and runoff are general parameters in a complex hydrological system, which are often difficult to monitor on an appropriate scale. Also insufficient records of rainfall and flow data restrict modeling of hydrologic events. Regional flood frequency analysis based on the Index Flood Method [10] was developed to overcome the problem of inade quate observed data. In a simple solution of regional flood frequency analysis, the flow information from all catchments in a homogeneous region is employed to provide a pooled estimation of a T year flood event. Jakob et al. [21] suggested that a region should have at least 5 T station years of data for a reliable pooled esti mation of a flood event with T years return period.
Development of new algorithms and models could enhance the ability to solve complex systems of 1 The article is published in the original.
hydrology in different ways. In the past decade, ANN models have become extremely popular for prediction and forecasting in many fields of earth sciences such as environmental science, hydrology, water resources and watershed management [2-4, 8, 9, 11, 12, 15, 17, 20-25, 27, 30, 33, 34, 36-38, 41-44] .
In an attempt to promote the accuracy of the runoff estimation in the Red River Valley, southern Mani toba, Canada, Elshorbagy et al. [14] applied an artifi cial neural networks (ANN) solution and compared it to those of linear and nonlinear regression techniques (NRA). The performance of ANN based models was found to be better than those of other approaches except that they are dependent on the data input struc ture. If the data set is not sufficient to encompass entire data patterns during the training phase, other models such as NRA may tend to yield better results. In such cases, however, the ANN based models dem onstrate better ability in prediction. This suggests that ANN models are not adequate as a unique approach for runoff forecasting and that the application of other traditional techniques is therefore necessary.
H.K. Cigizoglu [7] demonstrated the applicability of ANNs in forecasting, estimation and extrapolation of the daily flow data of the rivers in the east Mediter ranean region of Turkey. He used a multi layer percep tron network as the ANN structure to predict river Dawson et al. [13] applied ANN to predict flood quantiles and the index flood (the median of the annual maximum series) for 850 catchments across the UK. ANNs were trained to associate catchment components with flood event magnitudes with no need on the part of the modeler to fully define the relation ship. They suggested that ANNs provide improved flood estimates compared to multiple regression mod els. The effect of geographical factors on model per formance was also established.
This research aims to apply artificial neural net work techniques for improved flood quantile estima tion in the southern strip of the Caspian Sea Water shed. This area has intermittently been affected by severe floods causing damage to human life and prop erties. In previous studies on flood prediction in the region, the problems were experienced with insuffi cient observed rainfall and flow data as well as the complex behavior of the floods.
MATERIALS AND METHODS

Study Area
The study area of 42400 km 2 lies down the southern bank of the Caspian Sea (Fig. 1) . The most critical rea son for its selection to conduct the study is the rela tively large recorded rainfall and runoff data which allow for a flood modeling study. With a permanent river network as well as productive farmlands, range lands and forests, this region is of major interest eco nomically. The study catchment has a complex topography with a diversity of slopes. Average slope is 
Methodology
In the present research an ANN was used to model floods based on climate and catchment descriptors in the study area. A flowchart based on that proposed by Mashudi [28] shows the steps for ANN application (Fig. 2) . The script code was written in the Neural Network Toolbox of MATLAB.
Data Set
A total of 24 catchments which had already been confirmed to be homogeneous and for which appro priate data were available were selected. The rainfall and runoff data from 1961 to 2005 were used for model development. Since adequate data is needed for employing ANN, all of the observed peak discharge data were used in this research. They encompass 584 daily values of rainfall and runoff pairs. The data set was obtained from the Company of Water Resources Research (TAMAB) and also the Meteo rology Organization of Iran. As the first step, input (independent variables) and output (dependent vari ables) data were selected. In addition of catchment descriptors (area, mean elevation, shape factor and Gravelious parameter) several climate factors (mean annual precipitation, annual maximum rainfall, rain fall at the time of flood events and rainfall 5 days before flood events) were also considered as inputs because previous researches in the study area indicated their significant relation to floods [1, 5, 16, 40] . Records of flood events are the outputs. Before using the data in the ANN they need to be normalized. In this research data were normalized to fall between 0 and 1.
The next step was neural network split validation in which available input data were divided into three sets:
(1) A training set which is used to fit the ANN model weights for a number of different network con figurations and training cycles;
(2) A validation set which is used to ensure proper training;
(3) A test set which is used to evaluate the chosen model against unseen data.
In dividing the data, care was taken that the train ing set covered the range of minimum and maximum values. Data were divided into 60, 20 and 20% as train ing, validation and testing sets, respectively.
Topology of the ANN
The appropriate architecture for an ANN depends on the problem and the type of learning algorithm. In this research a multilayer feedforward ANN (MLFFNN) was used. This is the most common type of ANN employed in hydrology which has the ability of modeling the unknown input output relation. It consists of three layers (input, hidden and output) each with a number of neurons. The number of input and output layers is the same as the numbers of input and output data sets, i.e., 7 and 1, respectively. The number of hidden layers is determined by trial and error.
Transfer Function
Transfer functions are mathematical functions used for transforming the neuron inputs into a single output. Since there is no specific transfer function defined in flood modeling, different types of transfer functions were studied in this research including logis Depending on the transfer function used, several sce narios were defined and results were compared to select the best topology.
Training, Validation and Testing Training (calibration) is an iterative process which is characterized by selection of initial weights and the stopping criteria of learning. Initial weights were ran domly generated between -1 and 1 and optimized through learning to generate the closest outputs to the measured values. Stopping criteria were set by defining the number of iterations and also an acceptable error level. This means that the learning was continued until the error between the calculated and the target values fell below the pre specified error (10 -10 ) or the maxi mum number of epochs (10 4 ) was reached. Other learning parameters, viz. momentum function and learning rate, were initially set by the MATLAB tool box default then optimized by trial and error. Then the momentum rate was set to 0.9 and the training rate made to range between -0.1 and 0.1. Testing sets were used to select the best performance.
Indicators of ANN Model Performance
The performance of the ANN was evaluated by four measures [32] :
-The correlation coefficient (R value) is used to evaluate the goodness of fit of the model. (1) where N is the number of samples; t i = T i -, p i = P i -and T i and the P i are the target and predicted values for i = 1, …, N. and are the mean values of the target and predicted data set, respectively.
-The bias in predicted values (difference between target (T i ) and predicted values (P i )) is determined by the mean error (ME).
(2) -The mean squared error (MSE) is used to mea sure the performance of a training process. It is the average sum of squares of the differences between measured target and ANN predicted values
The ability of the ANN predicted values to match measured data were evaluated by the root mean square error (RMSE).
(4)
The Comparison of the ANN with the MLP In order to assess the performance of the model obtained using the ANN, it was compared to the con ventional statistical method of Multiple Regression.
RESULTS AND DISCUSSION
Regionalization of the Study Area
Delineation of homogeneous regions in terms of flood behavior was achieved by employing homogene ity methods over catchment descriptors [6] . A number of conventional methods of homogeneity, i.e., hard clustering (hierarchical and non hierarchical cluster ing, K means) and soft clustering (Fuzzy C means and Kohonen) were studied and compared by the l moment technique. Ultimately, 38, 13 and 10 catchments were allocated to 3 specified regions. Assessment of homogeneity in each region was achieved and approved by three proposed heterogene ity measures, i.e., with values of 1.94, 1.13 and 0.71, respectively. The first region including 38 catchments was used for further flood study (Fig. 3) .
Modeling Floods Using ANN
After defining homogeneous regions in the study area, a flood model was developed. A total of 24 catch ments out of 38 which were eligible in terms of ade quate rainfall and runoff data were selected in this region ( Table 1 ). The area selected contained 356 pairs of observed data. The most popular neural network in hydrology, viz. a multilayer feedforward back propaga tion (MLFFBP) network, was used.
Based on the flowchart of ANN in the previous sec tion of this research, data were divided into 3 parts as training, validation and testing inputs ( Table 2) . Then variables were normalized and all parameters given identical attention during the learning process.
Among the available learning algorithms in the Neural Network Toolbox of MATLAB, three algo rithms were selected. Gradient descent back propaga tion (TRAINGD) and gradient descent with adaptive learning rule back propagation (TRAINGDA) as the most widely used activation functions in hydrology and the Levenberg-Marquardt (TRAINLM) as the fastest converging. The three algorithms linear (PURELIN), hyperbolic tangent sigmoid (TANSIG) and logistic sigmoid (LOGSIG) were selected as acti vation functions for the output layer. The hidden layer includes 1 layer with different neurons. By defining different parameters of each network, the optimum point yielding the best performance of the network was obtained (Fig. 4) . Then the optimum values for the coefficient of determination (R 2 ) in the training, validation and test ing steps were determined (Fig. 5) . By combination of different activation functions in input and output lay ers and also different numbers of neurons, several sce narios were defined and compared (Table 3) .
The optimum network determined using the evalu ation function which maximizes the correlation coef ficient between the estimated runoff and target values had a structure of 8-10-1. In other words this network included 8 inputs nodes, 10 nodes in the hidden layer and one node in the output. Among the different back propagation learning algorithms used in this research, the Levenberg-Marquardt (LM) resulted in best per formance because, as stated earlier, it has the fastest convergence ability. Although many studies have addressed the use of a linear function in the output, a good performance of linear function in the output has not been resulted in this study. The number of nodes in the hidden layer has a close relationship to the perfor mance of the network. The higher the number of the nodes, the better the performance will be. However, to reduce the complexity of the network, only 10 nodes were selected. Also, it was found that the best perfor mance was obtained when the initial weight distribu tion was ±0.5, the moment constant was 0.5, the num ber of iterations was 10000 and the learning rate was 0.01.
The performance of the network training is shown in Fig. 4 . As this figure displays, the trend of training, validation and test errors were plotted. The best valida tion performance occurred in the 8th iteration (epoch 8). Since there was no significant overfitting at this point and the final mean square error was small, the system result was considered acceptable.
Linear regressions between the network outputs and the corresponding targets were achieved to inves tigate the performance of the network. The regression plots (Fig. 5) show the network outputs for targets for training, validation, and test data sets. As the optimum fit, the data in all sets should concentrate around the 45 degree line because in this area output and target sets are identical. For this case, the training data had a good fit with R 2 values more than 0.9 while the testing data didn't show a good fit. Therefore the network was retrained, the initial weights and biases of the network being changed to improve performance.
Comparison of ANN with the MLRP
A regression relation between independent vari ables, i.e., area (A), mean elevation (ME), annual pre cipitation (AP), shape factor (SF), Gravelious factor (GF), long term mean annual precipitation (MAP), equivalent precipitation at the time of flood event (EP), 5 days antecedent precipitation (5 days P), maximum annual precipitation (MAP) and the dependent variable (peak flow) was established to assess the performance accuracy of the ANN in flood modeling ( Table 4 ). The total data set, used for train ing and validation of the ANN (497 pairs) was employed for calibration of the model and the rest of the data set (107 pairs) was used for testing the model. The process of regression by a standard method was run using SPSS software, version 15. Firstly all of the variables were employed in the regression model to select the appropriate independent variables. The data set was initially transformed to meet the normality need. Four independent variables which have at least 0.3 correlations with the dependent variable were used in the model [29] . These variables include rainfall at the time of the flood event plus antecedent rainfall, area, long term mean annual precipitation and annual rainfall. Then a multiple standard regression model was applied using the obtained variables ( Table 5 ).
As the table shows, the correlations between inde pendent variables are less than 0.7 which is within the acceptable range [29] . In order to check collinearity diagnostics on the study variables Table 6 was con structed. The column headed tolerance must contain values more than 0.1 to support the assumption of multicollinearity [29] . The table shows that the above mentioned values are more than 0.1 which indicates a low multiple correlation between variables. In other words the assumption is not violated. Also the column headed Sig. has values less than 0.05 which indicates the significant effect of the independent variables on the dependent variable.
One of the other assumptions that need to be checked is outliers. Using a normal probability plot (Fig. 6 ) and scatter plot (Fig. 7) of the regression stan dardized residuals, this assumption is inspected.
As the P P plot shows the points almost lie in the straight diagonal line with some deviations from nor mality. In the second plot the residuals are almost dis tributed on a rectangular shape with only a few points with standardized residual out of acceptance level for outliers [29] , i.e., between -3.3 to +3.3. Outliers can also be checked by the Mahalanobis distance. Based on the number of independent variables (i.e., 4) the critical chi squared value would be 18.47 [39] . This means that cases with Mahalanobis distance exceed ing 18.47 are considered as outliers. Since the number of outliers (5 out of 498) is small compared to the number of data (about 1%), regression is acceptable. To evaluate the model, R 2 square values in Table 6 are checked.
This table shows that only 35.4 percent of the vari ance in the dependent variable (peak discharge) is explained by the model. In other words multiple regression has not resulted to a strong model for pre dicting peak discharge using the catchment attributes in the study area. The adjusted R 2 value is used in such cases where the number of samples is small. In order to evaluate the statistical significance of the model, ANOVA is checked ( Table 7 ). As this table shows, S = 0.000 which means p < 0.0005 so the model is accept able.
The relevant equation is:
The performance of the model is about 35.4%. Comparison of the performances of regression and ANN methods (Tables 3 and 6) indicates that the ANN method performed better than the conventional multiple regression method in the study area.
CONCLUSIONS
The potential applications of MLFFBP neural net works for developing rainfall-runoff relationships for some homogeneous catchments located in the north of Iran were studied and compared with those of a multiple regression model. ANN's are a powerful tool for solving complex nonlinear hydrological problems, and they don't need the complex nature of the under lying event under consideration to be mathematically defined in detail. Among different types of network, MLFFBP is the most commonly used in hydrology and water resources modeling.
Although several researches have addressed the application of the same transfer function in all layers [20, 21, 26] , it did not result in significant perfor mance in this study.
Although many studies have suggested the use of a linear function in the output [31, 32, 37] and others recommend the cubic polynomial [35] , this has not led to a significant performance improvement compared to logistic sigmoid and hyperbolic tangent sigmoid. This research aimed to employ an ANN solution for prediction of flood events in the study area. Since floods have inherently complex mechanisms which cannot be modeled by linear regression models, net works were used which can be learned for function approximation. Based on a search of the latest litera ture it was found that no study had already been con ducted to compare the effectiveness of the LevenbergMarquardt (LM), Gradient descent backpropagation and gradient descent with adaptive learning rule back propagation approaches to rainfall-runoff modeling in the study area.
Among the different backpropagation learning algorithms used in this research, the LM resulted in WATER RESOURCES Vol. 40 No. 6 2013 CHAVOSHI et al. the best performance because it had the fastest conver gence ability. The number of nodes in the hidden layer has a close relationship to the performance of the network. As stated earlier, the higher the number of the nodes, the better the performance.
The results of this research support the application of the model for ungauged catchments in the study area dependent upon the confirmation of its homoge neity. Transferring data from gauged to ungauged sites is essentially dependent on the similarity of their hydrological behavior. Also, in cases where the preci sion and modeling speed is crucial, like flood model ing in a homogeneous region, ANN is suggested as a promising technique because it doesn't require detailed knowledge of catchment characteristics and complex hydrological behavior.
The literature shows that ANN's have been widely used as an effective solution for complex non linear and noisy systems. However, the results obtained in this research show that in situations where the observed record of data is too short, i.e., less than 5T [19] , the conventional MLPR models may be more applicable since they need much less data than ANN's.
The results of the multiple regression analysis showed that the significant variables in relation to flood prediction include rainfall at the time of the flood event plus antecedent rainfall, area, long term mean annual precipitation and annual rainfall.
RECOMMENDATIONS
For successful implementation of an ANN it is rec ommended to employ new algorithms for training data (like the Imperialist Competitive Algorithm) and for weight adjustment (like Evolutionary Algorithms (EA), Birds Algorithm (BA) and Simulated Annealing (SA)). In this study only one type of ANN viz. a mul tilayer perceptron neural network was used. Other types of ANN's like Self Organizing Maps (SOM), Radial Basis Function (RBF) networks and ANN ensembles can also be tested and compared. 
