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Abstract
Current state-of-the-art conditional generative adver-
sarial networks (C-GANs) require strong supervision via
labeled datasets in order to generate images with contin-
uously adjustable, disentangled semantics. In this paper we
introduce a new formulation of the C-GAN that is able to
learn realistic models with continuous, semantically mean-
ingful input parameters and which has the advantage of re-
quiring only the weak supervision of binary attribute la-
bels. We coin the method intra-class variation isolation
(IVI) and the resulting network the IVI-GAN. The method
allows continuous control over the attributes in synthesised
images where precise labels are not readily available. For
example, given only labels found using a simple classifier of
ambient / non-ambient lighting in images, IVI has enabled
us to learn a generative face-image model with controllable
lighting that is disentangled from other factors in the syn-
thesised images, such as the identity. We evaluate IVI-GAN
on the CelebA and CelebA-HQ datasets, learning to disen-
tangle attributes such as lighting, pose, expression and age,
and provide a quantitative comparison of IVI-GAN with a
classical continuous C-GAN.
1. Introduction
Advances in deep learning have led to the performance
of deep neural networks surpassing human levels in a num-
ber of tasks, e.g. face-recognition (FR) [14]. One of the
most important aspects limiting further progress is the lack
of availability of balanced datasets. FR datasets must con-
tain images of many identities in order that networks be
able to learn mappings that generalise well to identities not
present in the training dataset. They must also contain many
images of each identity under a variety of conditions to al-
low the network to learn robustness to this intra-class vari-
ation; i.e. to factors such as pose, expression, lighting, etc.
In many FR datasets the intra-class variation is not sufficient
and subjects at extreme poses or under harsh lighting condi-
tions may not be recognised [14]. In this paper we present a
Figure 1. Images generated by IVI-GAN using only our novel ad-
ditive lighting constraint. Left-hand column: ρ = 09 (ambient);
the second, third and fourth columns show the effect of assign-
ing large values to a selection of individual lighting parameters.
Results in each column share the same set of lighting parameters.
method of synthesising realistic images that may be used to
augment existing datasets. We use a conditional generative
adversarial network (C-GAN) [17] to generate new identi-
ties and can manipulate image attributes separately and con-
tinuously with only the weak supervision of binary attribute
labels; e.g. “ambient lighting / non-ambient lighting”.
Generative Adversarial Networks (GANs) [11] are ca-
pable of generating highly realistic synthetic data-samples
that are almost indistinguishable from samples of real data.
This capability is a direct result of the insightful training ob-
jective of the generative network: to produce synthetic data
that cannot be distinguished from the real thing by a second
adversarial network aiming to classify samples as either real
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or fake. Recent advances such as use of the Wasserstein
loss [1] and various forms of regularisation [13, 18, 4] and
training techniques [15] mean that training of GANs is now
stable enough to generate data-samples with thousands of
dimensions. For example, deep convolutional GANs (DC-
GANs) can now produce convincing images at mega-pixel
resolution or higher [15, 3].
While classical DC-GANs can generate realistic images,
the precise form of these images cannot be easily controlled.
The subject of the images is dependent in some way on
the values of the random input vector, but a priori we do
not know in what way. The obvious solution to this prob-
lem is the C-GAN, in which the GAN’s discriminator is
trained to distinguish real image+label pairs from fake im-
age+parameter pairs1. In this way, given some parame-
ter value, the generator is obliged to produce an image that
would match the label of equivalent value in order that the
”fake image+parameter” pair be indistinguishable from a
”real image+label” pair. Insofar as they go, these condi-
tional formulations prove successful. However, the C-GAN
does not take advantage of the main strength of GANs:
namely, the ability to learn realistic models directly from
data in an unsupervised fashion. In its typical form, a con-
tinuous C-GAN would require strong supervision via a set
of labels. Previous works have conditioned on pose labels
and expression action unit magnitudes [22]. The annotation
of lighting conditions, however, is notoriously difficult [2].
In this paper we propose a new formulation of the contin-
uous conditional GAN which avoids the need to precisely
label data and instead relies only on the weak supervision of
simple binary labels. We coin the method intra-class varia-
tion isolation (IVI) (pronounced as “ivy”) and the resulting
network the IVI-GAN.
Our contributions are
• A novel continuous conditional GAN formulation that
imposes semantic meaning on sets of input parameters
without the need for real-valued continuous training la-
bels: the IVI-GAN;
• A thorough evaluation of IVI-GAN including a quan-
titative comparison with a standard continuous condi-
tional GAN;
• A novel, physically motivated generator constraint to
enforce separation of lighting variation from identity
in C-GANs;
• An evaluation of state-of-the-art GAN-training meth-
ods.
The rest of the paper is organised as follows: In Section
2 we discuss related work; in Section 3 we formalise our
1N.B. the fake image is dependent on the parameter and the parameters
are sampled randomly from the distribution of labels during training of the
GAN.
novel continuous conditional GAN formulation; in Section
4 we give details of our implementation; and in Section 5 we
present an analysis of results produced using the IVI-GAN.
2. Related Work
Our ultimate goal is to synthesise new training data to
improve the training of facial recognition networks. GANs
are ideally suited to this task since they are able to syn-
thesize images that are indistinguishable from real training
images.
In [23] a C-GAN is used to synthetically augment FR
datasets with some success. Their network can generate
and modify images of identities in their training dataset or
synthesise new identities. (Most other similar work in the
literature relies on encodings of input images as the GAN’s
source of identity information [22, 2].) Our main concern
with [23] is that the network relies entirely on the capabil-
ity of its auxiliary identity-classifier in order to separate the
encoding of identity information and non-identity informa-
tion. Any residual identity information not captured by the
classifier will become encoded by the conditioning vector.
This may limit the usefulness of the method for augment-
ing FR datasets. IVI-GAN, on the other hand, only isolates
non-identity information that is labelled as being present in
the image, and there is no particular reason why this infor-
mation should be correlated with identity.
Another method with similar objectives is [8]. In this
work the GAN’s generator is trained as a siamese network
in which two images are generated from the same random
“identity” vector but from different random “observation
vectors”. The GAN’s discriminator then decides if the pair
of images looks real compared pairs of real training im-
ages depicting the same identity but in different situations.
Again, the network relies on the discriminator’s capacity to
learn to match identities between images in order to separate
identity information from extraneous information. There is
nothing preventing residual identity information from be-
coming encoded in the observation vectors.
In [2], synthetic images are generated by combining the
identity from one input image with the situational factors of
a second image that could be an image of a different per-
son. They essentially implement an AC-GAN trained on
images with associated ID labels. However, the generated
image is forced to contain the situation factors of the sec-
ond input image via a pixel-wise reconstruction loss. This
pixel-wise loss between two images potentially containing
different identities seems to cause generated images to be
somewhat blurry. The method also doesn’t allow for the
generation of new synthetic identities nor allow control over
image attributes without having an example input image.
Various other works use C-GANs to manipulate input
images. For example, [7, 12, 6, 24] can each influence vari-
ous image attributes such as expression or hair colour. How-
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ever, without having very precise labels, they do not allow
fine-grained control over these attributes, e.g. the intensity
of an expression. One recent work that does allow this is
[22] in which a C-GAN is trained on a database of images
labelled with continuous expression action unit magnitudes
(AUs) [10]. Unlike IVI-GAN, this work is dependent on the
set of precise continuous valued labels. IVI-GAN requires
only binary labels, e.g. neutral / non-neutral expression.
3. Intra-class variation isolation
Before describing intra-class variation isolation, we in-
troduce the conditional GAN. Our best results are achieved
using Wasserstein GANs and so we present this version.
3.1. Conditional GANs
A conditional GAN (C-GAN) [17] consists of two net-
works that are trained alternately: the discriminator, D, is
trained to discriminate fake images from real ones; and the
generator, G, is trained to generate images that will better
fool the discriminator. The function that is minimised in
order to train the discriminator is
LθD = E(x,y)∼pdata [D(x,y; θD)]
− Ez∼N ,ρ∼pdata [D(G(z,ρ; θG),ρ; θD)] (1)
where x is an image and y ∈ Rn an associated vector of
labels drawn from the distribution of real data; z ∈ Nm is
a random Gaussian vector but could alternatively be drawn
from any other real-valued distribution; ρ ∈ Rn is a vec-
tor of labels used to condition the generator and is usu-
ally selected at random from the training dataset; and θD
and θG are the parameters of the discriminator and gener-
ator networks respectively. In the Wasserstein GAN, the
output of D is a single unbounded scalar value; i.e. no
squashing-function is applied. Provided that D remains k-
Lipschitz continuous, minimising equation (1) with respect
to θD yields an estimator of the Wasserstein distance (to a
scalar, k) between the distributions of real labeled data and
ρ-parameterised generated data [1]. Lipschitz continuity is
usually achieved by adding an additional gradient-penalty
term [13] to the discriminator loss in equation (1).
The trained discriminator is then used as the generator
loss and equation (2) is minimised with respect to θG.
LθG = Ez∼N ,ρ∼pdata [D(G(z,ρ; θG),ρ; θD)] (2)
The beauty of the GAN is that the generated images are
never compared directly with any of the training images.
The generator therefore learns a smooth distribution of real-
istic faces from which new identities can be sampled.
3.2. Intra-class variation isolation
In order to control some attribute of a generated image in
a continuous fashion, for example the pose seen in a face-
image, a typical C-GAN would require each training image
to be labeled with a precise and accurate pose-estimation.
For our method, intra-class variation isolation (IVI), precise
continuous labels are not required. Nevertheless, the IVI-
GAN is still able to learn models with disentangled sources
of variation that are continuously adjustable via semanti-
cally meaningful parameters.
The IVI-GAN uses only binary labels. In a typical C-
GAN with binary labels as input to the generator, the pres-
ence of a particular attribute would be specified via a one-
hot vector. This would cause the generator to switch do-
mains (perhaps from generating non-smiling facial images
to smiling ones) and to re-purpose the elements of the ran-
dom latent vector, z, in whichever way it might prefer to do
so. Variation within those attribute categories would then be
controlled in some unknown way by the combination of all
random values in the input vector. For example, how would
one control the type of smile? Should the person be laugh-
ing, content, or smug? Via intra-class variation isolation, we
are able to easily control this variation via sets of disentan-
gled parameters. The trick is, rather than providing binary
attribute-labels to the generator and having it switch to gen-
erating images from a different domain, we instead provide
additional sources of variation that the generator can use to
represent the additional variation due to the presence of that
attribute.
The additional sources of variation might be individual
random parameters or they might be vectors of random pa-
rameters depending on how many modes of variation you
expect to find or wish to control within each attribute-
category. If the attribute label (selected at random from the
real data distribution) were 0, then each element of the cor-
responding parameter-vector would also be set to 0 in order
to prevent those parameters being used to control variation
not associated with that attribute. One way to look at it
is that we have replaced binary attribute-labels with either
zero or non-zero vectors on input to the generator. However,
when the vector is non-zero, variation can be derived from
within the “label-vector” itself. For control of the attribute
to work well, there should be little variation of the attribute
among the training images labeled with zeros. For example,
if the relevant attribute were lighting then one might label
all images containing ambient lighting with zeros. To be
classified as real, generated images labeled with zeros must
also appear to be ambiently lit. Information about specific
characteristics of the generated ambient image (in this case
including the intensity and colour of ambient light) is nec-
essarily derived from z since ρ is set to all zeros. However,
generated images labeled with ones must contain stronger
lighting conditions in order to appear real to the discrimina-
tor. In this case, information about specific characteristics
in the image (now including lighting direction; the num-
ber of lights; etc.) can be derived from z or ρ. However,
it makes sense for the C-GAN to assign control to ρ only
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since setting ρ to zero must switch off the lights and return
the image to ambient. Information about nothing other than
non-ambient lighting should be present in ρ since the gen-
erator cannot rely on it being available to use. It is only
available to use when the image should be more strongly
lit. In this way the parameters ρ become semantically dis-
entangled from z.
The attributes controlled by ρ need not be mutually ex-
clusive provided the dataset contains examples of each at-
tribute disjoint from the others individually. (For example,
in order to disentangle pose and expression, there must ex-
ist images where the expression parameter vector is isolated
from the pose parameter vector, such as images containing
non-neutral expressions at frontal poses. In these cases, the
pose parameter vectors would be set to all zeros and the gen-
erator would learn that it is only consistently able to derive
variation from the expression vectors with which it can con-
trol the precise form of the non-neutral expressions in the
images.) This allows the learning of complete models with
multiple controllable properties. For example, the method
could be used to learn a realistic face model with control-
lable pose, expression, lighting and age. The remaining pa-
rameters, z, would hence mostly represent the identity but
also the uncontrolled sources of variation such as the back-
ground.
Technically, the changes to the standard C-GAN are very
simple and involve modifying only the form of the labels
provided to the GAN. The function to be minimised to train
the IVI-GAN’s discriminator is
LθD = E(x,y)∼pdata [D(x,y; θD)]
− Ez∼N ,β∼pdata [D(G(z,ρ; θG),β; θD)] (3)
where y ∈ {0, 1}n are now binary labels for n categories,
and β ∈ {0, 1}n are binary labels sampled from the same
distribution as y (but, as previously, do not necessarily cor-
respond). The novel aspect of the loss is the way in which
the random parameters, ρ, are chosen.
ρ =

p1
p2
...
pn
where pi ∈
{
N qi , if βi = 1
0qi , if βi = 0
(4)
Here 0qi is a zero-vector of length qi. Analogous to the
C-GAN, the function then minimised to train the generator
is
LθG = Ez∼N ,β∼pdata [D(G(z,ρ; θG),β; θD)] (5)
Figure 2 depicts a C-GAN with our IVI modifications
highlighted.
Figure 2. Illustration of the concept of intra-class variation isola-
tion in the generator loss part of the IVI-GAN; i.e. equation (5).
4. Implementation
Our implementation is built upon the stable and efficient
progressive GAN of [15], a Tensorflow implementation of
which was made publicly available by Nvidia. The progres-
sive GAN begins by generating images of 4x4 resolution
and then progressively fades in new convolutional upscal-
ing layers until the desired resolution is reached. There has
been much recent work on improving the quality of GAN
output published in the literature. We tested a selection of
these enhancements and found that our best results were
produced by a progressive Wasserstein GAN with the stan-
dard gradient penalty (GP) term of [13] where the weight
of the GP term was allowed to evolve throughout training
based on an adaptive lambda scheme similar to that in [5].
(Details of this scheme can be found in Appendix A.) In the
generator we use orthogonal initialisation of weights and
replace the pixel-wise feature normalisation used in [15]
with the orthogonal regularisation of [4] using the suggested
weight of 0.0001. Fre´chet Inception Distances calculated
for these tests are presented in Table 1.
4.1. Conditioning the GAN
The way in which labels and label-parameters are used
to condition GANs is an open area of research. For ex-
ample, [19] finds that, given certain assumptions about the
form of the distribution of data, the optimal method of con-
ditioning the discriminator should be to learn some inner-
product of the label-vector with the channels at each pixel;
in [9] the generator network is conditioned via instance-
normalisation parameters. We have used the more straight-
forward method of concatenating label-vectors with inputs
but expect that these more sophisticated methods of con-
ditioning may be used to improve results. We concatenate
our categorical variation-isolating label-parameter vector,
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Figure 3. Examples of problematic broken nose features generated
by an IVI-GAN with auxiliary classifier.
ρ, with the random vector on input to the generator, and on
input to the discriminator we concatenate the binary labels,
y and β, as additional channels repeated at each pixel of the
real and generated images respectively.
An analysis of where best to concatenate conditioning
vectors was performed in [21]. They predicted that earlier in
the network should be better since the discriminator would
be afforded more learning interactions with the information.
In fact they conclude that it is best to concatenate the con-
ditioning with the first hidden layer. However, in a progres-
sive architecture the first convolutional layer of the discrim-
inator is not faded in until the final stages of training. In
our case, it therefore makes more sense to concatenate the
conditioning with the image where it is then scaled down
and fed to each layer of the progressive network as they are
being faded in. Ultimately, once all layers of the progres-
sive discriminator are active, the conditioning information
is only presented to the discriminator at the very start.
Many applications make use of auxiliary classifiers
(ACs) [20] as a way of ensuring that conditional parame-
ters not be ignored during generation of images. We tested
this method in conjuction with IVI-GAN using the auxil-
iary classifier already implemented in Nvidia’s progressive
GAN code. However, we found results to be unsatisfac-
tory. As noted in [18], auxiliary classifiers encourage the
generator to produce images that are easy to classify; a
goal which is not in alignment with the principal goal of
the GAN: to generate samples indistinguishable from real
data. We found that, given a large weight in the discrim-
inator loss, the AC-term caused mode-collapse, squeezing
variation into narrow, well-separated categories. For exam-
ple, upon varying continuous conditional pose parameters
we observed a discrete jump in the generated pose between
frontal and large poses. Giving less weight to the AC-term
ameliorates the discrete jumps in pose. However, more sub-
tle artifacts remained, such as broken noses pointing in one
direction or the other; a feature obviously used by the dis-
criminator to help identify slightly non-frontal poses. See
Figure 3 for examples of this behaviour.
4.2. Constraining the identity
If the datasets of facial images we use to train our IVI-
GAN were perfectly balanced, i.e. if they contained equal
numbers of images for each possible combination of binary
attributes, our intra-class variation isolation should work
well. However, in practice datasets tend not to be well-
balanced and there exist, therefore, correlations between
image-properties. For example, people tend to smile for
the camera but revert to neutral expressions when they are
looking away. In order to match the distribution of data cor-
rectly, the IVI-GAN may therefore learn to alter the expres-
sion upon adjusting the pose. Using unbalanced datasets
such as CelebA-HQ which, for example, contains roughly
2/3 females and 1/3 males, we see changes of gender for
some of the more extreme parameter values. (See, for exam-
ple, the fail cases in Figure 4.) Balancing for gender avoids
this particular problem. However, more subtle fluctuations
in identity are difficult to avoid. This has led us to intro-
duce constraints on the identity. We have tested two forms
of constraint: one explicit biometric identity constraint and
a second implicit constraint which can be used in the case
of learning a model of lighting.
4.2.1 The biometric identity-constraint
To ensure that identity remains constant upon adjusting
other image-properties, we have added a term to the gen-
erator loss involving a pre-trained biometric network [14]
that accepts a facial image as input and produces a 128-
dimensional encoding of the identity.
LID = Ez,ρ,ρ2∼N
[
‖B(G(z,ρ))−B(G(z,ρ2))‖2
]
(6)
where B is the biometric network and ρ2 is a second set
of random label-parameters. We run the generator twice
for the same z but different ρ and ensure that the identity
encodings remain close. (N.B. we have dropped the θ for
convenience of notation.) The full generator loss is then
LθG = Ez,ρ,ρ2∼N [D(G(z,ρ),β) + λIDLID] (7)
where λID is a hyper-parameter to be tuned.
N.B. this form of ID-constraint may be useful for learn-
ing a disentangled model. However, relying on it would
limit the success of data augmentation for further improv-
ing biometric networks. In the following section we present
an alternative form of ID-constraint that doesn’t suffer from
this issue of cyclic dependence.
4.2.2 An implicit identity-constraint for lighting
In the case of learning a lighting model, there is a particular
property that the model must have which we can constrain
and thereby also implicitly constrain the identity. The prop-
erty of which we speak is that lighting must be additive. For
example, the shading in an image of a scene with two light
sources is the same as the sum of the shading of the same
scene with the two light sources acting on it separately. This
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means that we should be able to construct an image contain-
ing certain lighting effects by forming a linear combination
of two constituent images. We propose, therefore, the fol-
lowing modification to the generator:
Gave =
G(z,ρ) +G(z,0)
2
(8)
where ρ is now only lighting label-parameters and 0 is a
vector of zeros the same length as ρ indicating that ambient
lighting should be generated. Gave would replaceG in both
equation (3) and (5). Whereas previously we may have seen
small identity-fluctuations in G(z,ρ) compared to G(z,0),
the generator must now avoid these fluctuations in order that
the combination of the two images appear realistic toD and
not be some blurry, misaligned mess.
5. Results
5.1. State-of-the-art GAN training
As mentioned in Section 4, we performed tests of vari-
ous GAN-training methods, using the progressive Wasser-
stein GAN-GP as a baseline. We trained on the CelebA-HQ
dataset [15] of 30,000 images up to a resolution of 128x128
and then until the network had seen a total a total of 18
million images. We trained using the default settings and
a fade/stabilisation period of 600,000 images meaning that
128x128 resolution was reached after having seen 6 million
images. Table 1 shows Fre´chet Inception Distances (FIDs)
for each GAN-configuration evaluated on 50,000 gener-
ated images and compared against the CelebA-HQ training
dataset.
Training configuration FID (50k)
Wasserstein+GP 9.83
Wasserstein+GP+No MBStd 11.78
Wasserstein+GP+AL 9.64
Wasserstein+GP max+AL 9.84
Wasserstein+GP+AL (uniform) 10.17
Wasserstein+GP+AL+O.Reg. 9.27
Non-saturating+GP+AL 15.93
Table 1. Fre´chet Inception Distances (FIDs) calculated for 50,000
generated images compared to the CelebA-HQ training dataset.
We found that removing the mini-batch standard devia-
tion layer and drawing the values of the random latent vec-
tor, z, from a uniform distribution (“No MBStd” and “uni-
form” in Table 1) rather than a from standard Gaussian ditri-
bution, deteriorated results. We also found that FID scores
are significantly worse when the GAN is trained using the
original non-saturating GAN-loss of [11]. Our version of
the adaptive-lambda scheme of [5] (“AL” in Table 1) im-
proved FIDs. However, we found that this was only the case
if gradient norms were regularised across the whole mini-
batch, not just in cases where the gradient norm is greater
than 1.0 (“GP max” in Table 1) as was advocated in [5]. Our
best results were obtained when regularising the weights of
the generator using orthoganal regularisation [4] (“O.Reg.”
in Table 1) instead of applying the pixel-wise feature vector
normalisation of [15] that was used in the baseline.
We also attempted to replace the gradient penalty with
the less computationally expensive spectral normalisation
of [18] which is advocated by [16]. However, we found
that spectral normalisation leads to vanishing gradients in
deep networks such as that being tested here, which has 11
convolutional layers in the discriminator. In [16] we believe
this problem was not encountered due to testing shallower
networks and ResNet architectures.
5.2. Comparison of IVI-GAN with a classical con-
tinuous C-GAN
In this section we investigate the capability of our IVI-
GAN, and of a classic continuous C-GAN (CC-GAN), to
learn a bijection between parameter space and the semantic
spaces of an image; in this case “pose space” and ”identity
space”. To make the comparison fair, we use the same net-
work architecture as our IVI-GAN. The only modification
is the form of the labels provided to the generator and dis-
criminator. As described in Section 3.1, continuous pose
labels are randomly selected from the labels of the training
dataset and used to directly condition the generator and the
discriminator. To condition the generator, a set of labels is
concatenated with the random input vector, and to condition
the discriminator, labels are tiled and concatenated with the
associated image as additional channels.
We trained the two GANs to learn to disentangle the pose
attributes (yaw and pitch) due to the ease of verifying pose
in the generated images using an internally developed pose
detector. The two aspects of the generated images we wish
to verify are 1) whether certain values of the pose parame-
ters result in the same pose being generated across different
identities, and 2) whether identity is well-constrained at dif-
ferent poses. Results are presented in Tables 2 and 3.
Table 2 shows the mean poses generated for a selec-
tion of pose parameters, ρ, by our IVI-GAN and by the
classic continuous conditional GAN (CC). In this particu-
lar case, the IVI-GAN learned to represent pitch-like vari-
ation via the first conditional parameter and yaw-like vari-
ation via the second. The consistency of generated poses
over 100 random identities is good with the maximum mea-
sured standard deviation of detected pose vectors from the
mean pose vector being 8.8◦. For the CC-GAN evaluated
at similar poses, the maximum standard deviation was not
much smaller at 6.9◦ despite having had the benefit of being
trained with precise labels. Plotting the mean poses for the
IVI-GAN (see Appendix B) reveals that the learned axes of
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GAN configuration Mean pose StdDev
Type ρ yaw pitch pose
IVI
(0.0, 0.0) −0.2◦ −0.1◦ 4.4◦
(1.0, 0.0) −1.6◦ −8.8◦ 5.8◦
(2.0, 0.0) −2.9◦ −15.5◦ 6.5◦
(3.0, 0.0) −4.8◦ −20.7◦ 7.6◦
(0.0, 1.0) 10.2◦ −1.3◦ 7.5◦
(0.0, 2.0) 23.8◦ −6.5◦ 8.8◦
(0.0, 3.0) 33.7◦ −12.6◦ 8.8◦
CC
(0.0◦, 0.0◦) −0.2◦ 0.6◦ 3.8◦
(−1.6◦,−8.8◦) −2.0◦ −7.3◦ 4.3◦
(−2.9◦,−15.5◦) −2.9◦ −14.6◦ 3.9◦
(−4.8◦,−20.7◦) −5.1◦ −19.4◦ 4.5◦
(10.2◦,−1.3◦) 9.3◦ 0.8◦ 4.8◦
(23.8◦,−6.5◦) 23.5◦ −5.2◦ 6.3◦
(33.7◦,−12.6◦) 32.5◦ −11.4◦ 6.9◦
IVI
+LID
(0.0, 0.0) −0.7◦ 0.2◦ 7.0◦
(1.0, 0.0) −10.0◦ 0.8◦ 8.6◦
(2.0, 0.0) −21.3◦ −1.0◦ 9.9◦
(3.0, 0.0) −30.4◦ −3.3◦ 9.9◦
(0.0, 1.0) −4.0◦ −4.7◦ 8.6◦
(0.0, 2.0) −8.5◦ −9.6◦ 10.1◦
(0.0, 3.0) −13.6◦ −14.4◦ 10.6◦
Table 2. Evaluation of the consistency of generated poses. The
mean yaw and pitch values, and standard deviation of the pose
direction vector were calculated over 100 random identities for the
given label-configurations. Note that the ρ fed to the IVI-GANs
are abstract latent variables and not specifications of the desired
pose as for the CC-GAN.
variation are roughly orthogonal. However, there is some
correlation at larger values. Nevertheless, the goal of IVI
is not to disentangle parameters of the same type from each
other, but to disentangle them from the parameter sets of
different attributes and from the identity. An extension of
this analysis can be found in Appendix B.
Table 3 shows face-matching scores between images
synthesised at pose and the frontal image synthesised using
the same random latent vector, averaged over 100 random
identities. At each roughly equivalent pose, e.g. ρIV I =
(1.0, 0.0) c.f. ρCC = (−1.6◦,−8.8◦), the mean matching
score for the CC-GAN is better than for the IVI-GAN in-
dicating that identity is better preserved across poses. For
both GANs, however, the matchings are, on average, con-
sidered to be failures by typical standards at larger values of
pose. This indicates the need for additional constraints on
the identity during training. In Section 5.3 we evaluate two
such constraints.
5.3. ID-constrained intra-class variation isolation
Figure 4 shows a selection of images generated by the
IVI-GAN trained for the experiment of the previous sec-
GAN configuration Mean matching StdDev
Type ρ score score
IVI
(1.0, 0.0) 5720.7 1388.1
(2.0, 0.0) 2723.2 770.2
(3.0, 0.0) 1920.7 352.4
(0.0, 1.0) 5457.1 1242.1
(0.0, 2.0) 2777.8 715.4
(0.0, 3.0) 2039.1 417.5
CC
(−1.6◦,−8.8◦) 6478.5 1490.2
(−2.9◦,−15.5◦) 3920.8 963.4
(−4.8◦,−20.7◦) 2810.9 721.1
(10.2◦,−1.3◦) 5550.8 1016.9
(23.8◦,−6.5◦) 2656.3 525.8
(33.7◦,−12.6◦) 2113.2 393.2
IVI
+LID
(1.0, 0.0) 7738.5 1245.3
(2.0, 0.0) 4780.0 941.4
(3.0, 0.0) 3520.3 802.0
(0.0, 1.0) 9517.2 1021.0
(0.0, 2.0) 6304.4 1197.6
(0.0, 3.0) 4456.2 988.6
Table 3. Evaluation of the consistency of generated identity with
changing pose. The mean and standard deviation face-matching
scores were calculated over 100 random identities synthesised us-
ing the given pose-parameters. Matchings were performed against
the frontalised identities with ρ = (0.0, 0.0). Matchings consid-
ered to be failures (score < 3000) are indicated in red.
tion. As you can see by comparing the sets of images in
each row, the identity changes as the pitch-like parameter is
modified. To attempt to avoid such problems, we trained
an IVI-GAN with the additional biometric ID-constraint
described in Section 4.2.1. The biometric network [14]
was pre-trained on images of resolution 96x96 and so we
only fade in the additional ID-loss during the final stabil-
isation period of the training of the progressive GAN. We
gradually adjust λID from 0.0 to 0.0001 over an epoch of
30,000 images. Figures 5 and 6 show the effect of adjust-
ing the yaw-like parameter and the pitch-like parameter re-
spectively. Comparison of Figures 6 and 4 show that the
ID-constraint significantly improves the quality of results.
Quantitative analysis of the effect of the ID-constraint
is given in the rows labeled IVI+LID in Tables 2 and 3.
We see that the ability of the network to generate images at
large poses seems to become slightly restricted with max-
imum observed values of yaw and pitch of −30.4◦ and
−14.4◦ compared to 33.7◦ and −20.7◦ for the IVI-GAN
without ID-constraint. Bear in mind, however, that the pa-
rameter values for the two instances of the IVI-GAN are
not strictly comparable since different models of pose have
been learned. The ID-constraint also seems to cause the
learned axes of variation to be less orthogonal and for poses
to be less consistently generated. On the other hand, Ta-
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Figure 4. Images analogous to those in Figure 6 but with no con-
straint on the identity. Each row of images was generated using the
same identity vector. However, as the pitch is varied, the identity
morphs towards other genders. We believe this is due to an un-
balanced dataset and insufficient identity variation among images
with large values of pitch.
ble 3 shows that, on average, all generated images for the
given parameter settings match well with their frontal coun-
terparts, with the lowest mean matching score being 3520.3
at an average pose of (−30.4◦,−3.3◦). Note that the bio-
metric network used to produce these matching scores was
not the same as that used to constrain the IVI-GAN.
In Figure 1 we present a selection of images generated by
an IVI-GAN trained with only our novel additive lighting
constraint; i.e. the explicit biometric ID-constraint was not
applied. We trained on a 100k subset of CelebA in combi-
nation with a set of binary lighting labels indicating whether
the subject of the image is ambiently or non-ambiently lit.
Removing the softmax layer of our lighting classifier gives
an heuristic for the strength of lighting in the images. In
selecting the 100k subset of CelebA, we chose 50k of the
images with the largest probability of not being ambient to
ensure adequate lighting variation in the dataset. Compar-
ing images in each row of Figure 1 shows that the identity
is well constrained for different lighting conditions. This
is thanks to the modified generator in equation (8) requir-
ing that features in the ambient and non-ambient constituent
images remain generally aligned. By comparing images in
each column of Figure 1 we can see that the effect of each
set of lighting parameters remains semantically similar for
different identities.
Additional results can be found in Appendix C. We
have also prepared a video demonstrating the smooth,
semantically separated image alterations possible using
our ID-constrained IVI-GAN. This can be viewed at
https://youtu.be/hoWOFeADwdY.
6. Conclusions
We have shown that it is possible to adapt a conditional
GAN in order to gain continuous control over image at-
tributes without the need for extensive labeling. Only sim-
Figure 5. Images generated using intra-class variation isolation
and the explicit biometric ID-constraint. Here the first parame-
ter of ρ has learned to represent the yaw component of variation
in non-frontal images. Left-hand column: ρ = (−2.0, 0.0); Cen-
tral column: ρ = (0.0, 0.0); Right-hand column: ρ = (2.0, 0.0).
(See also Figure 6.)
Figure 6. Images generated using intra-class variation isolation
and the explicit biometric ID-constraint. Here the second param-
eter of ρ has learned to represent a pitch-like component of vari-
ation in non-frontal images. Left-hand column: ρ = (0.0,−2.0);
Central column: ρ = (0.0, 0.0); Right-hand column: ρ =
(0.0, 2.0).
ple binary labels, indicating whether an attribute is present
in one form or another, are required. The GAN is allowed
to discover its own way of modeling the variation present
in that attribute in an unsupervised fashion and control over
the attribute is assigned to semantically separated input pa-
rameters via our intra-class variation isolation mechanism.
To the best of our knowledge, IVI-GAN is the first network
to achieve this separation in a weakly supervised manner. A
novel, physically motivated constraint on the GAN’s gener-
ator was also introduced and can be applied when learn-
ing models of lighting in images in order to better con-
strain the identity. In conjunction with our intra-class varia-
tion isolation method, this constraint has been shown to be
highly successful. Potential applications of IVI-GAN in-
clude dataset-augmentation and image-manipulation.
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Appendix A. The adaptive λGP scheme
As shown in Table 1, our best results are for GANs
trained using an adaptive-lambda scheme similar to that of
[5]. In [5] a moving average of the L2-norm of the gradients
of the discriminator output with respect to image pixel val-
ues is maintained. If this moving average passes above or
below certain values, the weight of the Wasserstein GAN’s
gradient penalty (GP) term is doubled or halved (respec-
tively). The moving average is calculated over a sliding
window of 50 discriminator iterations and the window of
permitted gradient-norm values is set to [1.001, 1.05].
We found that we needed to modify this scheme slightly
since gradient norms at the start of training can be small
causing λGP to be continually halved until it eventually un-
derflows to zero and can then not be re-inflated by doubling
when necessary. We avoid this problem by adding and sub-
tracting an increment rather than doubling or halving. We
use the same window of permitted gradient-norm values as
[5], an initial value of λGP = 10, and an increment of 0.1.
For ease of implementation, rather than storing a moving
window of 50 gradient-norm values, we instead keep an ex-
ponential moving average with a decay rate of 0.9.
µi = 0.9µi−1 + 0.1 ‖∇xD(x)‖2 (9)
λGP =

λGP + 0.1, if µi > 1.05
λGP − 0.1, if µi < 1.001 and λGP − 0.1 ≥ 0
0, otherwise
(10)
Appendix B. Detailed comparison of learned
pose models
Results in this section complement those of Section 5.2.
We investigate the effect of conditional pose parameters on
the poses detected in generated images for the classic con-
tinuous C-GAN (CC-GAN) and on our IVI-GAN both with
and without ID-constraint.
The red and blue points in Figures 7, 8 and 9 show de-
tected poses for various parameter configurations averaged
over 100 different identities. Some of the configurations
are those shown in Table 2. However, we have extended
the experiments to cover more of the space. In Figure 7
the configurations shown in red test the effect of each pose
parameter separately in increments of 10◦ between −40◦
and 40◦ with the other parameter set to 0◦. The configura-
tions shown in blue test the effect of varying both param-
eters simultaneously; i.e. parameters are varied linearly in
the ranges (−40◦,−40◦) to (40◦, 40◦), and (−40◦, 40◦) to
(40◦,−40◦), again in increments of 10◦. The grey circles
in Figure 7 show detected poses (no averaging) in generated
images for 500 sets of pose parameters selected from a ran-
dom uniform distribution in the ranges [−60, 60] for yaw
Figure 7. Detected poses in images generated by a continuous C-
GAN. Red and blue points indicate mean values of detected pose
for a selection of specified parameter values, averaged over 100
identities. Grey circles indicate detected poses for a random uni-
form sampling of parameter values.
and [−50, 50] for pitch. Our intention is to show the range
of poses that it is possible to generate.
Generated poses in Figure 7 seem to stay close to their
intended axes of variation. Notice, however, that the space
between points decreases as the parameter values are in-
creased. This indicates that the generator is not able to stay
faithful to the conditioning labels at larger values of pose,
probably because there are not enough images available at
those poses for the generator to have learned to model them.
This is also the reason that the cloud of grey circles forms a
halo shape. Rather than very large-pose images being gen-
erated, larger parameter values have instead led to poses of
around 30◦ to 40◦ in magnitude being generated.
Figures 8 and 9 show results analogous to those in Fig-
ure 7 but for the IVI-GAN and the IVI-GAN+ID-constraint
respectively. For the red and blue points, parameters were
selected in a similar way but in the ranges [−4, 4] at in-
tervals of 1. (Remember that the GANs were trained with
parameters randomly selected from a standard Gaussian dis-
tribution, not with labels.) Parameters used to generate the
images represented by the grey circles were selected from
a random uniform distribution within the range [−6, 6] for
both yaw and pitch.
Without the constraint of pose-labels, the generators of
the two IVI-GANs have learnt to model pose in a way that
is affected non-orthogonally by the two parameters. The
clouds of grey circles show that, although the parameters
are entangled with each another, the models span a similar
region of pose-space as the CC-GAN’s model, at least in
the yaw direction.
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Figure 8. Detected poses in images generated by an IVI-GAN. Red
and blue points indicate mean values of detected pose for a selec-
tion of specified parameter values, averaged over 100 identities.
Grey circles indicate detected poses for a random uniform sam-
pling of parameter values.
Figure 9. Detected poses in images generated by an IVI-GAN with
ID-constraint. Red and blue points indicate mean values of de-
tected pose for a selection of specified parameter values, averaged
over 100 identities. Grey circles indicate detected poses for a ran-
dom uniform sampling of parameter values.
The detected poses plotted in grey in Figures 7-9 were
generated from parameters drawn from uniform distribu-
tions. We did this to try to show the full spread and upper
limits of pose that it is possible to generate. However, the
GANs were not trained using uniform parameters and so the
plotted distributions contain peculiarities such as the halo
shape in Figure 7 and a potential cut-off in Figures 8 and 9
where we have limited parameter values to +/-6, although
Experiment Mean pose StdDev poseyaw pitch yaw pitch
CelebA-HQ −1.3◦ −1.2◦ 11.5◦ 8.4◦
CC-GAN −2.2◦ −1.5◦ 11.8◦ 8.3◦
IVI-GAN −0.1◦ −0.9◦ 11.5◦ 8.5◦
IVI-GAN+ID −0.1◦ −1.6◦ 12.0◦ 7.9◦
Table 4. Statistics of poses detected in CelebA-HQ and in sets of
500 images generated by three GANs with input parameters se-
lected from their respective training distributions.
this second effect should be minimal. Table 4 presents
statistics for poses detected in CelebA-HQ and in sets of
generated images where the parameters were selected from
the distributions used during training; i.e. for the CC-GAN
we randomly selected 500 sets of pose labels from those de-
tected for CelebA-HQ, and for the IVI-GANs, parameters
were selected from standard normal distributions. The table
shows that differences in the statistics from the CelebA-HQ
ground-truth are not large. For the IVI-GAN+ID-constraint,
the variation in pitch is slightly reduced compared to the
other GAN configurations. This is probably the effect of the
ID-constraint in combating the significant changes in iden-
tity with pitch that can be seen in Figure 4. On the other
hand, the variation in yaw is increased for IVI-GAN+ID-
constraint; perhaps due to the fact that the slight bias in the
mean yaw angle observed for the CelebA-HQ dataset is not
present; although this effect did not manifest for the IVI-
GAN (without ID-constraint) for which the bias in yaw was
also not seen.
Appendix C. Additional results
This section presents additional images generated by
IVI-GAN trained with both forms of ID-constraint applied
simultaneously; i.e. both the biometric constraint described
in Section 4.2.1, and the additive lighting constraint de-
scribed in Section 4.2.2. The network was trained on 100k
images taken from CelebA with the following conditional
parameter configuration: Gender - 1 parameter (binary);
pose - 2 parameters (Gaussian); illumination - 4 parame-
ters (Gaussian); expression - 2 parameters (Gaussian); age -
1 parameter (Abs(Gaussian)); glasses - 2 parameters (Gaus-
sian normalised to unit vector). Each of Figures 10 to 17
show images generated for four random latent vectors, z
(columns), and for either three or four specified parameter
vectors, ρ (rows).
Figures 10 and 11 show additional lighting results. For
the top rows in each figure, ρlighting = 0, indicating ambi-
ent lighting. Comparing images horizontally shows that the
effect of the parameters is similar but not identical for each
identity. Comparing images vertically reveals that identities
are well maintained as ρ is varied.
11
Figure 10. Additional results: Lighting (male).
Figure 11. Additional results: Lighting (female).
Figures 12 and 13 show the effect of varying one of
the expression parameters. The IVI-GAN was allowed two
parameters with which to capture the additional variation
within the “smile”-labeled images of the CelebA dataset.
However, the behaviour of the two parameters was almost
identical, presumably because most of the non-smile ex-
pression variation is contained in the training images la-
Figure 12. Additional results: Expression (male).
Figure 13. Additional results: Expression (female).
belled as “neutral” (not smiling). Again, for the top row
of each of the Figures, ρexpression = 0, this time indicat-
ing “No smile”. For the second row, the parameter value is
1.0; for the third row, the parameter value is 2.0. The effect
of the parameter is similar for each identity and identities
remain consistent as ρ is varied.
Figures 14 and 15 show the effect of varying the age pa-
rameter. We flipped the “Young” label of CelebA so that the
network would learn to use the parameter to capture the ad-
ditional variation present in images of older people. During
training, the random parameter was drawn from a positive
only Gaussian distribution; i.e. values were drawn from a
Gaussian distribution but then the absolute value was taken
so that the parameter would only vary in the positive direc-
tion. For the top rows of Figures 14 and 15, ρage = 0,
this time indicating “Young”. Parameter values for the first
and second rows are 1.0 and 2.0. The extent of the aging
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Figure 14. Additional results: Age (male).
Figure 15. Additional results: Age (female).
appears to be similar across identities. In Figure 14, the
identities appear to be well maintained with age; In Figure
15 the identities seem to be less well maintained, although
it is quite difficult to judge.
Figures 16 and 17 show the effect of varying the glasses
parameters. We used the “Eyeglasses” attribute label of the
CelebA dataset and allowed two of the IVI-GAN’s condi-
tional parameters to learn the variation. During training,
the two parameters were drawn randomly from a standard
Gaussian distribution. However, the 2-vector was then nor-
malised to be of unit length. This was done due to the
discrete nature of this particular source of variation. We
intended for the absence of a unit vector to indicate “No
glasses”, which is indeed the case, (see the first rows of
Figures 16 and 17) and we intended for the direction of the
vector to indicate the style of glasses. The style of glasses
can indeed be controlled. (See the second and third rows of
Figure 16. Additional results: Glasses (male).
Figure 17. Additional results: Glasses (female).
Figures 16 and 17.) However, it is also possible to specify
directions for which no glasses are present. This leads to
glasses being unrealistically faded out, which is the prob-
lem we had hoped to avoid by introducing normalisation
of the parameter-vector. (The problem can be seen in the
video, linked below, during the transition between normal
glasses and sunglasses.) The reason for this issue could be
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that the style of glasses is actually discrete in nature, with
no realistic-looking “hybrid styles” to bridge gaps (or at
least it appears that way to the discriminator based on the
training images, of which there are relatively few contain-
ing subjects wearing glasses). The final rows of Figures 16
and 17 shows sunglasses with lighting enabled. Notice how
this causes realistic translucency effects in the lenses of the
glasses.
The majority of results in this supplementary
section were taken from the video available at
https://youtu.be/hoWOFeADwdY which demonstrates
smooth transitions between states.
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