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ABSTRACT 
For a prime p, we consider some natural classes of matrices over a finite field ~'p of p elements, uch 
as matrices of given rank or with characteristic polynomial having irreducible divisors of prescribed 
degrees. We demonstrate wo different echniques which allow us to show that the number of such 
matrices in each of these classes and also with components in a given subinterval [-H, H] _c 
[-(p - 1)/2, (p - 1)/2] is asymptotically close to the expected value. 
1. INTRODUCTION 
For integer numbers  m and n we use A4m,,(Fp) to denote the set o fm x n matrices 
over the field Fp o f  p elements where p is a prime. 
We assume that Fp is represented by the set {0, -4-1 . . . . .  +(p  - 1)/2}. Accordingly 
given a positive integer H < (p - 1)/2 we use .A4m,n(H; Fp) to denote the set o f  
(2H + 1) mn matrices X = (Xij)mxn 6 .A~m,n(~p)  , with ]xij[ < H for 1 < i < m and 
l< j<n.  
For square matrices we also put 
Mn(]Fp) =.A4n,n(~p) and M.(H; Fp) =.A4n,n(H;  ~p). 
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Let ~ be the set of vectors t = (q . . . . .  tn) with nonnegative integer components 
such that 
n 
Z tj =n. 
j= l  
We say that a polynomial f of degree n over ~p is of factorisation pattern 
t e Tn if it has exactly tj irreducible factors of degree j ,  j = 1 . . . . .  n. For exam- 
ple, t = (0 . . . . .  0, 1) corresponds to irreducible polynomials and t = (n, 0 . . . . .  0) 
corresponds topolynomials which split in Fp. 
Motivated by a work of I. Rivin [23], we study various questions about the 
distribution of matrices X ~ .A/~m, n (H; ]Fp). Another motivation for our work comes 
from the results of W. Duke, Z. Rudnick and P. Sarnak [6] which yield an asymptotic 
formula for the number of matrices in SEn (2~) of restricted Euclidean orm, as well 
as from a recent extension of these results (in the case n = 2) to algebraic number 
fields by C. Roettger [24], see also a result of M. Newman [19]. We also recall 
that A. Eskin, S. Mozes, N. Shah [7] give an asymptotic formula for the number 
of matrices over Z of Euclidean norm at most D and with a given characteristic 
polynomial. More precisely, we obtain asymptotic formulas 
• for the number Rm,n(k, H; lFp) of matrices X E .A4m,n(H; ]Fp) of rank at most 
rkX <k, 
• for the number Fn,t(H; lFp) of matrices X ~ Adn(H; Fp) whose characteristic 
polynomial f has a prescribed factorisation pattern t 6 T~, 
• for the number Un(H; ~p) of matrices X ~ A4n(H; Fp) with detX = 1, that is, 
the number of matrices X E Mn(H; ~p) n SLn(IFp). 
As we have mentioned these questions are Fp analogues of the results of similar 
spirit for matrices over Z and algebraic number fields, see [6,23,24] and references 
therein. 
We use these problems to demonstrate s veral techniques which can be applied 
to many other similar questions and allow us to show that the number of matrices 
in certain classes and also with components in a given subinterval [ -H ,  H] c_ 
[ - (p  - 1)/2, (p - 1)/2] is asymptotically close to the expected value. 
Throughout the paper, the implied constants in the symbols 'O' ,  and '<<' may 
depend on integer parameters k and d. We recall that the notations U = O (V) and 
U << V are all equivalent to the assertion that the inequality [UI < c V holds for 
some constant c > 0. 
2. PREPARATIONS 
2.1. Determinant varieties 
Let X = (xi j)mxn be the m × n matrix in variables Xl l  . . . . .  Xmn , and let I _ 
C[xll . . . . .  Xmn] be the ideal generated by (k + 1) x (k + 1) minors of X. Now let 
the affine set Vk(I) be the set containing zeros of I in C ran. It is easy to see that the 
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algebraic set Vk (I) can be identified with .Mm ×n (C; k) where -~m ×n (C; k) denotes 
the set ofm x n matrices over C of rank at most k. 
We say that an algebraic variety is not contained in a hyperplane if it is not 
contained in the zero set of an ideal in C[x11 . . . . .  Xmn ] generated by a nontrivial 
linear form in Xll . . . . .  Xm~. 
We need the following well-known result (for a simple proof see [1]) which is 
crucial in what follows. 
Lemma 1. The set Vk(I) is an irreducible variety of dimension k(m + n - k) in 
C mn and it is not contained in a hyperplane. 
Let /gn be the affine set in C[Xll . . . . .  Xnn] associated with SLn(C) matrices, 
that is the zero set of the equation detX -- 1 where X = (xij)n×n. We have the 
following analogue of Lemma 1, see [2, Chapter I, Section 1.6] or [22, Chapter 3, 
Example 2.12], which in fact can easily be derived from Lemma 1 by examining 
degrees of possible factors of the polynomial det X - 1. 
Lemma 2. The set lAn is an irreducible variety of dimension 2 - 1 in C n2 and it 
is not contained in a hyperplane. 
2.2. Distribution of points on varieties 
Now let ~ = {F1, F2 . . . . .  Fr} be a family o f r  polynomials over Z in s variables. 
The set of solutions over C or Fp to the system of equations 
Fj(a! . . . . .  as) =0,  j = 1 . . . . .  r, 
is called the zero set o f~ over C or Yp, respectively. 
Let Z~-(H; Fp) be the set of vectors (al, a2 . . . . .  as) ~ FSp with lail <_ H, i = 
1, 2 . . . . .  s which are in the zero set of 5 t- over Fp. We also put 
Z~-(Yp) = Z:~((p - 1)/2; Yp). 
We need the following slight modification of a result of Fouvry [8]. 
Lemma 3. Suppose that the affine zero-set of ~ = {Fl, F2 . . . . .  Fr} in C s is an 
irreducible variety of dimension d and is not contained in a hyperplane of C s. Then 
#Z.T(H;Fp)=#Z. ,~(Fp) (~-~- )  s 
+ 0 (pd/2(log p)S + Hd-l pl/e(log p)S-d+l). 
For an s-dimensional vector a = (al . . . . .  as) ~ Fp, we use Ts(a, H; p) to denote 
* for which the number of ~. E Fp
aj)~--bj (modp), with lb j l<H,  j= l  . . . . .  s. 
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The following result is a special case of several more general results which are 
essentially due to N.M. Korobov [14], which can also be found in many other 
works, see, for example, [20,21]. We present i in a form which immediately follows 
from [21, Theorems 5.6 and 5.10]. 
Lemma 4. We have 
E Ts(a, H; p) (2H + 1) s 
aeF~ pS 
(p - 1) << pS(logp)S. 
Let rm,n(k; Fp) be the total number of m x n matrices of rank k over ~Tp. The 
following explicit formula for rm,n(k; ]Fp) is well known, see, for example, [18] for 
this and many other elated formulas. 
Lemma 5. For any k > O, we have, 
k-1 _ vlk- l  (pn 1--Ii=0 (pm pi) 1 1i=0 _ pi) 
rm,n (k; Fp) = i__lk_l ( ,,k 
11i=0 t" - -P i )  
For a monic polynomial f e ]Fp[T] of degree n, we denote by ~n(f; ]Fp) the set 
of matrices X e A4n (Fp) whose characteristic polynomial is equal to f .  
By a result of Chavdarov [3, Theorem 3.9], if f(0) ¢ 0, then 
(P -- 3) n2-n < #Gn(f ;  ]Fp) < (p -k- 3) n2-n. 
Therefore we obtain the following estimate. 
Lemma 6. Let f e ]Fp[T] be a monic polynomial of degree n, and let f (O) ~ O. 
Then 
#Gn(f ;  ~'p) = p n2-n n t- O(pn2-n-1). 
Notice that polynomials in the above lemma correspond to matrices in GLn (Fp), 
the general linear group over Fp. 
Finally, for t e Tn we denote by .Tn (t; Fp) the set ofmonic polynomials f e Fp [T] 
with a factorisation pattern t. 
It is well-known (see, for example, [4,5,25,26]) that simple counting arguments 
imply the following asymptotic formula for the cardinality of ~'n (t; Fp). 
Lemma 7. For every t = (tl . . . . .  tn) e Tn, we have 
#.Tn(t; Fp) = pn ~-I 1 j=l  tj!jt-------~ + o(pn-1)" 
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2.3. Distribution of products 
Let Na (H, p) denote the number of solutions to the congruence 
(1) xy=a(modp) ,  Ixl, lY l<n.  
The following bound on the average deviation between Na (H, p) and its expected 
value taken over lal <_ (p - 1)/2 is a special case of a more general estimate 
from [27] (and also the trivial estimate Na (H, p) = O(H)). 
Lemma 8. We have, 
(p-l)/2 1)2 2 
Z Na(H, p) (2H + << HZpO(1). 
a=-(p-l)/2 P 
3. RESULTS 
3.1. Ranks of matrices of bounded height 
Here we obtain an asymptotic formula for the number Rm,n (k, H;]Fp) of matrices 
X E J~m,n(H; ]Fp) of rank at most rkX _< k. 
Theorem 9. For 1 < H < (p - 1)/2 and k < min{m, n}, we have 
Rm,n(k, H; ~'p) = (2H + 1)mn p-(m-k)(n-k) + O(pk(m+n-k)/2(log p)mn 
+ Hk(m+n-k)-lpl/2(log p)(m-k)(n-k)+l). 
Proof. From Lemma 1 and Lemma 3, applied with 
( rn ) (n)  
r= k k ' s=mn,  d=k(m+n-k) ,  
we infer that 
Rm,n(k, H; ]Fp) = Rm n(k; Fp)( 2~ l ) mn , -- + 0 (pk(m+n-k)/2 (log p)mn 
q- Hk(m+n-k)-l pl/2(log p)(m-k)(n-k)+l). 
By Lemma 5 we see that 
k 
em,n (k; ]Fp) = ~ rm, n (e; Fp) ~- pk(m+n-k) -I- 0 (pk(m+n-k)-l) 
e=0 
which implies the desired result. [] 
One can easily see that Theorem 9 is nontrivial whenever 
H > p Fk'm'n+e 
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where 
{~ (m-k) (n -k )  1 
Yk,m,n = max + , - 
mn 
1 / 
2(m - k)(n - k) + 2 
for some fixed e > 0 and sufficiently large p. Specially when m = n and k = n - 1 
(the case of  singular matrices), then the result is nontrivial whenever 
H > p3/4+e. 
3.2. Factors of characteristic polynomials of matrices of bounded height 
Here, for a nonnegative integer vector t = (tl . . . . .  tn) with 
n 
Zt j  =n, 
j=l 
we study the number Fn,t(H; ]Fp) of matrices X e .A/In (H; ~'p) whose characteristic 
polynomial f factors as 
n tj 
s=l-II-Is,  
j=lk=l 
where fj,k are irreducible polynomials of  degree j ,  k = 1 . . . . .  t j, j = 1 , . . . ,  n. 
Theorem 10. For 1 < H <_ (p - 1)/2 and t e Tn, we have 
n 
Fn,t(H ~ ]Fp)= (2H --~ 1) n2 1-1 l ( ) j=l tj!jt-------~ + 0 pn2-1(logp)n2 
Proof. Clearly, if f (T )  e Fp[T ]  is the characteristic polynomial of  X ~ ./~n(]Fp), 
then for every ~. e Fp, the characteristic polynomial of  ~.X e A/In (]Fp) is ~nf (T~-I) 
and thus has the same factorisation pattern. Therefore 
1 
p - 1 fc~n(t;~'p)XEGn(f;]Fp ) XE~*p 
)~XE.A,4n(H;]Fp) 
(2H + l) n2 Z ~ 1 
pn2 fefn(t;Fp) Xc~n(f;~p) 
Z(  i 
fe'T'n(t;~p)Xe~n(f;~P ) p--  1 ~-" ~EF*p 
)~XEAAn(H;~'p) 
pn 2 ]" 
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Using Lemmas 6 and 7, we derive 
E E 1-- 
f e~n(t;Fp) X~Gn(f;~'p) f eUn(t;F p) X E~n(f ;F p ) X ~.A, tn(~ p ) 
f(0)¢0 X singular 
: E ( pn2-n ~- O(pn2--n--l)) -~- O(pn2--') 
f 6Un(t;Fp) 
f(0)•0 
= PnZ-n E 1 -k- O(p n2-1) 
f ~Un(t;Fp) 
f(O)¢O 
n 
= p~2 1-1 1 j=~ tj!/---; + °(P"~-~)' 
since obviously 
E 1= E l-I-O(pn-1)" 
fea~n(t;Fp) fEa~n(t;Fp) 
f(0)¢0 
On the other hand, using Lemma 4, we estimate 
E E ( 
fE2Fn(t;Fp)XeGn(f;Fp)\  -- 1 Z L~Y*p 
ZXEMn(H;Fp) 
feUn(t;~p) XE~n(f;Fp) 
1 I 
LXEJMn(H;Fp) 
<<~ pn2-1 (log p) n2 , 
(2H + 1) n2 
1 pn 2 
),XEA'tn(H;Fp) 
(2H + 1) n2 
1 Pn 2 (p -  1) 
which concludes the proof. [] 
One can easily see that Theorem 10 is nontrivial whenever 
H > p 1-1/nz+e 
for some fixed s > 0 and sufficiently large p. 
3.3. Matrices of bounded height in SLn (Fp) 
Here we obtain asymptotic formulas for Un(H; Fp), that is, for the number of 
matrices X ~ Jkdn(H; Fp) with detX = 1. 
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Following the same arguments as in the proof of Theorem 9 and using Lemma 2 
instead of Lemma 1 and recalling that 
n-1 
#SLn(Fp) = 1 1 #GLn(Fp) = 1 i - i (pnp i )=pn2_ l+O(pn2_2)  ' 
p-  p -1  i=o 
we immediately obtain: 
Theorem 11. For 1 < H < (p - 1)/2, we have 
(2H + 1) n2 
Un(n; gp) -- 
P 
q- 0 (HnZ-2pl/2(log p)2). 
The bound of Theorem 11 is nontrivial if 
H >_ p3/4+e. 
for any fixed e > 0 and sufficiently large p. 
However for n = 2 a different argument leads to a stronger result. 
Theorem 12. For 1 ~ H < (p - 1)/2, we have 
(2H + 1) 4 
Uz(H; Fp) -- q- O(H2 p°(1)). 
P 
Proof. Let us define 
Aa (H, p) = Na (H, p) 
(2H + 1) 2 
P 
where as in Section 2.3, Na (H, p) is the number of solutions to the congruence (1). 
We note that 
(p-l)/2 
Z A a (H, p) = 
a=--(p- 1)/2 
Thus we have 
(p-l)/2 
Z Aa+ 1 (H, p) = 0. 
a=-(p-1)/2 
(p-l)/2 
Uz(H; Fp) = Z Na(H, p)Na+I(H, p) 
a=-(p-l)/2 
(p-l)/2 
= E ((2H~ 1)2 -'I'-Aa(H'p)) 
a=-(p-1)/2 
x( (2H~ -1)2 
(2H + 1) 4 
+ 
q- Aa+I(H, p))  
(p-l)/2 
E A a (H, p) Aa+l (H, p). 
a=-(p-1)/2 
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By the Cauchy inequality 
(p - l ) /2  
E Aa(H, p)Aa+I(H, p) 
a=-(p- 1)/2 
I  p-1)/2 I  p-l /2 
< E Aa(H'p)2 ~ Aa+I(H'p)2 
a=-(p-1)/2 a=-(p-1)/2 
(p-l)/2 
= Z Aa(H ' p)2. 
a=-(p-1)/2 
Now an application of Lemma 8 concludes the proof. [] 
Clearly Theorem 12 is nontrivial if 
H > pl/2+e. 
for any fixed e > 0 and sufficiently large p. 
4. COMMENTS AND OPEN QUESTIONS 
Analogues of Theorem 9can be proven about he symmetric matrices over Fp. More 
precisely, suppose that Y = (Yij)n×n is the n x n symmetric matrix in variables 
yij = Yji for 1 < i < j _< n, and let I ~ C[Yll . . . . .  Ynn] be the ideal generated by 
(k + 1) x (k + 1) minors of Y. Also suppose that Wk(I) is the set containing zeros 
(n+l) 
of / in  C 2 . Notice that Wi(1) can be identified with the set of symmetric n x n 
matrices over C of rank at most k. It follows that (see [15]) Wk(I) is an irreducible ¢+1) 
variety in C 2 and is not contained in a hyperplane. Thus applying Lemma 3 one 
can get similar results as Theorem 9 for symmetric matrices over Fp. 
The determinant variety is not smooth, so the results about the distribution of 
points on such varieties, see [9,16,17,28,29] and references therein, do not apply. 
It is also natural to ask whether analogues of our results hold for matrices 
with elements from a given sufficiently large set 7-/c Fp, that is for matrices 
of the form X = (Xij)mxn E .]k~m,n(Fp), with xij E ~t~ for 1 < i < m and 1 < 
j _< n. Accordingly one can define the quantities Rm,n(k, 7-~;~p), Fn,t(7"[;Fp) 
and Un(~; Fp) as straight forward generalisations of Rm,n(k, H; Fp), F~,t(H; ~'p) 
and U, (H; ~'p), respectively. 
Open Question 13. Obtain asymptotic formulas or upper and lower bounds for 
Rm,n(k, 7-[; F p ), Fn,t(~; ]F p ) and Un (7-[; F p ) with an arbitrary set 7-[ c_ F p. 
It seems that our methods do not apply to such questions, which are of ultimate 
interest, but should rather be studied by the methods of additive combinatorics, 
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see [11-13] and references therein. As a motivating example, we note that the 
method of D. Hart and A. Iosevich [12] immediately implies the asymptotic formula 
U2(J-~; ~p)  -- (#~.~)4 -~- 0((#7-{)2P 1/2) 
P 
which is nontrivial if #7-/> p3/4+~ for some fixed e > 0. Note that in [12] the 
congruence hlh2 + h3h4 = a (rood p), hi, h2, h3, h4 E 7-L has been studied, while 
for the settings of U2(~; ~'p) the congruence hlh2 - h3h4 =- a (modp) (with a = 1) 
is more relevant and can be studied along exactly the same lines. 
On the other hand, for sets 7-[ defined by some arithmetic onditions, such as 
multiplicative subgroups of ~'p, our methods can be used but will require bounds 
of more general exponential sums (for example hybrid sums of multiplicative and 
additive characters). 
One can also ask for analogues of our results for matrices X = (Xij)mxn E 
Mm,n (~p) with bounded Euclidean orm 
m n 
(2) Z Z Xi2 <- O 
i=1 j= l  
and denote by Rm,n(k, D;Fp), Fn,t(D;]Fp) and Un(D;~p) the analogues of 
Rm,n(k, H; ~p), Fn,t(H; ~p) and Un(H; Fp), with respect to the condition (2). 
Open Question 14. Obtain asymptotic formulas or upper and lower bounds for 
Rm,n(k, D; Fp), Yn,t(D; Fp) and Un(D; ~p). 
The method of this paper seems to be capable to tackle Rm,n(k, D;~'p), 
/~n,t(D; ~'p) and U~ (D; Fp). For example, one can approximate he mn dimensional 
ball corresponding to the condition (2) by a union of non-overlapping rectangles, 
to which our approach applies. However, there could be a more direct way to deal 
with these quantities. 
Finally, we note that a number of other counting questions for matrices over finite 
fields are given in an exhaustive survey by J. Fulman [10]. Many of these questions 
can be asked, and are of great interest, for matrices with restricted entries, in the 
spirit of this paper. 
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