Brightness induction includes both contrast and assimilations effects. Brightness contrast occurs when the brightness of a test region shifts away from the brightness of adjacent regions. Brightness assimilation refers to the opposite situation in which the brightness of the test region shifts toward that of the surrounding regions. Interestingly, in the White effect [Perception 8 (1979) 413] the direction of the induced brightness change does not correlate with the amount of black or white border in contact with the gray test patch. This has led some investigators to reject spatial filtering explanations not only for the White effect but for brightness perception in general. Instead, these investigators have offered explanations based on a variety of junction analyses and/or perceptual organization schemes. Here, these approaches are challenged with a critical set of new psychophysical measurements that determined the magnitude of the White effect, the shifted White effect [Perception 10 (1981) [Vision Res. 39 (1999) 4361] parsimoniously accounts for the psychophysical data, and illustrates that mechanisms based on junction analysis or perceptual inference are not required to explain them. According to the ODOG model, brightness induction results from linear spatial filtering with an incomplete basis set (the finite array of spatial filters in the human visual system). In addition, orientation selectivity of the filters and contrast normalization across orientation channels are critical for explaining some brightness effects, such as the White effect.
Introduction
It is well established that the brightness of a region of visual space is not related solely to that regionÕs luminance but depends also upon the luminances of adjacent regions. This phenomenon is known as brightness induction and includes both brightness contrast and assimilation effects. Brightness contrast occurs when the brightness of a test region shifts away from the brightness of adjacent regions. A textbook example is simultaneous brightness contrast (SBC), in which a gray test patch on a white background looks darker than an equiluminant gray test patch on a black background (Heinemann, 1955) . SBC occurs for test patches as large as 10° (Yund & Armington, 1975) . Since this distance far exceeds the dimensions of classical retinal or LGN receptive fields in monkey (DeValois & DeValois, 1988; DeValois & Pease, 1971; Yund, Snodderly, Hepler, & DeValois, 1977) , a common explanation for SBC has been that the brightness of the test patch must be determined by the information at the edges of the bounded region (for example, by average perimeter contrast) and is subsequently filled-in or assigned to the entire enclosed area (Cornsweet & Teller, 1965; Grossberg & Todorovic, 1988; Paradiso & Hahn, 1996; Paradiso & Nakayama, 1991; Shapley & Enroth-Cugell, 1984 ; for review see Kingdom & Moulden, 1988; Grossberg, 2003) . It is becoming clear, however, that this explanation is too simple and that distal factors must also play a role in SBC (Arend, Buehler, & Lockhead, 1971; Blakeslee & McCourt, 1997; Heinemann, 1972; Land & McCann, 1971; Reid & Shapley, 1988; Shapley & Reid, 1985) .
Brightness assimilation refers to the opposite situation in which the brightness of a test region shifts toward the brightness of adjacent regions. Thus, a gray patch on a black background appears darker (rather than lighter) than an equiluminant gray patch on a white background. In general, assimilation effects, rather than contrast effects, are observed in displays containing high spatial frequency patterns (Helson, 1963; Smith, Jin, & Pokorny, 2001) , however, other factors such as the luminance relationships within the stimulus can also influence whether contrast or assimilation is observed (Helson, 1963; Hong & Shevell, 2004) . Although optical blurring may contribute to assimilation under some conditions (Smith et al., 2001) , it cannot completely explain the effect (De Weert & Spillman, 1995; Jameson & Hurvich, 1989) . Jameson (1985) proposed and qualitatively modeled a mechanism for both brightness contrast and assimilation based on parallel processing at multiple spatial scales by difference-of-Gaussians (DOG) filters. Due to the center-surround antagonism of the DOG filters a contrast effect is produced in the output of filters for which the stimulus components are relatively large compared to the center of the filter. Because the center region averages light falling within its boundaries, however, the filter output produces an assimilation effect when the stimulus features are small compared to the filter center. Jameson and Hurvich (1989) pointed out that these effects occur in parallel and can therefore account for the simultaneous appearance of sharp edges within a stimulus area and a blending of color (assimilation) across these edges. A similar explanation for assimilation and contrast effects, framed in the context of a multichannel analysis of human contrast sensitivity, was offered to explain another brightness effect called the checkerboard illusion (DeValois & DeValois, 1988) .
The experiments described in this paper quantitatively examine the role of contrast and assimilation effects within a multiscale filtering account of brightness perception by psychophysically measuring and computationally modeling the magnitude of the White effect (White, 1979 (White, , 1981 , the shifted White effect (White, 1981) and the checkerboard illusion (DeValois & DeValois, 1988 ) as a function of inducing pattern spatial frequency and test patch height. These illusions all have histories of explanation (though often unsuccessful) in terms of processes that result in contrast and/or assimilation. As discussed below, these particular illusions are also central to current debate regarding models of brightness perception based on perceptual inferences and junctions versus spatial filtering. Comparing empirical measurements of brightness perception in these displays with the predictions of the oriented differenceof-Gaussians (ODOG) model (Blakeslee & McCourt, 1999 ) may thus contribute to deciding between various accounts of brightness perception.
In the White effect (White, 1979) gray test patches of identical luminance placed on the black and white bars of a square-wave grating appear different in brightness. The effect has received much attention because, unlike SBC for example, it cannot be explained on the basis of non-oriented filter models or edge-dependent models like those discussed earlier (for a review see Kingdom & Moulden, 1988) . In the White effect the direction of the brightness change is independent of the aspect ratio of the test patch, i.e., the direction of the brightness change does not correlate with the amount of black or white border in contact with the gray test patch, or in its general vicinity. When the test patch is a vertically oriented rectangle sitting on the white stripe of a vertical grating, it has two short sides that are in contact with the coaxial white bar on which it sits, and two long sides that are in contact with the flanking black bars (see Fig. 1(a) ). This configuration describes a test patch having more extensive contact with the dark flanking bars, yet the gray patch appears darker than a similar gray patch situated on a dark bar and flanked by white bars. The effect cannot simply be attributed to assimilation, however, since the direction of the effect is unchanged even if the height of the test patch is reduced until it has more extensive border contact with the bar on which it is situated (i.e., the coaxial white bar) ( Fig. 1(d) ). In addition, although WhiteÕs effect has been reported to increase with increasing spatial frequency, unlike other assimilation effects the illusion does not disappear or reverse at low spatial frequencies (Helson, 1963; Smith et al., 2001) . From observations of this type White (1979) concluded that explanations couched in terms of either contrast or assimilation which depended solely on the relative amounts of black and white surrounding the gray elements could not explain the effect, and that anisotropic (oriented) mechanisms must play a causative role.
Several qualitative filtering explanations have been offered for the White effect. White proposed a mechanism he called ''pattern-specific inhibition'' (White, 1981) , where elongated cortical filters having similar preferred orientation and spatial frequency selectivity, and which received their input from adjacent retinal locations, inhibited each other to produce the effect. Similarly, Foley and McCourt (1985) suggested that hypercomplex-like oriented cortical filters with small centers and elongated inhibitory surrounds might be responsible for the effect. Moulden and Kingdom (1989) proposed a ''dual mechanism'' model in which a local mechanism mediated by circularly symmetric center-surround receptive fields produced a strong signal at the corner intersections of the test patch with the coaxial bar. This corner signal was responsible (in an unspecified manner) for the greater weight given the coaxial bar relative to the flanking bar in producing a brightness contrast effect in the test patch. A second more spatially extensive mechanism, similar to the filters with small centers and elongated surrounds first proposed by Foley and McCourt (1985) , was proposed to account for the increase in the size of the brightness effect with increasing coaxial bar height.
Recently, many investigators have rejected spatial filtering explanations for brightness perception altogether largely because of the White effect. These investigators have instead offered explanations of brightness effects based on junction analysis (Todorovic, 1997; Zaidi, Spehar, & Shy, 1997) and/or perceptual inferences (Adelson, 2000; Agostini & Proffitt, 1993; Anderson, 1997 Anderson, , 2003 Gilchrist et al., 1999; Ross & Pessoa, 2000; Spehar, Gilchrist, & Arend, 1995; Taya, Ehrenstein, & Cavonius, 1995) . For example, both Zaidi et al. (1997) and Todorovic (1997) argue that an analysis of local junctions alone, specifically T-junctions, can account for WhiteÕs effect and that it is not the depth-inducing aspect of Tjunctions that is responsible for the effect. According to approaches based on perceptual inference, however, perceptual organization, such as relative depth relations in the White effect, influences brightness perception such that surfaces predominantly interact with other surfaces with which they are grouped. For example, in the anchoring model of Gilchrist et al. (1999) the lightness of a target in any given perceptual framework is ''anchored'' by (i.e., assigned relative to or in contrast to) Fig. 1 . Examples of the White, shifted White and checkerboard stimuli used in the psychophysics and modeling. Panels (a)-(d) illustrate the test patch height manipulation for one spatial frequency of a standard White stimulus. Three of the six spatial frequencies tested for the standard White stimulus at a constant test patch height of 3°are depicted in panels (a), (e) and (g). Panels (f) and (h) show 180°shifted White stimuli at two spatial frequencies and panels (i) and (j) illustrate the checkerboard stimuli at two spatial frequencies. Notice that in all figures test patches that replace white regions of the inducing background are located on the left, while test patches that replace black regions are located on the right. the surface in that framework that appears white, usually the surface with the highest luminance. The perceptual frameworks to which a target belongs are defined in terms of Gestalt grouping principles. Thus, in the White effect the test patch appears lighter (or darker) when it is on the black (or white) bar because it ''belongs to'' or has been ''grouped with'' that bar. According to Gilchrist et al. (1999) the principal grouping factor at work here is the T-junction, which they propose signals depth through occlusion. Anderson (1997 Anderson ( , 2003 argues for a ''scission'' account of the White effect in which the T-junctions in these displays trigger the parsing of the targets into multiple layers (although not necessarily stratified in depth). Thus, according to this account of the White effect ''the targets in the black stripes look lighter because some of the darkness (black) has been taken out of the target and attributed to an underlying (black) background. Similarly, the targets embedded in the white stripes appear darker because some lightness (white) has been taken out of the target and attributed to its underlying layer''. McCourt (1999, 2001) , however, have recently demonstrated that the rejection of spatial filtering explanations for brightness phenomena may have been premature. They provided a mechanistic explanation for the White effect (and numerous other brightness effects) in the form of an anisotropic multiscale filtering model, called the oriented difference-ofGaussians (ODOG) model. According to the ODOG model brightness induction effects are fundamentally the result of linear spatial filtering with an incomplete basis set. Although the basis functions (i.e., the array of spatial filters) which comprise the ODOG model extend to spatial frequencies much lower than those typically used to model spatial vision in prior models, they nonetheless still form an incomplete basis set. A complete linear transform (e.g., Fourier or wavelet) is lossless, meaning that a spatial image can be veridically reconstructed from its frequency domain representation. One obvious consequence imposed by the incompleteness of the filter array of the ODOG model (and by the human visual system it represents) is that arbitrarily high spatial frequency information cannot be represented in a reconstructed image, resulting in spatial smearing (blur). Less well appreciated is the fact that information loss also occurs for low spatial frequencies. Indeed, as demonstrated later in this paper, patterns whose scales are large (i.e., low frequency) relative to the scale of the encoding filters are represented with a loss of low frequency information and therefore exhibit brightness contrast effects; conversely, patterns whose scales are small (i.e., high frequency) relative to the scale of the encoding filters are represented with a loss of high frequency information and therefore exhibit brightness assimilation. In addition to the effects of incompleteness over scale which have just been described, we find that the orientation selectivity of the filters and the non-linear stage of the ODOG model, in which the outputs of the six orientation channels are equated through contrast normalization, are also critical for explaining some brightness effects, such as WhiteÕs effect. Note, however, that the defining features of the ODOG model (linear multiscale spatial filtering by oriented filters followed by contrast normalization) are characteristics routinely observed at early stages of cortical visual processing in both cat and monkey (Carandini, Heeger, & Movshon, 1997; Geisler & Albrecht, 1995; Gilbert, Das, Ito, Kapadia, & Westheimer, 1996; Rossi & Paradiso, 1999; Rossi, Rittenhouse, & Paradiso, 1996) . In this regard it is also interesting that Olzak and Wickens (1997) report psychophysical evidence that orientation information is combined across spatial scale, but not vice versa. Blakeslee and McCourt (1999) showed that the ODOG model qualitatively predicted the relative brightness of the test patches in the White effect and quantitatively predicted the magnitude of the White effect relative to other brightness effects as measured psychophysically using brightness matching. In addition, the ODOG model was able to account for two other experimental results that would be difficult or impossible to explain with any form of perceptual grouping hypothesis. The first is the smooth transition in the mean brightness of the test patch in the White stimulus when the position of the test patch is varied relative to the inducing grating (White & White, 1985) . The second is the variation of brightness observed across the test patches of White stimuli measured using point-by-point brightness matching. They noted, however, that a filtering explanation did not necessarily conflict with T-junction or other grouping analyses where they applied but might, at least in part, serve as their mechanistic basis. Indeed, to the extent that the filters of the ODOG model computationally accomplish various grouping operations, one might expect all these approaches to yield similar results (Blakeslee & McCourt, 1999 Todorovic, 1997) .
The shifted White stimulus (White, 1981) is an interesting but largely ignored variant of the original White stimulus (Fig. 1(f) ) in which the central portion (including the test patches) of a standard White stimulus ( Fig.  1(e) ) is shifted by 180°relative to the upper and lower inducing gratings. In this condition the test patch is bordered above and below by bars of opposite polarity to those in the standard White stimulus. White (1981) found that Munsell matches (averaged over 104 subjects) indicated very little difference in the size of the brightness effect across these two configurations. This suggested to White that a process such as assimilation might contribute to the White effect at high (but not low) spatial frequencies.
Interestingly, in configurations in which the test patch is square or nearly so, the shifted White figure is similar to a checkerboard stimulus (compare Fig. 1 (h) and (j)) (DeValois & DeValois, 1988; Gilchrist et al., 1999) . The checkerboard illusion ( Fig. 1(i) and (j)) is another brightness effect for which scant data are available, and for which qualitative reports are either conflicting or ambiguous. DeValois and DeValois (1988) originally used chromatic and achromatic versions of the checkerboard illusion to support arguments about the different spatial frequency characteristics of the chromatic and achromatic visual systems within a framework of multiscale visual processing. Their demonstrations showed assimilation of the color of the test patch in chromatic checkerboards, but contrast for achromatic checkerboards of the same size. They argued that the lower spatial frequency tuning of the chromatic system supported an assimilation effect at much lower spatial frequencies than does the achromatic system. More recently Gilchrist et al. (1999) advanced an anchoring explanation for an achromatic version of the checkerboard illusion, in which they claim there is an effect that appears to be in the direction of assimilation (although they comment that the effect is weak and somewhat unstable). According to Gilchrist et al. (1999) what appears to be an assimilation effect is actually a contrast effect that results from grouping along the diagonals of the checkerboard. The gray test square that is completely surrounded by white squares appears lighter because it is perceptually grouped with, and is therefore anchored by and contrasts with, the black squares along the diagonals. Similarly, the gray test square surrounded by black squares appears darker because it is grouped with, and is therefore anchored by and contrasts with, the white diagonal squares. Note that this anchoring explanation provides no account for the change from assimilation to contrast with decreasing spatial frequency that would be predicted by the multiscale processing explanation of the checkerboard illusion advocated by DeValois and DeValois (1988) .
The following experiments quantitatively measure the magnitude of the White effect (White, 1979 (White, , 1981 , the shifted White effect (White, 1981) and the checkerboard illusion (DeValois & DeValois, 1988) as a function of inducing pattern spatial frequency and test patch height. The empirical measurements of brightness perception are then compared with the predictions of the ODOG model of Blakeslee and McCourt (1999) .
General methods

Subjects
The authors (BB and MM) and two naïve observers (CS and RA) participated in the experiments. All four subjects possessed normal or corrected-to-normal vision.
Stimuli
Stimuli were generated on a microcomputer with a Cambridge VSG board (Vision Research Graphics, Inc.). Images were presented on a high-resolution display monitor (21 in. IDEK Iiyama Vision Master, model MF-8221). Display format was 1024 (w) · 768 (h) pixels. Frame refresh rate was 97 Hz. All images possessed 2 8 simultaneously presentable linearized intensity levels selected from a palette of approximately 2 12 .
Viewing distance was 60.7 cm, resulting in a stimulus field that was 24.2°in height and 32°in width. Individual pixels measured 0.031°· 0.031°. Mean display luminance was 50 cd/m 2 . Inducing patterns appeared in the lower half of the stimulus field while the upper half contained a matching patch of adjustable luminance (0-100 cd/m 2 ). The dimensions of the matching patch were always the same as those of the test patch. The matching patch was surrounded by a homogeneous field set to the mean luminance of the display (50 cd/m 2 ). A quantitative analysis of the magnitude of the White effect, the shifted White effect and the checkerboard illusion was conducted as a function of inducing pattern spatial frequency. The White and shifted White stimuli had inducing grating spatial frequencies of 0.125, 0.25, 0.5, 1.0, 2.0 and 4.0 c/d. The fundamental spatial frequencies of the checkerboard stimuli were 0.24, 0.36, 0.54, 1.08, 3.23 and 5.66 c/d. The white and black portions of the square wave inducing bars or checks measured 100 and 0 cd/m 2 , respectively. Test patches were set to the mean luminance (50 cd/m 2 ). In addition, the effect of varying test patch height was also examined using the White and shifted White stimuli. In the White and shifted White stimuli the width of the gray test patches necessarily varied as a function of the spatial frequency of the inducing grating since test patch width in the White stimulus is always matched to the width of the inducing bars. For each spatial frequency (and test patch width), however, two constant (3°and 1°) and two proportional (height-to-width ratios of 1:1 and 1:2) test patch heights were investigated. The test patch sizes investigated at each spatial frequency are shown in Table 1 . For checkerboard stimuli test patch height and width were always the same as inducing check height and width and, therefore, could not be manipulated independently.
The shifted White condition was produced by shifting the entire central region of the White stimulus, the test patches and inducing grating, by 1/2 cycle (180°) relative to the surrounding inducing grating ( Fig. 1 (f) and (h)). Note that in this condition (White, 1981 ) the test patch is bordered above and below by bars of opposite polarity to those in the standard White stimulus.
Procedures
All stimuli were viewed binocularly through natural pupils in a dimly lit room. SubjectsÕ heads were positioned relative to the display with a chin and forehead rest. To help hold the adaptation state stable subjects were instructed to maintain their gaze within the illuminated region of the display. Brightness matching was employed to measure the magnitude of induction in the gray test patches of the various brightness displays (McCourt & Blakeslee, 1994) . Subjects were instructed that when making brightness matches they were to match the perceived intensity of the stimulus. Each matching trial was initiated by a button press from the subject. The initial value of the matching stimulus was randomized and subjects controlled subsequent increments and/or decrements in matching luminance by selecting and depressing appropriate response buttons. Each button press resulted in a luminance change of 1% relative to the maximum luminance. The adjustment interval for each trial lasted until the subject indicated that the match was complete by pressing the ''done'' button. Final adjustment settings were recorded by computer, which also randomized the presentation of stimuli. Approximately ten match settings were obtained in each experimental condition from each subject.
Description of the ODOG model
The oriented filters of the ODOG model were produced by setting the ratio of DOG center/surround space constants to 1:2 in one orientation and to 1:1 in the orthogonal orientation (Table 2) . A gray level representation of an ODOG filter appears in Fig. 2 (a). Note that although the center remains circular, the surround extends beyond the center for a distance of approximately twice the center size in one orientation (1:2 ratio) but is the same size as the center in the orthogonal orientation (1:1 ratio). These filters can be described as Gaussian blobs with inhibitory flanks, or as simple-like cells (such as those found in the cortex of monkey or cat) that are orientation and spatial frequency selective. The ODOG model is implemented in six orientations (0°, 30°, 60°, 90°À30°and À60°relative to vertical). Each orientation is represented by seven volume-balanced (i.e., integrate to 0) filters that possess center frequencies arranged at octave intervals (from 0.1 to 6.5 c/d). The seven filters ( Fig. 2(b) ) within each orientation are summed after weighting across frequency using a power function with a slope of 0.1 (Fig. 2(c) ). This slope is consistent with the shallow low-frequency fall-off of the suprathreshold contrast sensitivity function (Georgeson & Sullivan, 1975) . The resulting six multiscale spatial filters, one per orientation, are convolved with the stimulus of interest (Fig. 2(d) and (e)). The six oriented filter outputs ( Fig. 2(f) ) are normalized by dividing each by its space-averaged root-mean-square (RMS) contrast, as computed across the entire convolution output (Fig.  2(g) ). The six normalized outputs are summed to produce the final ODOG model output ( Fig. 2(h) ). The psychophysical linking hypothesis is that the univariate output of the ODOG model at each point in space is proportional to perceived brightness. A better understanding of the normalization component of the model can be obtained from examining Fig. 
2(d)-(h).
When the long axis of the multiscale ODOG filter is vertical, as it is in the orientation represented by the top row of Fig. 2(d)-(g) , the convolution output of this filter with the White stimulus shows the greatest activity in the region of the test patches and accords with the White effect. Although the top and bottom edges of the inducing grating are also a good stimulus for this filter, the inducing grating itself is not. This situation is largely reversed in the convolution output of the The ODOG model is implemented in six orientations (0°, 30°, 60°, 90°À30°and À60°relative to vertical). Each orientation is represented by seven volume-balanced (i.e., integrate to 0) filters that possess center frequencies arranged at octave intervals (from 0.1 to 6.5 c/d). The seven filters (b) within each orientation are summed after weighting across frequency using a power function with a slope of 0.1 (c). This slope is consistent with the shallow low-frequency fall-off of the suprathreshold contrast sensitivity function (Georgeson and Sullivan, 1975) . The resulting six multiscale spatial filters, one per orientation, are convolved with the stimulus of interest (d,e). The filter outputs (f) are normalized across orientation by dividing each by its space-averaged root-mean-square (RMS) contrast, as computed across the entire convolution output (g). The six normalized outputs are summed to produce the final ODOG model output (h).
multiscale ODOG filter with a horizontal orientation (represented in the fourth row of Fig. 2(d)-(g) ). Here the activity generated by the inducing grating is high compared to that for the test patches. Contrast normalization prior to summation (Fig. 2(g) ) weights the stimulus features extracted by these two filters equally. This ensures that high contrast features (e.g., the inducing grating), captured by filters at one orientation, will not overwhelm lower contrast features (e.g., the test patches) captured by filters at other orientations, in the combined output. Information about absolute contrast level, however, is sacrificed in the process.
Response non-linearities in neurons in cat and monkey visual cortex, such as contrast gain control and the rapidly accelerating increase in response at low contrast may represent the physiological substrate for this type of contrast normalization (Carandini et al., 1997; Geisler & Albrecht, 1995) . These response non-linearities make the stimulus selectivity of neurons (i.e., their tuning along various dimensions such as orientation, spatial frequency, and spatial position) invariant with contrast. Thus, identification performance is improved along these dimensions, because neurons respond near maximum even at low contrasts to preferred stimuli, but identification performance is lost along the contrast dimension (Geisler & Albrecht, 1995) .
In the ODOG model only the outputs of the six oriented filters are normalized. Recall that each of these six oriented filters is the weighted sum of seven spatial frequency filters. It is possible to modify the model to sum across orientation (rather than spatial frequency) to produce seven spatial filters and to normalize the output of these seven spatial filters. Yet another choice is to normalize the filter output on a filter by filter basis prior to any summation, in other words, to separately normalize the output of each of the 42 individual filters representing all of the size and orientation combinations. We have investigated the utility of these other normalization schemes and have found that normalization across orientation produces model output which is consistently closer to the psychophysical data. This implementation is also consistent with the psychophysical evidence that orientation information is combined across spatial scale, but not vice versa (Olzak & Wickens, 1997) .
Results and discussion
Psychophysical data
The magnitudes of the White effect, the shifted White effect and the checkerboard illusion were measured as a function of inducing pattern spatial frequency and test patch height. Fig. 1(a)-(d) illustrates the test patch height manipulation for one spatial frequency of a standard White stimulus. Fig. 1(a) , (e) and (g) depict three of the six spatial frequencies tested for the standard White stimulus at a constant test patch height of 3°. Fig. 1(f) and (h) show 180°shifted White stimuli at two spatial frequencies and Fig. 1(i) and (j) illustrate the checkerboard stimuli at two spatial frequencies. Notice that in all figures test patches that replace white regions are located on the left, while test patches that replace black regions are located on the right.
The magnitude of brightness induction for the two gray test patches of the standard White, shifted White (180°) and checkerboard stimuli is plotted as a function of spatial frequency and test patch height for each of the four subjects in Figs. 3-6(a)-(c) . Mean matching luminance is depicted as the mean deviation of the matching luminance from the veridical luminance of the test patches (50 cd/m 2 ) in units proportional to the maximum luminance (100 cd/m 2 ). The units ranging from À0.5 to + 0.5 on the left ordinate thus represent a luminance range of 0-100 cd/m 2 . The lines connect symbols representing the magnitude of induction for test patches of a given size located on the white (solid line) and black (dashed line) bars of the inducing stimuli. Test patch height is shown as a parameter, the levels of which are distinguished by symbol shape and color. Black symbols denote the constant test patch height conditions of 3°( circles) and 1°(triangles). White symbols represent the proportional test patch conditions in which test patch height is equal to bar width (squares) or is equal to 1/2 bar width (diamonds) (see Table 1 ). The error bars represent 95% confidence intervals. Note that in the checkerboard stimulus the gray test patches replace black or white squares of the checkerboard. The only test patch height condition for this stimulus is, therefore, the 1:1 (white squares) condition.
Figs. 3-6(d)-(f) replot these data as the difference in mean matching luminance for test patches on the black and white bars. Again, black symbols denote the constant test patch height conditions of 3°(circles) and 1°( triangles) and white symbols represent the 1:1 (squares) and 1:2 (diamonds) proportional test patch conditions. Although asymmetries which exist in brightness matching are lost when the data are plotted as differences, in these figures it is easier to appreciate how the overall magnitude of the induced effect changes as a function of spatial frequency and test patch height.
Standard White effect
It is clear from Figs. 3-6(a) and (d) that for the standard White stimulus all subjects show a White effect at all spatial frequencies and test patch heights. A three-way independent groups ANOVA showed a main effect of polarity (in the direction of a White effect) that was highly significant for all four subjects: BB (F 1,5 = 36.6, p = 0.002); MM (F 1,5 = 49.8, p = 0.001); RA (F 1,5 = 37.1, p = 0.002); CS (F 1,5 = 491.7, p < 0.001).
In other words, the gray test patch on the white bar always appeared darker than the gray test patch on the black bar, and this was true across an impressive range of spatial frequencies and test patch heights. These results quantitatively confirm and extend WhiteÕs (1979 WhiteÕs ( , 1981 original reports that the White effect did not depend on the aspect ratio of the test patch and, therefore, could not be explained by contrast or assimilation mechanisms governed by the extent of black or white border in contact with the test patch, or in its general vicinity. White (1979 White ( , 1981 also observed that the White effect was stronger at higher spatial frequencies, noting that the effect increased with viewing distance. The present results confirm and quantify this increase in the magnitude of the White effect at higher spatial frequencies for all four observers (Figs. 3-6(a) and (d) ). Observers BB, MM and RA showed a highly significant interaction of polarity and spatial frequency: BB (F 5,15 = 17.5, p < 0.001); MM (F 5,15 = 50.4, p < 0.001); RA (F 5,15 = 20.7, p < 0.001). Although the interaction for CS was significant (F 5,15 = 3.0, p = 0.04), the increase in . The solid and dashed lines connect symbols representing the magnitude of induction for test patches of a given size located on the white (solid line) and black (dashed line) bars of the inducing stimuli, respectively. Test patch height is represented as a parameter and is distinguished by symbol shape and color. Black symbols denote the constant test patch height conditions of 3°(circles) and 1°(triangles). White symbols represent the proportional test patch conditions in which test patch height is equal to bar width (squares) or is equal to 1/2 bar width (diamonds). The error bars represent the 95% confidence intervals. Note that in the checkerboard stimulus the gray test patches replace black or white squares of the checkerboard. The only test patch height condition for this stimulus is, therefore, the 1:1 (white squares) condition. Panels (d)-(f) replot the data from panels (a)-(c) as the difference in mean matching luminance for test patches on the black and white bars. Although the asymmetries in brightness matching are lost when the data are plotted in this manner, it is easier to appreciate how the overall magnitude of the induced effect changes as a function of spatial frequency and test patch height. the size of the White effect with spatial frequency was less pronounced in this subject. Note that the effect of spatial frequency is not observed as a main effect but only as an interaction between spatial frequency and polarity due to the fact that the brightness effect increases in opposite directions depending on the polarity. In other words, the test patch on the white bar appears darker and the test patch on the dark bar appears brighter with increasing spatial frequency. This increase begins at a spatial frequency of approximately 1 c/d. Interestingly, all four subjects also show an effect of test patch height which can be observed in a significant three-way interaction between polarity, spatial frequency and test patch height (BB (F 15,432 = 12.7, p < 0.001); MM (F 15,432 = 2.7, p = 0.001); RA (F 15,295 = 2.8, p < 0.001); CS (F 15,446 = 2.2, p = 0.006)). It appears from these data that the largest effect of test patch height occurs at the highest inducing spatial frequency (4 c/d). Note that at 4 c/d the heights of the proportional test patches (0.0625°and 0.125°) are quite small and differ the most in size from the constant test patch heights (1°and 3°).
In order to better understand the effect of test patch height, one could conduct an analysis of simple twoway interactions at each spatial frequency followed by an analysis of simple main effects at spatial frequencies for which there were significant two-way interactions. However, a more direct approach is to eliminate polarity as a factor by recoding the data as difference scores. Although information about asymmetries in brightness induction is lost by using these difference data, here we were primarily interested in the magnitude of the induction effect as a function of spatial frequency and test patch height. By eliminating polarity as a factor we may immediately proceed to this analysis. Therefore, at each spatial frequency the difference scores were subjected to an independent groups ANOVA with test patch height as the factor. Note that this analysis of simple main effects is functionally equivalent to performing an analysis of simple interactions if polarity were still in- Fig. 4 . Matching data from subject MM (see Fig. 3 for details).
cluded as a factor. All four subjects showed a significant (p < 0.01) effect of test patch height: at 4 c/d (BB (F 3 = 23.9, p < 0.001); MM (F 3 = 8.4, p < 0.001); RA (F 3 = 5.4, p = 0.005); CS (F 3 = 8.3, p < 0.001)), however, only subject BB showed a significant effect of test patch height at other spatial frequencies (2 c/d (F 3 = 22.6, p < 0.001); 1 c/d (F 3 = 12.2, p < 0.001); 0.25 c/d (F 3 = 9.9, p < 0.001); 0.125 c/d (F 3 = 5.8, p = 0.002)). At spatial frequencies where test patch height had a significant effect, post hoc independent samples t-tests were performed to compare the magnitudes of induction in the four different test patch height conditions. A Bonferroni correction for the six t-tests was employed to hold the risk of type I error to 0.01. Interestingly, although all subjects showed a significant effect of test patch height at 4 c/d, only subject BB showed more than one significant difference in the comparisons of the various test patch heights. For BB these tests revealed that the main effect of test patch height was due to the fact that the larger test patch heights (3°and 1°) tended to produce smaller White effects than the smaller test patch heights (0.0625°a nd 0.125°). This is seen in the difference data shown in Fig. 3(d) . In subject BB the 1°test patches produced significantly smaller effects than the proportional test patches (0.125°= À5.0, p < 0.001); and (0.0625°= 7.0, p < 0.001) and the 3°test patches produced a significantly smaller effect than the 0.0625°proportional test patch (t 18 = 5.7, p < 0.001). Subject CS also showed a significantly smaller effect for the 3°test patches compared to the 0.0625°proportional test patches (t 18 = À5.5, p < 0.001). Interestingly, for BB the same pattern of results was observed at other spatial frequencies. With one exception, where significant differences were found the smaller test patches produced the larger responses. For MM, however, the only significant comparison at 4 c/d indicated an effect in the opposite direction. The 1°test patches showed a significantly larger effect than the 0.125°proportional test patches (t 18 = 4.8, p < 0.001). Considering the large range in test patch height at this spatial frequency (0.0625°-4°), what is most striking about these data is that the effect of test patch height is generally so small. Using a reduced White stimulus consisting of simply the test patch with its coaxial bar and two flanking bars, Kingdom and Moulden (1991) found that for a fixedheight test patch a decrease in bar width reduced the magnitude of the effect. This finding is clearly not supported by the present experiment (Figs. 3-6(a) and (d)). Interestingly, however, Kingdom and Moulden (1991) also showed that for three fixed bar widths (and therefore three test patch widths), the White effect was greatest for narrower bars (i.e., higher spatial frequencies) and for the smaller of two test patch heights. The bar widths in these stimuli, had they been part of an extended grating, corresponded to spatial frequencies of 0.63, 1.25 and 2.5 c/d. These results are similar to the present results at 4 c/d for observers BB and CS.
One possible explanation for the decrease in the size of the White effect with increasing test patch height is that in both studies the total height of the stimulus remained constant as test patch height was increased. Thus, as test patch height increased, the relative height of the coaxial inducing bar necessarily decreased. It has been reported that increasing the height of the coaxial bar (Moulden & Kingdom, 1989) increases the magnitude of the White effect. Moulden and Kingdom (1989) found an asymptote near 1.6°in one subject and estimated it to be somewhat greater than 1.6°in another subject. Since inducing field height never fell below 4°in the present study it appears unlikely that this explanation accounts for our results. As will be discussed later, another explanation for the decrease in the size of the White effect with increasing test patch height derives from a multiscale spatial filtering analysis.
Shifted White effect
Figs. 3-6(b) plot the matching data for the four subjects in the 180°shifted White condition. Again, mean Fig. 6 . Matching data from subject CS (see Fig. 3 for details).
matching luminance for the test patches located on the black (dashed lines) and white (solid lines) bars is plotted as a function of spatial frequency for the various test patch heights. Matches were obtained at all four test patch heights (3°(circles), 1°(triangles), test patch height equal to bar width (squares) or test patch height equal to 1/2 bar width (diamonds)). These data are also plotted as the difference in mean matching luminance between the test patch located on the white bar and the test patch located on the black bar in Figs. 3-6(e) . Interestingly, at 4 c/d there is an induction effect that is in the same direction as the standard White effect. This result confirms WhiteÕs (1981) initial report of a White effect in a 6 c/d, 180°shifted White stimulus. Note, however, that as the spatial frequency of the inducing grating decreases, all four subjects show a reversal in the direction of the brightness effect. A three-way independent groups ANOVA showed a nonsignificant main effect of polarity in all four subjects. This is not surprising since polarity reverses as a function of spatial frequency. The interaction of polarity and spatial frequency, however, is highly significant for all four subjects (BB (F 5,15 = 49.6, p < 0.001); MM (F 5,15 = 165.7, p < 0.001); RA (F 5,15 = 35, p < 0.001); CS (F 5,15 = 103.7, p < 0.001)). In general the point of transition from a White effect to an effect in the opposite direction occurs at a spatial frequency between 1 and 2 c/d.
Close inspection of the stimuli in the shifted White conditions reveals why an effect in the opposite direction to the standard White effect is obtained at low spatial frequencies. In the 180°shifted condition ( Fig. 1(f) and (h)), the test patch on the left is completely bordered by black (except at the corners) and the test patch on the right is similarly bordered by white. Thus, both an edge-dependent fill-in model and a multiscale filtering model (provided the filters are not too large relative to the test patches), will predict a contrast effect. The reversal of the effect at higher spatial frequencies, however, suggests a mechanism that operates in the direction of assimilation at high spatial frequencies. In this situation a filtering explanation requires that the majority of active filters are all relatively large compared to the dimensions of the test patches.
Three of the four subjects show a highly significant three-way interaction between polarity, spatial frequency and test patch height (BB (F 15,432 = 11.9, p < 0.001); MM (F 15,432 = 3.1, p < 0.001); RA (F 15,356 = 3.3, p < 0.001)). No significant three-way interaction was observed for subject CS. Note that this result is consistent with the small effect of test patch height observed for subject CS in the standard White condition. To obtain a better understanding of how the magnitude of brightness induction varies with test patch height we again recoded the data as difference scores. A one-way independent groups ANOVA was conducted on the test patch height difference data at each spatial frequency with test patch height as a factor. Subjects BB, MM and RA showed a significant (p < 0.01) effect of test patch height at 4 c/d (BB (F 3 = 40, p < 0.001); MM (F 3 = 5.8, p = 0.002); RA (F 3 = 6.2, p = 0.003)). In addition, subject BB showed a significant effect at 2 c/d (F 3 = 6.3, p = 0.002); 0.25 c/d (F 3 = 8.5, p < 0.001); and 0.125 c/d (F 3 = 10.1, p < 0.001). Subject MM also showed a significant effect at 0.125 c/d (F 3 = 11.1, p < 0.001). At spatial frequencies where a significant effect of test patch height was found, the magnitudes of induction for the four different test patch height conditions were compared using post hoc independent samples t-tests. A Bonferroni correction for the six t-tests was employed to maintain an alpha level of 0.01. Most of the significant differences between test patch heights occurred in subject BB at a spatial frequency of 4 c/d. These tests revealed that the main effect of test patch height was due largely to the fact that the larger test patches produced larger brightness effects. The 3°test patch produced a significantly larger brightness effect than the 1°( t 18 = À6.5, p < 0.001), 0.125°proportional (t 18 = 7.0, p < 0.001) and 0.0625°proportional (t 18 = À12.5, p < 0.001) test patches and the 1°test patch produced a larger effect than the 0.0625°test patch (t 18 = 5.4, p < 0.001). The 3°test patch also produced a larger effect than the 0.0625°proportional test patch for subject RA (t 18 = À4.7, p < 0.001) and the 0.125°proportional test patch produced a larger effect than the 0.0625°test patch for subject MM (t 18 = 4.7, p < 0.001). Interestingly, this same pattern of response was seen at two other spatial frequencies for subject BB and at one other frequency for subject MM. Note that this pattern is opposite to that seen for the standard White condition. As in the standard White condition, however, the more important result may be that manipulating test patch height over a large range generally had only a relatively small impact on induced brightness.
Checkerboard illusion
Figs. 3-6(c) and (f) illustrate the matching data for the checkerboard stimuli. Figs. 3-6(c) plot the mean matching luminance for the test patch replacing a white check (solid line) and the test patch replacing a black check (dashed line). In the checkerboard stimulus test patch size is identical to check size since the test patch replaces either a white or a black check within the checkerboard pattern. Therefore, there is only one test patch height at each spatial frequency. Figs. 3-6(f) plot the difference data for the checkerboard stimuli. It is clear from the graphs that these data follow a pattern very similar to that seen for the shifted White stimuli. A brightness effect in the direction of assimilation is observed at high spatial frequencies, where the test patch surrounded by dark checks appears darker and the test patch surrounded by white checks appears brighter. With a decrease in spatial frequency, however, there is a transition to a contrast effect, where the test patch surrounded by black checks appears brighter and the test patch surrounded by white checks appears darker. Note that this transition occurs for MM, RA and CS just below 1 c/d while for BB it occurs between 1 and 2 c/ d. A two-way independent groups ANOVA showed a non-significant main effect of polarity in all four subjects due to the fact that polarity reverses as a function of spatial frequency. The interaction of polarity and spatial frequency, however, is highly significant for all four subjects (BB (F 5,108 = 122.5, p < 0.001); MM (F 5,108 = 168.8, p < 0.001); RA (F 5,120 = 84.3, p < 0.001); CS (F 5,108 = 48.3, p < 0.001)).
Computational modeling
ODOG model
A multiscale spatial filtering explanation of the psychophysical results was tested by modeling all of the stimuli from the present experiment using the ODOG model of Blakeslee and McCourt (1999) Model output is plotted relative to the left ordinate. Scaling of the model output is constant for all stimuli allowing them to be compared against a common standard. As discussed in the text the predictions are consistent with the psychophysical data. Fig. 7 reveals that for a standard White stimulus with a test patch height of 3°, the ODOG model predicts a brightness difference between the test patches in the direction of the White effect for both the 4 and 0.125 c/d inducing gratings. In other words, the test patch on the white bar (left side) is predicted to be darker than the identical test patch on the black bar (right side). In the 180°shifted White condition (Fig. 8) the ODOG model prediction for the test patches on the 4 c/d inducing grating remains in the direction of the White effect. However, the prediction for the test patches on the 0.125 c/d inducing grating is in the opposite direction. The test patch that replaces a white portion of the inducing pattern (left side) is predicted to be brighter than the test patch that replaces a black portion of the pattern (right side). All four of these predictions are consistent with the psychophysical data. Fig. 9 plots the model predictions in a more abbreviated form for all of the conditions of the psychophysical matching experiment. The single points represent the model predictions in the various conditions and were derived by averaging the 1-dimensional slice of model output for each test patch across its width. As in Figs. 7 and 8 these slices through the test patches were always taken at the horizontal center of the test patch. For ease of comparison the model output for the 1°and 3°test patch height conditions appear in the panels on the left (Fig. 9(a) and (c) ) and the output for the proportional 1:1 and 1:2 test patch height conditions appear on the right (Fig. 9(b) and (d) ). Note the difference in the scale of the ordinate for the standard White stimuli with proportional test patches (Fig. 9(b) ). The solid and dashed lines connect symbols representing the model predictions for test patches of a given size located on the white (solid line with black symbols) and black (dashed line with white symbols) bars of the inducing stimuli, respectively. Test patch height is represented as a parameter and is distinguished by symbol shape (3°(circles), 1°(triangles), 1:1 (squares) and 1:2 (diamonds)).
Inspection of
The ODOG model accounts for nearly all significant characteristics of the psychophysical data. In the standard White configuration (compare data Figs. 3-6(a) with model Fig. 9(a) and (b) ), for example, the model predicts that the test patches on the white bars of the inducing grating will appear darker than the test patches on the Fig. 7 for details) . Again, the predictions are consistent with the psychophysical data. black bars at all spatial frequencies, and that this difference will be larger at the higher spatial frequencies. In addition, in the shifted White conditions, and in the checkerboard condition (compare data and (c) with model Fig. 9(c)-(e) ) the model predicts that the brightness effect at the highest frequencies is in the same direction as the White effect, but reverses direction at lower spatial frequencies. The success of the model in accounting for this wide-ranging set of psychophysical results provides strong support for the view that a spatial filtering approach, such as that embodied by the ODOG model, is sufficient to account for most of the changes in brightness seen as a function of spatial frequency in the White, shifted White and checkerboard stimuli.
Some characteristics of the psychophysical data, however, such as the effect of test patch height, are not as well captured by the ODOG model. These discrepancies are nonetheless of interest since they illustrate deficiencies in the current implementation of the model and suggest paths for refinement. For example, recall that for the White and shifted White stimuli the psychophysical data were relatively insensitive to test patch height except at the highest frequencies tested. In the standard White effect all four subjects showed a significant effect of test patch height at an inducing frequency of 4 c/d. Post hoc tests comparing the different test patch height conditions, however, revealed few significant differences. Only in subject BB could one conclude that the smaller proportional test patch heights tended to result in larger White effects. Interestingly, the model correctly predicts in the case of the standard White stimulus that the smaller proportional test patches should produce the larger effects. These model predictions, however, begin at lower spatial frequencies and are quite exaggerated at the highest spatial frequencies relative to the psychophysical data. (d)). Note the difference in the scale of the ordinate for the standard White stimuli with the proportional test patches (b). The solid and dashed lines connect symbols representing the model predictions for test patches of a given size located on the white (solid line with black symbols) and black (dashed line with white symbols) bars of the inducing stimuli, respectively. Test patch height is represented as a parameter and distinguished by symbol shape (3°(circles), 1°(triangles), 1:1 (squares) and 1:2 (diamonds)).
Similarly, in the 180°shifted condition, three of the four subjects showed a significant effect of test patch height. Here again, however, post hoc tests revealed few significant differences. Only in subject BB could one conclude that the larger constant test patch heights tended to produce the larger effects. This pattern is opposite to that shown for subject BB in the standard White condition. The model, on the other hand, predicts the same order of response as in the standard White condition, albeit with smaller differences. Thus, for the standard White effect the model correctly predicts that the smaller test patches show the largest White effects, but exaggerates their magnitude relative to the larger test patches. For the shifted White stimulus, however, the model incorrectly predicts that it is again the smaller test patches (rather than the larger) that will produce the largest effects.
The data pertaining to test patch height are variable across subjects and the effects, even at 4 c/d, are small; therefore, some caution should be exercised not to draw overly strong conclusions based solely on these data. It is useful, however, to examine the model predictions in greater detail in order to better understand the differences between the model output and the psychophysical data, and thus gain insight into possible modifications of the model. In addition, a more detailed look at the model predictions provides a better understanding of how oriented spatial filtering produces both contrast and assimilation effects which when combined with contrast normalization across orientation explain brightness effects across this constellation of stimuli.
Consideration of individual ODOG filter outputs
At each of the four test patch heights, 4 c/d White and shifted White stimuli were examined using a version of the model in which the output was computed separately at each spatial scale. The first column in Figs. 10 and 11 illustrates the input stimulus for each row. The second column is the output of the standard ODOG model (including all channels) to the corresponding stimulus. Remember that, although the magnitude of the response varies, the ODOG model predicts an effect in the direction of a White effect for all of these stimuli. Columns three, four and five plot the output of the model computed separately for the three highest spatial frequency filters. The output of the four additional lower spatial frequency channels is not illustrated, but is easily summarized. These responses resemble those of filter 3, however, as the center frequency of the filter decreases, the responses to the test patches become progressively smaller in magnitude and progressively broader in spatial extent. An examination of the output of filter 1 (the highest frequency filter: center frequency = 6.4 c/d), reveals that for the 3°and 1°test patches of the White stimulus, and for all test patch sizes in the shifted White stimulus, filter 1 produces an output opposite in direction to the White effect. It is only in response to the small proportional test patches that filter 1 produces an output in the direction of the White effect.
To understand why this is the case consider that in the 3°and 1°test patch height conditions of the White and shifted White stimuli, the small size of filter 1 relative to the height of the test patches prevents luminance contrast at the upper and lower edges (i.e., from the coaxial bars) of the test patch from exerting a remote influence at the center of the test patch. At this spatial frequency, however, the test patch is sufficiently narrow that a contrast effect from the flanking bars is produced at the center of the test patch. Note that this analysis applies not only to a high-frequency ODOG filter but to an isotropic center-surround filter as well. A fill-in model based on local edge information makes essentially the same prediction, although for slightly different reasons. In a fill-in model which posits propagating brightness signals that stop only when they encounter boundaries (for review see Grossberg, 2003; Kingdom & Moulden, 1988) distance is not a limiting factor and the brightness of the test patch is determined solely by local edge contrast. Therefore, in the White stimuli with 3°and 1°test patches, since the test patches on the left are bordered by more black than white they appear brighter than the test patches on the right which are bordered primarily by white. In the shifted White stimuli the argument is the same, since the test patches on the left are now completely surrounded by black and the test patches on the right are completely surrounded by white.
The proportional test patches for the 4 c/d inducing pattern are small enough, relative to the size of filter 1, however, for the contrast at the upper and lower edges (i.e., from the collinear bars) of the test patch to exert an effect on the filter output at the center of the test patch. Since for the shifted White stimulus this contrast effect is in the same direction as that produced by the flanking bars, this filter continues to produce a contrast output. Note, however, that for the White stimulus with the square test patch (1:1) there is an exact balance between the amounts of black and white bordering the test patch. Both the output of a high-frequency filter in a center-surround multiscale filter model as well as a fillin model based on edge information will predict the test patches to appear identical in this configuration. Filter 1 of the ODOG model predicts a White effect for the square test patch condition because of the orientation selectivity of the ODOG filters and the normalization of their output across orientation (see model description). These characteristics effectively push the response of these filters in the direction of the White effect. Note that for the smallest test patch (1:2) the filter output is also in the direction of the White effect for the ODOG model. In this case, however, since the test patches are now wider than they are tall, the test patch on the left is bordered by more white than black and the test patch on the right by more black than white, such that a White effect and a contrast effect are in the same direction. In other words, all of the various models are in agreement for this stimulus condition.
The success of the complete ODOG model, which correctly predicts an effect in the direction of the White effect for all test patch heights for both the White and shifted White stimuli with 4 c/d inducing patterns, depends in this instance on the lower frequency filters in the model. The responses of all the lower spatial frequency tuned filters to all test patch heights in both the 4 c/d White and shifted White stimuli are in the direction of the White effect. This can be seen for filter 2 and filter 3 in Figs. 10 and 11.
It is informative to explore why this is the case. The center frequency of filter 2 is optimally tuned to 3.2 c/ d while the inducing grating (which determines test patch width) is 4 c/d. Thus, for the test patch on the left, the center of the filter encompasses the test patch as well as some of the surrounding black bars and signals a luminance decrement relative to the larger surround. A similar filter centered on the test patch on the right, signals a luminance increment relative to the surround. In other words, assimilation is contributing to the output of this filter in response to both the White and shifted White stimuli.
Note that although the tuning of filter 2 results in assimilation, this filter is still capable of resolving the inducing grating, although not without some degree of demodulation. In fact, as already discussed for filter 1, because filter 2 is able to resolve the inducing grating, the orientation selectivity of the ODOG filters and the normalization of their output across orientation effectively push the output of this filter in the direction of the White effect in response to the White stimulus. This effect is only apparent, however, in the output to the proportional test patches where test patch height is small enough relative to the size of filter, for the contrast at the upper and lower edges of the test patch to exert an effect on the filter output at the center of the test patch. This effect adds to the assimilation effect and explains the larger White effect predicted for the White stimuli with the proportional test patches.
In addition, the difference in the direction of the response of filter 1, and in the magnitude of the response of filter 2 for the proportional White stimuli compared to the shifted White stimuli, must underlie the exaggerated differences in the predicted magni- tude of the responses to these stimuli in the ODOG model output relative to that seen in the psychophysical data. This exaggeration indicates that the bias of the ODOG model toward the production of a White effect is probably too strong and that modifications in the implementation of the model, such as changes to its basis functions, might improve the predictions.
It is also interesting that within each test patch height, the responses to the test patches are markedly increased in magnitude for filter 3 relative to filter 2 (Figs. 10 and 11) and, although not illustrated, become progressively smaller again with increasing filter size. The center frequency of filter 3 is 1.6 c/d and it is clear from Figs. 10 and 11 that the 4 c/d inducing grating is not resolved by this filter. This is due to the fact that multiple bars of the inducing grating now simultaneously fall within the center of the filter. This means that, unlike the higher spatial frequency filters, the responses of filter 3 to the test patches at all filter orientations signal an effect in the direction of the White effect and result in a large response from this scale filter after normalization and summation. At each orientation the center of the filter simply signals the luminance increment or decrement relative to the surround that results from the gray test patch replacing a portion of either the black or white bar of the inducing grating, respectively. Because the grating is not resolved by the filter, the filter is insensitive to the phase difference of the inducing grating relative to the test patch in the White and shifted White stimuli and no differences are observed in the outputs to these stimuli. For filters larger than filter 3, the size of the filter responses, within each test patch height, become progressively smaller since as the center of the filter becomes larger it averages ever larger regions of space, while the size of the test patches, remains the same.
Thus, we can conclude that for filter 1 of the ODOG model, the White effect seen in response to the proportional test patches of the White stimuli is the result of the orientation selectivity and normalization across orientation that together push the output of the ODOG filters in the direction of the White effect. In filter 2 this same response tendency, added to the effect of assimilation, produces the larger White effect seen in response to the proportional test patches for the White stimuli. Assimilation, however, is responsible for the brightness effect in the direction of the White effect for the 1°and 3°test patches, as well as in all of the 4 c/d shifted White stimuli. Similarly, all of the outputs of the lower frequency filters are also due to assimilation. This form of assimilation is similar in nature to what Jameson and Hurvich (1989) described when they first modeled contrast and assimilation with the receptive fields of a multiscale DOG filtering model.
Note that as the frequency of the inducing grating is lowered, the relative contribution of the higher-frequency filters producing contrast effects and the lower frequency filters producing assimilation effects, systematically changes. In addition, the filters capable of resolving the inducing grating and contributing to the White effect through orientation selectivity and response normalization of the filters also changes with inducing frequency. It is these shifts in the responses of the various filters as inducing spatial frequency is lowered which result in the predicted change in the direction of the brightness effect for the shifted White stimuli (i.e., a change from an effect in the direction of assimilation to one in the direction of contrast), and which accounts for the decrease in the magnitude of the standard White effect at lower spatial frequencies (i.e., the contribution in the direction of a White effect due to assimilation at high frequencies decreases leaving only the effect due to the orientation properties of the filters and contrast normalization).
General discussion
Oriented multiscale spatial filtering that includes a stage of contrast normalization across orientation, can parsimoniously account for the White effect, the shifted White effect and the checkerboard illusion, as well as numerous other brightness illusions (Blakeslee & McCourt, 1999 . This filtering explanation represents a significant challenge to alternative explanations because it offers a unified account for all of these brightness illusions, including their variation as a function of spatial frequency. For example, there are no Tjunctions in the 180°shifted White configuration or in the checkerboard stimulus and, since the X-junctions which replace them are formed by collinear pairs of mutually perpendicular branches, there are no brightness predictions offered for these stimuli by the junction analysis of either Todorovic (1997) or Zaidi et al. (1997) . Likewise, perceptual grouping explanations which invoke T-junctions that either signal depth through occlusion (Gilchrist et al., 1999) or which trigger scission (Anderson, 1997 (Anderson, , 2003 cannot explain these effects, although other grouping factors, such as grouping along the diagonals of a checkerboard (Gilchrist et al., 1999) , might be invoked. It is not clear, however, how explanations based on perceptual grouping could, even in principle, account for the change in the direction of the shifted White or checkerboard illusion which accompanies changes in spatial frequency. For example, as discussed previously, Gilchrist et al. (1999) proposed an anchoring explanation for an achromatic checkerboard illusion. According to Gilchrist et al. (1999) what appears to be an assimilation effect is actually a contrast effect resulting from salient grouping along the diagonals of the checkerboard. Without further qualification this explanation cannot adequately account for the systematic transition from assimilation to contrast which accompanies decreasing spatial frequency, since no rationale is offered for why the rules of perceptual grouping would be expected to change as a function of spatial frequency.
