Segmentation is one of the most critical steps in image analysis. Also, the quantification of the error commited during this step is not a straightforward task. In this work, the performance of some comparison function or metrics are studied, when just one object appears in the analyzed regions. We develop a method for rank many validation measures of segmentation algorithms. It is based on thresholding a test image with a range of threshold and to find the middle threshold value when the performance measure is minimum or maximum. The performance is plotted and the first derivate is employed in the ranking construction. We have determined that RDE and MHD are two performance measures that show the best results (both are the most selective).
INTRODUCTION
One of the fields in which segmentation is a critical task is biomedicine. Many medical tests are based on the study of medical images. Some examples are the detection of breast cancer (Kiyan and Yildirim, 2004; Joo et al., 2004) , uterine cervix cancer (YangMao et al., 2008) and the morfologic study of brain sub structures like the hypocampus and the amygdalas (Shentona et al., 2002) . A medical specialist can make a mistake when processing many images in a short period of time. They can arrive to different conclusions in two different moments with the same image (intra observator errors), and also two or more medical specialists can arrive to different conclusions with the same picture (inter observator errors). The knowledge of the specialist has an important role in this process. The computer vision field is very important in the automatization of many processes that are tedious for the human being.
The image segmentation 2 is an important step in the computer vision system.
Its effectivity * This work is supported by Spanish MCI Project TIN2007-66367 and Andalusian Regional Government project TIC1670.
2 A segmentation algorithm can extract one or more regions of interest in an image.
is influenced by the quality of the segmentation previously done. For that reason, the development of new segmentation algorithms has the attention of many specialists. Watershed (Meyer, 1992) , Snakes (Kass et al., 1988) , Region Growing (Adams and Bischof, 1994) and Mean Shift (Comaniciu and Meer, 1999) are some segmentation algorithms developed for general purpose. The evaluation of those algorithms has a crucial importance due to the ethical issues associated with a wrong diagnosis.
In the evaluation process, the selection of a comparison function or performance measure is also very important. Some authors employ some of them when other authors employ others or a set of them. It does not exist a valoration about the performance of each published measure. This work pays attention on this issue.
It has been divided in four sections. Sec. 2 includes some comparison functions related to the literature, Sec. 3 points out some important considerations for the analysis of the measures and it presents a ranking method for segmentation metrics. Finally, Sec. 4 shows experiments and results and Sec. 5 shows the conclusions and directions for future works.
THE COMPARISON FUNCTIONS
In the literature some comparison function appears. They are classified in supervised and unsupervised depending if it needs a reference image or ground truth (GT). The unsupervised function does not need a GT while the supervised does. A recent survey of unsupervised methods can be studied in (Zhang et al., 2008) . In addition, some supervised measures can be found in the folowing works (Cavallaro et al., 2002; Janasievicz et al., 2005; Baddeley, 1992; Dice, 1945; Sezgin and Sankur, 2004; Cardoso and Corte-Real, 2005; Dubuisson and Jain, 1994; Ge et al., 2006; Pratt et al., 1978; Martin et al., 2001; Polak M, 2009; Pratt, 1997; Popovic et al., 2007; Yang-Mao et al., 2008; Monteiro and Campilho, 2006; Boucheron et al., 2007) . This work is related to supervised measures. The segmentation results (SR) and the GT can contain one or more objects in an image. They are many metrics that can just evaluate one SR object versus one GT object.
Some examples are relative distance error (RDE) (Yang-Mao et al., 2008) , the Hausdorff distance (HD) and the modified Hausdorff distance (MHD) (Dubuisson and Jain, 1994) , coverage factor (CF) (Popovic et al., 2007) , dice coeficient (DSC) (Dice, 1945) , relative area error (RAE) (Sezgin and Sankur, 2004; Yang-Mao et al., 2008) , P measure (PM) (Ge et al., 2006) and figure of merit (FOM) (Pratt et al., 1978) .
Furthermore, a multiobject performance measure can be simplified for only one object. In this work all the multi object performance measures presented are simplified in order to evaluate the results of only one object by image. For instance, global consistency error (GCE) (Martin et al., 2001) , local consistency error (LCE) (Martin et al., 2001) , misclasification error (ME) (Sezgin and Sankur, 2004) and objectlevel consistency error (OCE) (Polak M, 2009) .
All the measures mentioned previosly can be found in Eq. 1, Eq. 2, Eq. 3, Eq. 4, Eq. 5, Eq. 6, Eq. 7, Eq. 8, Eq. 9 and Eq. 10.
If e 1 , e 2 , e 3 , . . . , e n e are the SR pixels and t 1 ,t 2 ,t 3 , . . . ,t n t are the GT pixels, n e and n t are the number of pixels of SR and GT , respectively; dist (e i ,t j ) represents an euclidean distance between e i and t j ; d t j = min{dist (e i ,t j ) |i = 1, 2, . . . , n e } and d e i = min{dist (e i ,t j ) | j = 1, 2, . . . , n t } then:
(1) MHD = max{mean e i {d e i }, mean t j {d t j }} (2) HD = max{max e i {d e i }, max t j {d t j }}
If T P, FP, FN, T N are elements of the confusion matrix; p is the sensibility and q the specificity calculated from the confusion matrix; A is the area of the GT object and B is the area of the SR object then:
where µ = max{n e , n t } and k is a scale factor. All the measures are dissimilarity functions except PM, DSC and FOM whichs are converted substracting one minus the measure value. This is important because it will determine if the middle threshold value will be reached for a minimum or for a maximum. RDE, MHD and HD are not normalizated measures. In the Fig. 2 , for ploting propose, they are normalizated dividing every element value by the maximum value of the measure.
SOME CONSIDERATIONS ABOUT THE COMPARISON FUNCTIONS
Many authors think that only in the context of the full system evaluation, the efectiveness of a segmentation algorithm can be determined (Everingham et al., 2001) . The use of comparison functions, in low level evaluation, is getting more attention nowadays. The supervised or unsupervised measures are employed individually or combined. Either as the average of some functions (Yang-Mao et al., 2008) , or a fitness/cost function (Everingham et al., 2001 ), or using machine learning (Zhang et al., 2006) . Some authors (Vilalta and Oblinger, 2000; Huang and Ling, 2005; Popovic et al., 2007) employ the statistical criteria of consistency and discriminancy in the evaluation of the performance measures. They allow to determine if two performance measures are consistent among them and which is more discriminant. If two performance measures are consistent, the best metric is the most discriminant. By other side, the proposed measure in (Janasievicz et al., 2005 ) is compared with others by evaluating the resistance of segmentation methods to noise, shrinking and stretching. That method evaluates the sensitivity of the performance measure. Rosenberger (Rosenberger, 2006) shows a psychovisual study made with 160 experts. They rank the segmentation results of some images. Then, he compares seven supervised measures results with the experts evaluation allowing to determinate which is the best choice according to the human judgement. Those criteria are not the objective of this paper. They will be analysed in a future work.
In (Freixenet et al., 2002 ) is presented a comparative survey of seven of the most frequently used strategies to perform segmentation based on region and boundary information. Concretely, on the one hand, algotihms based on the region evaluation parameters produce the best results. And on the other hand, algorithms based on the boundary evaluation parameters are the best ones. These discrepancies stimulate the develop of a ranking method to compare functions of segmentation algorithms.
In (Zhang, 1996) is shown a method for ranking many validation metrics. It allows to select the best performance measure. It consists in thresholding an image for a threshold range [low..high] and then plot all the comparison functions results. All the measures should have a middle value where the performance measure is minimum. "Comparing the depth of valleys, these methods can be ranked in order" (Zhang, 1996) . The deepest valley corresponds to the best performance measure. We do not agree with that assumption because many measures are not normalized between zero and one. Besides, they employ different theories (distances, areas, confusion matrix and so on) in the calculation. It can be deduced from the (Zhang, 1996) proposition that most of the measures should match with the same threshold value when it's reached its maximum or minimum. The minimum or maximum is determinate by the use of a dissimilarity or similarity comparison function, respectively.
The proposed method consists of doing a better analysis from the study of the first derivative of the curves previously refered, the curve that its first derivative increases quicker and decreases faster than the rest. It means that the measures respond faster to variations in the quality of the segmentation result. That characteristic makes a ranking study of the first derivative of the curves. 
EXPERIMENTS AND RESULTS
In this section we present an example in order to show the proposed method and some special cases.
Experiments
Some questions are taken into account to ease the analysis but without removing the rigor of this work.
• The performance measures RDE, MHD and HD are normalizated dividing by its maximum value because they are not in the range [0..1]. That is only for graphic purpose and it is plotted in Fig. 2 . In Fig. 3 they appear not normalizated.
• The absolute value of CF (ABS(CF)) is considered because it is the only measure in the range [-1..1].
The experiment consists in thresholding the image in Fig. 1 (without the red circle) between a low value and a high value ([75..139] in this case) and ploting the performance using all the comparison functions shown in Sec 2. When the threshold is increasing from low to high, the performance should be better until some middle threshold is reached. From the middle to high the performance should increase again (Zhang, 1996) . Fig. 2 shows the results of the experiment previously mentioned.
Results
From Fig. 2 RAE is a metric that shows an apparently good performance but when they are compared with the rest, the valley of its curve is reached for the threshold 105 while for all the rest, it is reached in 110. It means that is inconsistent with the rest.
The Hausdorff distance has many irregularities in its curve therefore this performance measure is not convenient for the segmentation algorithms evaluation. These irregularities appears because the performance measure shows the same result for different SR.
The other metrics (RDE, MHD, 1-DSC, OCE, 1-PM, ME, CF) have a good performance in the selected range. Coverage Factor has the main advantage that is the only measure that can distinguish between over and under segmentation. Next, the last group of metric are analysed more precisely.
Another kind of result can be shown more clearly observing Fig. 3 . It shows the first derivative of the curves RDE, MHD, 1-DSC, OCE, 1-PM, ME, CF shown in Fig. 2 . Now, we propose to make a ranking observing which performance measure grows and decreases faster. The examination of Fig. 3 allows to determine the following ranking (from more selective to less selective):
1. RDE, 2. MHD, 3. CF, 4. CCE, 1-PM, 5.DSC, 6. ME The other measure shows an undesireable performance as it was previously demonstrated.
CONCLUSIONS AND FUTURE WORK
The evaluation of the segmentation is considered a hard task in the field of computer vision. As the same number of specialists can emit different views about the quality of the results of several segmentation algorithms, it happens that several measures may differ in selecting the best segmentation algorithm.
In this work, a ranking method to compare functions is presented. It permits to analyze the selec- tivity of the measure. A good selectivity is a desired property for a comparison function. The metrics are used in the evaluation of a thresholded image within a threshold range. That allows to study the performance of the comparison functions. So, the results and its first derivative are plotted in two graphics. The first graphic shows if the performance measure is able to find the same best threshold value. The second one shows which comparison function grows and decreases faster and so it provides a ranking. We conclude that RDE and MHD are two performance measures that show the best results and are more selective than the rest ones. Other metrics like GCE and LCE are not recomended for one GT object evaluation.
We plan to use the criteria of consistency and discrimination to evaluate the behavior of the comparison functions. Another possibility is to extend the measure RDE to include special cases which were not initially taken into account.
