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Abstract
Weighted log-rank tests are arguably the most widely used tests by practitioners for the two-sample
problem in the context of right-censored data. Many approaches have been considered to make weighted log-
rank tests more robust against a broader family of alternatives, among them: considering linear combinations
of weighted log-rank tests or taking the maximum between a finite collection of them. In this paper, we
propose as test-statistic the supremum of a collection of (potentially infinite) weight-indexed log-rank tests
where the index space is the unit ball of a reproducing kernel Hilbert space (RKHS). By using the good
properties of the RKHS’s we provide an exact and simple evaluation of the test-statistic and establish
relationships between previous tests in the literature. Additionally, we show that for a special family of
RKHS’s, the proposed test is omnibus. We finalise by performing an empirical evaluation of the proposed
methodology and show an application to a real data scenario.
1 Introduction
Two-sample testing is a classical problem in the context of survival data. For instance, in a clinical trial
two-sample tests are used as a set-rule to compare the effect of different treatments when patients are
subject to censoring. Within the context of right-censored data, the classical log-rank test, first introduced
by Mantel (1966) and Peto and Peto (1972), is the most used and popular test among practitioners. Among
its good properties, it is well-known to be the most powerful test against proportional hazards alternatives.
This result can be easily deduced from the fact that the log-rank test coincides with the score test given
alternatives of the form Λθ(t) =
∫ t
0
eθdΛ0(x) for the cumulative hazard function where Λ0 is the cumulative
hazard under the null. While being optimal for this family of alternatives, the log-rank test can exhibit
a substandard behaviour when the true cumulative hazard can not be expressed in terms of Λθ. In order
to consider different families of alternatives, researchers have introduced weighted log-rank tests, see for
example Andersen et al. (2012), Bagdonavicius et al. (2010), Harrington and Fleming (1982), Gill (1980)
and Tarone and Ware (1977), among others. Each weighted log-rank test can be written as a score test for
alternatives of the form Λθ,ω(t) =
∫ t
0
eθω(s)dΛ0(s), and then, it can be deduced that these tests are optimal,
in the sense of being the most powerful for small departures from the null, when the true hazard function
can be written as Λθ,ω. Likewise to the classical log-rank test, if the true cumulative hazard function can
not be expressed as Λθ,ω, there are no guaranties at all for the behaviour of the test. Indeed, it could happen
that we observe pathological behaviours and achieve zero asymptotic power for some specific alternatives.
While weighted log-rank tests enjoy excellent theoretical guarantees given that the true cumulative hazard
belongs to an specific family of alternatives, little can be said when it does not. In an attempt to broaden
the family of alternatives considered at hand, researchers have followed two main approaches: log-rank tests
with adaptive weights and combining several log-rank tests into a single test-statistic. The first approach has
been discussed by Lai et al. (1991), Yang et al. (2005) and Yang and Prentice (2010). The second approach,
in which we focus, has been studied by several authors. In Ko¨ssler (2010), Tarone (1981) and Gare`s et al.
(2015), weighted log-rank tests are combined by considering the maximum of a finite collection of them.
In Kosorok and Lin (1999), the authors propose to consider the supremum over an infinite collection of
weight-indexed log-rank tests with weights belonging to a general space of functions. Difficulties associated
with the latter approach are the lack of an analytically tractable form for the test-statistic and for its limit
distribution. Indeed, in Kosorok and Lin (1999) the authors need to rely on a Monte Carlo approximation
of their test-statistic on top of an approximation of the limit distribution. Also, the implementation of their
testing procedure is overly technical, hindering its use for practitioners.
In this paper, we propose as test-statistic the supremum of a collection of weight-indexed log-rank tests
where the index-space is the unit ball of a reproducing kernel Hilbert space (RKHS) H of functions. An
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RKHS is a Hilbert space of functions such that the evaluation on any point x, f → f(x), is continuous.
Despite the fact we are taking supremum over an (potentially) infinite-dimensional space of functions, our
test-statistic has a close form which allows us to do a clean implementation of our procedure. At a high
level, we can implement our test by embedding the data-set into the RKHS H, and then compute the norm
of the embedding. It can be proved that such a norm is equivalent to the aforementioned supremum.
The idea of comparing probability distributions/data-sets by embedding them into a RKHS is not new
and it has been extensively studied by researchers in Statistics and Machine Learning Berlinet and Thomas-
Agnan (2004, Chapter 4), Smola et al. (2007), however, it seems this idea has not percolated into the survival
analysis community, and up to the best of our knowledge, it has only been considered by Ferna´ndez and
Gretton (2018) for the goodness-of-fit problem under right-censored data. In the uncensored case, two-
sample tests based on embedding over RKHSs were studied by Gretton et al. (2012). In such a work the
authors consider a particular embedding of the empirical distribution of each data-set into the RKHS -such
an embedding is known as the mean kernel embedding- and then set their test-statistic as the distance
(induced by the norm of the space) of the embeddings. This idea can be straightforwardly applied to right-
censored data by considering the Kaplan-Meier estimator Kaplan and Meier (1958) instead of the empirical
distribution, nevertheless, as it was pointed out in a previous work of us Ferna´ndez and Rivera (2018) that
such an approach is not suitable for censored data as the test statistic is only reliable when the amount of
censored data is rather small compared to the total amount of data, and even in that case the statistic is
not very data-efficient.
As previously mentioned, our paper introduces a new testing procedure for two-sample testing based on
taking the supremum over a collection of weight-indexed log-rank tests, with weights belonging to the unit
ball of an RKHS. The main advantage of choosing this particular set of weights is that the test-statistic
has a closed form which allows us to do an exact and efficient evaluation of it. Among several properties,
we show that particular instances of our test-statistic recover some existing testing approaches studied in
the literature, which suggests our testing procedure is a natural generalisation of them. Examples of tests
which our testing procedure recovers are: weighted log-rank tests, Pearson-type tests (Akritas (1988)) and
projection-type tests (e.g. Ditzhaus and Friedrich (2018)). As our test statistic has a reasonable explicit
form, it is possible to derive the asymptotic limit distribution under the null, nevertheless, in general this
distribution is rather complex to be used in practice. This fact does not hinder the applicability of our
testing procedure as we will show it is possible to use a simple Wild bootstrap approximation of the null
distribution.
By choosing different RKHSs, our method is capable of working in different size-data regimes. Indeed,
for small data sets we can consider very simple RKHS’s (i.e. finitely dimensional) tailored for the problem
at hand, while for big-data scenarios we can consider more complex RKHSs leading us to omnibus tests.
A very important property of RKHSs is that they are uniquely determined by kernels functions, i.e.
symmetric and positive definite functions, and therefore, in practice, our method requires the user to input
a kernel instead of describing a specific reproducing kernel Hilbert space, which allows the user to bypass all
the theory behind RKHSs. This feature make us believe that this method can be explored by practitioners as
they can try different kernel functions without the need of having knowledge of advance analysis. Describing
kernel functions with interesting properties and useful interpretation has been a topic of extensive research,
especially in the Machine Learning community, and a compendium of popular kernels used in applications
can be found in Sousa (2010).
The structure of the paper is as follows. In section 2 we introduce some of the standard survival analysis
notation and describe weighted log-rank tests. In section 3, we introduce the essential background knowledge
about reproducing kernel Hilbert spaces (RKHS) and introduce our test statistic. In Section 4 we study
asymptotic properties of our test. Later, in Section 5, we proceed to explain how to implement a wild
bootstrap approach. Sections 6 and 7 are devoted to empirical studies in simulated data and in real data,
respectively. We finish our paper by discussing our results.
2 Censored data and the log-rank estimator
In this paper, our data correspond to right-censored observations belonging to two groups/classes, namely
group 0 and group 1. We assume that the total number of observations is n, and that n = n0 +n1 where nj
corresponds to the number of observations in group j. We use the notation [n] to denote the set {1, . . . , n}.
The two groups can have different size but for the sake of the asymptotic analysis we assume that we have
no vanishing groups, that is, n0/n→ η and n1/n→ (1− η) with η ∈ (0, 1) as n tends to infinity.
Our observations consist of triples (Xi,∆i, ci), where Xi = min{Ti, Ci} is an observed time (not neces-
sarily the time of interest), ∆i = 1{Xi=Ci} is a censoring indicator and ci ∈ {0, 1} is a covariate that denotes
the class of the i-th data point. In this setting, Ti is a failure time of interest (e.g. time of death of a patient)
and Ci is a censoring time (e.g the maximum amount of time we are allowed to follow said patient) which
lower bounds the time of the event of interest. We assume independent right censoring which implies that
given the covariate ci, Ti and Ci are independent, in other words, the censoring random variables Ci are
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non-informative of the failure times Ti given the covariates ci. Notice that under this model we can have
different censoring distributions for each class. Also we define τn = max{Xi : i ∈ [n]}.
As usual, we assume that our triples (Xi,∆i, ci)
n
i=1 are independent on i. Given the class ci = c ∈ {0, 1}
the distributions of Ti, Ci and Xi are Fc, Gc and Hc respectively. Notice that under the independent
censoring assumption, it holds 1 − Hc = (1 − Fc)(1 − Gc). We denote by Sc(t) = 1 − Fc(t) the survival
function associated to Fc, and by Λc(t) =
∫
(0,t]
Sc(t)dFc(t) the respective cumulative hazard function of
group c. We assume that the distributions Fc and Gc are continuous with support on (0,∞). Additionally,
we denote by Sˆc the Kaplan-Meier estimator of Sc and by Λˆc the Nelson-Aalen estimator of Λc. Note that
the computation of Sˆc and Λˆc only uses the data points with label ci = c.
While the covariates ci are deterministic, they can be thought as a Bernoulli random variables with
parameter η. Notice that for this model we still have n0/n → η (almost surely). In practice, to randomise
the variable ci will be quite useful to simplify the asymptotic analysis. We will use this trick in our asymptotic
analysis and we will show there is an asymptotic equivalence between the deterministic and random covariate
models.
In this paper we will use the notion of pooled data, which is the data ignoring/removing the covariate
ci. By assuming that the ci’s are random, the distributions of Xi, Ti and Ci are well defined. In particular,
the distribution of Ti is ηF0 + (1 − η)F1, the distribution of Ci is ηG0 + (1 − η)G1 and the distribution of
Xi is given by H with (1−H) = η(1−H0) + (1− η)(1−H1). If we do not assume the covariate is random,
we can get an informal version of the pooled data by replacing η by n0/n. Asymptotically, this produces
no differences at all for our results. We denote by Fˆ and Λˆ the Kaplan-Meier and the Nelson-Aalen of the
pooled data respectively, which are computed as the usual estimators after removing the group label.
As the main interest of this work is to generate new tools for testing in survival analysis, we constrain
our observed times to be in [0,∞), nevertheless all our results can be extended to the whole real line.
In order to derive our results, we will work with the standard martingale theory for counting processes.
For i ∈ {1, . . . , n} and c ∈ {0, 1}, we define the individual counting processes N i(x) = ∆i1{Xi≤x}, the class
counting processes Nc(x) =
∑n
i=1 1{ci=c}N
i(x), and the pooled counting process N(x) = N0(x) +N1(x) =∑n
i=1 N
i(x). Similarly, we define the individual, class and pooled risk functions by Y i(x) = 1{Xi≥x},
Yc(x) =
∑n
i=1 1{ci=c}Y
i(x) and Y (x) = Y0(x) + Y1(x) =
∑n
i=1 Y
i(x), respectively. Recall that, using the
process notation, the Nelson-Aalen estimator of class c can be written as dΛˆc(x) = dNc(x)/Yc(x), and
the pooled version as dΛˆ(x) = dN(x)/Y (x). To avoid ambiguities we assume that 0/0 = 0, and thus, for
example, dΛˆ(x) = 0 if Y (x) = 0. Particularly, all the risk functions and the martingales M i are 0 after
τn = max{Xi : i ∈ [n]}.
While our results can be understood without the need to go into technicalities, our proofs require a few of
them. We assume all random variables are defined on a filtrated probability space (Ω,F , (Ft)t≥0,P), where
the sigma-algebra Ft is generated by the sets
{1{Xi≤s,∆i=0},1{Xi≤s,∆i=1} : s ≤ t, i ∈ {1, . . . , n} ∪ N ,
where N is the set of P-null sets of F . For i ∈ {1, . . . , n}, we define the process M i(x) = N i(x) −∫
(0,x]
Y i(t)dΛci(t) which is a martingale in the fixed covariate model (i.e. ci are deterministic) otherwise we
can condition on the values of ci to make M
i a martingale (equivalently, we can include the sigma algebra
associated to ci to generate Ft). For c ∈ {0, 1}, we define the class martingales Mc(x) = ∑ni=1 1{ci=c}M i(x)
and the pooled martingale by M(x) = M0(x) + M1(x) =
∑n
i=1 M
i(x). We denote by 〈M i〉 and [M i] the
predictable and quadratic variation processes, respectively, which are given by d〈M i〉(x) = Yi(x)dΛci(x)
and d[M i] = dN(x) (the process [M i](x) is different when the distribution functions Fci and Gci have
discontinuities) For more information about counting processes martingales we refer the reader to Fleming
and Harrington (1991, Chapters 1 and 2).
In this work, the integration symbol
∫
means integration over (0,∞) and ∫ b
a
means integration over
(a, b]. Finally, let W : R → R an arbitrary right-continuous function, then we denote by W (x−) =
limh→0 W (x−|h|), and by ∆W (x) = W (x)−W (x−). Particularly, we since our distributions are continuous
we use Fˆn(x−) to estimate F (x). The advantage of Fˆn(x−) is that it is predictable with respect to Ft.
2.1 The log-rank estimator
Weighted log-rank tests are arguably the most widely used tests by practitioners for the two-sample problem
in the context of censored data. Given a continuous function ω : [0, 1]→ R, the weighted log-rank statistic
is defined as
LRn(ω) =
n
n0n1
∫
ω(Fˆ (x−))L(x)
(
dΛˆ0(x)− dΛˆ1(x)
)
, (1)
where L(x) = Y0(x)Y1(x)/Y (x) and Fˆ is the Kaplan-Meier estimator from the pooled sample, i.e., all data
points ignoring the class label ci. The function ω is known as the weight function.
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Under the null hypothesis, the aysmptotic behaviour of LRn(ω) follows from Gill (1980) as√
n0n1
n
LRn(ω)
D→ N(0, σ2),
where σ2 = n
2
n20n
2
1
ω(F (x))2L(x)dΛ(x). Since the distribution function F and the cumulative hazard function
Λ are unknown, σ2 is usually estimated by σˆ2 = n
2
n20n
2
1
∫ τn
0
ω(Fˆ (x−))2L(x)dΛˆ(x), where Fˆ and Λˆ denote the
pooled Kaplan-Meier and Nelson-Aalen estimators of F and Λ, respectively. Notice that this does not alters
the limit result, as σˆ2 → σ2 almost surely under reasonable technical assumptions.
Alternatively, the log-rank test can be derived as the score test for the parametric family of hazards
functions given by
Λ(x; θ, ω) =
∫ x
0
eθω(F0(s))dΛ0(s), for θ ∈ Θ, (2)
where Θ is an open subset of R containing 0. Under the assumption that Λ1 = Λ(x; θ1, ω) for some θ1 ∈ Θ,
testing the null hypothesis H0 : F0 = F1 (or equivalently H0 : Λ0 = Λ1) equals to test whether θ = 0 or not.
For the goodness-of-fit set-up, i.e. assuming that Λ0 (and thus F0) is known, we derive the score U(θ) and
the test-statistic U(0) (at θ = 0) to test the null as
U(0) =
∫ τn
0
w(F0(x))Y1(x)(dΛ0(x)− dΛˆ1(x)). (3)
In the two-sample problem Λ0 and F0 are unknown, thus they are estimated by the Nelson-Aalen and
Kaplan-Meier estimators from the pooled sample, respectively. Note that using all the data does not affect
the estimation of Λ0 and F0 under the null hypothesis. By doing so, simple algebra shows that U(0) can be
written as in (1), coinciding with the log-rank test. As the log-rank coincides with the score test at θ = 0 for
the family in equation (2), we deduce that the log-rank test is the most powerful test for small departures
from the null, that is, when θ → 0. Unfortunately, if our data do not arises from the model (2), little can
be said about the log-rank statistic, indeed, it is well-known that in some cases the log-rank statistic may
have asymptotically zero-power.
3 An RKHS approach to the log-rank test
A standard approach to broaden the power of log-rank tests, and thus to achieve a more robust behaviour
across a larger class of alternatives, is to combine several weighted log-rank tests into a single test-statistic.
The core idea behind this approach is that if we consider a collection of k weights ω1, . . . , ωk, and one of
them fails to differentiate between the null and alternative, we still have k−1 test-statistics that can help us
to discriminate and thus increase the overall power of our testing procedure. Two important questions are
how do we combine these log-rank tests? and which weight functions do we need to choose?. Some standard
weight functions are for instance ω(x) = 1 which represents the classical log-rank test, ω(x) = x−1/2 which
is used to detect crossing around the median of the distributions, ω(x) = xp(1−x)q which are used to detect
differences in early/late times depending on the values of p and q.
Selecting and combining weight functions in an optimal way for the problem at hand is a hard task as it
depends heavily on the particularities of the data. This will ultimately imply that the user needs to check in
advance the different features of the data to select appropriate weight functions, e.g. checking for crossing or
late/early departures, but even if the user checks these relationships, it might happen that she misses others
features that are not as apparent in more complex data scenarios. Also, checking for all these behaviours
can be very time consuming.
One could think that this problem can be solved by piling up as many weight functions as we can think
of to account for the heterogeneity in the data. We can take this approach to the extreme of considering a
potentially infinite family of weights. While this actually solves the problem of choosing weight functions,
and would certainly helps us to increase the power of our testing procedure, doing it naively will lead to
tests that i) are hard to calibrate as we will need several data points to reach the significance level, ii) do
not have a nice closed form, leading to tests that iii) are computationally expensive.
In order to sort out the difficulties of the paragraph above, we consider the test statistic Zn given by
the supremum of weighted log-ranks, where the weight family is the unit ball of reproducing kernel Hilbert
spaces of functions, i.e.
Zn = sup
ω∈H,‖ω‖2H≤1
LRn(ω)
2. (4)
While, a priori, there is not particularly good reason to choose these families, we will see that they
have very nice features that translate into desirable properties of our testing procedure; among others, the
test statistics have very simple closed forms allowing simple computations and an economic wild bootstrap
implementation.
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3.1 Reproducing kernel Hilbert spaces
A Reproducing Kernel Hilbert space (RKHS) is a Hilbert space of functions [0, 1] → R with the property
that for all x ∈ [0, 1], the evaluation at x, f → f(x), is continuous. By the Riesz representation theorem, for
all x ∈ [0, 1] there exists a unique element Kx ∈ H such that for all f ∈ H it holds
f(x) = 〈Kx, f〉H, (5)
which is known as the reproducing property. As Kx ∈ H, we have that for x, y ∈ [0, 1], it holds that
Kx(y) = Ky(x) = 〈Kx,Ky〉H, which allows us to define the so-called reproducing kernel K : H×H → R as
K(x, y) = 〈Kx,Ky〉H. (6)
From now on and to ease the notation we will write K(x, ·) instead of Kx(·), even though the former induces
a slight abuse of notation.
For every RKHS H with inner product 〈·, ·〉H there exists a unique reproducing kernel K satisfying (6).
Note that K is symmetric and positive definite. Conversely, by the Moore-Aronszajn theorem Aronszajn
(1950), for a given symmetric positive-definite kernel K, there exists a unique RKHS for which K is its
reproducing kernel. Finally, given an RKHS H with reproducing kernel K and finite measure µ, we define
the mean kernel embedding of µ into H as
µ→
∫
[0,1]
K(y, ·)µ(dy) ∈ H. (7)
Such embedding may not exists but a sufficient condition for its existence is that
∫
[0,1]
√
K(x, x)µ(dx) <∞
(Gretton et al., 2012, Lemma 3).
Finally, a kernel K is said to be characteristic if the mean kernel embedding (7) is injective for the space
of probability distribution (i.e. different probability measures are embedded into different elements). Due to
the presence of censoring, we will have to consider embeddings of measures that are not probabilities, hence
we require a stronger concept than being characteristic. A continuous kernel K : [0, 1]2 → R is c-universal
if K the RKHS H associated to K is dense on C[0, 1] with respect to the uniform norm. It has been shown
that a continuous kernel K is c-universal if and only if the mean kernel embedding is injective for the set
of finite signed measures. Clearly a continuous c-universal kernel is characteristic. Examples of universal
kernels are K1(x, y) = e
−(x−y)2/σ2 and K2(x, y) = e−|x−y|/σ, where σ is a positive values.
For more information about characteristic kernels and universal kernels we refer the reader to Fukumizu
et al. (2009), Muandet et al. (2017), Simon-Gabriel and Scho¨lkopf (2018) and references therein.
3.2 An RKHS log-rank test
Consider an RKHS H of functions ω : [0, 1] → R, with reproducing kernel K. Recall we define our test
statistic Zn as
Zn = sup
ω∈H,‖ω‖2H≤1
LRn(ω)
2. (8)
where LRn(ω) =
n
n0n1
∫
ω(Fˆ (x−))L(x)(dΛ0(x)− dΛ1(x)) is the log-rank statistic.
We derive a closed form version of our statistic in terms of the kernel K.
Theorem 1.
Zn =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)(dΛˆ0(x)− dΛˆ1(x))(dΛˆ0(y)− dΛˆ1(y)). (9)
To prove such a result we introduce some notation. Given a measure ν (not necessarily a probability
measure), we define the following embedding φν over H by
φν(·) =
∫
K(F (y), ·)ν(dy),
where F is the pooled distribution of the failure times Ti. Of course, for our practical purposes, we do not
know the pooled measure F , so we use its Kaplan-Meier estimator Fˆ to compute the (empirical) embedding.
For group c ∈ {0, 1} and A ⊆ R+, we define the measures νnc on R+ as
νn0 (A) =
n
n0n1
∫
A
L(x)dΛˆ0(x) and ν
n
1 (A) =
n
n0n1
∫
A
L(x)dΛˆ1(x), (10)
where L(x) = Y0(x)Y1(x)
Y (x)
, and their respective empirical embeddings φn0 and φ
n
1 into H as
φn0 (·) = n
n0n1
∫ τn
0
K(Fˆ (y−), ·)L(y)dΛˆ0(y) and φn1 (·) = n
n0n1
∫ τn
0
K(Fˆ (y−), ·)L(y)dΛˆ1(y). (11)
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Note these embeddings are well-defined as they are no more than simple sums. We claim that a weighted
log-rank test, with weight function ω ∈ H equals the inner product between the difference of embeddings
φn0 − φn1 and ω.
Claim 2 (Log-rank representation). Let ω ∈ H and let φnj be the embeddings defined in equation (11) for
j ∈ {0, 1}, then
LRn(ω) = 〈w, φn0 − φn1 〉H .
Proof. Since Fˆ (x−) ∈ [0, 1], the reproducing property yields ω(Fˆ (x−)) = 〈ω(·),K(Fˆ (x−), ·)〉. Then by
linearity of the inner product
LRn(ω) =
n
n0n1
∫ τn
0
ω(Fˆ (x))L(x)
(
dΛˆ0(x)− dΛˆ1(x)
)
=
n
n0n1
∫ τn
0
〈w,K(Fˆ (x−), ·)〉HL(x)(dΛˆ0(x)− dΛˆ1(x))
=
〈
w,
n
n0n1
∫ τn
0
K(Fˆ (x−), ·)L(x)(dΛˆ0(x)− dΛˆ1(x))
〉
H
= 〈w, φn0 − φn1 〉H . (12)
Proof of Theorem 1. From Lemma 2, it holds
Zn = sup
ω∈H,‖ω‖2H≤1
LRn(ω)
2 = sup
ω∈H,‖ω‖2H≤1
〈w, φn0 − φn1 〉2H
We claim that Zn = ‖φn0 − φn1 ‖2H. It is clear that ω∗ = ‖φn0 − φn1 ‖−1H (φn0 − φn1 ) has norm 1, and thus it
satisfies 〈ω∗, φn0 − φn1 〉2H ≤ Zn. By Cauchy-Schwartz’s inequality
Zn ≤ sup
ω∈H,‖ω‖2H≤1
‖w‖2H‖φn0 − φn1 ‖2H = ‖φn0 − φn1 ‖2H,
proving the claim. Recall that φn0 −φn1 = nn0n1
∫ τn
0
K(Fˆ (x−), ·)L(x)(dΛˆ0(x)−dΛˆ1(x)) therefore, by linearity
of the inner product and the reproducing property we get
‖φn0 − φn1 ‖2H =
〈
n
n0n1
∫ τn
0
K(Fˆ (x−), ·)L(x)(dΛˆ0(x)− dΛˆ1(x)), n
n0n1
∫ τn
0
K(Fˆ (y−), ·)L(y)(dΛˆ0(y)− dΛˆ1(y))
〉
H
=
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
〈
K(Fˆ (x−), ·),K(Fˆ (y−), ·)
〉
H
L(x)L(y)(dΛˆ0(x)− dΛˆ1(x))(dΛˆ0(y)− dΛˆ1(y))
=
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)(dΛˆ0(x)− dΛˆ1(x))(dΛˆ0(y)− dΛˆ1(y)).
3.3 Recovering some existing tests
Our test is based on fixing an RKHS H, which can be easily done by choosing a reproducing kernel, and
then computing the supremum of weight-indexed log-rank tests with weight functions belonging to H. We
show that for some specific choices of H, we can recover some existing tests
3.3.1 Weighted log-rank tests
To recover the standard weighted log-rank test LRn(ω), consider the kernel K(x, y) = ω(x)ω(y). Notice that
K is clearly symmetric and positive definite. Then, evaluating Zn using equation (9) we get
Zn = LRn(ω)
2.
3.3.2 Pearson-type tests
Let k > 0 be an integer. We consider the partition of the interval (0, 1] given by Ij = (j/k, (j + 1)/k] for
j ∈ {0, . . . , k − 1} and the kernel K(x, y) = ∑k−1j=0 ω(x)ω(y)1Ij×Ij (x, y), where ω : [0, 1] → R is a weight
function. Then, by evaluating Zn using equation (9) we get
Zn =
k−1∑
j=0
LRn(ω1Ij )
2 =
k−1∑
j=0
(∫
Ij
ω(Fˆ (x−))L(x)(dΛˆ0(x)− dΛˆ1(x))
)2
.
Particularly, if we take ω ≡ 1, we recover
Zn =
k−1∑
j=0
 ∑
Xi∈Ij
Y1(Xi)
Y (Xi)
∆i1{ci=0} −
∑
Xi∈Ij
Y0(Xi)
Y (Xi)
∆i1{ci=1}
2 ,
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which compares observed frequencies on Ij between the two groups.
We can go further, and consider the normalised version of the Pearson-type test, by setting the kernel as
K˜(x, y) =
∑k−1
j=0
ω(x)ω(y)
σj(ω)2
1Ij×Ij (x, y) where
σj(ω)
2 =
n
n0n1
∫ τn
0
ω(Fˆ (x−))2L(x)dΛˆ(x).
In this case K˜(x, y) is a random kernel, but as n tends to infinity K˜(x, y) converges to a deterministic kernel,
since σj(ω) converges almost surely to a constant.
3.3.3 Projection-type test
Projection-type tests were introduced by Brendel et al. (2014), and recently revisited by Ditzhaus and
Friedrich (2018). The idea consists in choosing a finite number of weights w1, . . . , wk such that wi(F (·)) ∈
L2(ν) where ν is the measure given by
ν(dx) =
dΛ(x)
η 1
1−H1(x) + (1− η)
1
1−H0(x)
.
Recall that Λ is the cumulative hazard function of the pooled data, while Hj is the distribution of the data
points Xi given that ci = j (see section 2).
The projection-type test approach is very similar to our RKHS’s approach, and indeed, our approach
can be seen as a natural generalisation of such a method. The core idea is that weighted log-rank tests
can be thought as inner products, i.e. projections, over a one-dimensional space, and thus nothing stops us
from considering projections over k-dimensional spaces. For such, let {w˜i}ki=1 be an orthonormal base of the
subspace U of L2(ν) generated by w1 ◦ F, . . . , wk ◦ F . Then the test-statistic is then given by
k∑
i=1
LR(w˜i)
2,
which corresponds to the projection of a spefic random function over the subspace U . We refer the reader to
Brendel et al. (2014) for a detailed explanation. In Brendel et al. (2014) and Ditzhaus and Friedrich (2018)
the authors recommend to use weights with some meaning, like x− 1/2, which is used to detect a crossing
between the hazards around the median, or xp(1 − x)q that is used to detect early and late differences
between the hazards, depending on the parameters p and q. Nevertheless, in terms of projections the
meaning of the functions does no matter that much as, for example, projecting over the subspace generated
by {1, x− 1/2, x(1−x), x2(1−x)} is the same than projecting over the subspace generated by {1, x, x2, x3}.
In kernels language, we recover their test-statistic by choosing the kernel
K(x, y) =
k∑
i=1
w˜i(x)w˜i(y).
It is worth noting that the integral operator associated to K in L2(ν) corresponds to the projection onto
the subspace U of L2(ν).
Unfortunately, in practice, we do not have enough information to compute an orthonormal basis {w˜i}ki=1,
so we use out data. In theory, we just need to compute the matrix P such that Pi,j = 〈wi, wi〉L2(H) =∫
ωi(F (x))ωj(F (x))dH(x), which can be estimated by
n
n0n1
∫
ωi(Fˆ (x−))ω(Fˆ (x−))L(x)dΛ(x). Then, by
using P , we obtain the orthonormal basis as ω˜i(Fˆ (x−)) = ∑j P−1ij wj(Fˆ (x−)). Notice that the matrix P
might not have inverse, meaning that the vectors ωi were not linearly independent. In such a case we can
compute the Moore-Penrose pseudo-inverse. Finally, observe this procedure generates, again, a random
kernel, nevertheless, it converges in L2(ν × ν) to a deterministic one.
4 Asymptotic Properties
In order to study asymptotic properties of our test-statistic Zn we need to assume some standard conditions,
which are held in reasonable settings. In this section, all the limits are taken with n tending to infinity. As
it was previously mentioned, we assume that n0/n→ η ∈ (0, 1). Also, as mentioned in section 2, we assume
that the group labels ci are either deterministic or they are independently distributed with distribution
Bernoulli of parameter η. In such a case we have that n0 is a random variable but still n0/n → η almost
surely.
As our test depends on a kernel K : [0, 1]2 → R, we will require some smoothness and integrability
conditions, namely:
Condition 3. Suppose that the kernel K : [0, 1]2 → R is continuous in (0, 1)2. Additionally, consider
X,X ′, Y, Y ′ be independent random variables such that X,X ′ ∼ F0 and Y, Y ′ ∼ F1. Then
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1. EK(F (X), F (Y )2(1−G0(X))(1−G1(Y )) <∞
2. EK(F (X), F (X ′))2(1−G0(X))(1−G0(X ′)) <∞
3. E|K(F (X), F (X))|(1−G0(X)) <∞
4. EK(F (Y ), F (Y ′))2(1−G1(Y ))(1−G1(Y ′)) <∞
5. E|K(F (Y ), F (Y ))|(1−G1(Y )) <∞
In the above conditions recall that F0 and F1 represent the cumulative distribution function of the true
time Ti given that ci = 0 and ci = 1, respectively, and F = ηF0 + (1 − η)F1 is the distribution function of
the pooled data.
Additionally, we need a technical condition which may look artificial but it is needed in the proofs of our
results. Our conditions can be thought as two-dimensional analogues of the conditions of Theorem 4.2.1. of
Gill (1980).
Condition 4. For i, j ∈ {0, 1} assume that
1
n
n∑
i=1
∆i|K(Fˆ (Xi−), Fˆ (Xi−))| = Op(1)
and that ∫
|K(Fˆ (x−), Fˆ (y−))|(1−Gi(x))(1−Gj(y))dF (x)dF (y) = Op(1)
Condition 4 is the price we have to pay to replace Fˆ (x−) by F (x) in our asymptotic computations. Such
condition is used in Lemma 16 and Lemma 20. By analysing the proof of those results, it is possible to find
alternatives to Condition 4 that still yield the same results.
In practice, it seems that most useful kernel K : [0, 1]2 → R are bounded, and thus the above conditions
hold trivially. This is the case of the kernels we use in our experiments (see Section 6.1.1).
Finally, to present our results, we define the function ψ and ψ∗ : R+ → R as
ψ(x) =
(1−G0(x))(1−G1(x))
η(1−G0(x)) + (1− η)(1−G1(x)) . (13)
and,
ψ∗(x) =
(1−G0(x))(1−G1(x))
η(1−G0(x))S0(x) + (1− η)(1−G1(x))S1(x) . (14)
Our first result establishes that under the null distribution, our test-statistic Zn converges in distribution
to a limit random variable Z when the number of data points tends to infinity.
Theorem 5 (Limit distribution under the null). Assume conditions 3 and 4 hold. Then, under the null we
have that
n0n1
n
Zn
D→ Z = 1
η(1− η)Y +
∫ τ
0
K(F (x), F (x))ψ(x)dF (x) (15)
as n grows to infinity, where ψ is the function defined in equation (13), Y =
∑∞
i=1 λi(ξ
2
i − 1), ξ1, ξ2, . . . are
a collection of (potentially infinity) i.i.d. standard normal random variables, and λ1, λ2, . . . are non-negative
constants. Moreover, the mean and variance of 1
η(1−η)Y are given by E (Y ) = 0 and
Var
(
1
η(1− η)Y
)
= 2
∫ τ
0
∫ τ
0
K(F (x), F (y))2ψ(x)ψ(y)dF (x)dF (y), (16)
In the previous theorem, the values λi are the eigenvalues of a integral operator in the space L2 associated
to the measure of (Ti,∆i, ci), this measures consider that the covariates are random, even if the model is
with fixed covariates. More details about the limit distribution are shown in Section B together with the
proof of the theorem.
Given α ∈ (0, 1), we build a test with level α by rejecting the hypothesis if n0n1
n
Zn > Qn(1 − α)
where Qn(α) represents the 1 − α quantile of the distribution of Zn under the null. As the distribution
of Zn is usually unknown, we shall use the limit distribution (under the null). Unfortunately,the limiting
random variable is rather complex so we do not expect a simple form of its distribution function. Therefore,
computing the (1− α) quantile or even estimating it by a sampling from the distribution seems impossible
in practice. In Section 5, we will present a Wild Bootstrap approach that allows us to implement our test
in practice.
Under the alternative hypothesis, that is F0 6= F1 we claim that the test-statistic Zn converges to a
deterministic value. Define the measures on R+, ν0 and ν1 by
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ν0(A) =
∫
A
ψ∗(s)S1(s)dF0(s) and ν1(A) =
∫
A
ψ∗(s)S0(s)dF1(s), (17)
where ψ∗ is defined in equation (14). Consider the embedding of ν0 and ν1 into H given by
φ0(·) =
∫
K(F (y), ·)dν0(y) and φ1(·) =
∫
K(F (y), ·)dν1(y). (18)
(Note the difference between φn0 and φ0 defined inequation (11)).
It will be shown later that νn0 and ν
n
1 , defined in (10), weakly converge to ν0 and ν1 respectively, while
under appropriate conditions, the embeddings φn0 and φ
n
1 defined in (11) converge to φ0 and φ1, respectively,
with respect to the norm of H. This fact together with Theorem 1 yield the following result.
Theorem 6. Suppose that F0 6= F1 and that conditions 3 and 4 hold, then
Zn
P→ ‖φ0 − φ1‖2H. (19)
At this point it is clear that our test is consistent under every alternative if φ0 6= φ1 whenever ν0 6= ν1.
While if F0 6= F1 we can prove that ν0 and ν1 are different, it is not clear if this extrapolates to φ0 and
φ1. We claim that a sufficient condition to ensure that φ0 and φ1 are different is that the kernel K is
characteristic1, which is a well-studied property. Recall we reject the hypothesis if n0n1
n
Zn > Qn(1 − α),
where Qn(1− α) is the 1− α, quantile of the distribution of Zn under the null.
Corollary 7 (Consistency). Suppose that F0 6= F1 and that conditions 3 and 4 hold. Additionally, suppose
that the kernel K is characteristic. Then n0n1
n
Zn →∞, i.e., under the alternative hypothesis
Pr
(n0n1
n
Zn > Qn(1− α)
)
→ 1
The proof of Theorem 6 and Corollary 7 are deferred to D.
Even if the kernel K is not characteristic, we can ensure consistency for particular alternatives.
Proposition 8. Let dΛ1(x) = e
θω¯(F0(x))dΛ0 for ω¯ ∈ H and θ 6= 0, then n0n1n Zn → ∞ and thus the test is
consistent for such alternative.
Note that if dΛ1(x) = e
θω¯(F0(x))dΛ0 for ω¯ ∈ H and θ 6= 0, then we know that n0n1n LR(ω¯)2 →∞. Then,
by recalling the definition of our test statistic, it holds
Zn = sup
ω∈H,‖ω‖H≤1
LR(ω)2 ≥ LR(ω¯)2,
therefore n0n1
n
Zn →∞, and thus the test is consistent for such a particular alternative Λ1. In general, any
argument that ensures consistency of LR(ω)2 for some ω in H, also applies to our test-statistic Zn.
5 Wild Bootstrap Implementation
Recall that theoretically, we reject the null hypothesis if n0n1
n
Zn > Qn(1− α) where Qn(1− α) is the 1− α
quantile of the distribution of n0n1
n
Zn under the null. Alternatively, we can use Q(1−α) instead of Qn(1−α)
where Q(1 − α) represents the 1 − α of the limit distribution under the null. Excluding exceptional cases,
both options are impossible to use in practice so we derive a wild bootstrap implementation of our test.
Recall that our test statistic can be written as
Zn =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)(dΛˆ0(x)− dΛˆ1(x))(dΛˆ0(y)− dΛˆ1(y)). (20)
which we use in our implementation. Although the expressions is written in terms of integrals, it is no more
than a double sum. Indeed, as our data comes from continuous distributions, a simple inspection reveals
that
Zn =
(
n
n0n1
)2 n∑
i=1
n∑
j=1
K(Fˆ (Xi−), Fˆ (Xj−))L(Xi)L(Xj)(−1)ci ∆i
Yci(Xi)
(−1)cj ∆i
Ycj (Xj)
(21)
Equation (21) suggests that Zn is almost a V -statistic, indeed, the only thing stopping Zn from being
a V -statistic is the fact that Fˆ depends on all the data and Yc depends on all the data of group c. We
will prove in Sections B.1 and B.2 that Zn can be written a V -statistic plus some small error term that
1Recall that a characteristic kernel is such that the mean kernel embedding of probability distribution defined in (7) is injective
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asymptotically vanishes. In any case, the previous expression suggests a wild bootstrap approach similarly
to the the V -statistic case.
Let W = (Wi)ni=1 be a sequence of i.i.d. random variables such that E(Wi) = 0 and E(W2i ) = 1. The
random variablesW are independent of any other source of randomness, in particular, from the observations.
Then, the wild bootstrap estimator of Zn is given by
ZWn =
(
n
n0n1
)2 n∑
i=1
n∑
j=1
WiWjK(Fˆ (Xi−), Fˆ (Xj−))L(Xi)L(Xj)(−1)ci+cj ∆i
Yci(Xi)
∆i
Ycj (Xj)
(22)
Theorem 9. Suppose that F0 = F1 and conditions 3 and 4. Let Z be the limit distribution defined in
Theorem 5. Then for any x ∈ R+ it holds that
P
(
ZWn ≥ x
∣∣∣∣(Xi,∆i, ci)ni=1)→ P(Z ≥ x),
for almost all sequences (Xi,∆i, ci)
∞
i=1 of data points.
The theorem above means that if we get a large data set under the null hypothesis, then the distribution
of bootstrapped test-statistic ZWn is close to the distribution of the random variable Z. Note this randomness
runs only over the variables W, as the result holds for any sequence of data points (except for a P-null set).
With the previous ingredient we are ready to build our bootstrapped test, for that we just approximate
the 1−α quantile of the distribution Z by the quantiles of ZWn . As we can freely sample independent copies
of from ZWn given the data points, we can estimate the quantile by Monte Carlo simulations. Our algorithm
is as follows:
i) Set level α of the test and large number N
ii) Sample N independent copies of the wild bootstrap estimator using equation (22)
iii) Compute the 1− α quantile of the previous sample, and call it Q1−α
iv) Compute the test statistic Zn using equation (21)
v) Reject the null-hypothesis if Zn > Q1−α, otherwise do not reject it.
6 Simulations
We perform an empirical evaluation of our methods in which the ground truth is known. To this end, we
consider two different set-ups: proportional hazard functions (in which the classic log-rank test is provably
the most powerful), and time-dependent hazard functions, including Weibull and periodic hazard functions.
All our experiments consider the same null cumulative hazard function (c.h.f.) Λ0(t) = t, that is, the c.h.f.
of exponential random variables with mean 1.
For the alternatives, we consider
i. Proportional hazards: for this case we consider alternatives with c.h.f. Λ(t; θ) = θt with θ ∈ [0, 2].
The c.h.f. under the null is recovered when θ = 1.
ii. Weibull (polynomial) hazards: we consider Weibull c.h.f.s Λ(t; θ) = tθ with θ ∈ [0, 2]. Notice we
recover the null by setting θ = 1.
iii. Periodic hazards: we consider alternatives with c.h.f.s given by Λ(t; θ) = t− sin(piθt)
piθ
with θ ∈ (0, 15].
Notice that as θ →∞, Λ(t; θ)→ Λ0(t) = t, recovering the null c.h.f.
Figure 1 exhibits the behaviour of the set of alternative c.h.f.s for the different values of θ chosen.
For each experiment, we consider two different sample sizes of 30 and 100 observations per group and we
choose a censoring distribution generating 10% and 30% of censoring .
6.1 Implementation
6.1.1 Kernels
The heart of our testing-approach is undoubtedly the kernel function. In section 3.3 we already showed that
specific choices of the kernel function lead to some existing tests. For our experiments we use several kernels
defined among the following categories
1. Log-rank kernels (LRP and LRC): we construct kernels as K(x, y) = ω(x)ω(y) (see Section 3.3.1)
where ω is a weight function. In particular, we choose two weight functions ω1(x) = 1 and ω2(x) =
(x − 1/2). In the first case we recover the classical log-rank test used to test parallel hazards (LRP),
while in the second we recover a weighted log-rank test designed to discover if the hazards cross around
the median of F (LRC).
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Figure 1: Set of alternative cumulative hazard functions (c.h.f.) for the parallel, Weibull and periodic experi-
ments. Solid black line denotes the cumulative hazard Λ0(t) = t under the null hypothesis.
2. Projection kernels (P2W and P4W): we construct kernel functions K as shown in Section 3.3.3
recovering the testing procedure of Brendel et al. (2014). For the first kernel (P2W) we consider the
subspace generated by the weights {1, x} and for the second kernel (P4W) we consider the subspace
generated by the weights {1, x, x2, x3}. Since our kernels use 2 and 4 functions, we denote them by
P2W and P4W, respectively.
3. Pearson-type kernels (Per4 and Per5): we consider Pearson-type kernels defined as shown in sec-
tion 3.3.2. We consider a partition of the space into 4 (Per4) and 5 (Per5) disjoint regions respectively.
4. Squared exponential kernel (SEK): we consider the squared exponential kernel defined asK(x, y) =
e−(x−y)
2/σ2 , where we choose the parameter σ = 0.1. Better results may be obtained by optimising
σ for the problem at hand but we do not perform any type of optimisation and choose a parameter
that works well enough. An heuristic for doing so in the uncensored case corresponds to set σ as the
median of the pair-wise differences of the times Scholkopf and Smola (2001).
6.1.2 Computer Implementation
We implement the wild bootstrap version of our test as described in Section 5. Due to the nice structure
of the test-statistic, the implementation is quite fast, indeed, running 1000 times the test (using 1000 wild
boostrap samples) takes a couple of minutes when n0 = n1 = 100, in a standard commercial laptop.
It is possible to implement other versions of our test. For example, in the projection tests the asymptotic
distribution is fully known, nevertheless such an implementation really struggles to reach the right level of the
test, even with a lot of data point and thus we do not report such results. Another possible implementation,
as suggested in Ditzhaus and Friedrich (2018), is to use a permutation approach instead of wild bootstrap,
unfortunately, such an implementation requires to recompute several quantities increasing quite a lot the
total time it takes to run the test.
6.2 Level of the test
In our first experiment we show the behaviour of each kernel by estimating the level of the test which in
this case corresponds to α = 5%. For such experiment, for each combination of parameters, we run our
test in 1000 simulated data set. Table 1 shows the results. In general the wild-bootstrap approach using
Rademacher random variables has no problem reaching the right level for even censoring. Uneven censoring
causes a few problems, so the user should be careful when applying this method in this setting. Arguably,
the squared exponential kernel (SEK) with parameter σ = 0.1 is the most robust. It worth recalling that
projection tests use a random kernel (it depends on the data points) which might impact its performance.
Additionally, while not reported here, we test other significance levels, obtaining similar results.
6.3 Power Simulations
We proceed to do an empirical evaluation of the power achieved by each test for the alternatives previously
described: parallel hazards, Weibull hazards and periodic hazards. As previously mentioned, the null is
set as Λ0(t) = t, corresponding to the c.h.f. of an exponential random variable with mean 1. The power
is estimated by repeating our test over 1000 simulated data-sets for each combination of sample size and
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Table 1: Significance Level at α = 5%. ni stands for the number of data points of group i, and ci indicates the
percentage of censored data.
Log-Rank Projection Pearson-type SEK
n0 n1 c0 c1 LRP LRC P2W P4W Per4 Per5 SEK
30 30 10% 10% 4.5 5 5.1 4.7 6.1 5.7 5
10% 30% 5.4 4.4 4.5 4.1 5 5.1 4.2
30% 30% 4.3 4.7 4.2 4.4 4.7 4.4 4.2
30 100 10% 10% 3.9 5.7 5 5.1 5.2 4.9 5.2
10% 30% 6.7 4.6 7.1 5.1 5.2 4.5 4.7
30% 10% 5 7.3 6.1 4.9 5.9 5.6 5
30% 30% 3.9 5.1 3.8 3.9 4.4 4.8 3.8
100 100 10% 10% 4.7 4.2 5.2 5.9 4.9 4.7 4.3
10% 30% 5 5.9 5.4 6.6 6.1 5.8 6.1
30% 30% 5.1 5.3 5.5 4.7 5.1 4.8 4.8
censoring distribution. Results are shown in Figures 2, 3, and 4. A few remarks from and about our
experiments.
1. We report a very small fraction of our experiments as their results are qualitatively the same as the
ones we shown in Figures 2-4.
2. To keep our figures as clean as possible, we only report the results for the Pearson-type kernel Per5,
as Per4 has almost the same behaviour.
3. LRP is the score test for the parallel hazards model (weight function ω = 1) and thus it is the most
powerful test for local alternatives. This can be observed in Figure 4, in which we appreciate an
excellent performance for the parallel hazards alternatives. Nevertheless, it loses all its power (nearly
zero power) for the Weibull and periodic hazards alternatives, see Figure 3, and 4.
4. LRC is a weighted log-rank test with weight w(x) = x − 1/2. From Figure 3 it can be observed that
it has very good performance against Weibull hazards alternatives, but very low power in the other
two cases, see Figures 2 and 4. This can be deduced from the fact that LRC is designed to be optimal
detecting one crossing at the median and thus not being a good fit for the parallel hazards experiment.
Also, for more complex hazards such as the periodic model, we can observe more that one crossing
occurring which explains the poor performance of LRC.
5. We can observe different behaviours for the projection kernels PW2 and PW4. For the parallel hazards
experiment PW2 has the best performance (after LRP) which can be explained from the fact that
this kernel is constructed by considering the subspace generated by {1, x}, which includes the weight
function ω(x) = 1 which is known to be optimal for proportional hazards alternatives. While PW4
also includes ω(x) = 1 (it is generated by considering {1, x, x2, x3}), the fact we are considering a
larger space of possible alternatives makes us lose power. For the Weibull experiment, we observe that
both projection tests PW2 and PW4 have a good performance. This is because we are projecting
on polynomials and the Weibull hazard functions are, indeed, polynomials. In the periodic case both
kernels have a lacking behaviour mainly due to the fact that the hazard structure is rather different
than a polynomial of finite degree. Note that with more data it seems that the tests do not improve
compared to the best kernel (Squared Exponential).
6. The Pearson-type kernel Per5 has a consistent behaviour being neither too good nor too bad.
7. The squared exponential kernel SEK gives overall good results. While in the presence of more ‘struc-
tured’ data, i.e. constant of polynomial, simpler kernels give better results, the SEK kernel maintains
a good performance. On the other hand, in presence of a more ‘complex’ data its performance is better
than other kernels.
8. In general, it seems that for nice structured data, simpler kernels (leading to simple methods) have
better results. On the other hand, for complex data a more complex kernel seems to be a good option.
7 Real data
We consider the Gastrointestinal Tumor Study Group data (GTSG) from Stablein et al. (1981), available in
the ‘coin’ R-package. The data considers a randomised clinical trial in the treatment of locally advanced,
non-resectable gastric carcinoma. To this end, 42 patients are treated using chemotherapy alone, while 45
patients are treated by using a combination of chemotherapy and radiation therapy. The aim of the study
is detect differences between the treatments. Kaplan-Meier curves for each group are shown in Figure 5.
12
ll
l
l
l
l
l
l l l l l
l l
l
l
l
l l
l
5%
0
25
50
75
100
0.5 1.0 1.5 2.0
θ
Po
w
e
r
Sample size: (30,30), Censoring %: (30,30)
l l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.5 1.0 1.5 2.0
θ
Sample size: (100,100), Censoring %: (30,30)
l SEK Per5 LRP LRC P2W P4W
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Table 2: p-values obtained (using the wild bootstrap approach) for the comparison of the treatments
‘Chemotherapy’ and ‘Chemotherapy+Radiation’ for the GTSG data.
SEK Per4 Per5 LRP LRC PW2 PW4
p-values 0.0053 0.0151 0.0222 0.2531 0.0011 0.0051 0.0228
We apply our test considering the 7 different kernels described in Section 6.1.1. The corresponding
p-values (approximated using our wild bootstrap approach) are shown in Table 2.
All tests but the classical log-rank test LRP reject the null hypothesis of no differences between the two
treatments at a 5% level of significance. From figure 5 we observe the outcome is quite reasonable as the
survival functions exhibit a crossing . Indeed, the smallest p-values are given by KSE, LRC and PW2 which
reject the null hypothesis at a 1% level of significance. This is not a surprising behaviour for LRC and PW2
as these kernels are tailored to detect crossings. The KSE kernel also performs very well which is quite
satisfying as this kernel is more general, indeed it leads to a omnibus test.
8 Conclusion
We have introduced an RKHS testing procedure for a general framework for two-sample hypothesis testing.
Our test can be seen as a natural generalisation to weighted log-rank tests and other tests. While our test-
statistic is apparently very complex, as it is originally defined as the supremum over a potentially infinite
set of weighted log-rank tests, its evaluation becomes analytically tractable when the weights are chosen
from the unit ball of an RKHS. Despite its generality, the tractable form of our test-statistic allows us
to derive several asymptotic properties of our test as well as to derive a simple wild bootstrap approach.
Our simulation results shows overall good results, demonstrating the kernel approach can be very useful
in survival analysis testing. Finally, we describe two research ideas: i) it is possible to extend the test to
non-binary covariates and other type of censoring? ii) In the literature, especially in the Machine learning
community, we can find several different kernels and methods to construct new kernels that have proven to
be useful for different type of tasks. Unfortunately, little to nothing has been done in the setting of survival
analysis, and thus there is a huge space for research in the direction of finding good kernels for the survival
analysis setting.
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Figure 5: Kaplan-Meier curves for the patients treated by using chemotherapy alone versus a combination of
chemotherapy and radiation therapy
Appendix
A Preliminary Results
In this section we review a few useful results that are going to be frequently used in the proof of our results.
A.1 Op and op Notation
This work makes heavy use of the Op and op notation. In order to be clear and unambiguous we give
the appropriate definitions which follows from the notes from Janson (2011). Given a sequence of random
variables (Zn) and (Yn) with |Yn| > 0 we say that
• Zn = Op(Yn) if for every ε > 0 there exists constants Cε and nε such that P(|Zn| ≤ Cε|Yn|) > 1 − ε
for every n ≥ nε. In other words, Zn/Yn is bounded in probability, meaning that up to a set of small
but fixed probability Zn/Yn is bounded. A particular case is when Yn = 1, in such a case we write
Zn = Op(1), meaning that Zn is bounded in probability. Note that Zn = Op(Yn) is equivalent to
Zn/Yn = Op(1). Also, if Zn is positive with finite first moment, then Zn = Op(E(Zn)) due to the
Markov inequality.
• Zn = op(Yn) if Zn/Yn P→ 0, in particular Zn = op(1) means that Zn P→ 0.
We remark that the Op and op notation satisfy most of the properties of the standard O and o notation
used in deterministic settings.
Frequently we will encounter families of stochastic processes Zn : Ω × S → R, i.e. Zn(x) where x ∈ S,
and S is an arbitrary space, usually representing time (0,∞) (as usual, ω ∈ Ω is implicit in the notation).
We say that Zn(x) = Op(Yn(x)) uniformly on x ∈ An, where An ⊆ S, if
sup
x∈An
{|Zn|/|Yn(x)|} = Op(1). (23)
This is particularly useful when computing random integrals. E.g. let µ be a positive measure on S (with
an appropriate sigma-algebra), then if (23) holds,
In =
∫
An
Zn(x)µ(dx) = Op
(∫
An
|Yn(x)|µ(dx)
)
.
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Finally, when Zn and Yn are positive, we will use the notation Zn = Op(1)Yn instead of Zn = Op(Yn) in
order to avoid large parenthesis, especially when the expression for Yn is long.
A.2 Some Results for Counting Processes
We state some results from the counting process theory that are frequently used in our paper. In particular,
we give these results in terms of the pooled data (Xi,∆i)
n
i=1 (removing the class label ci), but notice they
can also be applied to the data considering the class label ci ∈ {0, 1}. Recall that for the pooled data
Y (t) =
∑n
i=1 1{Xi≥t} denotes the pooled risk function, Sˆ is the Kaplan-Meier estimator of S, H denotes the
distribution of Xi and, τn = max{X1, . . . , Xn} and τ = sup{t : H(t) < 1}.
Proposition 10. The following holds a.s.
1. limn→∞ supt≤τ |Sˆ(t)− S(t)| = 0,
2. limn→∞ supt≤τ |Y (t)/n−H(t−)| = 0.
The proof of Part 1. is due Stute and Wang. The proof of Part 2. is the famous GlivenkoCantelli
theorem. As corollary, we deduce that for every T such that 1−H(T−) > 0, it holds
3. supt≤T
∣∣∣nSˆ(t−)/Y (t)− 1/(1−G(t−))∣∣∣→ 0.
Proposition 11. Let β ∈ (0, 1), then
1. P(Sˆ(t) ≤ β−1S(t), ∀t ≤ τn) ≥ 1− β,
2. P
(
Y (t)/n ≤ β−1{1−H(t−)} ∀t ≤ τn
) ≥ 1− β,
3. P (Y (t)/n ≥ β{1−H(t−)} ∀t ≤ τn) ≥ 1− e(1/β)e−1/β .
Proof. Part 1. and 3. are due Gill et al. (1983). Part 2. follows from Gill (1980, Theorem 3.2.1.). Essentially
note that W (t) =
1{Xi>t}
P(Xi>t)
is a non-negative martingale on [0, T ] for every T with H(T ) < 1. Then the results
follow from applying Doob’s inequality, and letting T grow to τ .
A.3 Double Martingales
A.3.1 General notation
Consider random variables (Xi,∆i)
n
i=1 defined in a common filtered probability space (Ω,F , (Ft)t≥0,P)
where Ft is generated by the sets
{1{Xi≤s,∆i=0},1{Xi≤s,∆i=1} : s ≤ t, ı ∈ {1, . . . , n}} ∪ F0,
and F0 contains the P-null sets of F . In this section, we consider the Ft-martingales: M i(t) for i ∈ [n], and
W (t) and W ′(t) defined as M i(t) = N i(t)− ∫ t
0
Yi(s)dΛ(s) for i ∈ {1, . . . , n}, and
W (t) =
∫ t
0
n∑
i=1
Qi(s)dM
i(s) and W ′(t) =
∫ t
0
n∑
i=1
Q′i(s)dM
i(s), (24)
where Qi(t) and Q
′
i(t) are Ft-predictable process for i ∈ [n]. The predictable variation processes associated
to W and W ′ are
〈W 〉(t) =
∫ t
0
D(s)dF (s) and 〈W ′〉(t) =
∫ t
0
D′(s)dF (s),
where D(t) =
∑n
i=1 Qi(t)
2Yi(t)S(t)
−1 and D′(t) =
∑n
i=1 Q
′
i(t)
2Yi(t)S(t)
−1, and Yi(t) = 1{Xi≥t}.
A.3.2 Double martingales
Let C = {(x, y) : 0 < x < y <∞} and h : C × Ω→ R, we define the double integral process Z(t) as
Z(t) =
∫ t
0
∫ y
0
h(x, y)dW (x)dW ′(y), (25)
where W and W ′ are the Ft-martingales defined in equation (24). We study conditions on h such that the
process Z(t) is a martingale with respect to (Ft)t≥0 and, in such a case, we compute its predictable variation
process 〈Z〉(t).
Definition 12. We define the predictable σ- algebra P as the σ-algebra generated by sets of the form
{(a1, b1]× (a2, b2]×X : 0 ≤ a1 ≤ b1 < a2 ≤ b2, X ∈ Fa2} ∪ {(0, 0)×X : X ∈ F0}.
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A function h : C × Ω → R is called elementary predictable if it can be written as a finite sum of
indicator functions on sets belonging to the predictable σ-algebra P. On the other hand, if a function
h is P-measurable, then it is the limit of elementary predictable functions. We denote by G the set of
P-measurable functions. Notice that if Q is Ft-predictable, then f(Q(x), Q(y)) is P-measurable for any
measurable f : R2+ → R.
Theorem 13. Let h ∈ G, and let W and W ′ be the Ft-martingales defined in equation (24). If for all t ≥ 0,
it holds that
E
∣∣∣∣∫ t
0
∫ y
0
h(x, y)dW (x)dW ′(y)
∣∣∣∣ <∞ and E
∣∣∣∣∣
∫ t
0
(∫ y
0
h(x, y)dW (x)
)2
d〈W ′〉(y)
∣∣∣∣∣ <∞, (26)
then Z(t), as defined in equation (25), is a Ft-square integrable martingale with predictable variation process
given by
A(t) =
∫ t
0
(∫ y
0
h(x, y)dW (x)
)2
d〈W ′〉(y).
Additionally, A(t) is a sub-martingale, with compensator
B(t) =
∫ t
0
∫ y
0
h(x, y)2d〈W 〉(x)d〈W ′〉(y). (27)
Therefore, by the Lenglart-Rebolledo’s inequality, B(τn) = op(1) implies Z(τn) = op(1).
Theorem 13 was proved in Ferna´ndez and Rivera (2018) for the case W = W ′, but a simple inspection
at the proof shows that it can be extended to the setting W 6= W ′.
Recall that
∫ ∫
h(x, y)dW (x)dW ′(y) can decomposed into the sum of∫
h(x, x)d[W,W ′](x) and 2
∫ ∫
h(x, y)21{x 6=y}d〈W 〉(x)d〈W ′〉(y),
and notice that d[W,W ′](x) =
∑n
i=1 Qi(x)Q
′
i(x)dN
i(x) as our data comes from continuous distributions.
The following theorem gives sufficient conditions to ensure that both terms above are op(1).
Theorem 14. Let h ∈ G be such that h → 0 as the number of data points n grows and let W and W ′ be
the Ft-martingales defined in equation (24). Suppose that for all t ≥ 0, it holds that
E
∣∣∣∣∫ t
0
∫ y
0
h(x, y)dW (x)dW ′(y)
∣∣∣∣ <∞ and E
∣∣∣∣∣
∫ t
0
(∫ y
0
h(x, y)dW (x)
)2
d〈W ′〉(y)
∣∣∣∣∣ <∞. (28)
If there exist non-negative functions f(x, y) and g(x) such that for all n
max
j∈[n]
sup
x≤τn
h(x, x)(nQj(x))(nQ
′
j(x))
g(x)
= Op(1) and
∫
g(x)(1−G(x))dF (x) <∞ (29)
and
sup
x,y≤τn
h(x, y)2(nD(x))(nD′(y))
f(x, y)
= Op(1) and
∫ ∫
f(x, y)2dF (x)dF (y) <∞ (30)
where D(t) =
∑n
i=1 Qi(t)
2Yi(t)S(t)
−1 and D′(t) =
∑n
i=1 Q
′
i(t)
2Yi(t)S(t)
−1. Then, it holds that∫ τn
0
∫ y
0
h(x, y)dW (x)dW ′(y) = op(1).
The proof of Theorem 14 is a straightforward consequence of Theorem 13 and the dominated conver-
gence theorem (Technically, we have to apply the DCT in set of arbitrarily large probability since we have
domination up to an Op(1) multiplicative term in (29) and (30)).
The conditions in (28) are rather easy to verify as the martingales W and W ′ are just a finite sum of the
individual martingales and any loose bound is fine (thus we will not explicitly check them when we applying
the theorem). In general, to verify (29) and (30) is harder.
B Proof of Theorem 5
The proof of Theorem 5 is divided in three mains steps:
i) We first find a cleaner asymptotic expression for our test-statistic Zn. The idea is to get rid of some
random terms that are hard to deal, particularly Fˆ and L,
ii) We prove that, asymptotically, the test statistic with deterministic and random covarites are equivalent,
iii) We prove the limits results for the model with random covariates, which is slightly more tractable than
the model with fix covariates
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B.1 Step 1: Finding a nicer asymptotic representation
Recall the data corresponds to (Xi,∆i, ci)
n
i=1, and assume the null hypothesis holds, i.e. F0 = F1 = F .
We follow each of the steps i),ii) and iii) previously described. For the first step i), we will concentrate
on the deterministic-covariate model, but our analysis can be extended to the random-covariate model by
conditioning on N0, i.e. on the number of data points in group 0, and by noticing that N0/n → η almost
surely.
Recall that our test statistic is given by
Zn =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)(dΛˆ0(x)− dΛˆ1(x))(dΛˆ0(y)− dΛˆ1(y)).
Observe that dΛˆi(x)− dΛi(x) = Yi(x)−1dMi(x), where Mi(x) = Ni(x)−
∫ x
0
Yi(s)dΛi(s) is the the standard
counting process martingale associated to group i. Additionally, notice that under the null hypothesis,
Λ0(x) = Λ1(x) = Λ(x), then by conveniently adding and subtracting dΛ(x) to the expression dΛ
∗(x) =
dΛˆ0(x)− dΛˆ1(x), it holds
dΛ∗(x) =
dM0(x)
Y0(x)
− dM1(x)
Y1(x)
=
n∑
i=1
(−1)ci
Yci(x)
dM i(x). (31)
As the data points are independent, Λ∗(t) is a Ft-martingale and
d〈Λ∗〉(x) = dΛ(x)
Y0(x)
+
dΛ(x)
Y1(x)
=
dΛ(x)
L(x)
(32)
Using equation (31) we obtain
nZn = n
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)dΛ∗(x)dΛ∗(y).
Our results use the functions ψ : R+ → R and ψ¯ : R+ → R, defined as
ψ(x) =
(1−G0(x))(1−G1(x))
η(1−G0(x)) + (1− η)(1−G1(x)) and ψ¯(x) =
min{1−G0(x), 1−G1(x)}
η(1− η) . (33)
Notice that ψ is the same function previously defined in equation (13) of Section 4. Trivial bounds for ψ
and ψ¯ are
ψ(x) ≤ ψ¯(x) and ψ(x) ≤ max{1−G0(x), 1−G1(x)}. (34)
Also, observe that under the null hypothesis n
n0n1
L(x) → ψ(x)S(x) a.s. for each x due to Proposition 10,
and that n
n0n1
L(x) = O(n−1)L(x) = Op(ψ(x)S(x)) = Op(min{1−G0(x), 1−G1(x)}S(x)) uniformly in [0, τn]
due to Proposition 11 and the bounds in (34). The main result of this section is the following.
Theorem 15. Under Condition 3 and 4, it holds that
nZn =
1
n2
n∑
i,j=1
∫ τn
0
∫ τn
0
K(F (x), F (y))ψ(x)ψ(y)
(1−Gci(x))(1−Gcj (y))
dM i(x)dM j(y) + op (1) .
B.1.1 Proof of Theorem 15
1) Replacement of Fˆn(x−) by F (x)
The following result shows that K(Fˆ (x−), Fˆ (y−)) can be replaced by K(F (x−), F (y−)) in nZn up to an
error of op(1).
Lemma 16.
nZn = n
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(F (x), F (y))L(x)L(y)dΛ∗(x)dΛ∗(y) + op(1)
Proof. Let
h(x, y) =
(
n
n0n1
)2
L(x)L(y)
(
K(Fˆ (x−), Fˆ (y−))−K(F (x), F (y))
)
,
we proceed to prove that
n
∫ τn
0
∫ τn
0
h(x, y)dΛ∗(x)dΛ∗(y) = op(1). (35)
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Clearly, h(x, y) → 0 for all x, y ≤ τn as K is continuous on (0, 1)2 (see Condition 3), F is a continuous
distribution function and n
n0n1
L(x) = Op(1)ψ(x)S(x) uniformly on [0, τn]. Additionally, observe that
h(x, y) = Op(1)ψ(x)S(x)ψ(y)S(y)
∣∣∣K(Fˆ (x−), Fˆ (y−))−K(F (x), F (y))∣∣∣
uniformly on x, y ≤ τn.
Split equation (35) into two parts:
i) n
∫ τn
0
h(x, x)d[Λ∗](x) and ii) 2n
∫ τn
0
∫ y
0
h(x, y)dΛ∗(x)dΛ∗(y).
We proceed to check that both parts are op(1).
Part i) n
∫ τn
0
h(x, x)d[Λ∗](x) = op(1) : Start by observing that d[Λ∗](x) =
∑n
i=1
dNi
Yci (x)
2 , then
n
∫ τn
0
h(x, x)d[Λ∗](x) = Op(1)
1
n
n∑
i=1
(ψ(Xi)S(Xi))
2
∣∣∣K(Fˆ (Xi−), Fˆ (Xi−))−K(F (Xi), F (Xi))∣∣∣ ∆i
Yci(Xi)
2/n2
= Op(1)
1
n
n∑
i=1
∣∣∣K(Fˆ (Xi−), Fˆ (Xi−))−K(F (Xi), F (Xi))∣∣∣∆i,
where in the second equality we used that n/Yci(x) = Op(1)/[(1 − Gci(x))S(x)] uniformly on x ≤ τn from
Proposition 11, and also ψ(x) ≤ ψ¯(x).
From Condition (3), K is continuous in (0, 1)2 and thus uniformly continuous in any closed set. Let Ei
be the event {Fˆ (Xi−), F (Xi) ∈ [u1, u2]} for ui, u2 ∈ (0, 1). Then for any ε > 0, it exists a large enough N
(which is a random variable) such that for all n ≥ N ,
1
n
n∑
i=1
∣∣∣K(Fˆ (Xi−), Fˆ (Xi−))−K(F (Xi), F (Xi))∣∣∣∆i1Ei ≤ 1n
n∑
i=1
ε∆i1Ei ≤ ε,
hence, it is enough to check that the tail vanishes, i.e.
1
n
n∑
i=1
∣∣∣K(Fˆ (Xi−), Fˆ (Xi−))−K(F (Xi), F (Xi))∣∣∣∆i1Eci = op(1), (36)
as u1 → 0 and u2 → 1 (note in this case P(Eci )→ 0). Conditions 3, and 4 together with the WLLN yield to
1
n
n∑
i=1
|K(Fˆ (Xi−), Fˆ (Xi−))|+ 1
n
n∑
i=1
|K(F (Xi), F (Xi))| = Op(1)
which concludes Equation (36).
Part ii) n
∫ τn
0
∫ y
0
h(x, y)dΛ∗(x)dΛ∗(y) = op(1):
From Theorem 13, it is enough to check that
n2
∫ τn
0
∫ y
0
h2(x, y)
L(x)L(y)
dΛ(x)dΛ(y) = op(1) (37)
From the definition of h, the LHS of (37) equals
Op(1)
∫ ∫ (
K(Fˆ (x−), Fˆ (y−))−K(F (x), F (y))
)2
φ(x)φ(y)dF (x)dF (y).
The term above tends to 0 in probability because it is Op(1) from Conditions 3 and 4, and the fact that K is
uniformly continuous in any closed subset of (0, 1)2, and thus K(Fˆ (x−), Fˆ (y−))→ K(F (x), F (y)) uniformly
on any closed subset of (0,∞)2.
2) Replacement of
(
n
n0n1
)
L(x) by ψ(x)S(x)
As this point our test statistic Zn satisfies
nZn = n
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(F (x), F (y))L(x)L(y)dΛ∗(x)dΛ∗(y).
Our next step consist in showing that we can replace
(
n
n0n1
)
L(x) by its limit value ψ(x)S(x) without
altering the value of the test statistic by more than a op(1) error term.
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Lemma 17.
nZn = n
∫ τn
0
∫ τn
0
K(F (x), F (y))ψ(x)ψ(y)S(x)S(y)dΛ∗(x)dΛ∗(y) + op(1).
Proof. We proceed to check the hypotheses of Theorem 14. We set W = W ′ = Λ∗ as the martingales.
From (31) and (32), Qi = Q
′
i = (−1)ci/Yci and D(x) = D′(x) = 1/(L(x)S(x))
Consider h(x, y) given by
h(x, y) = (K(F (x), F (y)))
((
n
n0n1
)2
L(x)L(y)− ψ(x)ψ(y)S(x)S(y)
)
. (38)
We use Theorem 14 to prove that
∫ ∫
h(x, y)dΛ∗(x)dΛ∗(y) = op(1).
First note that h → 0 for all x, y ≤ τn due to Proposition 10. Consider the deterministic function
h¯(x, y) = |K(F (x), F (y))|ψ(x)ψ(y)S(x)S(y) and notice that h(x, y) = Op(1)h¯(x, y) uniformly on x, y ≤ τn
due to Proposition 11. Choose g(x) = h¯(x, x)/(S(x)ψ¯(x))2, then from the definition of ψ and ψ¯ (see equation
(33)), we get g(x) ≤ |K(F (x), F (x))|, and clearly ∫ g(x)(1−G(x))dF (x) <∞ by Condition 3. Finally, note
that
h(x, x)n2Qj(x)Q
′
j(x) = n
2h(x, x)
(
(−1)cj
Ycj (x)
)2
=
n2h(x, x)
Ycj (x)
2
= Op(1)
h¯(x, x)
(S(x)ψ¯(x))2
= Op(g(x)),
uniformly on x ≤ τn and j ∈ [n], which checks condition (29).
For condition (30), choose f(x, y) = K(F (x), F (y))
√
ψ(x)ψ(y), which belongs to L2(dF × dF ) by Con-
dition 3. Then
n2h(x, y)2
L(x)L(y)
= Op(1)
h¯(x, y)2
S(x)2S(y)2ψ(x)ψ(y))
= Op(1)K(F (x), F (y))
2ψ(x)ψ(y) = Op(1)f(x, y)
2,
which shows that condition (30) is fulfilled.
3) Replacement of Y0 by ηn(1−H0) and Y1 by (1− η)n(1−H1)
Recall that dΛ∗(x) = dΛˆ0(x)− dΛˆ1(x) = dM0(x)Y0(x) −
dM1(x)
Y1(x)
. Therefore
nZn =
1∑
k=0
1∑
l=0
(−1)i+jn
∫ τn
0
∫ τn
0
K′(x, y)
Yk(x)Yl(y)
dMk(x)dMl(y) + op(1), (39)
where
K′(x, y) = K(F (x), F (y))ψ(x)ψ(y)S(x)S(y).
Our final step in this section consist in replacing the term Y`(x)
−1dM`(x) in nZn by the simpler expression
η−1+`(1 − η)−`n−1(1 − H`(x))−1dM`(x) for ` ∈ {0, 1}. This replacement is suggested by the fact that
Y`(x)/n→ η1−`(1− η)`(1−H`(x)).
Lemma 18. For class labels k, ` ∈ {0, 1}, it holds
n
∫ τn
0
∫ τn
0
K′(x, y)
(
1
Yk(x)Y`(y)
− η
`+k−2(1− η)−`−k
(n(1−Hk(x)))(n(1−H`(y)))
)
dMk(x)dM`(x) = op(1)
Proof. We apply Theorem 14. To this end, we fix k, ` ∈ {0, 1}, we choose Qi = 1{ci=k} and Q′i = 1{ci=`},
and notice that W = Mk =
∑n
i=1 QiM
i and W ′ = M` =
∑n
i=1 Q
′
iM
i . Set h as
h(x, y) = nK′(x, y)
(
1
Yk(x)Y`(y)
− η
`+k−2(1− η)−`−k
n2(1−Hk(x))(1−H`(y))
)
.
Clearly, h → 0 by Proposition 10 and h(x, y) = Op(1) |K
′(x,y)|
(n(1−Hk(x)))(n(1−H`(y))) uniformly on x, y ≤ τn, due
to Proposition 11. For condition (29), we choose g(x) = |K(F (x), F (x))| which satisfies the integrability
condition of (29). Now, notice that that
h(x, x)n2Qi(x)Q
′
j(x) = Op(1)
|K′(x, x)|
(1−Hk(x))(1−H`(x)) ,
uniformly on x ≤ τn and i, j ∈ [n]. From the definition of K′ and the fact that ψ(x) ≤ ψ¯(x), we deduce
|K′(x, x)|
(1−Hk(x))(1−H`(x)) ≤ |K(F (x), F (y))| = g(x).
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To verify condition (30) we set f(x, y) = |K′(x, y)|, which belongs to L2(dF × dF ). Observe that
d〈Mk〉(x) = Yk(x)S(x) dF (x) (the same holds for `), i.e. D and D′ of Theorem 14 are Yk/S and Y`/S, respectively.
Finally, by applying Proposition 11 to Yk/n and Y`/n together with the uniform (in probability) bound of
h(x, y) yield to
n2h(x, y)2
Yk(x)Y`(y)
S(x)S(y)
= Op(1)
K′(x, y)2
n2 ((1−Hk(x))2(1−H`(y))2) = Op(1)
K(F (x), F (y))2ψ(x)2ψ(y)2
(1−Gk(x))(1−G`(y)) , (40)
Finally, using that ψ(x) ≤ min{1−G0(x),1−G1(x)}
η(1−η) , we get
n2h(x, y)2
Yk(x)Y`(y)
S(x)S(y)
= Op(1)K(F (x), F (y))
2ψ(x)ψ(y)
uniformly on x, y ≤ τn.
B.2 Step II: Asymptotically equivalence of two models
After applying Theorem 15 we get
Zn =
1
n2
n∑
i,j=1
∫ τn
0
∫ τn
0
K′(x, y)
(−1)ci(−1)cjηci+cj−2(1− η)−ci−cj
(1−Hci(x))(1−Hcj (y))
dM i(x)dM j(y) + o
(
n−1
)
. (41)
The later expression is independent of the model of covariates we choose. To make the expression simpler,
given two data points si = (Xi,∆i, ci) and sj = (Xj ,∆j , cj) we denote J(si, sj) as
J(si, sj) = (−1)ci(−1)cjηci+cj−2(1− η)−ci−cj
∫ Xi
0
∫ Xj
0
K′(x, y)
(1−Hci(x))(1−Hcj (y))
dM i(x)dM j(y)
= (−1)ci(−1)cjηci+cj−2(1− η)−ci−cj
∫ Xi
0
∫ Xj
0
K(F (x), F (y))ψ(x)ψ(y)
(1−Gci(x))(1−Gcj (y))
dM i(x)dM j(y)
and define Vn as
Vn =
1
n2
n∑
i,j=1
J(si, sj) (42)
and then Zn = Vn + o(n
−1) for both, the deterministic or randomised covariate models.
We remark that Vn is not a V -statistic because the si are not identically distributed in the fixed covariate
model, while it is a V -statistic in the random covariate model.
As there are several results regarding the limit distribution of V -statistics, it is convenient for us to work
only with the V -statistic version. For such, we are going to prove that both models are asymptotically
equivalent. For this section only, we denote by Z′n and Zn the test statistics for the deterministic and the
randomised covariate models, respectively, and in general we denote with apostrophe, e.g. V ′n, all quantities
related to the deterministic covariate model. We will prove that we can couple the test-statistics such that
Zn − Z′n = o(n−1), or equivalently Vn − V ′n = o(n−1). The coupling is constructed as following:
1. For covariate (class label) c ∈ {0, 1}, let µc be the measure associated to the random vector (min(T,C),1{T≤C})
where T and C are independent, and T and C have distribution Fc and Gc respectively. In short, µc
is the distribution of the observed time and the censoring indicator given the covariate equals c.
2. Let L0 = (Xi,∆i, 0)∞i=1 and L1 = (X¯i, ∆¯i, 1)∞i=1 be such that all the random vectors in L0 and L1 are
independent of everything, and (Xi,∆i) ∼ µ0 and (X¯i, ∆¯i) ∼ µ1 for all i. Note that since the times
are sampled from a continuous distribution the data points are unique.
3. In the deterministic covariate model, build the data D′n by choosing the first n0 elements of L0 and
the first n1 elements of L1.
4. In the random covariate model, let N0 be a Binomial random variable of n trials and success probability
η. Then build the data Dn by choosing the first N0 elements of L0 and the first n−N0 elements of L1.
5. Compute V ′n and Vn using the data sets D′n and Dn, respectively.
Note that the data sets Dn and D′n differ in exactly Q = |N0−n0| points while the remaining points are
shared between the two data sets. For ease of notation we denote by si = (Xi,∆i, ci) the observations in
the randomised covariate data set and by s′i = (X
′
i,∆
′
i, c
′
i) the observations in the deterministic covariates
data set. We sort the data sets in such a way that the first Q elements of the data sets are not present in
21
the other, and the remaining n − Q elements in such a way that sj = s′j for j ≥ Q + 1. Hence, a simple
computation shows that
Vn − V ′n = 1
n2
Q∑
i=1
Q∑
j=1
J(si, sj)− J(s′i, s′j) + 2
n2
Q∑
i=1
n∑
j=Q+1
J(si, sj)− J(s′i, sj) (43)
We divide Vn − V ′n into two terms:
Dn =
1
n2
Q∑
i=1
J(si, si)− J(s′i, s′i) (44)
and the rest, Rn = Vn − V ′n −Dn. To proceed, we need the following properties about J .
Proposition 19. Let A : R+ × R+ → R be a symmetric function such that for any k, ` ∈ {0, 1} it holds
that ∫
|A(x, x)|(1−Gk)(x)dFk(x) <∞
and ∫ ∫
A(x, y)2(1−Gk)(x)(1−G`(y))dFi(x)dFj(y) <∞.
Let i, j ∈ [n], and define J(si, sj) by
J(si, sj) =
∫ Xi
0
∫ Xj
0
A(x, y)dM idM j .
Moreover, denote by E˜ the expectation conditioned on the covariate values ci. Then
i) E˜J(si, si) =
∫
A(x, x)(1−Gci(x))dFci(x)
ii) E˜|J(si, si)| <∞
iii) E˜J(si, sj) = 0, for all i 6= j,
iv) E˜J(si, sj)
2 =
∫ ∫
A(x, y)2(1−Gci(x))(1−Gcj (y))dFci(x)dFcj (y), for all i 6= j,
First, we will prove that Dn → 0 (recall Dn from (44)). Within the data set Dn, all the first Q elements
s1, . . . , sQ have the same covariate, and thus the same distribution. Then
E
(
1
n2
Q∑
i=1
|J(si, si)|
∣∣∣∣∣Q, c1
)
=
Q
n2
E(|J(s1, s1)||c1)→ 0, (45)
sinceQ ≤ n andE (|J(s1, s1)||c1) <∞ from Proposition (19)-ii. The same argument applies to n−2∑Qi=1 J(s′i, s′i)
and thus |Dn| → 0.
For Rn, it is clear it has mean 0 from Proposition (19)-iii. We compute its variance. Note all covariances
of the J ’s terms are zero since all pairs of data points are different. From Theorem 19-iv, it exists C > 0
such that Var(J(si, sj)|ci, cj) ≤ C and Var(J(s′i, s′j)|c′i, c′j) ≤ C for any i, j, independent of the value of the
covariates and thus such a bound also holds for the (unconditional) variances. Therefore for some C′ > 0,
Var(Rn|Q) ≤ (Q
2 +Qn)C′
n4
, (46)
and so
Var(nRn|Q) = O(Q/n). (47)
Therefore, for all ε > 0
P(n|Rn| ≥ ε) ≤ E (P(n|Rn| ≥ ε|Q)) ≤ E
(
Var(nRn|Q)
ε2
)
= O
(
E(Q)
ε2n
)
.
Finally, note that E(Q) ≤ E(|N0 −EN0|+ |EN0 − n0|) and that EN0/n = η, then
EQ
n
≤ E|N0 −EN0|
n
+
∣∣∣η − n0
n
∣∣∣→ 0,
the last limit holds because E(|N0 −EN0|) ≤
√
Var(N0) =
√
η(1− η)n, and n0/n→ η. We conclude that
nRn = op(1), which together with the fact that Dn = op(1) conclude that n(Vn − V ′n) = op(1).
We finish the section giving a proof of Proposition 19.
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Proof of Proposition 19. i) The process
∫ t
0
∫ t
0
A(x, y)dM i(x)dM i(y) can be separated in two process, say,
Wt + 2Z(t), where W and Z are given by
D(t) =
∫ t
0
A(x, x)d[M i](x)
and
Z(t) =
∫ t
0
∫ y
0
A(x, y)dM i(x)dM i(y).
Since our data is continuous, d[M i] = dN i, and then standard computations show that
E˜D(Xi) = E˜
∫ Xi
0
A(x, x)dN i(x) =
∫
A(x, x)(1−Gci)dFci(x).
By Theorem 13, Zt is a martingale when the covariate is fixed, then any simple martingale argument
yield E˜W (Xi) = E˜W (0).
ii) Observe that
J(si, si) = ∆iA(Xi, Xi)− 2∆i
∫ Xi
0
A(Xi, x)dΛci(x) +
∫ Xi
0
∫ Xi
0
A(x, y)dΛci(x)dΛci(y).
Assume that A(x, y) ≥ 0, otherwise just take absolute value. We prove that all terms on the RHS of the
equation above have positive expectation. Indeed, for the first term
E˜∆iA(Xi, Xi) =
∫
A(x, x)(1−Gci(x))dFci(x), (48)
for the second term
E˜∆i
∫ Xi
0
A(Xi, x)dΛci(x) =
∫ ∞
0
∫ x
0
A(y, x)dΛci(x)(1−Gci(y))dFci(y), (49)
and the last term
E˜
∫ Xi
0
∫ Xi
0
A(x, y)dΛci(x)dΛci(y) = E˜
∫ ∫
A(x, y)1{Xi≥max(x,y)}dΛci(x)dΛci(y)
=
∫ ∫
A(x, y)(1−Hci(x ∨ y))dΛci(x)dΛci(y). (50)
The expression in (48) is clearly finite by the assumptions we made. Our first assumption also proves
the finitiness of (49) as a consequence of a result of Efron and Johnstone (1990, Section 2 and Lemma 1).
Finally, for (50), by symmetry it equals
2
∫ ∞
0
∫ y
0
A(x, y)(1−Hci(y))dΛci(x)dΛci(y) = 2
∫ ∞
0
∫ y
0
A(x, y)(1−Gci(y))dFci(x)dΛci(y), (51)
which is essentially the same as (49).
iii) Note that
Q(t) =
∫ t
0
∫ Xj
0
A(x, y)dM j(y)dM i(x)
is a martingale given sj and ci. Therefore, elementary martingale arguments show
E˜(J(si, sj)|sj) = E˜(Q(si)|sj) = E(Q(0)|sj) = 0.
iv) We compute E˜Q(si)
2 by using the compensator of the martingale Q(t) (given sj and ci), that is
E˜(Q(si)
2|sj) = E˜(〈Q〉(si)|sj).
The compensator (conditioned on sj) is given by
〈Q〉(si) =
∫ ∞
0
(∫ Xj
0
A(x, y)dM j(y)
)2
1{Xi≥x}Λci(x),
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and thus
E˜(Q(si)
2) = E˜(E˜(Q(si)
2|sj)) = E˜(E˜(〈Q〉(si)|sj))
= E˜
(∫ ∞
0
(∫ Xj
0
A(x, y)dM j(y)
)2
1{Xi≥x}Λci(x)
)
=
∫ ∞
0
E˜
[(∫ Xj
0
A(x, y)dM j(y)
)2
1{Xi≥x}
]
Λci(x)
=
∫ ∞
0
E˜
[(∫ Xj
0
A(x, y)dM j(y)
)2]
(1−Hci(x))Λci(x)
(*) =
∫ ∞
0
E˜
(∫ ∞
0
A(x, y)21{Xj≥y}dΛcj (y)
)
(1−Hci(x))Λci(x)
=
∫ ∫
A(x, y)2(1−Hcj (y))(1−Hci(x))dΛcj (y)dΛci(x)
=
∫ ∫
A(x, y)2(1−Gcj (y))(1−Gci(x))dFcj (y)dFci(x).
In the previous lines, in (*) we use the fact that for fixed x,
∫ t
0
K(x, y)dM j(y) is a martingale, and we use
its compensator to compute its second moment.
B.3 Step III: Limit distribution under the null
We prove the main result. From our previous result we can just work with the model with randomised
covariates. We just need to prove that
n0n1
n
Vn (52)
converges in distribution. Note that n0n1
n
= η(1 − η)n + o(1) so we just find the limit distribution of
nVn and then we scale by η(1 − η). Note that Vn is a V -statistic with degenerated kernel J(si, sj) where
si = (Xi, δi, ci) (recall we are working with the random covariate model, making the si i.i.d.).
Define the measure space (S, µ) where S = (R+ × {0, 1} × {0, 1} with measure µ given by
µ(A×B × C) = P(Xi ∈ A,∆i ∈ B, ci ∈ C), (53)
i.e. µ is the measure associated to our data points (recall the points are i.i.d). Define the integral operator
TJ : L2(S, µ)→ L2(S, µ) by
(TJφ)(s) = E(J(s, S)φ(S)) =
∫
S
J(s, s′)φ(s′)µ(ds′) (54)
where S = (X,∆, c) is a random element of S sampled from µ. From Theorem 4.3.2 of Koroljuk and
Borovskich (1994), it holds that
nVn → EJ(S, S) + Y,
where Y =
∑∞
i=1 λi(ξ
2
i −1) where ξi are i.i.d. normally distributed random variables of mean 0 and variance
1, and λi are the eigenvalues of the integral operator TJ .
Recall that J(si, sj) is given by
(−1)ci+cjηci+cj−2(1− η)−ci−cj
∫ ∫
K(F (x), F (y))ψ(x)ψ(y)
(1−Gci(x))(1−Gcj (y))
dM i(x)dM j(y).
From Proposition (19) it holds that
EJ(S, S) =
1
η
∫
K(F (x), F (x))ψ(x)2
1−G0(x) dF (x) +
1
1− η
∫
K(F (x), F (x))ψ(x)2
1−G1(x)) dF (x).
and thus
η(1− η)EJ(S, S) =
∫
K(F (x), F (x))φ(x)dF (x).
A similar computation shows that
Var(Y ) = 2
∞∑
i=1
λi = 2E(J(S, S
′)2) =
2
(η(1− η))2
∫ ∫
K(F (x), F (y))2ψ(x)ψ(y)dF (x)dF (y)
where S′ is an independent copy of S.
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C Wild Bootstrap
Recall that our Wild bootstrap estimator is defined in equation (22) as
ZWn =
(
n
n0n1
)2 n∑
i=1
n∑
j=1
WiWjK(Fˆ (Xi−), Fˆ (Xj−))L(Xi)L(Xj)(−1)ci+cj ∆i
Yci(Xi)
∆i
Ycj (Xj)
following the same steps as for Zn, it can be proved that
ZWn = V
W
n + o(n
−1),
where
VWn =
1
n2
n∑
i=1
n∑
j=1
WiWjJ(si, sj).
It is well-known that the wild boostrap version of a V -statistic with degenerate kernel has the same limit
distribution when scaled by n, i.e. nVn and nV
W
n have the same limit distribution and therefore nZn and
nZWn converge to the same limit distribution which is given in Theorem 5.
D Proof of Theorem 6 and Corollary 7
Recall that in Theorem 6 we are working under the alternative distribution, i.e. S0 6= S1. Hence, a couple
of quantities behave slightly different than under the null. In particular, from Proposition 10 we have that
n
n0n1
L(x)→ ψ∗(x)S1(x)S0(x), (55)
where
ψ∗ =
(1−G0)(1−G1)
η(1−G0)S0 + (1− η)(1−G1)S1 .
Also, from Proposition 11 it holds that
n
n0n1
L(x) = Op(1)ψ
∗(x)S1(x)S0(x), (56)
uniformly on x ≤ τn.
Finally, observe that
ψ∗(x) ≤ min
{
1−G0(x)
ηS1(x)
,
1−G1(x)
(1− η)S0(x)
}
. (57)
With the above ingredients we are ready to prove a lemma that gives a direct proof of Theorem 6.
Lemma 20. Assume conditions 3 and 4. Then, for i ∈ {0, 1}, it holds that ‖φni − φi‖H P→ 0
Proof. We prove the result for i = 0, for the i = 1 the proof is exactly the same. We consider the model
with fixed covariates (for the random covariate model we can condition on N0). Consider φˆ0, φ
′
0 ∈ H as
φˆ0(·) = n
n0n1
∫ τn
0
K(Fˆ (y−), ·)L(y)dΛ0(y),
and
φ′0(·) = n
n0n1
∫ τn
0
K(F (y), ·)L(y)dΛ0(y),
and recall that φn0 and φ0 are given by
φn0 (·) = n
n0n1
∫ τn
0
K(Fˆ (y−), ·)L(y)dΛˆ0(y)
and
φ0(·) =
∫
K(F (y), ·)ψ∗(y)S1(y)dF0(y).
Clearly
‖φn0 − φ0‖H ≤ ‖φn0 − φˆ0‖H + ‖φˆ0 − φ′0‖H + ‖φ′0 − φ0‖H.
We will prove that three terms in the RHS of the equation above tend to 0 in probability.
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For ‖φn0 − φˆ0‖H recall that dΛˆ0(x)− dΛ0(x) = dM0(x)/Y0(x), then
‖φn0 − φˆ0‖2H =
(
n
n0n1
)2〈∫ τn
0
K(Fˆ (x−), ·)L(x)dM0(x)
Y0(x)
,
∫ τn
0
K(Fˆ (y−), ·)L(y)dM0(y)
Y0(y)
〉
H
(linearity) =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
〈K(Fˆ (x−), ·),K(Fˆ (y−), ·)〉HL(x)L(y)dM0(x)
Y0(x)
dM0(y)
Y0(y)
(*) =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−))L(x)L(y)dM0(x)
Y0(x)
dM0(y)
Y0(y)
=
1
n20
∫ τn
0
∫ τn
0
K(Fˆ (x−), Fˆ (y−)) (Y1(x)/n1)(Y1(y)/n1)
(Y (x)/n)(Y (y)/n)
dM0(x)
Y0(x)
dM0(y)
Y0(y)
. (58)
In the above computations step (∗) holds true because of the reproducing property (equation (6)).
As we did in the proof of Theorem 15, we write the integral in equation (58) as one integral over x = y
and one over x 6= y. The integral over x = y is just
1
n20
∫ τn
0
K(Fˆ (x−), Fˆ (x−)) (Y1(x)/n1)
2
(Y (x)/n)2
dN0(x) =
1
n20
n∑
i=1
K(Fˆ (Xi−), Fˆ (Xi−)) (Y1(Xi)/n1)
2
(Y (Xi)/n)2
∆i1{ci=0} (59)
Note that Y1/Y ≤ 1 and n1/n = O(1), then, it is enough to check that 1n0
∑n
i=1 ∆i|K(Fˆ (Xi−), Fˆ (Xi−))|1{ci=0} =
Op(1), which holds true due to Condition 4.
The integral over x 6= y is
2
1
n20
∫ τn
0
∫ y
0
K(Fˆ (x−), Fˆ (y−)) (Y1(x)/n1)(Y1(y)/n1)
(Y (x)/n)(Y (y)/n)
dM0(x)dM0(y).
Then, from Theorem 13, it is enough to prove that
1
n40
∫ τn
0
∫ y
0
K(Fˆ (x−), Fˆ (y−))2 (Y1(x)/n1)
2(Y1(y)/n1)
2
(Y (x)/n)2(Y (y)/n)2
Y0(x)Y0(y)
S0(x)S0(y)
dF0(x)dF0(y) = op(1)
which holds true because Y1/Y ≤ 1, n1/n = O(1), Y0(x)/n0 = Op(1)S0(x)(1−G0(x)) uniformly on x ≤ τn,
and Condition 4. Hence, ‖φn0 − φˆn0 ‖H = op(1).
For ‖φˆ0 − φ′0‖H we get
‖φˆ0 − φ′0‖2H =
(
n
n0n1
)2 ∫ τn
0
∫ τn
0
ζ(x, y)
L(x)L(y)
S0(x)S0(y)
dF0(x)dF0(y)
where ζ(x, y) = K(Fˆ (x−), Fˆ (y−)) − K(Fˆ (x−), F (y)) − K(F (x), Fˆ (y−)) + K(F (x), F (y)). Equation (56)
yields,
|ζ(x, y)|
(
n
n0n1
)2
L(x)L(y)
S0(x)S0(y)
= Op(1)|ζ(x, y)|(1−G0(x))(1−G0(y)), (60)
uniformly on x, y ≤ τn. Also, ζ(x, y) → 0 due to conditions 3 and 4. The same conditions tell us that
ζ(x, y)(1−G0)(x)(1−G0)(y) is integrable, and hence by the Lebesgue’s dominated convergence theorem we
deduce that ‖φˆ0 − φ′0‖H = op(1).
Finally, for ‖φ′0 − φ0‖H note that
‖φ′0 − φ0‖2H =
∫ τn
0
∫ τn
0
K(F (x), F (y))σ(x)σ(y)
dF0(x)
S0(x)
dF0(y)
S0(y)
(61)
where σ(x) = ψ∗(x)S0(x)S1(x) − (Y0/n0)(Y1/n1)Y (x)/n . By equation (55) we have σ(x) → 0 for each x, and by
equations (56) and (57) we get σ(x)
S0(x)
= Op(1)ψ
∗(x)S1(x) = Op(1)(1 − G0(x)) uniformly for x ≤ τn. Since∫ ∫ |K(F (x), F (y))|(1 − G0(x))(1 − G0(y))dF0(x)dF0(y) < ∞, the Dominated convergence theorem yields
that ‖φ′0 − φ0‖H = op(1).
Proof of Theorem 6. Note that
√
Zn = ‖φn0 − φn1 ‖H
for which the triangle inequality yields
√
Zn ≤ ‖φn0 − φ0‖H + ‖φ0 − φ1‖H + ‖φ1 − φn1 ‖H,
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and
‖φ0 − φ1‖ − ‖φ0 − φn0 ‖H − ‖φ1 − φn1 ‖H ≤
√
Zn.
Hence, an straightforward application of Lemma 20 gives us
lim
n→∞
√
Zn = ‖φ0 − φ1‖H,
and by squaring both sides we get the result.
Proof of Corollary 7. Theorem 6 yields
√
Zn
P→ ‖φ0 − φ1‖H, so it is enough to prove that φ0 6= φ1. Recall
that for c ∈ {0, 1},
φc(·) =
∫ ∞
0
K(F (y), ·)dνc(y) ∈ H
where the measures ν′cs are given by
dν0(x) = ψ
∗(x)S1(x)dF0(x) and dν1(x) = ψ
∗(x)S0(x)dF1(x).
As the distribution F is continuous, it has density f and inverse F−1, then, by a change of variable
φc(·) =
∫ 1
0
K(x, ·) 1
f(F−1(x))
dνc(F
−1(x))
i.e. φc is the mean kernel embedding of the measure pic(A) given by
pic(A) =
∫
A
1
f(F−1(x))
dνc(F
−1(x))
As the kernel K is continuous and c-universal, the mean kernel embedding of finite signed measures is
injective, hence, we just need to check that pi0 6= pi1 and that both measures are finite.
First we will prove that F0 6= F1 implies that pi0 6= pi1. Suppose the contrary, i.e. pi0 = pi1. Since
we are assuming that pi0 = pi1, it intermediately holds that v0(x) = v1(x) since F (and thus F
−1) is an
increasing function. Since F0 and F1 are continuous, they have distribution function f0 and f1 respectively.
Then, ν0 and ν1 are continuous measures with density ψ
∗(x)S1(x)f0(x) and ψ∗(x)S0(x)f1(x) respectively,
and moreover as ν0 = ν1, their densities are equals (up to a subset of measure 0).
Hence S1(x)f0(x) = S0(x)f1(x) for all x. Let t such that S0(t) > 0 and S1(t) > 0, then
f0(t)
S0(t)
=
f1(t)
S1(t)
,
implying that the hazards are the same, and thus f0 = f1. We conclude that pi0 6= pi1.
Now, we check finiteness. Note that∫ 1
0
1
f(F−1(x))
dνc(F
−1(x)) =
∫ ∞
0
dνc(x),
and recall that for c = 0, we have dν0 = ψ
∗(x)S1(x)f0(x)dx. From equation (57) it holds that ψ∗(x)S1(x)f0(x) ≤
Cf0, where C > 0, and therefore ν0 is a finite measure. The same holds for ν1, concluding the result.
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