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Abstract
We treat a variational problem with a singular term by the method of approximation via -convergence, which is a constructive
way. It is known that the minimizers may have a free boundary in the interior of the domain. The main aim of this paper is to establish
a criterion on the location of the free boundary in terms of the approximation. As a corollary, we obtain a non-degeneracy property
which means that the convergence of the approximated free boundary is sharp in some sense, and show the corresponding examples
in a one-dimensional linear case. In order to derive the non-degeneracy property we need a device to the choice of approximation
to the singular term.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Alt and Caffarelli have established in their pioneering paper [1] the regularity theory of free boundary forminimizers
of the variational functional with the characteristic function term. In contrast to the result, the related problems were
treated by the method of considering an approximated Euler–Lagrange equation [6], and the results were applied to
the corresponding time evolutional problems [9,8,19]. Being stimulated to these results, the author treated in [22] the




(aij (u)∇iu∇j u + u>0) dLn,
where u>0 is the characteristic function of the set where u is positive, and constructed a Lipschitz continuousminimizer
under some growth condition of aij (see Example 1 of Section 3). Different from the argument of [6], etc., we apply the
theory of -convergence which was ﬁrstly introduced by De Giorgi and Franzoni in [11]. The advantage of the notion
of -convergence is, in particular, that the approximated functions are not only a solution of PDE but also a minimizer
of the approximated functionals. Indeed, in [22], we established the uniformly Lipschitz continuity by using both the
properties.
Let us explain the main result of this paper. For an F-minimizer u, we denote by (u> 0)=∩{x ∈  : u(x)> 0}
the free boundary of u. Let u be a minimizer of the functional F with u>0 term replaced by the approximated one
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whose approximation parameter is > 0. Assume u converges to some minimizer u of F, and deﬁne a set Fu ≡
(0<u < ) = {x ∈  : 0<u(x)< } (we call this set “approximated free boundary”). Then we consider the
following question:
Question. Is it possible to know the location of (u> 0) in some ﬁxed subset E ⊂  from the information
about the sets Fu?
Roughly speaking, we give an answer to this question from the measured theoretic point of view: (u> 0) ∩ E = ∅
is equivalent toLn(E ∩ Fu) = o() as  ↓ 0 (see Theorem 2). Since the minimizers of the approximated functionals
are smooth also on the free boundary, u cannot have thenon-degeneracy property. As a result, it is impossible to
expect the strong convergence Fu → (u> 0) like as via Hausdorff metric. Moreover, it seems to be difﬁcult
to obtain an estimate of ‖u − u‖∞, in terms of . Nevertheless, we derive the criterion which is expressed by
explicitly using the approximation parameter . For obtaining the main result above, we need a device for the way to
approximate the characteristic function term. In fact, in the paper [22] we used the approximation by smooth (i.e., C∞)
functions. On the other hand, we use instead in this paper the approximation by piecewise linear functions. Such a
device enables us to obtain more sharp criterion, and the approximated free boundary is considered to well approximate
the original free boundary in some weak sense, that is, a kind of non-degeneracy property holds for the sequence
of approximated minimizers (see Corollary 1). As an example to that, we directly compute in the ﬁnal section the
convergence of the approximated free boundary in the one-dimensional and linear case. In this case, the free boundary
is well approximated, indeed, with respect to the Hausdorff distance. To compare with this result, we also show an
example of the approximation by using a smooth function (see Section 5). The method of -convergence is known
to be constructive, and some application to the numerical experiments are known (see Section 2). All the proofs of
theorems, lemmata, etc., contained in this paper will be described in detail in a forthcoming paper.
2. General theory of -convergence and its applications
Here we review the notion of the -convergence in the restricted setting used in this paper (see [10] for more general
settings). Let X be a normed space of functions and let F be a non-negative real extended functional deﬁned on X:
F : X → [0,+∞]. Moreover, suppose that the functionals F with the approximation parameter  are also deﬁned.
Then the notion of variational convergence: F → F is deﬁned as follows:
Deﬁnition 1 (Deﬁnition of -convergence). The sequence of the functionals F is said to converge to F in the sense of
(X), if the following inequalities hold:
(lsc): ∀v, (v)>0 ⊂ X with v → v in X, lim inf
↓0 F(v)F(v),
(usc): ∀v ∈ X, ∃(v)>0 ⊂ X with v → v in X s.t. lim sup
↓0
F(v)F(v).
This notion was introduced in 1975 [11]. The most fundamental property of this notion is stated in the following
theorem which is shown by the elementary calculation using the inequalities (usc) and (lsc):
Theorem 1. For each > 0, let u be a minimizer of F(·) in X. Suppose that u converges to u in X. Then the limit
function u must be a minimizer of F in X.
This theorem tells us that we can approximate a minimizer of the original functional by the sequence of functions
which are themselves the minimizers of the approximated functionals. So this approximation process is constructive,
and it is considered to be applicable to the numerical experiment.




f (x, u,∇u) dLn for u ∈ Y ,
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 f (x, u,∇u) dLn for u ∈ Y (⊂ X),+∞ else.
Then approximated functionals are given for a positive number  by the following form:
F(u) =
{∫
 f(x, u,∇u) dLn for u ∈ Z(⊂ Y ),+∞ else.
Here, it is a key how we choose the approximated integrand f and the subspace Z of Y so as to be able to investigate
easily the variational problem “Minimize F in Z”.
In 1987, Modica studied in [16] the phase transition problem by using the theory of -convergence. The argument
is done by setting Y =BV() and Z =W 1,2(). On the other hand, in 1991, Ambrosio and Tortorelli applied in [4,3]
the -convergence to the image segmentation problem. In their case, Y = SBV() and Z ≡ W 1,2(), and another
auxiliary W 1,2()-function is considered. Here SBV() is the space of special functions of bounded variation (see [2]
for the deﬁnition).
As stated above, the theory of-convergence is constructive because the approximated functions can be characterized
as a minimizer. So the application to the numerical experiment are also known: Refs. [5,15] are the numerical results
corresponding to the mathematical theory [16,4,3], respectively.
3. The application to the free boundary problem
In order to state the application of the theory of-convergence to the free boundary problem, we start from the review
of the free boundary problem originated by the thesis [4]. In 1981, Alt and Caffarelli investigated the free boundary
problem by using the energy functional∫

(|∇u|2 + (u)) dLn for u ∈ W 1,2(), (1)
under a non-negative Dirichlet boundary condition. Here  is a bounded domain of Rn and (·) is a characteristic
function of one-variable:  := 0 in (−∞, 0], := 1 in (0,+∞). The existence of a minimizer of this variational problem
is shown by the standard direct method. From the non-negativity of , the weak maximum principle is proved for
minimizers, and so in particular any minimizer turns out to be non-negative in . Hence the domain  is decomposed
by the subregions {u = 0} and {u> 0}. The boundary between them is called a free boundary. More precisely, the free
boundary is deﬁned by (u> 0) =  ∩ {x ∈  : u(x)> 0}. Alt and Caffarelli established in their paper [1] the
following regularity results: let u be a minimizer. Then u is (locally) Lipschitz continuous in  and the free boundary
(u> 0) is (n − 1)-dimensional C1,-curve, where  ∈ (0, 1). The proof of the regularity of the free boundary is
done by essentially using the Lipschitz regularity of minimizer. For this reason, the Lipschitz regularity of minimizers
is essential in this type of problem.
The characteristic function (t) does not have the continuity at t = 0. Because of the singularity, the minimizer
does not satisfy just a single Euler–Lagrange equation in the whole of the domain , which is a difﬁcult point of this
problem. On the other hand, the singularity of  tells us the quite important and characteristic property of the graph of
the minimizer around the free boundary: there exists a positive number  depending only on n such that
1

u<  in B(x0)(⊂⊂ ) ⇒Ln(B 2 (x0) ∩ {u = 0}) = 0. (2)
Since u is non-negative, the contraposition of (2) suggests us that the inclination of the graph of u toward the domain
{u> 0} is positive at the free boundary point, and the growth-order of the graph is larger than 1. Because of this
geometrical interpretation, the property (2) is called “non-degeneracy property”.
We are in a position to state about the application of the theory of -convergence to the free boundary problem as
introduced above. The concept is to make easy to study the minimizer of (1) by approximating the functional in the
sense of -convergence. More precisely, we regularize the singular term  by smooth functions. Let us now illustrate
some examples of related problem:
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Example 1. Non-linear elliptic type functional [22]. Let 0 ∈ W 1,2() be a given non-negative function. We consider




(aij (u)∇iu∇j u + (u)) dLn for u ∈ W 1,2() with u = 0 on .
Omata proved in [17] the Lipschitz regularity of minimizers in the case of two-dimension, and in [18] the regularity
of the free boundary was shown. In the general dimension, the Lipschitz regularity of minimizers are still open.
Nevertheless, we are capable of constructing a minimizer which is locally Lipschitz continuous in  by applying the
method of -convergence approximation.




(aij (u)∇iu∇j u + (u)) dLn for u ∈ W 1,2() with u = 0 on ,
where (·) (> 0) is a smooth function such that⎧⎪⎨⎪⎩
01 on R,
0′ on R, sup>0 ‖′‖∞,R < + ∞,
(t) ≡ 0 in (−∞, 0],
(t) ≡ 1 in [,+∞).
It is shown that F converges to the functional F in the sense of (L2()). Let u be a minimizer of F. Then u has a
property not only as the solution of the Euler–Lagrange equation but also as the minimizer of the functional F. Owing
to this, we can show the uniform Lipschitz estimate for (u), provided the matrix of coefﬁcient functions [a˙ij (·)] is
non-negative deﬁnite. Outline of the proof is as follows: at ﬁrst, on the basis of the minimality of u, we can show
that (u) is a uniform Hölder continuous with the help of the theory of De Giorgi B2-class. Secondly, using the fact
that u is a solution of Euler–Lagrange equation, we lead some Harnack’s type inequalities, and ﬁnally we obtain
the uniform Lipschitz estimate for (u) independent of > 0, where the property of : sup>0 ‖′‖∞,R < + ∞ is
essentially needed.








(u) dL1 for u ∈ PC2 (R),
where  is the same smooth function as in Example 1, and PC2 (R) is a Banach space (with respect to the L2(R)-norm)
of L2-integrable and -meshed piecewise constant functions:
PC2 (R) :=
{






for ∀x ∈ R
}
.
D means the difference quotient: Du(x)= (u(x + )−u(x))/ for x ∈ R, > 0. Since  is smooth, the functionals
AC is Fréchet differentiable in PC2 (R), and the map
v ∈ PC2 (R) −→ ∇AC(v) ∈ PC2 (R)
is global Lipschitz continuous in PC2 (R). So the existence of approximated solution u of ODE t u = ∇AC(u) is
guaranteed by the Cauchy–Lipschitz–Picard theorem. Then we consider limit function lim→0 u as a candidate of the




(|∇u|2 dL1 + (u)) dL1 for u ∈ W 1,2(R),
because AC → AC in (L2(R)). Moreover, we can show for this limit function u(t) that for almost every t > 0, u(t)
is Lipschitz function, and u = u(t, x) satisﬁes some PDE in (0,∞) × R space. A kind of this scheme is proposed by
Gobbino in [14] where the gradient ﬂow for the one-dimensional Mumford–Shah functional is treated.
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Example 3. Minimal surface type functional. Let0 ∈ L1()with 001 in .We can consider a free boundary






1 + |Du|2 + ∫ Q2u>0 dLn + ∫ |u − 0| dHn−1
for u ∈ BV() with 0u1 in ,
+∞ else in L1(),
where BV() is the space of functions of bounded variation, Du is the total variation measure of u and Q is a positive
constant. The type of this problem is treated in [7,21]. In [7], the Lipschitz regularity of the minimizer is shown in the
case where Q< 1 and the dimension n6. However, the regularity is still open in other cases. In particular, in a case
where Q> 1, the author has a conjecture that any minimizer belongs to the space SBV() in any dimension larger
than 2, possibly under some hypothesis for  and the Dirichlet condition 0. In fact, restricted to the case of radially
symmetric case, we gave an example of SBV-minimizer [20].
In order to attack the general setting, the author tries the same scheme as for Example 1, and has introduced the




(1 + |∇u|2)(1+)/2 dLn +
∫
Su∩ |u+ − u−|1− dHn−1
+ ∫ Q2(u) dLn + ∫ |u − 0|1− dHn−1
foru ∈ SBV() with 0u1 in ,
+∞ else in L1(),
where (·) is a C∞(R) function as in Example 1. Su is the jump-discontinuous set of u, and u± is the approximate
limit of u on the both sides of Su. Then the following result has been established:
F → F in (L1()) as  ↓ 0.
The existence of F-minimizer is from the existence theorem [2]. However, no results about SBV-regularity is yet to
be established.
4. Approximation to the characteristic function
We concentrate on investigating the convergence of the problem of Example 1 in the preceding section in the case
where [a˙ij (·)] is non-negative deﬁnite. Our goal is, roughly speaking, to ﬁnd the location of the free boundary of the













ij (u)∇iu∇j u + (u)) dLn if u ∈K0,
+∞ if u ∈ L2()\K0,
where aij : R → R, 1 i, jn, are C∞(R)-functions with the symmetricity for i, j : aij = aji , and satisﬁes the
following properties:⎧⎨⎩





 ∈ Rn for some positive number ,
a˙ij (t)
i
j 0 for 
 ∈ Rn.
Let F (> 0) be functionals with  replaced by the smooth approximated function  as deﬁned in Example 1 of
Section 3. Then we obtain the following convergence:
F → F as  ↓ 0 in the sense of (L2()).
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For ﬁnding the location of the free boundary of u a minimizer of F, let us introduce the notion of “approximated free
boundary” as follows:
Fu := {x ∈  : 0<u(x)< }.
Then our aim is to investigate the convergence of Fu → (u> 0), where u is a minimizer of F. However, since Fu is
a smooth functional and therefore the minimizer u is smooth also on the free boundary (u > 0), unfortunately we
cannot expect the non-degeneracy property for u like as in (2) not from a technical reason but from an essential one.
Hence, it seems that strong convergence like as one with respect to the Hausdorff distance does not hold. Therefore,
we change our aim to obtain a criterion on the location of the free boundary (u> 0) in terms of the approximated
free boundary Fu .
Before stating themain result, we remark on theway of the choice of approximation to the characteristic function (·).
For the mathematical theory, smooth approximation is better to study. But, the differentiation of the smooth function is
degenerate at t = 0, and this property makes the criterion dull. So, for obtaining the criterion it is better to choose not
a smooth approximation but a singular one. On the other hand, in this type of free boundary problem, as stated above,
it is essential to treat the Lipschitz continuous minimizer. For this, ‖′‖∞,R must be of the order 1 as  ↓ 0 (see [22]).









for t ∈ R.
This change, however, prevents us from using the Euler–Lagrange equation in the whole of the domain, because 
above is not differentiable at t =0, . For this reason, we cannot apply directly the result of [22] so as to take a Lipschitz
continuous minimizer. However, we can recover this by further approximating  by the smooth functions as follows:
	k (t) := [	k ](	k)(t) for t ∈ R, where 	k (t)=max(0,min(1, t −	k)) for t ∈ R, and [f ] for f ∈ L1loc(R) and > 0
means -molliﬁed function of f in the usual sense (see for instant [13, p. 147, Section 7.2]). {	k}∞k=1 be a sequence
such that 12 > 	1 > 	2 > · · ·> 0 and limk→∞	k = 0. More precisely, we consider the sequence of the functionals F	k
which is deﬁned by F with  replaced by 	k .Since 	k converges to  as k → ∞ uniformly on R, we can easily show
the convergence F	k → F as k → ∞ in the sense of (L2()). For the functionals F	k , we can adopt the result of
[22] directly and obtain the locally uniformly Lipschitz continuous minimizers u	k . So by extracting a subsequence if
necessary, we may assume that u	k → u as k → ∞ locally uniformly in . As a result, we obtain a minimizer u of
F which is locally Lipschitz continuous in .
Let us state the criterion theorem. Let u be uniformly locally Lipschitz continuous minimizer of F. Because of the
uniformly locally Lipschitz continuity of u, we can show that it is possible to extract a subsequence (u ) such that
u → u locally uniformly in  as  → ∞ for some u,
u → u in L2() as  → ∞,
∇u → ∇u weak L2() as  → ∞,
∇u → ∇u weakly  in L∞(U) as  → ∞ for U ⊂⊂ . (3)
The limit function u is locally Lipschitz, and it turns out to be a minimizer of the original functional F from the deﬁnition
of -convergence (see Theorem 1). Then we have the following result with respect to the convergence u → u:
Theorem 2 (A criterion for the free boundary). Let {u}∞=1 and u be as above.
(i) Let U ⊂⊂  be an open subset. Then if there exists at least one subsequence {k }∞k=1 ⊂ {}∞=1 such that
1
k
Ln(U ∩ Fuk ) → 0 as k → ∞,
then there holdsHn−1(U ∩ (u> 0)) = 0.
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(ii) Let K ⊂  be a compact subset. If there exists at least one subsequence {k }∞k=1 ⊂ {}∞=1 such that
1
k
Ln(K ∩ Fuk )	> 0
holds for some positive constant 	 and for any k ∈ N, then there holdsHn−1(K ∩ (u> 0))	.
We simply explain about a key point of the proof of Theorem 2. Consider the positive Radon measures  and  for
minimizers u and u, respectively, deﬁned as follows: let u be an F-minimizer. Then by the non-decreasing property of
(·), the following functional turns out to be non-negative:
 ∈ C1c () −→ −
∫

(aij (u)∇iu∇j + 12 a˙
ij (u)∇iu∇j u) dLn.






(aij (u)∇iu∇j + 12 a˙
ij (u)∇iu∇j u) dLn for any  ∈ C1c ().
In the same manner, we can deﬁne for F-minimizer u the Radon measures , respectively. Owing to the singularity
of , we have shown for  the following so-called “identiﬁcation formula”:
=Hn−1(u> 0), (4)
which is demonstrated by using essentially Lipschitz continuity of the minimizer u (see [18, p. 28, Theorem 3.1] for
the case n = 2, and we can show also for general dimension in the same way by using Lipschitz continuity of the
minimizer which are known in this paper). Here we notice that the coefﬁcient of the right-hand side of (4) is 1, because
of the assumption aij (0) = 	ij . Now, on the other hand, we cannot expect such a type of equality for  because 
is continuous. Furthermore,  is not differentiable at t = 0, , and so a single Euler–Lagrange equation cannot be
considered in the whole of the domain. Hence, it is impossible to obtain some equalities which characterize the value






LnFu locally in .
Moreover, by using the convergences (3), we have
 →  locally weakly  in  as  → ∞.
Having obtained the convergence of Radon measures, we are able to complete the proof of Theorem 2 with the aid of
the general theory of Radon measure (see e.g. [12, p. 54, Theorem 1]).
Now, in Section 5, we shall construct an example of a minimizer whose graph is degenerated on its free boundary
(see Theorem 3). Thus, we can no longer expect that u satisﬁes the non-degeneracy property (2). Instead, it is possible
to show a weak form of that.
Corollary 1 (Weak non-degeneracy property). For any subsequence (uj ) of (u ) and open ball B(x0) ⊂ Rn with




< j on (x0)(j ∈ N) ⇒ lim
j→∞L
n((x0) ∩ {uj = 0}) = 0,
where (x0) := B(x0) ∩ .
Remark. As stated above, it is possible that the graph of a minimizer u is degenerated around its free boundary.
However, Corollary 1 tells us that the degeneracy is not so ‘strong’ in case we adopt a piecewise linear function as the
approximation of the characteristic function (see Section 5).
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Remark 1. If we take a smooth approximation ˜ of , and not a piecewise linear approximation  above, then the
same computation tells us that the following type of facts holds instead of Theorem 2:{∫
U∩Fu ˜
′
(u) dLn → 0 as  ↓ 0 ⇒Hn−1(U ∩ (u> 0)) = 0,∫
K∩Fu ˜
′
(u) dLn	> 0 for ∀> 0 ⇒Hn−1(K ∩ (u> 0))	.
By noticing that ˜′ degenerate at t = 0, it turns out to be impossible to lead the non-degeneracy property, Corollary 1.
Thus, the increase of the singularity of  may give us the possibility of obtaining a more sharp criterion, but the lack
of Lipschitz continuity sup>0‖′‖∞,R < + ∞ is fatal for the proof of the convergence of Radon measures which
is followed by the uniform Lipschitz estimate of (u) (see Example 1 of Section 3). On account of the circumstance
above, a piecewise linear function seems to be the best choice of .
5. Some examples of a one-dimensional linear case
In this ﬁnal section, we demonstrate the non-degeneracy property stated as in the preceding section by showing some
examples in the case of a one-dimensional linear case. In particular, the results of this section are obtained independent
of the results of the preceding sections. We consider the following problem: take the one-dimensional open interval
(0, 1) as a domain, and take a Dirichlet boundary data 0(t) = H0t fort ∈ (0, 1), where H0 is a constant with
0<H0 < 1. Then, let us consider the variational problem{
Minimize F1(u) = ∫ 10 (|u′|2 + (u)) dL1
in {u ∈ W 1,2(0, 1)|u(0) = 0, u(1) = H0}.
Treating the case of one-dimension, we know that W 1,2(0, 1)-function is continuous in (0, 1), and so by the boundary
condition it is continuous in [0, 1]. Moreover, from the non-decreasing property of (·) we can show that a minimizer
u satisﬁes 0uH0 in (0, 1), and is non-decreasing in (0, 1) by the argument of truncation. Moreover, by the identi-
ﬁcation formula shown in the thesis [1], it turns out that the right-sided gradient of u at the free boundary is equal to 1,
if it exists. From the condition H0 < 1, we can show that the minimizer must have free boundary by the argument of
comparing the value of the functional. As a consequence, we attain the following result:
Proposition 1. Let u be aminimizer of the variational problem (P 1).Thenumust be of the formu(t)=max(0, t−1+H0)
for t ∈ (0, 1). In particular, the free boundary is (0, 1)(u> 0) = {1 − H0}.
Next we consider the following two types of approximated functional of F1. Let  be a piecewise linear function as
in the preceding section, and let ˜(t) = ˜1( t ), where
˜1(t) :=
⎧⎪⎨⎪⎩
0 for t ∈ (−∞, 0],
2t2 for t ∈ [0, 12 ],
1 − 2(1 − t)2 for t ∈ [ 12 , 1],
1 for t ∈ [1,+∞).
Here we notice that ˜1 is C1-function on R. Let (P 1 ) and (P˜ 1 ) be variational problems (P) with  replaced by  and
˜, respectively. Let u and u˜ be minimizers of (P 1 ) and (P˜ 1 ), respectively. Because  is not differentiable at t =0, ,
we cannot consider the Euler–Lagrange equation in the whole of (0, 1). Nevertheless, by the ﬁrst variation using the test
function of the type u(−1 (x)), where (x)= x + (x),  ∈ C1c ((0, 1),R), we can know that u ∈ C1[0, 1]. By the
same reason we can know that u˜ ∈ C1[0, 1]. By the computation based on ODE, and with the help of theminimality
of u, we obtain the following results:
Theorem 3 (One-dimensional model—piecewise linear case). Let u be a minimizer of (P 1 ), and let u be a minimizer
of (P 1). Denote the approximated free boundary of u by Fu := {t ∈ (0, 1)|0<u(t)< }. Then for sufﬁciently small
> 0, it holds that Fu = (1−H0 − , 1−H0 + ), which converges with respect to the Hausdorff distance to {1−H0}
the free boundary of the minimizer u of F. In particular, the non-degeneracy property of Corollary 1 holds for the
sequence (u).
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On the other hand, the minimizer u˜ satisﬁes the autonomous ODE u˜′=
√
˜(u˜) + A for some positive constantA,
where the right-hand side is a globally Lipschitz function of u˜. Hence, owing to the well-known uniqueness theorem
of the solution of initial value problem, u˜ does not have free boundary in the interior of the domain (0, 1), and so we
arrive at the following result:
Theorem 4 (One-dimensional model—smooth case). Let u˜ be a minimizer of (P˜ 1 ). Denote the approximated free
boundary of u˜ by F˜u := {t ∈ (0, 1)|0< u˜(t)< }. Then for sufﬁciently small > 0, it holds that F˜u = (0, 1 + (−
H0)/(
√
1 + A)), where A is a positive constant. In particular, F˜u ⊃ (0, 1 − H0) even for sufﬁciently small > 0,
and the non-degeneracy property as in Corollary 1 does not hold for the sequence (u˜).
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