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Abstract
This paper presents an approach to address data scarcity
problems in underwater image datasets for visual detection
of marine debris. The proposed approach relies on a two-
stage variational autoencoder (VAE) and a binary classifier
to evaluate the generated imagery for quality and realism.
From the images generated by the two-stage VAE, the bi-
nary classifier selects “good quality” images and augments
the given dataset with them. Lastly, a multi-class classifier
is used to evaluate the impact of the augmentation process
by measuring the accuracy of an object detector trained on
combinations of real and generated trash images. Our re-
sults show that the classifier trained with the augmented
data outperforms the one trained only with the real data.
This approach will not only be valid for the underwater
trash classification problem presented in this paper, but it
will also be useful for any data-dependent task for which
collecting more images is challenging or infeasible.
1 Introduction
Recent developments in computer vision, particularly
spurred on by advances in deep convolutional neural net-
works (CNNs), have greatly benefited mobile robotics in
applications such as autonomous driving [8], drone surveil-
lance [16], harvesting machines [32], and milking robots
[31]. However, machine vision in the underwater domain
has not received similar attention compared to its terres-
trial counterpart, limiting use of vision-guided methods
for real-world problems. As an example, visual detection
of underwater trash [12] by autonomous underwater vehi-
cles (AUVs) suffers from lower accuracy compared to the
performance of the same deep-learned detectors in non-
underwater object detection tasks. The training dataset,
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Figure 1: Sample images showing real underwater trash.
Objects, made of plastic and metal, are at different stages of
shape and color deformation.
which is significantly smaller than the size of other non-
underwater training datasets, is likely a contributing fac-
tor for this. Significantly expanding the dataset would be
a preferable approach to improve trash detection perfor-
mance; however, collecting imagery of marine debris is not
just time consuming, costly, and physically demanding, in
many cases it is infeasible due to the sheer logistics in-
volved in underwater operations. Although methods such as
few-shot learning [13], zero-shot learning [24], and transfer
learning [29] have been used to address data scarcity issues,
initial experiments with transfer learning in the author’s pre-
vious work [12] did not show notable improvements.
Numerous other underwater domain-specific issues also
add to the challenge; e.g., (1) the shapes of objects de-
grades with long-term water exposure, (2) color absorption
increases with depth, (3) light scatters and refracts underwa-
ter, causing images to become blurred and distorted. Fig. 1
shows some real-world underwater trash images of plas-
tic bags and plastic bottles. As can be seen, the shape of
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Figure 2: Examples of underwater trash images collected and annotated for training the proposed model. Images are collected
from a variety of underwater conditions, and contain a variety of objects ranging from plastics to metals.
the objects in the images and also their colors are distorted
and appears drastically different from when they would be
seen over-water, not to mention the blurred overall appear-
ance. These examples illustrate the issues mentioned above,
which cannot simply be handled by commonly-used image
augmentation techniques [25]. Because of variations in the
shape of objects underwater (particularly predominant in
aquatic trash), domain transfer [22, 6] on non-underwater
images is unlikely to produce significantly realistic under-
water imagery to expand a dataset for training. Also, do-
main transfer methods will not be able to capture the sur-
rounding marine flora and fauna where debris is like to be
found. While data augmentation techniques will produce a
larger dataset, it may not be effective for training an object
detector as it may fail to increase dataset variation.
In this paper, we focus on improving underwater object
classification tasks to enable highly accurate trash detec-
tion by proposing a novel approach to realistically extend
available datasets both in volume and variety. Specifically,
we adopt deep generative models, in particular variational
autoencoders, to synthesize realistic images of underwater
trash. Generative methods estimate a probabilistic map-
ping from random noise sampled from a Gaussian distri-
bution to input data (e.g., images). After training, they are
used to generate realistic representations of the input data
by feeding random noise to the mapping. In this way, we
can increase the number of images while adding variety by
using a generative model to create synthetic images to ex-
pand the original dataset. Generative models have gained
popularity since the appearance of Generative Adversarial
Network (GAN) [14] due to its relatively straightforward
and effective approaches to tackle the generation problem.
Other generative models such as Variational Autoencoder
(VAE) [21], Bayesian networks [11], and Gaussian mixture
models [34] have also been shown to work well in image
generation problems. We have decided to use VAE-based
models to generate synthetic images, for reasons which are
discussed in Section 2.
In this paper, we make the following contributions:
• We propose an approach to expand an existing small
dataset of underwater trash for training object detec-
tion and classification models.
• As an example of that approach, we develop a gener-
ative model using a two-stage VAE with a small-size
training dataset to generate synthetic trash images.
• We evaluate the success of this approach on under-
water object classification tasks by training detectors
on purely real, purely generated, and mixed (real aug-
mented with generated) data.
2 Related Work
Various generative models [30] have been proposed to
generate realistic imagery, and they are used for data aug-
mentation in the non-underwater domain [2] to improve ob-
ject classification and detection tasks. Although there are
generative model-based studies for the underwater domain,
they mainly focus on image enhancements, such as Water-
GAN [22], enhancing underwater imagery using generative
adversarial networks (UGAN) [10], and the synthesis of
unpaired Underwater images using a Multistyle Generative
Adversarial Network (UMGAN) [6].
WaterGAN uses pairs of non-underwater images and
depth maps to train its generative model. Then, it generates
underwater images from above-water images. UGAN uses
CycleGAN [33] to generate distorted images from images
with no distortion, with the Wasserstein GAN [3] used to
prevent the adversarial training process from destabilizing.
UMGAN combines CycleGAN and Conditional GAN [23]
to generate multistyle underwater images. Although UM-
GAN generates images with various turbidity and colors,
output images are equivalent to the input images except for
their colors and turbidity. With all these methods, it is chal-
lenging to realistically simulate color and shape distortions
of various kinds of materials underwater since they have no
effect on the objects which are present in the original im-
age; these methods simply perform a broad domain-transfer
technique to simulate underwater imagery.
It can be challenging to tune hyperparameters for GAN
models, which aim to find the Nash equilibrium to a two
player min-max problem [4, 26]. While VAE-based ap-
proaches generate blurrier images than GAN-based ones,
those based on the VAE are more stable during training
and less sensitive to hyperparameter choices. Among recent
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VAE enhancements, only the two-stage VAE [9] focuses on
improving visual quality scores rather than improving log-
likelihood scores. As a result, the two-stage VAE produces
high-fidelity images which have visual quality scores close
to the GAN enhancements while being much more stable
during training.
As mentioned earlier in this section, the approaches
adding various effects to input images are limited in that
they can only create images they have seen. This is not
effective to solve data scarcity problems in the underwater
domain. Therefore, it is necessary to develop generative
models which generate underwater images that are not tied
to input images.
3 Methodology
Underwater two-stage VAE
Binary classifier
Append images to dataset
Discard images
Generate images
Good images
Bad images
Figure 3: Flowchart showing image generation, filtering
and augmentation process for expanding an image dataset
(color green represents trained models).
The proposed two-stage VAE model is trained with an
existing corpora of underwater trash images (see Section 4
for details). After training, the model is used to generate
synthetic underwater trash images, which are subsequently
classified by hand (human observers) as “good” or “bad”
based on their quality. This generated and classified data
is then used to train an automated binary classifier. After
training both the VAE and the binary classifier, we are able
to generate and append good quality images to our dataset;
the process is depicted in Fig. 3. Lastly, the effect of the
dataset expansion is evaluated with a multi-class classifier
trained to discriminate between trash and non-trash objects.
3.1 Data Collection
We collect and annotate images of plastic bags and plas-
tic bottles since these are common objects which have a
wide variety of shapes and frequently deform significantly
over time underwater; also, plastic makes up the lion’s share
of marine debris and has the most detrimental effect on the
ecosystem. This makes it challenging to build a truly repre-
sentative dataset purely from observations. The images are
obtained from the J-EDI (JAMSTEC E-Library of Deep-
sea Images) dataset [19] and web scraping, which are then
cropped to have tight bounds around the contained objects
as shown in Fig 2. The J-EDI dataset consists of images
which have been collected since 1982 at various locations
and depths. It is also sorted by types of trash. We collect
plastic trash video clips from the J-EDI dataset, label ob-
jects in each clip, and build our own dataset, which will be
released in the near future. Lastly, we add images from the
web to bring more variety to our dataset.
3.2 Variational Autoencoder
The VAE aims to learn a generative model of input data
x ∈ X . The dataset X is d-dimensional and it has a r-
dimensional manifold. The value of r is unknown. We use
the term ‘VAE’ to denote a single-stage VAE in the rest of
this paper.
3.2.1 Single-stage VAE (original VAE)
The VAE consists of two neural networks which are an en-
coder qφ(z|x) and a decoder pθ(x|z). The encoder outputs
the parameters of the normal distribution, µ and σ. From
N(µ, σ), the κ-dimensional latent variable z is sampled.
Once the latent variable z is sampled and provided as an
input to the decoder, it generates the reconstructed orig-
inal input xˆ. The cost function for the VAE is shown in
Eq. 1 where µgt is a ground-truth probability measure and∫
X µgt(dx) = 1. The function is minimized by stochastic
gradient descent and the VAE jointly learns the latent vari-
able and inference models during the training.
L(θ, φ) =
∫
X
{
− Ez∼qφ(z|x)[log pθ(x|z)]
+KL[qφ(z|x)||p(z)]
}
µgt(dx)
(1)
3.2.2 Two-stage VAE
The VAE, compared to the GAN, (1) gives interpretable net-
works [5], and (2) remains stable during training [28]. How-
ever, the Gaussian assumption for the encoder and decoder
of the VAE reduces the quality of generated images [20].
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Figure 4: The architecture of the two-stage VAE.
Figure 5: The architecture of the multi-class classifier.
In [9], the authors show that there exist the parameters φ
and θ which optimize the VAE objective with the Gaussian
assumptions. Based on this finding, the authors show that
the two-stage VAE finds the parameters φ and θ closer to
the optimal solution than the parameters found by the VAE.
The structure of the two-stage VAE is shown in Fig. 4. As
explained in section 3.2.1, each encoder yields parameters
for the normal distribution and the values sampled from the
distribution are fed to each decoder to generate the recon-
structed input.
The cost function in Eq. 1 is used without any modifi-
cation for the two-stage VAE. Each stage of the two-stage
VAE is trained sequentially rather than jointly from the first
to the second stage. We chose the ResNet structure [17] for
the stage 1 VAE, and selected four fully connected (FC) lay-
ers for the stage 2 VAE. Each FC layer is 1024-dimensional
in our model. The network for the stage 2 VAE is smaller
than the stage 1 VAE since it is assumed that d κ ≥ r.
We use Fréchet Inception Distance (FID) score [18] to
evaluate the quality of generated images. Lower FID scores
represent higher image quality. It extracts features from
generated images and real images using an intermediate
layer of InceptionNet [27]. The data distribution of the fea-
tures from generated images and real images are modeled
separately using a multivariate Gaussian distribution. Then
the FID score is calculated by Eq. 2 where µ is mean, and
Σ is covariance.
FID(x, g) = ||µx−µg||22+Tr(Σx+Σg−2(ΣxΣg)
1
2 ) (2)
3.3 Binary Classifier
A binary classifier was built on ResNet-50 [17] to select
good quality images from the generated images. The orig-
inal input dimension of ResNet-50 was (224, 224, 3), but
we changed to (128, 128, 3) to match the input dimension
to the output dimension of the two-stage VAE model. The
remaining structure of ResNet-50 was maintained.
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Figure 6: Sample generated images from the two-stage VAE for each trash class.
3.4 Multi-class Classifier
The network for a multi-class classifier was designed to
quantify the improvements to object classification tasks us-
ing generated images. The input is resized to (32, 32, 3). It
has two convolutional layers followed by one dense layer
and one dropout layer. A softmax function is used as the
activation function for the output layer and classifies three
classes. One class is for our generated images, and the other
two are underwater background and fish. The architecture
of the network is shown in Fig. 5.
We use three metrics to evaluate the performance of the
multi-class classifier: precision, recall and F1 score. Preci-
sion is useful if the cost of false positive is high. Recall is
important when the cost of false negative is high. Lastly, F1
score provides the balanced information between precision
and recall [15]. In our case of classifying trash, the cost
of false positives is relatively higher than the cost of false
negatives. This is because the consequences of accidentally
removing something from the environment that is not trash
(i.e. fish, coral, etc.) are much worse than the consequences
of missing a single piece of trash.
4 Experiments and Results
We trained our models on an NVIDIA Titan-class GPU
with the Tensorflow library. One epoch takes 1-2 seconds
for the stage 2 VAE, the binary classifier, and multi-class
classifier. It takes 17-18 seconds for each epoch of the stage
1 VAE model.
4.1 Data Collection
From web scraping and the J-EDI dataset, we collected
775 images of plastic bags and 283 images of plastic bot-
tles. We augmented each class of images by flipping hori-
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Figure 7: Sample outputs from the binary classifier. “Good quality” generated images of each class are used to expand
the dataset whereas the “bad quality” images are rejected. Qualitatively, it is apparent that “bad quality” images are poor
representations of objects of their class.
zontally, vertically, and rotating them by 90 degrees. As a
result, we had a total of 3, 000 images of plastic bags and
1, 000 images of plastic bottles. For training and testing
the multi-class classifier, we used the QUT fish dataset [1]
which has 4, 405 fish images and randomly selected 3, 000
images. We also collected 271 images of underwater scenes
without objects and augmented them using the method de-
scribed above, resulting in 3, 000 images.
4.2 Image Generation
Two two-stage VAE models are trained separately, one
for each class of trash. We used different parameters to train
each model due to the significant difference in the size of the
collected datasets. During the training process, we use the
mean absolute error (MAE) [7] in Eq. 3 as a stopping crite-
rion for each stage of the VAE in addition to the loss func-
tions from the original VAE. The MAE is used since it is
robust to outliers and helps to evaluate the training progress.
MAE =
1
n
n∑
i=1
|xi − xˆi| (3)
1. Plastic Bag: For the stage 1 VAE, we use ResNet with
16 as its base dimension and 3 for the kernel size, train-
ing it for 3, 000 epochs. For the stage 2 VAE, four
layers of 1024-dimension dense layers are used. The
dimension of the latent variable is 12 and the batch size
is 16. We train for 6, 000 epochs for the stage 2 VAE.
2. Plastic Bottle: For the stage 1 VAE, we use the same
network and parameters as the model for the plastic
bag class, also training for 3, 000 epochs. For the stage
2 VAE, four layers of 1024-dimension dense layers are
used. The dimension of the latent variable is 8 and the
batch size is 8. We train for 6, 000 epochs for the stage
2 VAE.
The samples of generated images are shown in Fig. 6,
and Table 1 presents the FID scores for images generated
from stage 1, stage 2, and reconstructed images. It is clear
that the two-stage VAE improves the visual quality of gen-
erated images for both plastic bag and bottle classes. The
images from stage 1 are barely distinctive between classes.
On the other hand, the images from stage 2 are signifi-
cantly sharper in general. Although the two-stage VAE for
the plastic bottle class outputs decent results, the generated
plastic bag images are more crisp. This is also observed
from the FID score.
4.3 Binary Classification
The binary classifier employs the ResNet-50 architec-
ture. We first generated 10, 000 images each of plastic bags
and bottles. Then, we labeled images as either “good" or
“bad" using the visual quality of each image. We then built
two separate training datasets using 1, 200 good quality im-
ages and 1, 200 bad quality images, one dataset for plastic
bags and one for plastic bottles. The batch size was set to 16
and the epochs for training the classifier was 50. The train-
ing results are shown in Table 2. Similar to the outputs of
the two-stage VAE, the binary classifier for the plastic bag
class performs better overall. Lastly, the images classified
as “good quality" are added to the existing dataset for each
class. The sample outputs from the binary classifier images
are shown in Fig. 7.
4.4 Multi-class Classification
To quantify the impact of the generated images, three
different types of datasets are created as follows. Each
dataset contains 3, 000 images so only the compositions of
the datasets are different among them.
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Table 1: FID scores for the two-stage VAE
Stage 1 Stage 2 Reconstruction
Bag 98 196 175
Bottle 223 301 240
Table 2: Accuracy for the binary classifier
Training Acc. Validation Acc. Test Acc.
Bag 0.89 0.88 0.86
Bottle 0.88 0.83 0.82
Table 3: Evaluation of object classification tasks
Plastic Bag
Real Generated Mixed
Precision Recall F1 score Support Precision Recall F1 score Support Precision Recall F1 score Support
bag 0.96 0.62 0.76 300 0.96 0.80 0.87 300 0.95 0.78 0.86 300
fish 0.95 0.95 0.95 300 0.94 0.97 0.95 300 0.95 0.96 0.95 300
empty 0.74 0.99 0.84 300 0.87 0.99 0.93 300 0.85 0.99 0.92 300
avg/tot 0.88 0.86 0.85 900 0.92 0.92 0.92 900 0.92 0.91 0.91 900
Plastic Bottle
Real Generated Mixed
Precision Recall F1 score Support Precision Recall F1 score Support Precision Recall F1 score Support
bottle 0.93 0.78 0.85 300 0.93 0.78 0.85 300 0.97 0.80 0.87 300
fish 0.89 0.94 0.91 300 0.83 0.96 0.89 300 0.91 0.96 0.93 300
empty 0.89 0.98 0.94 300 0.96 0.97 0.96 300 0.89 1.00 0.94 300
avg/tot 0.90 0.90 0.90 900 0.91 0.90 0.90 900 0.92 0.92 0.92 900
1. Real dataset: only includes the real images from the
original data collection.
2. Generated dataset: consists of the images which are
generated from the two-stage VAE and filtered by the
binary classifier.
3. Mixed dataset: consists of 50% images from the real
dataset and 50% from the generated dataset.
For each class, 3 multi-class classifiers are trained sep-
arately with each dataset. The batch size is 100, and the
epoch is 30 for all training processes. Test images are 300
real images for each dataset, and the images are not shown
to the classifiers during the training processes. In total, 6
multi-classifiers are trained, and the results are shown in
Table 3.
In both plastic bag and bottle classes, the classifiers
trained with the generated dataset and mixed dataset out-
perform the ones trained with the real dataset in general.
Recall and F1 score are improved up to 18% and 11%, re-
spectively, in the plastic bag case. Precision becomes 4%
more accurate in the plastic bottle case. For the underwa-
ter trash detection problem, therefore, the results point to
the viability of using the proposed approach to augment an
existing yet small dataset with generated imagery using a
two-stage VAE.
5 Conclusion
We present an approach to address data scarcity prob-
lems in underwater image datasets for visual detection of
marine debris. The proposed approach relies on a two-
stage variational autoencoder (VAE) and a binary classifier
to evaluate the generated imagery for quality and realism.
From the images generated by the two-stage VAE, the bi-
nary classifier selects “good quality” images and augments
the given dataset with them. Lastly, a multi-class classifier
is used to evaluate the impact of the augmentation process
by measuring the accuracy of an object detector trained on
combinations of real and generated trash images. Our re-
sults show that the classifier trained with the augmented
data outperforms the one trained only with the real data.
This approach will not only be valid for the underwater
trash classification problem presented in this paper, but it
will also be useful for any data-dependent task for which
collecting more images is infeasible or challenging at best.
Future work will involve augmenting the existing underwa-
ter trash dataset further with real and generated data and
releasing it to the broader research community, and embed-
ding a multi-class trash detector trained with this expanded
dataset on-board an actual AUV platform for field trials in
open-water environments.
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