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Searching for infrastructure of the quantum mechanical system, we study trajectories of the s-
wave poles of the S-matrix element with respect to a real phase α in the complex momentum plane
for a complex extension of real potentials by a phase factor eiα. This complex extension relates the
pole spectrum of the physical system with a potential to the spectrum of another system with the
potential of the same shape but of opposite sign. There appear trajectories with the periodicity
of 2pi, 4pi, and ∞. The appearance of non-recurrent behavior of the trajectory for the change of
phase ∆α = 2pi is closely related with the existence of resonance poles for real repulsive potentials.
Dynamical changes of trajectory structure are examined.
PACS numbers: 03.65.Ge,03.65.Nk
I. INTRODUCTION
The hermitian requirement for the Hamiltonian of
quantum mechanical system assures the reality of the en-
ergy eigenvalues with normalizable wave functions, giv-
ing the unitary system. Extensions of hermitian real po-
tentials to non-hermitian complex potentials have been
made mainly for three purposes.
The first utilizes complex potentials for representing
phenomenologically effects of inelastic processes on elas-
tic scattering known as the optical-potential model [1, 2].
The second is to generalize the standard quantum me-
chanics from the standpoint that the requirement of the
reality for the potential is too restrictive [3]. These two
are directly associated with non-hermitian potentials.
The third covers attempts which use complex exten-
sions as tools of calculation for systems with real poten-
tials, developed and widely used to evaluate the energy
and width of resonances appearing in various fields of
physics [4, 5, 6].
The infrastructure of the physical system with com-
plex potential has been investigated in its various as-
pects. There seems, however, still to exist some struc-
ture studied not fully. It will be worthwhile to clarify
some properties of the solutions of Scro¨dinger equation
with complex potentials for further development of these
studies involving complex potentials. Here we present an
analysis in this direction.
We consider a system with a real potential by extend-
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ing it with a phase rotation factor eiα where α is a real pa-
rameter. We search for some global structure of the quan-
tum system with thus complex-extended potential. By
the phase rotation of the potential two physical systems
of real potentials of opposite signatures are connected.
In other words, there is one complex system which in-
terfaces the real world at α = nπ for n = 0,±1,±2, . . ..
This is something like to regard the electron state and
the positron state in the Coulomb potential as one hyper-
system, though we are not intending the extension in such
a direction.
The pole spectrum of a system characterizes the sys-
tem. In this paper we examine specifically the behavior
of poles of scattering amplitude of a particle in potentials.
By changing the value of phase α from zero, bound-state
and antibound-state poles leave the imaginary axis of the
complex momentum plane and resonance poles change
their locations in the complex momentum plane.
Since a pole is neither annihilated nor created unless
it meets other singularities in the complex momentum
plane, we can unambiguously trace each of poles giv-
ing its trajectory. This establishes the correspondence
between the poles generated by the two real potentials
which are the same except their signatures, exposing the
pole structure for complex potentials.
In Sec. II we briefly summarize some basic properties
of the S-matrix for complex potentials. In Sec. III we
study stability of trajectories for the potential strength
and examine how mutual transformations occur between
different trajectories. Some remarks are given in Sec. IV.
2II. SOME PROPERTIES OF THE S-MATRIX
We consider a particle of mass m in a complex cen-
tral scalar potential V (r) with finite range. The time-
independent Schro¨dinger equation for the wave function
φ(r) of the particle is in units of h¯ = c = 1
[
−
∇2
2m
+ V (r)
]
φ(r) = Eφ(r) , (1)
where E is the energy of the particle.
Here the complex potential is assumed to be given by
V (r) = eiαV0(r) , (2)
where V0(r) is a real function of r and α is a real phase
parameter. For α = 2nπ (n = 0,±1,±2, ...) the sys-
tem represents the same physical world. Similarly, for
α = (2n + 1)π we have the system characterized by the
potential of the same shape and of opposite sign.
We expand the wave function φ(r) into the partial
waves and denote the radial part of the wave function
for the state with angular momentum l by ul(r)/r. The
equation for ul(r) is
{
d2
dr2
+ 2m
[
E − V (r)
]
−
l(l+ 1)
r2
}
ul(r) = 0 . (3)
Let u
(+)
l (r) and u
(−)
l (r) are the outgoing and the in-
coming wave solution, respectively. The wave function
ul(r) in the outer interaction-free region is given in terms
of u
(+)
l (r) and u
(−)
l (r) by
ul(r) = Slu
(+)
l (r) − u
(−)
l (r) , (4)
where Sl is the S-matrix element for the angular momen-
tum l.
Here we summarize some analytic properties of the S-
matrices for the complex finite-range potentials [6]. The
momentum of the particle k outside the range of the po-
tential is given by k = (2mE)1/2. We study the pole
structure of the S-matrix element in the complex mo-
mentum k plane.
For the complex finite-range potential the S-matrix el-
ement with the angular momentum l can be expressed
by using the Jost function fl(k, α) by
Sl(k, α) =
fl(k, α)
fl(−k, α)
. (5)
The Jost function fl(k, α) is an entire function of k
for strictly finite-range potential and has no singularities
except at infinity. The pole of the S-matrix comes from
the zero of fl(−k, α). The S-matrix element satisfies the
following relations
Sl(k, α) Sl(−k, α) = 1 , (6)
S∗l (k,−α) = Sl(−k
∗, α mod 2π) . (7)
In the complex momentum plane the pole trajectories
are symmetric with respect to the imaginary axis. A
pole (zero) at the momentum k implies a zero (pole ) at
−k.
Although we perform the following analysis in the mo-
mentum plane, we shortly note on the complex energy
plane. In the complex E plane there is a cut starting from
the branch point E = 0 to ∞. The Riemann sheet with
Im k > 0 is denoted by I and the sheet with Im k < 0
by II, which are called the physical and the unphysi-
cal sheet, respectively. The zeros and poles have their
complex conjugate partners on each of the physical and
unphysical sheets and the pole trajectory is symmetric
with respect to the real energy axis in the complex en-
ergy plane.
There are two classes of poles of the scattering am-
plitude; fixed poles and moving poles. The fixed-pole
spectrum depends only on the shape of the potential
and independent of the potential strength as well as the
phase parameter α, while the location of the moving pole
changes in the complex momentum plane with the poten-
tial strength and the phase parameter α. The fixed pole,
though appearing on the positive imaginary axis of the
momentum plane (or the negative real axis in the energy
plane of physical sheet I), is not a physical bound state.
We are concerned with the trajectory of the moving pole
here.
There appear three kinds of moving poles. The first
is the bound-state pole on the positive imaginary axis of
the momentum plane (on the negative real axis of the
physical sheet I), the second is the antibound-state pole
on the negative imaginary axis (the negative real energy
axis of the unphysical sheet II), and the third is the
resonance pole in the lower half-plane with positive real
part and its conjugate pole with negative real part (or
in the lower half-plane of the sheet II and its complex-
conjugate partner in the upper half-plane of this sheet)
[7]. The conjugate partner is called the antiresonance-
state pole.
The moving poles are mutually transformed as the po-
tential strength and the phase α change, with a finite
number of the moving poles in the upper half-plane and
an infinite number of poles in the lower-half plane. These
three kinds of poles should be regarded on the same phys-
ical level, though their effects to observable physical pro-
cesses are greatly different.
A naive expectation might be that any pole will return
to its starting point after the change of phase by ∆α =
2π. As we will see in the following, this occurs only
in special situations. This simple problem seems not to
have been discussed so far to the knowledge of the present
authors.
III. POLE TRAJECTORIES
We examine potentials for which solutions of the
Schro¨dinger equations are available in compact analyt-
3ical forms. Such potentials are, however, few and the
solutions are given mostly only for the s-wave at present.
Here we study a set of potentials with exponential tail
and a finite-range constant potential which is called the
square potential here.
The potentials with exponential tail taken in the
present analyses can be covered by the expression
V0(r) = −U
exp (−r/r0)[
1 + c exp (−r/r0)
] . (8)
which may be called here the generalized Hulthe´n poten-
tial [8]. This constitutes a part of the more extended set
called the class of Eckart potentials [9].
Potentials of this form including the class of Eckart al-
low us to obtain the analytical solution for the s-wave
S-matrix element in terms of the hypergeometric func-
tion. Strictly speaking, the potentials having exponen-
tial tail at large distances are not finite-range, but many
of properties of the scattering amplitudes of finite-range
potentials are shared also by those of the exponential-tail
potentials.
We give the trajectory in the complex k-plane. Owing
to the existence of the branch cut in the E-plane, some
trajectories look more complicated in the E-plane than
in the k-plane.
As noted in the previous section, all the trajectories
might be thought of having the 2π periodicity. In practice
we have 4π and even aperiodic open trajectories as well
as 2π ones: this is caused by the appearance of the s-wave
resonance poles for real repulsive potentials. The s-wave
resonance for the repulsive potential is known, but its
physical implication seems rarely to have been discussed
in publications.
The transformation of the real potential V0(r) with the
phase factor eiα is the self-mapping of the set of all poles
onto itself for ∆α = ±2π and the set is divided into in-
variant subsets, each of which corresponds to a closed
or open trajectory in the complex k-plane.[10] If the po-
tential depth varies, it occurs degeneracy of two virtual
states or of a pair of resonance and complex virtual states.
This causes rearrangements of trajectories.
In the following analysis U is taken to be positive, giv-
ing an attractive potential for α = 0 [11].
Here in the numerical calculations we take the mass
m = 940 MeV and the potential-range parameter r0 =
1/140 (MeV)−1. These values are typical hadronic scales,
though we do not intend to make any application to the
actual physical processes.
A. Potentials with exponential-tail
First we comment on some general features of trajec-
tories given by the potentials with exponential tail. To
understand the characteristic features of the change of
trajectories with respect to the potential strength U , it
is necessary to start from very small potential strength.
For vanishing U all the moving poles approach the fixed
zeros on the negative imaginary momentum axis corre-
sponding to the fixed poles on the positive imaginary
axis.
This implies that each pole can be specified by the
number n specifying the zero at the momentum
kFZn = −i
1
2r0
n (n = 1, 2, . . .) . (9)
A pole associated with the fixed zero at kFZn is designated
for the real attractive sector of the potential (eiα = 1) as
An, while the corresponding pole for the real repulsive
sector (eiα = −1) as Rn.
A trajectory of 2π periodicity is specified by a set of
An and Rn′ and we express the trajectory as
(Rn′ −An) (n
′ ≥ n) . (10)
It will be evident that all the trajectories for very small
U are (Rn −An) with the periodicity 2π.
A trajectory of 4π periodicity is found to be character-
ized by a set of four poles, An, An′ , R2n−1, and R2n with
n < n′. Here the pair R2n−1 and R2n are no longer on the
negative imaginary momentum axis: these two are a pair
of resonance and antiresonance poles. Since these reso-
nance and antiresonance poles are uniquely specified by
the leading pole An, we need not to write explicitly the
resonance-antiresonance factors in specifying a 4π trajec-
tory, which is expressed simply as
(An′ −An) (n
′ > n) . (11)
The leading pole An is either a bound-state pole or
an antibound-state pole, while the associated pole An′
is an antibound state pole. As the potential strength U
increases, the associated An′ is replaced by An′′ with
n′′ > n′ successively by the rearrangement processes
given below.
In general the poles move counterclockwise in the com-
plex momentum plane for increasing α for the present
choice of the phase factor (2).
B. Exponential potential
As a representative of the potentials with exponential
tail, we mainly study the simple exponential potential,
which has some properties common to those of the class
of Eckart potentials. We examine how the trajectories
change with the potential strength U .
Here we take the exponential potential given by c = 0
for Eq. (8)
V0(r) = −U exp (−r/r0) . (12)
The s-wave solution for this potential is given analyt-
ically [12] as
S0(k, α) =
(
ϕ
2
)−2iν
Γ(1 + iν)Jiν(ϕ)
Γ(1− iν)J−iν(ϕ)
, (13)
4where Γ and J are the gamma and the Bessel function
with ϕ ≡ 2r0(2mUe
iα)1/2 and ν ≡ 2r0k. In this case
the bound-state and antibound-state poles come from
the zeros of the Bessel function in the denominator. The
poles of the gamma function in the numerator are fixed
ones. An interesting feature of trajectories of the expo-
nential potential is that the winding behavior of trajecto-
ries around the fixed zeros for small potential strength U .
As is shown in Appendix, the momentum of the pole near
the fixed zero kFZn is given for the exponential potential
by
kn(α) ≈ k
FZ
n + i
1
2r0
ǫ (14)
where
ǫ =
1
n!(n− 1)!
(ϕ
2
)2n
. (15)
This implies that the trajectory (Rn − An) winds n-
times around the fixed zero kFZn for the change of α from
zero to 2π. It emerges, however, only for c = 0 in the
case of the generalized Hulthe´n potential. For c 6= 0, all
the trajectories wind only once for very small U , though
the winding behavior changes as U increases.
The trajectories of the exponential potential are not
stable for the change of the potential strength U . As U
increases, it happens that some of two neighboring tra-
jectories approach each other and their contact causes
restructuring between two trajectories. This restructur-
ing can be classified into two cases. One is (1) fusion and
the other is (2) rearrangement.
These changes of trajectories will be observed for all of
the potentials with exponential tail except the Hulthe´n
potential. Here we examine the simple exponential po-
tential.
1. Fusion
This is the process that two 2π-periodic trajectories
fuse into one 4π-periodic trajectory,
(Rm′ −Am) + (Rn′ −An)
→ (Am −An) . (16)
Here we have the empirical conditions m = m′ = 2n and
n′ = 2n− 1.
The fusion occurs for φ = π on the negative imaginary
momentum axis. An example of this process can be seen
in Fig. 1 for n = 1. In Fig. 1 (a) the upper trajectory
is (R1 − A1) and the lower one is (R2 − A2) where the
winding behavior noted above can be seen. In Fig. 1 (b)
these two trajectories fuse into one trajectory (A2−A1).
Further increase of U causes the replacement of A2 with
A3 by a rearrangement processes given below.
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FIG. 1: An example of fusion of two 2pi-periodic trajectories.
(a) Before fusion, the upper trajectory is (R1 − A1) and the
lower trajectory is (R2 − A2). Here U is 4 MeV. (b) After
fusion, the 4pi-periodic trajectory (A2−A1) is produced. Here
the trajectory is shown at U = 4.2 MeV. In these figures the
closed circles indicate the locations of poles for the attractive
sector, while the open circles for the repulsive sector.
2. Rearrangement
There are two types of rearrangement process, (i) and
(ii).
(i) Rearrangement between a 2π-periodic trajectory
and a 4π-periodic trajectory,
(Rm′ −Am) + (An′ −An)
→ (Rm′ −An′) + (Am −An) (17)
with n < n′ < m ≤ m′. In the process (i) there oc-
curs exchange of trajectory segments including poles Am
and An′ between the two trajectories. The trajectory
(An′−An) contacts the trajectory (Rm′−Am) at α = αc
with π < αc < 2π and its symmetric point at α = 4π−αc,
while the partner 2π-periodic trajectory (Rm′−Am) con-
tacts at αc and at α = 2π−αc owing to the 2π periodicity
of this trajectory. An example of the process (i) is given
in Fig. 2 for n = 1, n′ = 2,m = 3, and m′ = 3.
(ii) Rearrangement between two 4π-periodic trajecto-
ries,
(Am′ −Am) + (An′ −An)
→ (An′ −Am) + (Am′ −An) , (18)
where we have the conditions n < n′,m < m′, n < m,
and n′ < m′.
In the process (ii), the two trajectories contact at
α = αc′ with π < αc′ < 2π and its symmetric point
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FIG. 2: An example of rearrangement between a 2pi-periodic
trajectory and a 4pi-periodic trajectory. (a) Before rearrange-
ment, the upper trajectory is (A2 − A1) and the lower tra-
jectory is (R3 − A3). The value of U is 10.3 MeV. (b) Af-
ter rearrangement, the upper trajectory is (A3 − A1) (the
solid curve) and the lower trajectory is (R3−A2) (the dashed
curve). The value of U is 10.5 MeV. We show below the en-
larged figures around the contact points of two trajectories.
The closed circles indicate the poles for the attractive sector
of the potential, and the open circles for the repulsive sector.
at α = 4π − αc′ where both trajectories develop some-
what protruded structures similar to those observed in
Fig. 2. An example of the process (ii) is given in Fig. 3
for n = 1, n′ = 3,m = 2, and m′ = 4.
C. Hulthe´n potential
The Hulthe´n potential [8] is given with c = −1 for
Eq. (8) as
V0(r) = −U
exp (−r/r0)[
1− exp (−r/r0)
] . (19)
This is the only potential which is singular at r = 0 in
the class of Eckart potentials and produces no resonance
and antiresonance poles for the repulsive sector. The Jost
function is [9]
f(k, α) =
Γ(1 + 2ikr0)
Γ(1 + ikr0 +D)Γ(1 + ikr0 −D)
, (20)
where D is defined by (g − k2r20)
1/2 with g ≡ 2mr20Ue
iα.
If we use the infinite-product representation for the
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FIG. 3: An example of rearrangement between two 4pi-
periodic trajectories. (a) Before rearrangement, the upper
trajectory is (A3 − A1) (the solid curve) and the lower tra-
jectory is (A4 − A2) (the dashed curve). The value of U is
20.4 MeV. (b) After rearrangement, the upper trajectory is
(A4 − A1) and the lower trajectory is (A3 − A2). The U is
20.5 MeV. Below are shown the enlarged parts of the figures
around the contact points of two trajectories. The closed cir-
cles indicate the poles for the attractive sector of the potential,
and the open circles for the repulsive sector.
gamma function by Euler
Γ(z) =
1
z
∞∏
n=1
[(
1 +
1
n
)z(
1 +
z
n
)−1]
, (21)
the Jost function (20) is represented as
f(k, α) =
∞∏
n=1
[
1−
g
n(n+ 2ikr0)
]
. (22)
The zeros of the Jost function f(−k, α) give the pole
momentum
kn(α) = i
1
2r0
(
2mr20Ue
iα
n
− n
)
(n = 1, 2, . . .).
(23)
When α is zero, the moving poles appear on the positive
imaginary axis for n2 < g as the bound states, and on
the negative imaginary axis for n2 > g as the antibound
states. The S-matrix has also an infinite number of fixed
poles coming from the poles of the Jost function f(k)
on the positive imaginary axis, common to the class of
Eckart potentials with exponential-tail.
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FIG. 4: The behavior of moving poles of the exponential (c =
0) and the Hulthe´n (c = −1)potential for U ≡ eiαU on the
imaginary momentum axis. The region U > 0 is the real
attractive sector and the region with U < 0 is the repulsive
one. The pole in the region Im k > 0 is the bound state and
the pole in the region Im k < 0 is the antibound state.
Since the momentum of antibound-state or of a bound-
state pole has an explicit expression in this case, it is
easy to trace the pole with respect to α. The trajectory
is (Rn − An) with n = 1, 2, . . . and is a circle having 2π
periodicity with its center at kFZn and radiusmr0U/n. All
the pole trajectories of the Hulthe´n potential are stable
without interfering with other trajectories for increase of
U , though the crossing of (Rn − An) over (Rn′ − An′)
with n < n′ occurs.
D. Formation of resonance poles by potentials with
exponential-tail
Any trajectory of 4π periodicity involves a resonance
and its conjugate antiresonance poles for the repulsive
sector.
In the weak limit of the potential strength U , the
spectrum of antibound-state poles takes the same pat-
tern both for the exponential and the Hulthe´n poten-
tials. If U increases for the attractive sector (eiα = +1),
these antibound-state poles move upward on the negative
imaginary momentum axis, and finally appear as bound
state poles on the positive imaginary axis in both poten-
tials.
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FIG. 5: The behavior of moving poles of the generalized
Hulthe´n potential for c = 1.0,−0.5,−0.95 for U ≡ eiαU on
the imaginary momentum axis. The region U > 0 is the real
attractive sector and the region with U < 0 is the repulsive
one. The pole in the region Im k > 0 is the bound state and
the pole in the region Im k < 0 is the antibound state.
For the repulsive sector (eiα = −1), the movement
of poles is different between these two potentials. In
the Hulthe´n potential all the antibound-state poles move
downward on the negative imaginary axis to −i∞, while
in the exponential potential the top antibound-state pole
moves downward and the second moves upward, the third
downward and the fourth upward, and so on. For U con-
tinues to increase further, the top and the second col-
lide and leave the imaginary momentum axis, becoming
a pair of resonance and antiresonance poles. If U in-
creases further, the same happens for the third and the
fourth antibound-state pole, and this continues. The pair
of poles Rn and Rn+1 (n = 1, 3, 5, ...) become a resonance
and its conjugate antiresonance.
The behavior of antibound-state poles is shown for the
exponential and the Hulthe´n potential in Fig. 4 about
six antibound-state poles starting from kFZn (n = 1 − 6)
where the abscissa is the effective potential strength U ≡
eiαU . As U decreases, the six straight dashed lines of the
Hulthe´n potential go to −∞ without mutual interference,
while the six solid lines of the exponential potential go
to the points of collision.
These features of the exponential potential are com-
mon to the potentials (8) with exponential tail with
c > −1. The movement of antibound-state for the re-
7pulsive sector is monotone for the exponential, but as
the potential leaves the exponential with c different from
zero, the poles move in somewhat complicated ways, but
finally turn into resonance and antiresonance poles as in
the exponential potential.
We show this for some cases of the generalized Hulthe´n
potential In Fig. (5) where the results for c = 1,−0.5,
and −0.95 are plotted. The collision between two poles
is always “head-on” with one descending and the other
ascending on the imaginary momentum axis. One might
take the curves of c = −0, 5 or 1 as simple and smooth,
differently from c = −0.95. A detailed inspection, how-
ever, shows small oscillatory behavior in these cases.
E. Square potential
The familiar square potential gives the pole spectrum
very different from those of exponential-tail potentials.
We take the spherical square potential given by
V0(r) =
{
−U r ≤ r0
0 r > r0 ,
(24)
where U is a real positive constant.
Among potentials with finite range, the square poten-
tial is the only one known so far for which the Schro¨dinger
equation can be solved analytically for all angular mo-
mentum state at an arbitrary energy[13].
The S-matrix element for the state with the angular
momentum l is given by
Sl(k, α) =
kjl(Kr0)h
(2) ′
l (kr0)−Kj
′
l (Kr0)h
(2)
l (kr0)
−kjl(Kr0)h
(1) ′
l (kr0) +Kj
′
l (Kr0)h
(1)
l (kr0)
,
(25)
where h
(1)
l and h
(2)
l are the spherical Hankel functions
given by the spherical Bessel functions jl and nl as h
(1)
l =
jl+ i nl and h
(2)
l = jl− i nl with K ≡ [2m(E+Ue
iα)]1/2.
In this case all the poles are moving poles and there is
no fixed-pole singularity. Here we examine mainly the
s-wave and give a brief summary for the p-wave.
1. The s-wave trajectories
The square potential produces a finite number of closed
trajectories with 4π periodicity and one aperiodic open
trajectory. For compactness, the term attractive is used
for any pole of the real attractive sector of the potential
and repulsive for the real repulsive sector.
If the potential strength U is very small, there exists
only one trajectory which is aperiodic one passing all the
poles of real potentials; both attractive and repulsive res-
onance and anti-resonance poles as well as one attractive
antibound-state pole for the change of phase φ from −∞
to +∞ with φ = 0 at the imaginary axis. The aperiodic
open trajectory is special to the square potential.
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FIG. 6: The change of the trajectory of the moving pole for U
where the closed circles indicates the locations of poles for the
attractive potential, (α = 0,±2pi, ...) while the open circles
for the repulsive potential (α = ±pi,±3pi, ...). We attach the
values of α to the curve of U = 1 MeV in (a) and to those of
U = 222 MeV in (c).
The critical value Un0,cr of U for the appearance of the
nth s-wave bound state is
Un0,cr =
π2
8mr20
(2n− 1)2 (n = 1, 2, . . .) . (26)
For m = 940 MeV and r0 = 1/140 (MeV)
−1 we have
Un0,cr = 25.7, 231.5, . . . (MeV) (n = 1, 2, . . .) . (27)
When U increases over the critical value U10,cr for the
appearance of the ground bound state, the antibound
state becomes a bound state. As the potential strength
increases further, the resonance pole with α = −2π
and its conjugate antiresonance pole with α = +2π
come close to and meet on the imaginary momentum
8axis, turning into two antibound-state poles. Then, one
of these attractive antibound-state poles forms a 4π-
periodic trajectory with the ground bound-state pole to-
gether with a pair of repulsive resonance pole of α = −π
and antiresonance pole of α = +π, while the rest of the
resonance and antiresonance poles forms an aperiodic
trajectory passing the other attractive antibound-state
pole.
These changes of the trajectories for U are seen in
Fig. 6. In Fig. 6(a) the real attractive and repulsive res-
onance and antiresonance poles lie on a simple smooth
curve with one attractive antibound-state pole for U = 1
MeV,
As U increases, all the poles move upward, approach-
ing (parting) the imaginary axis for α = ±2π. ±
4π, ...(±π,±3π, ...). For U = 100 MeV there is one
bound-state pole on the positive imaginary axis, which
corresponds to the attractive antibound-state pole for
U = 1 and 10 MeV.
In Fig. 6(b) we give the trajectory for U = 220 MeV,
just before the formation of a closed loop from the ape-
riodic trajectory where a pair of resonance and antires-
onace poles for α = ±2π appear near the negative imag-
inary momentum axis. In Fig. 6(c) we show the two tra-
jectories at U = 222 MeV, just after the formation of a
closed loop trajectory with 4π periodicity from the aperi-
odic infinite trajectory. If U increases further, the same
process of the formation of a new closed trajectory re-
peats.
2. Notes on the p-wave trajectories
Since the square potential is the only known one for
which we have the analytical solution of the S-matrix
element for any angular momentum, it will be interest-
ing to examine the trajectory structures of higher partial
waves. Here we take the p-wave.
The basic structures of the p-wave trajectories can be
considered as the same as the s-wave with one infinite
trajectory and a finite number of closed trajectories for a
finite value of U . There are, however, some differences in
details. The formation process of the closed trajectory is
somewhat complicated compared with the s-wave.
In the s-wave there appears one attractive antibound
pole for very small U , while there exists only one repulsive
antibound p-wave pole for an arbitrary value of U . The
p-wave trajectory is an aperiodic trajectory relating all
the poles including this repulsive antibound-state pole at
U smaller than the threshold value for the ground bound-
state pole.
If U increases, a pair of attractive resonance and an-
tiresonance poles mutually approach and collide at the
momentum k = 0, then they turn into a bound-state
pole and an antibound-state pole, which are the ground
bound-state pole and the ground antibound-state pole,
respectively. The ground bound-state lies on the aperi-
odic trajectories with the rest of resonance-antiresonance
poles, and the ground antibound state pole forms a
closed loop of 2π periodicity with the existing repulsive
antibound-state pole.
Further increase of U causes the contact between the
aperiodic trajectory and the 2π-periodic trajectory pro-
duces a 4π-periodic trajectory passing the ground bound-
state pole and the ground antibound-state pole as well
as the nearest pair of repulsive resonance-antiresonace
poles, while the repulsive antibound-state pole is on the
aperiodic trajectory of remaining resonance and antires-
onance poles.
This process of the formation of 4π-periodic trajectory
via the transient 2π-periodic trajectory repeats each time
as U increases over a new threshold for excited bound-
state pole. There the collision occurs between an attrac-
tive resonance and its conjugate antiresonance pole at
k = 0, giving new excited bound-state and antibound-
state poles. It will be clear that any 4π-periodic tra-
jectory constitutes the bound-state and antibound-state
poles simultaneously created by the collision. The 4π-
periodic trajectories, once there are produced, are stable
for the increase of U with no rearrangement with other
trajectories, but the 2π-periodic trajectory is an unstable
intermediate product replacing its attractive antibound-
state pole each time.
For angular momentum states higher than the p-wave,
the basic pattern of formation of closed loops from an
aperiodic trajectory is similar. There, however, appear
different types of intermediate trajectories in the restruc-
turing of trajectories. For example, we meet a pair of 2π-
periodic loops which are mutually conjugate partners and
don’t cross the imaginary momentum axis. Trajectories
of higher waves for the square potential will be discussed
elsewhere.
IV. SOME REMARKS
In this paper we have searched for some underlying
structure of the quantum system by assuming a complex
extension of real potentials. We have studied some global
structure of the pole spectrum in the complex momen-
tum plane. It has been found that the resonance-pole
spectrum of the real repulsive potential plays the essen-
tial role for determining the trajectory structure. Most
of potentials with exponential tail taken in this paper
produce the resonance poles for the repulsive case as well
as the square potential. The appearance of the s-wave
resonances is not new, though seems to be discussed very
seldom.
The most prevailing picture for the resonance forma-
tion in quantum mechanics will be that the resonance
is produced by the attractive potential in collaboration
with the centrifugal barrier. This explains the absence of
the s-wave resonance state for attractive potentials ex-
cept the square one. Such an intuitive interpretation is
not available for the s-wave resonance which could be
purely quantum mechanical effect, with no classical or
9semi-classical interpretations.
The appearance of resonance poles for the real square
potentials, both attractive and repulsive, can be at-
tributable to the singular nature of the potential edge.
However, even the simple exponential potential produces
repulsive resonance poles.
Although resonance poles appear near the real momen-
tum axis of the physical region for some potentials with
resonance-type effects, it is generally difficult to recog-
nize the effects of s-wave resonances. The poles, however,
influence the observables in the physical region, even if
typical resonance-type effects are not produced. It seems
necessary to exploit the implication of the s-wave reso-
nance and its possible role in physics. If the repulsive
s-wave resonance would be unphysical and should be re-
moved, this would imposes a severe restriction on the
plausible type of potentials.
In particle quantum mechanics there is practically no
strong restriction for the potential. Except a few cases,
most of potentials assumed in analyses of various pro-
cesses are of phenomenological nature, taken for explain-
ing the behavior of physical systems in some restricted
area of the energy and the momentum transfer, and poles
remote from the physical region of interest are not of se-
rious concern. In quantum gauge field theories, the inter-
actions among fields are built-in by the gauge symmetry
as well as other invariance requirements [14]. The study
of the quantum system with real potential in an extended
framework as the present one might give some clue for
this kind of problem.
All the moving poles have the same dynamical origin
and we should pay more attention to the roles of all of
the poles which characterize the physical system. The
poles of the potentials with opposite signatures can be
mutually related. This is one reason why we study a hy-
per system with complex potential V (r) with α changing
from −∞ to ∞.
The physical and also mathematical implication of the
topological structure of trajectory shown in this article
is still to be clarified further. We hope that the present
analysis will give a new aspect for deeper understanding
of the quantum system.
APPENDIX: TRAJECTORIES NEAR THE FIXED
ZEROS FOR THE EXPONENTIAL POTENTIAL
As can be seen from Eq. (13), the bound-state and
antibound-state poles come from the zeros of the Bessel
function J−iν(ϕ). We are interested in how the zeros
appear in the Bessel function. In order to consider the
nth zero, we take the expansion of the Bessel function in
terms of variable v ≡ (ϕ/2)2,
J−iν(ϕ) e
iν/2 =
1
Γ(ǫ+ 1− n)
−
v
1! Γ(ǫ+ 2− n)
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FIG. 7: An example of winding behavior of the pole trajec-
tory around the fixed zero for the exponential potential. This
example is given for n = 6 and U = 30 MeV.
+
v2
2! Γ(ǫ+ 3− n)
−
v3
3! Γ(ǫ+ 4− n)
+ · · · .
(A.1)
where we make the substitution iν → n− ǫ, (|ǫ| < 1).
If we take up to the nth term in the right-hand side of
Eq. (A.1), the solution of J−iν(ϕ) = 0 is given by ǫ = 0
owing to the poles of the Gamma function, irrespectively
of the value of v. This shows that we cannot terminate
the expansion series at the nth term. We, therefore, have
to take at least up to the (n+ 1)th term
J−iν(ϕ) e
iν/2 =
1
Γ(ǫ+ 1− n)
+
(−v)
1! Γ(ǫ+ 2− n)
+ · · ·
+
1
(n− 1)!
(−v)n−1
Γ(ǫ)
+
1
n!
(−v)n
Γ(ǫ + 1)
+ · · ·
≈
1
Γ(1 + ǫ)
{
(ǫ)n +
(−v)
1!
(ǫ)n−1 + · · ·
+
(−v)n−1
(n− 1)!
(ǫ)1 +
(−v)n
n!
}
, (A.2)
where the symbol (ǫ)j ≡ ǫ(ǫ−1) · · · (ǫ−j+1) (j = 1, 2, ...)
is used.
The general solution of ǫ giving the zeros for the left-
hand side of this equation will be hard to be obtained,
but here we are interested in small ǫ as well as small v.
We keep only the linear term in ǫ without v-dependent
coefficient. This gives the solution for ǫ as
ǫ =
vn
n!(n− 1)!
, (A.3)
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which vanishes only for v = 0. Hence the trajectory
(Rn − An) winds n-times around the point k
FZ
n for the
change of α from zero to 2π. As the potential strength
U increases, the contributions from higher order terms
in v become significant, but this winding feature remains
strongly. An example is given in Fig. 7 for n = 6 and
U = 30 MeV.
The winding property is critically dependent on the
value of the parameter c of the potential (8) as well as
the potential strength U . In general the difference of the
momentum k(α) of the antibound-state pole from the
fixed zero, k(α) − kFZn , starts linearly in Ue
iα for c 6= 0
and the winding number is one for very small U , while
it behaves as (Ueiα)n for c = 0 . If c is close to zero,
higher terms in U grow quickly as U increases, inducing
multiple-winding behavior.
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