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ABSTRACT 
The observed zonal flows of the giant planets will, if they penetrate below the visible atmosphere, interact 
significantly with the planetary magnetic field outside the metallized core. The appropriate measure of this 
interaction is the Chandrasekhar number Q = H2 /4npvrx2 A (H = radial component of the magnetic field, 
v = eddy viscosity, A = magnetic diffusivity, rx- 1 = length scale on which A varies); at depths where Q ;c; 1, the 
velocity will be forced to oscillate on a small length scale or decay to zero. We estimate the conductivity due 
to semiconduction in H 2 (Jupiter, Saturn) and ionization in H 20 (Uranus, Neptune) as a function of depth; 
the value A~ 1010 cm2 s- 1 needed for Q = 1 is readily obtained well outside the metallic core (where A~ 102 
cm2 s- 1). 
These assertions are quantified by a simple model of the equatorial zonal jet in which the flow is assumed 
uniform on cylinders concentric with the spin axis, and viscous and magnetic torques on each cylinder are 
balanced. We solve this "Taylor constraint" simultaneously with the dynamo equation to obtain the velocity 
and magnetic field in the equatorial plane. With this model we reproduce the widely differing jet widths of 
Jupiter and Saturn (though not the flow at very high or low latitudes) using v = 2500 cm2 s-I, consistent with 
the requirement that viscous dissipation not exceed the specific luminosity. A model Uranian jet consistent 
with the limited Voyager data can also be constructed, with appropriately smaller v, but only if one assumes a 
two-layer interior. We tentatively predict a wide Neptunian jet. 
For Saturn (but not Jupiter or Uranus) the model has a large magnetic Reynolds number where Q = 1 and 
hence exhibits substantial axisymmetrization of the field in the equatorial plane. This effect may or may not 
persist at higher latitudes. The one-dimensional model presented is only a first step. Variation of the velocity 
and magnetic field parallel to the spin axis must be modeled in order to answer several important questions, 
including: (1) What is the behavior of flows at high latitudes, whose Taylor cylinders are interrupted by the 
region with Q > 1? (2) To what extent is differential rotation in the envelope responsible for the spin-
axisymmetry of Saturn's magnetic field? 
Subject headings: hydromagnetics- planets: interiors 
I. INTRODUCTION 
In Earth and other terrestrial planets, we are accustomed to 
a clear delineation between the highly conducting low-
viscosity region (the core), in which hydromagnetics is impor-
tant, and an outer, very poorly conducting, high-viscosity 
region (the mantle), in which hydromagnetics is unimportant. 
Nobody seriously advocates important hydromagnetic effects 
in plate tectonics, oceanography, or lower atmosphere 
motions. In the Sun and many other stars, we are equally 
accustomed to the idea that hydromagnetic effects can be 
important in the observable atmosphere (e.g., in sunspots). The 
giant planets do not easily conform to either of these limits. 
There is little doubt that Jupiter and Saturn possess highly 
conducting metallic hydrogen cores (Stevenson 1982), but 
there is also the likelihood that molecular hydrogen regions 
only a small distance (a few thousand kilometers) below the 
atmosphere are sufficiently conducting to have significant 
hydromagnetic effects. The central question is this: To what 
extent are the observed atmospheric flows (the zonal winds) 
affected by or even determined by the planetary magnetic 
field? We offer here only a partial and qualified answer to this 
question, but an interesting answer nonethless because it sug-
gests a connection between surficial winds, deep-seated flows, 
and the planetary dynamo. 
1 Contributions from the Division of Geological and Planetary Sciences, Cali-
fornia Institute of Technology, No. 4337. 
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The ideas are not entirely new. Hide (1965) suggested that 
the field of Jupiter may be generated near the surface, and 
Smoluchowski (1972, 1975) pointed out the likely semicon-
ducting properties of impure or even pure molecular hydrogen 
at high pressure and temperature. An attempt has even been 
made to determine the depth of the field-generating region in 
Jupiter (Hide and Malin 1979), but the data are insufficient for 
a convincing result. On the other hand, many workers have 
assumed that the entire region external to the metallic hydro-
gen cores of Jupiter and Saturn can be treated as an insulating 
fluid (i.e., using the Navier-Stokes equation without the 
Lorentz force). Busse (1976, 1983) proposed that the surficial 
structure of clouds or winds may be directly matched to the 
columnar convective cells expected deep within rapidly rotat-
ing, adiabatic fluid planets. Ingersoll and coworkers, motivated 
largely by a perceived difficulty in explaining the winds by thin 
shell meteorology, have pursued the related idea that the 
observed winds are the surface expression of zonal flows on 
cylindrical surfaces (Smith et al. 1982; Ingersoll and Pollard 
1982; Ingersoll and Miller 1986). This is illustrated in Figure 1. 
The arguments against confining the winds to a thin shell have 
become less compelling because of the possibly large role of 
latent heat effects in the fluid motions (Allison and Stone 1983; 
Conrath and Gierasch 1984). Although no fully quantitative 
dynamic theory exists, deep-seated zonal flows still remain an 
attractive hypothesis, because these planets have bottomless 
atmospheres and very stable wind patterns. Ironically, the 
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FIG. !.-Schematic representation of deep zonal flow in Jupiter and Saturn. The surface flow extends into the interior on concentric Taylor cylinders but is 
excluded from a magnetically interacting region at depth. 
work reported here provides support for moderately deep 
seated flows yet invalidates the original views of Busse and 
Ingersoll, who envisaged columnar or cylindrical flows that 
completely filled the region external to the metallic hydrogen 
core. 
Our basic ideas are these: A deep zonal flow has a differen-
tial rotation that leads to a generation of toroidal field Hq, "' 
RmH,, where H, is the imposed radial field, Rm- vl/J.. is the 
magnetic Reynolds number, v is the characteristic azimuthal 
flow, l is some length scale (ill defined, as yet), and J.. is the 
magnetic diffusivity. Even for a conductivity ten orders of mag-
nitude less than that of copper at room temperature, J.. "' 1012 
cm2 s- 1, Rm"' 1 for v"' 104 em s- 1 (typical of Jupiter and 
Saturn) and l "' 108 em. The toroidal field has an associated 
poloidal current which, when crossed with the radial field, 
yields a Lorentz force with an azimuthal component 
- Rm H~ /4npl per unit mass (p is the fluid density). Since there 
cannot be a net azimuthal torque on a cylinder of fluid in 
steady flow {Taylor 1963), this force must be balanced by a 
"viscous" force - vv/12 , where v is the kinematic eddy vis-
cosity. It follows that we require H~l2/4npvJ..- 1. This dimen-
sionless number was first introduced by Chandrasekhar (1965, 
p. 7), although for different reasons. As we go down into the 
planet, the conductivity increases and J.. decreases, so this 
requirement translates into a progressively smaller l. In effect, 
the zonal flow is forced to have large shears. Our thesis is that 
this requirement imposed by the Chandrasekhar number 
implies a rapid drop-off in the zonal flow and thereby limits the 
width of the equatorial jet in giant planets. To put it another 
way, if these planets did not have magnetic fields, then the 
observed equatorial jet would extend to much higher latitudes, 
corresponding to deeper flows. Some aspects of this model 
were independently developed (but not quantified) by Droby-
shevskii (1979a, b). Here we attempt a quantitative model. 
Clearly, the biggest uncertainties lie in the diffusivities J.. and 
v, which could range over may orders of magnitude. The value 
of J.. is computed in § II, using semiquantitative theories of 
liquid semiconductors, published band structure calculations 
of molecular hydrogen, experimental results for the conductivi-
ty of water, and published temperature-density structures of 
giant planets. The value of v might seem to be much more 
uncertain, because it is not likely to be the very small intrinsic 
flud value ( -10- 2 cm2 s- 1) but is a crude representation of the 
nonlinear effects of the flow. However, it is bounded above by 
the requirements of the first and second laws of thermodyna-
mics: the local viscous dissipation - v(v/1)2 should not greatly 
exceed the total planetary thermal energy loss per unit mass 
(-10- 6 ergs g- 1 s- 1 in Jupiter and Saturn), so v ~ 103 cm2 
s - 1. In fact, careful scaling arguments (Ingersoll and Pollard 
1982) give a value on this order. A Chandrasekhar number of 
order unity then typically corresponds to the level in the planet 
at which J..- 1010 cm2 s- 1• Our thesis is that the spin-aligned 
cylinder circumscribing the sphere on which this conductivity 
is obtained must intercept the planetary surface at the latitude 
corresponding to the outer extremities of the equatorial zonal 
jet. In this way, we can reproduce the observed width of the jets 
on Jupiter, Saturn, and possibly Uranus. In§ III, we develop 
the mathematical theory to support the above heuristic argu-
ments, showing how the Taylor constraint leads to the identifi-
cation of a Chandrasekhar number. The model is applied to 
Jupiter and Saturn in§ IV and to Uranus and Neptune in§ V. 
We end in§ VI with some comments on limitations and pos-
sible future work. 
II. THE MAGNETIC DIFFUSIVITY 
In hydromagnetics, it is conventional to characterize the 
electrical conductivity u in terms of the magnetic diffusivity 
J.. = c2 /4nu, where c is the speed of light and u is in esu (s - 1 ). A 
resistivity of 1 /-ln. em is equivalent to J.. = (250/n) cm2 s - 1• 
Typical values of J.. are 102-103 cm2 s - 1 (good metals). 106 cm2 
s- 1 (good electrolytes), and -1012 cm2 s- 1 for pure or nearly 
pure germanium at 500 K. Molecular H2 is effectively an insu-
lator at low pressure (band gap Eg"' 10 eV), but this gap is 
believed to diminish progressively as the pressure increases. 
Although diamond cells (without a hydrogen sample) have 
now achieved in excess of 4 Mbar (Xu, Mao, and Bell 1986; 
Goettel et al. 1986) and quantitative experiments on H2 at 
-1.5 Mbar have been reported (Mao, Bell, and Remley 1985), 
there are no data on the band gap, except for the inference that 
the band gap is still finite at the highest pressures attained. The 
much discussed and anticipated transition to monatomic (alkali 
metal) hydrogen, conventionally called "metallic hydrogen," 
probably occurs at much higher pressures still (perhaps "'3-4 
Mbar, see Ross 1985; Min, Jansen, and Freeman 1986) but has 
no bearing on the issues addressed in this paper. 
We rely here on theoretical calculations for the band gap in 
crystalline H2 (Friedli and Ashcroft 1977; Min, Jansen, and 
Freeman 1986). These results can be well represented by the 
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empirical formula 
E9 = 32.5p213(x + u 2) eV, (1) 
( p )1/3 x= Po -1 
where pis the density in g cm- 3 , p0 is ·the density at band 
closure (0.81 g em- 3 for Friedli and Ashcroft, 0.90 g em- 3 for 
Min et al.), and e = 0.3 for Friedli and Ashcroft and 0.2 for Min 
et al. Although there are differences between the two results, 
they are most striking near band closure, a high-pressure 
region that does not interest us. A more serious concern is the 
use of a crystalline calculation to describe a liquid; evidence for 
liquid semiconductors suggest that the appropriate band gap 
or mobility gap is probably slightly smaller. Our calculation 
may therefore be conservative. 
In a semiconductor, the fractional occupancy of current-
carrying states is proportional to exp (-Eg/2kT), where k is 
Boltzmann's constant and T is the temperature. The factor of 2 
in the denominator of the exponent is an unavoidable conse-
quence ofthe law of mass action. It follows that, in general, 
A. = A.0 exp (Eg/2kT) , (2) 
where A.0 can be a function of density and temperature. Smolu-
chowski (1975) chose to use the standard crystalline semicon-
ductor result (e.g., Ashcroft and Mermin 1976) in which A.0 ,.., 
T- 312 (no density dependence). We adopt the semiempirical 
results of the theory of Mott (1971) for liquid semiconductors, 
according to which A.0 ,.., 105 cm2 s - 1 and roughly independent 
of temperature. However, disagreement between the two 
approaches is an order of magnitude or less at the densities and 
temperatures of interest. In the low-density limit, A.0 should 
eventually approach the prediction of dilute gas theory 
(Chapman and Cowling 1952), which we estimate to be 
-104 p1i 3 (103 K/T) cm2 s-1, where pis in g cm- 3• We do not 
use this result, but is approximate consistency with our 
adopted value of 105 cm2 s - 1 indicates no serious extrapo-
lation difficulties. 
The temperature and density profiles within Jupiter and 
Saturn are obtained from published interior models which 
differ little in the range of interest (Stevenson and Salpeter 
1976; Hubbard and Horedt 1983; Hubbard and Stevenson 
1984). At a given fraction of ihe outer radius, Saturn is much 
colder than Jupiter, mainly because it has a lower gravitational 
acceleration but partly because it has a lower specific entropy 
(i.e., colder atmosphere). However, they are both adiabatic 
planets, so that the resulting functional dependence of A. on 
fractional planetary radius is the same for the two planets, 
except for a scale factor. This is exhibited in Figure 2, based on 
calculations using equations (1) and (2) and the planetary 
models. The shaded region is an attempt to indicate the com-
bined uncertainties of all the inputs but does not include sys-
tematic errors (e.g., the possibility that the mobility gap is 
systematically smaller than Eg as given by eq. [1]). 
It is also possible that Figure 2 systematically overestimates 
the true value of A. because of impurities mixed with the hydro-
gen. However, we doubt that atoms with small ionization ener-
gies, such as sodium, are present in a chemically unbound form 
(as assumed by Smoluchowski 1972). In order of decreasing 
abundance (approximate mole fractions in brackets), the impu-
rities are expected to be He (0.1), H2 0 ( -10- 3), CH4 ( -10- 3), 
NH3 ( -10- 4), Ne ( -10- 4 ), silicate and iron particles ( -10- 4 
to 10- 5). None of these appear likely to overwhelm the con-
ductivity at T ~ 3000 K (where A.~ 1010 cm2 s- 1), the region 
of most importance for our hydromagnetic effects. Accord-
ingly, we use the results for pure H 2• 
Our approach to the crude estimates for Uranus and 
Neptune is different and more closely tied to the data. The 
conductivity of the envelopes of these planets is controlled by 
the "ice" component, specifically H 2 0 (shock wave experi-
ments suggest that NH3 has about an order of magnitude 
lower conductivity under similar conditions; Ross, Graboske, 
and Nellis 1981}--regardless of one's assumptions about the 
internal structure. At T ;$ 2000 K, the "gas" layer of three-
layer models (Hubbard and MacFarlane 1980) is too cold to be 
significantly conductive according to equations (1) and (2), and 
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FIG. 2.-Magnetic diffusivity of the Jovian and Saturnian envelopes. The pressure-induced semiconductivity of pure H 2 was calculated according to eqs. (1) and 
(2); the shaded region indicates the uncertainty due to the input data. 
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Lorentz forces first become important in the "ice" layer. On 
the other hand, unpublished two-layer models by one of us (D. 
J. S.) suggest an ice-to-gas ratio of ~ 2.5:1 in the envelope, and 
under these circumstances the icy component will dominate 
the conductivity at any given depth. Accordingly, we compute 
the conductivity of H 20 using Holtzapfel's (1968) fit to static 
and shock wave data at temperatures up to 1000°C and pres-
sures to 100 kbar. We account for the probable suppression of 
ionization by dissolved hydrogen/helium in the two-layer 
model crudely but conveniently by adopting a magnetic diffu-
sivity an order of magnitude greater than that of pure water. 
III. THE TAYLOR CONSTRAINT 
A complete dynamical model of giant planet envelopes 
which includes hydromagnetic effects is obviously beyond the 
scope of this paper. We instead present a simple one-
dimensional model illustrating the effect of inward-increasing 
conductivity on a d~ep-seated pattern of differential rotation. 
The main assumptions made are; first, that the mean flow is 
zonal and depends only on cylindrical radius [u = v(s)eq, in the 
(s, ¢, z) cylindrical coordinates of Fig. 3], as guaranteed by the 
Taylor-Proudman theorem for an inviscid, isentropic, non-
conducting medium; second, that the effects of turbulence 
and convection may be parameterized by a constant eddy 
viscosity (of either sign as yet); third, that magnetic forces 
can be expanded about the equatorial plane z = 0 (where, 
for given s, the conductivity is greatest); and, finally, that 
the magnetic diffusivity varies exponentially with depth, 
A = Ao exp [oc(s2 + z2)1'2]. (In applying our model to the giant 
planets we linearize the theoretical prediction for In A about a 
point near where v -+ 0.) 
FIG. 3.-The Taylor constraint (eq. [3]) is a balance between the integr~ted 
viscous and magnetic torques on a cylindrical surface (Taylor column) c(s) m a 
differentially rotating planet. The balance is illustrated for a posi~ve eddy 
viscosity, giving a monotonic zonal velocity v(s). The (s, t/J, z}-cyhndncal coor-
dinates are replaced with local (x, y, z)--Cartesian coordinates for the actual 
calculations. 
For such a system in differential rotation on cylinders, the 
Taylor constraint (Moffatt 1978) states that the sum of mag-
netic and viscous torques on a cylindrical surface c(s) vanishes: 
J [(v X II) X H ± vV2u] • eq, s2d</Jdz = 0 , (3) 
!(s) 4np 
where we write the eddy viscosity as ± v with v > 0. Local 
variations of the magnetic torque from its mean value on c(s) 
will be balanced by pressure gradients which do not enter our 
analysis. 
They Taylor constraint must be supplemented by the 
dynamo equation for the evolution of the magnetic field, in 
steady state: 
an 
- = - V X (AV X II) + V X (u X II) = 0 . (4) at 
We also use the solenoidal character of H: 
V·H=O. (5) 
Rather than simplifying equation (3) by formally expanding 
H about z = 0, we present here a much simpler derivation in 
Cartesian coordinates, appropriate to the equatorial plane 
far from the rotation axis, and the 8/8z = 0. The essential 
features of the problem are more clearly exhibited, and we 
readily obtain an analytic solution agreeing to lowest order in 
I (s/ A)(8Aj8s) 1- 1 with that obtained by expansion in cylindrical 
coordinates-provided we measure the velocity with respect to 
solid-body rotation. 
In (x, y, z)-coordinates with 8j8z = 0, the vector equations 
(4) and (5) hold, but the equivalent of the Taylor constraint is a 
force balance on a plane of constant x: 
f [<V X 4~ X H ± vV2u J . ey dy = 0 ' (6) 
where the integral in y is over one cycle of the periodic function 
H. The vertical integral is obviated by the assumption 
8/Bz = 0; in applying the solution we assume that the viscous 
force is constant while the Lorentz term varies on a given 
cylinder c(s) in proportion to u. The result is merely to multiply 
the first term of equation (6) by a weakly varying function 
b(s) = [nsj2oc(R2 - s2)] 1' 2 , since the integral over exponentially 
varying u is readily performed. 
The Lorentz term in the Taylor constraint may be expan-
ded: 
[(V X II) X H]y = (V X ll)zHx- (V X ll)xHz 
= (8Hy _ 8Hx)H _8Hz Hz. (7) 
ax 8y X 8y 
The term involving Hz is a total differential in y and hence does 
not contribute to the integral (6). The first term may be rewrit-
ten by integrating the dynamo equation (4) to give 
uxH 
VxH=--+V¢, A (8) 
where ¢(x, y) is an arbitrary function of integration 
(fortunately not appearing in the z-component of the equation, 
in which we are interested). These results may be used to 
simplify the Taylor constraint to yield (with u = v(x)ey) 
[ d2 (H )zb] dx2 + 4np~A(x) v = 0 · (9) 
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As usual, the upper sign corresponds to a positive eddy vis-
cosity, and (Hx) = (§ H; dyf§ dy) 112 is the root mean squared 
value of Hx. Writing H = H(x)eiky +complex conjugate, with 
complex H(x), we have (Hx) = p112 I Hx I (p = 1 if k = 0, p =! 
otherwise). In cylindrical coordinates H ~ eim.P, so we identify 
k = m/s, with s a typical cylindrical radius and m = 0, 1 the 
harmonics of greatest interest. 
With the above assumptions about u and H, and A. = A.0 erzx, 
the components of the dynamo equation become 
[A( ::2 - k2 ) - ikv JH x = 0 , 
[ A.(::2 +a :x- k2 ) JHY = [ikaA.- ::]Hx. 
[A.( ::2 + a :x - k2 ) - ikv JH z = 0 . 
(lOa) 
(lOb) 
(lOc) 
It may occur (e.g., in the case of Saturn and Uranus) that 
multiple harmonic components H m of the magnetic field with 
differing wavenumbers km are important. Each component, of 
course, satisfies the linear dynamo equation individually, but 
all must be included in the Taylor constraint. Because the 
integral in equation (6) is over a whole number of periods of 
each component, cross-terms of the form (V x HJ x Hm. 
(m #- m') vanish, and we can replace (Hx)2 by Lm (Hxm)2 in 
equation (9). 
We nondimensionalize equations (9) and (lOa) in terms of 
e = a(x- Xo). hx = Hxp 112/Ho (where Ho = limx-+oo <Hx)), 
and u = avfw (where w =a limx-+oo v or w = limx-+oo dv/dx, 
whichever is finite). The boundary conditions as e-+ oo are 
thus hx = 1 (the phase of hx is arbitrary) and u = 1 or Du = 1, 
where D = iJ/oe. There are then three dimensionless param-
eters in the problem: K = kfa <1i: 1 by assumption, the Chan-
drasekhar number Q = H~ bf4npva2 A.(x0 ) (Chandrasekhar 
1965, p. 7) and the magnetic Reynolds number Rm = wfa2A.(x0). 
The Chandrasekhar number expresses the importance of mag-
netic forces in determining v, and because of the variation of A. 
we can always choose x 0 sufficiently deep that Q = 1 there. The 
magnetic Reynolds number, on the other hand, expresses the 
importance of v in modifying the magnetic field. Once we have 
chosen x 0 , Rm = 4npvw/H~ b, which may be of any magnitude. 
(In the case of multiple field harmonics of comparable strength, 
we make the obvious generalization of H~ to Lm H~m in these 
formulae.) Note that H0 and ware not predicted by the model 
but must be given as boundary conditions. Prediction of these 
quantities would require descriptions respectively of the regen-
erative dynamo and of the nonlinear interaction between 
convection and the zonal mean flow in the non-
magnetohydrodynamic limit (for which no satisfactory theory 
currently exists). 
The appropriate nondimensionalization of the remaining 
field components is hy = Hyp 112/RmHo and hz = Hzp 112• 
limx-+oo (Hz), with boundary conditions hy = 0 (no external 
"toroidal" field) and hz = 1 as e -+ oo. The full set of non-
dimensional equations (for D2 ~ KD) is: 
(D 2 ± e-~lhxl 2)u = 0, (lla) 
(D2 - iKRme-~u)hx = 0, (llb) 
(D2 + D)hy = ( -e-~Du)hx, (llc) 
(D2 + D- iKRme-~hz = 0. (lld) 
In the limit KRm = 0, the above equations decouple, and an 
analytic solution may be obtained. Equations (llb) and (lld) 
reduce to D2hx = (D2 + D)hz = 0 so hx = hz = 1 (we exclude a 
solution hz ~ e-~ due to "leakage" of currents from the 
dynamo region at great deptli; its amplitude should be small). 
Equation (lla) thus becomes 
(D2 + e-~)u = 0 (12) 
or, with' = 2e-~12, 
2 d2u du _ 2 
'de+'d'+,u=O. (13) 
The solutions are u ~ ~0[(+ 1)112'] (Abramowitz and Stegun 
1965), where ~0 is any Hankel or Bessel function of order zero. 
Converting to real argument and applying the boundary con-
ditions [including u < ooas e -+ - oo, which excludes the solu-
tion proportional to I 0(Q for +v], we find three possible cases, 
illustrated in Figure 4 (solid curves): 
u(e) = 2K0(2e-~'2), for +v, Du(oo) = 1 , (14a) 
u(e) = J0(2e-~'2), for -v, u(oo) = 1, (14b) 
u(e) = cJ0(2e-~'2)- nY0(2e-~'2), for -v, Du(oo) = 1 , (14c) 
where cis an arbitrary constant (c = 0 is illustrated). We refer 
to these solutions generically as u = c ~ 0(2e-~'2). The exclu-
sion of the fourth possibility [which has Du( oo) = 0] means 
that the condition of zero viscous stress at the exterior cannot 
be met for a positive eddy viscosity. For + v, a flux of energy 
and momentum from the outside is required to sustain the 
motion against viscous and Ohmic losses. In contrast, - v 
permits "viscous" extraction of convective energy to balance 
Ohmic losses so that an energy/momentum input is not needed 
(though it can be accommodated). Indeed, the simplest descrip-
:I 
> 2 
'" u 
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..1 
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DIMENSIDNLESS DISTANCE~ 
FIG. 4.-Dimensionless solutions for the zonal velocity. For KRm = 0 (solid 
curves), three analytic solutions (eq. [14]) are shown: for positive eddy viscosity 
one monotonic solution 2K0((), where ( = 2 exp ( -(/2); and for negative 
viscosity two oscillatory solutions J 0(() and -nY0((). For KRm = 10 (dotted 
curves) three numerical solutions are shown, similar in character but displaced 
to the right because of the inward amplification of the magnetic field h,. 
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tion of the energy supply needed for the solution (14a) is a 
region (outside the portion of the planet modeled) of negative 
eddy viscosity. For these reasons we consider the torque-free 
solution (14b) to be the one of greatest relevance and impor-
tance. 
To complete the solution when KRm = 0, we note that equa-
tion (llc), (D2 + D)hy = e-~Du, may be integrated twice (again, 
we exclude an exponentially decaying "leakage" field by 
choosing the constant u0 = 0), to give 
hyW = fo e-~'[u(e')- u0]de' 
[2e-~/2 
= ! Jo (cfF 0(()d( 
= ce-~12fF1(2e-~f2). (15) 
Figure 5 illustrates the three field components for the velocity 
solution u = J0(2e-~'2). 
From our solutions, one can calculate the Ohmic dissipation 
per unit volume Eohmic = 1/u((c/4nV x H))2 and viscous dis-
sipation (or energy release Evisc = ±pv(dvfdx)2, averaged over 
one period in y. Defining P = pvw2 and making use of Q = 1, 
we find 
illustrated in Figure 6 for the 2K0 and J 0 solutions. For + v, 
both functions are positive and decay double-exponentially as 
r. KRm=O 
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FIG. 5.-Dimensionless solutions for the magnetic field, corresponding to 
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curves), the "radial" field h, and "vertical" field h, are unaffected by the 
motion, but a substantial "toroidal" field h, is induced. For KRm = 10 (dotted 
curve), h. is inward-amplified and h, inward-attentuated. These field com-
ponents can be thought of as the first term in an expansion about the equato-
rial plane. 
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FIG. 6.-Dimensionless viscous (solid curve) and Ohmic (dotted curves) dis-
sipation for two cases with KRm = 0. For positive viscosity (velocity solution 
u = 2K0(C) in Fig. 4), both terms are positive and vanish as e- - oo. For 
negative viscosity [u = J 0(m, they are of opposite sign and divergent; 
"viscous" liberation of convective energy replenishes Ohmic losses. Similar 
behavior occurs for finite KRm. 
e-+ - oo; we find J"':' oo Eohmicdx' ~ 0.9980P/1X and J:.oo. Evisc 
dx' ~ (1Xx- 2.1450)P/1X as x-+ - oo. For -v, however, Eohmic 
and Evisc are oscillatory functions of opposite sign, and both 
diverge like exp ( -rx.x/2). Clearly, the assumption of constant 
eddy viscosity must break down at some depth where the mean 
flow attempts to extract more energy from convective eddies 
than is available. 
For KRm =F 0, the coupled equations (11) must be solved 
numerically; but as Figure 4 shows, the character of the veloc-
ity solutions is not changed: for + v there is a single "K0-like" 
monotonic solution with Du( oo) = 1 ; for - v there are both 
"J0-like" [u(oo) = 1] and" Y0-like" [Du(oo) = 1] oscillatory 
solutions. Figure 5 illustrates the behavior of the magnetic field 
for the torque-free "J 0 -like" case (the other cases are qualitat-
ively similar). We see that I hx I is inward-amplified to an 
asymptote which appears linear in e; in fact, as e -+ - 00, 
D I hx I ~ (KRm)112[0.le - In (2KRJ 112], so that I hx I is quadra-
tic in e (the asymptotic form of the phase of hx may also be 
obtained, but we do not discuss it here). Dimensionally, this 
implies that d2 1 Hx I /dx2 is fixed (for given v, w, etc.), and the 
external field value H 0 depends exponentially on d I H xI dx at 
given depth in the interior. This constitutes a boundary condi-
tion on the deep-seated region of dynamo action, in striking 
contrast to the conventional dHJdx = 0 (for D2 ~ KD) in the 
absence of a conductivity gradient. A similar result is to be 
expected for the fully three-dimensional problem. 
The "toroidal" field hy differs qualitatively from that for 
KRm = 0 only in that (for the case of - v) I hy I oscillates 
between positive bounds as e -+ - 00 rather than between zero 
and a diverging upper bound. In particular, the period of oscil-
lation still decreases so rapidly as e -+ - oo that Eohmic and 
Evisc diverge. 
Unlike hx, h, is inward-attenuated, reaching a limit of 
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TABLE 1 
PARAMETERS FOR EQUATORIAL JET MODELS8 
Parameter Jupiter Saturn Uranus 
R. (km) 00 00.......... 71398 60330 25440 
€. .. • .. . . . . . . . . . .. . . . . 0.0637 0.102 0.024 
8, (north) . . . . . . . . . . . . 15~0 37~2 
8, (south) . . . . . . . . . . . . 16~0 40~0 22° 
w(lo- .. s-1) ........ 1.5 0.71 0.66 
8, . . . . . . . . . . . . . . . . . . . . 15~6 (15~7) 37~2 (36~4) 22° 
M." .. . . . ... ... . . . .. . 1~0 1~7 1~8 
S0/R. . . . . . . . . . . . . . . . . 0.9687 0.8282 (0.8247) 0.9354 (0.9350) 
H 0 (m = O)• (G) .. . . . 0.057 0.0531 (0.0510) 0.111 
H0 (m = 1)• (G)..... 0.568 (0.569) 0.0048 (0.0046) 0.175 
p• gem -J........... 0.0787 (0.0794) 0.141 (0.140) 0.481 
v cm2 s- 1 •.•••••.••• 2500 2500 494 (507) 
J.d 109 cm2 s- 1 • • • • . 28.8 (29.2)• 3.03 (2.60)• 7.41 (7.25) 
tx- 1 • km............. 296 (298) 1400 (1320) 383 
K - 1 • • • •• • ••••••• ••• • 233 (231) 35.5 (38.1) 61.8 
Rmd.... ... .. . . . ... . . . 4.62 (4.66) 457 (474) 13.1 (13.4) 
KRm4 .. ••• •• . • • ••• • • . 0.0198 (0.0201) 12.9 (12.4) 0.213 (0.216) 
• Entries in parentheses are for the K0-like model when different from those 
for the J 0-like model. 
b Variation ore. when 2 is changed by 10112• 
• Evaluated at v = 0 location where model (H 0 , tx, K constant) is fitted to 
planet. 
d Extrapolated to Q = 1 with constant tx. 
• Upper limit on value of J.(r), cf. Fig. 2. 
(KR..J - 112 as ~ -+ - oo for large KRm. This may, however, be a 
consequence of our assumption iJjiJz = 0 rather than a reflec-
tion of the actual behavior of the field in three dimensions. 
IV. APPLICATION TO JUPITER AND SATURN 
To apply the dimensional form of the model described in the 
last section to the equatorial jet of the giant planets, we use the 
eddy viscosity v as a parameter to fit the observed jet width, 
then show that the required viscosity is consistent with the 
upper limit derived by Ingersoll and Pollard (1982). Of the 
remaining quantities, obtained from experiment or theory and 
listed in Table 1, a few deserve comment here. 
Zonal velocity profiles based on Voyager imaging (Smith et 
al. 1979, 1982) were used to determine the jet width e. and 
shear amplitude w. For both the observations and the J 0-like 
models, e. was defined as the lowest latitude at which v = 0 (or 
an average of the values in the two hemispheres if they differ). 
For the K0-like models, in which v-+ 0 only asymptotically, e. 
was defined by constructing a tangent to the dimensionless 
velocity u(~) at u = 0.5 and finding its zero crossing ~ •• then 
mapping this location onto the surface of the planet in the 
usual way. With this definition e.(v) is the same for both types 
of model when v is small. The distance from Q = 1 to the zero 
crossing (or extrapolated zero crossing) of v is a function of 
KRm and can be substantial: several times oc- 1 • Thus, even to 
calculate a simple width parameter for the jet, we must solve 
the differential equations (11) in addition to finding the loca-
tion s0 at which Q = 1. The shear amplitude was defined by 
w = dvjds 19., a good approximation since the dimensionless 
shear Du ~ 1 near u = 0. 
The magnetic field strengths in Table 1 are rms radial fields 
in the equatorial plane at the locations where v = 0, computed 
from the multipole expansions of Smith et al. (1976; model Pll 
312E) and Connerney et al. (1984; models Z 3 , PllA as cor-
rected in note in proof) according to the formulae 
Ho,m=O = ~R./s)4gg, Ho.m=1 
Ho.m=1 = 2-1/2(R./s)3[(gi)l + (hD2J1/2 
The m = 1 value for Saturn is in fact a crude upper limit based 
on a dipole tilt of 1 o; the nonaxisymmetry of Saturn's external 
magnetic field now appears to lie below the threshold of detect-
ability. For both planets, the larger field component is uncer-
tain to "' ± 10% and the smaller to - ± 100%. In applying our 
models, we can ignore the Jovian m = 0 field, which contrib-
utes ~ 1% of the total Lorentz force; for Saturn, both field 
components may be dynamically important since the non-
axisymmetric term is inward-amplified. 
The magnetic diffusivity A was discussed at length above. 
The density p as a function of depth was estimated using a 
constant gravitational acceleration and a polytropic equation 
of state for cosmic-composition gas (Stevenson 1982) in the 
equation of hydrostatic equilibrium. 
Figure 7 shows the dependence of jet width on eddy viscosity 
obtained with these assumptions, and in particular the best-fit 
models whose parameters appear in Table 1. We see that with 
the nominal magnetic diffusivity, ii. = 15?5 is obtained for 
Jupiter with v only slightly in excess of the Ingersoll and 
Pollard (1982) limit based on the convective energy available 
for dissipation. For Saturn, e. = 38?6 cannot quite be attained 
(essentially because of the decrease of oc with depth), but for 
reasonable v, e. is only a few degrees smaller. An increase of A 
by 101' 2 to the upper limit of our estimated uncertainty 
(indicated by shading) allows us to fit the equatorial jets of 
both planets with v ~ 2500 em 2 s- 1• 
Figures 8 and 9 illustrate J 0-like and K0-like models of the 
zonal velocity v(e) computed with v = 2500 cm2 s - 1 and A 
increased to the limit of uncertainty, superposed on the 
Voyager data (Smith et al. 1979, 1982). Attention should be 
restricted to 1 e 1 - e •. since the models describe neither the 
possibility of" broken" Taylor columns at higher latitudes nor 
the complex interaction between convection and differential 
rotation that leads to the fine structure at lower latitudes. With 
these restrictions, we see that the data do not discriminate 
between the two classes of model (e.g., the oscillatory behavior 
of the J 0-like solution does not account for the existence of jets 
with I e I > e.). The presence of a "shoulder" in the observed 
velocity profile (at v ~ 40 m s - 1 for Jupiter and v ~ 80 m s - 1 
for Saturn) similar to that in the J 0-like model is, however, 
intriguing. The strongest conclusion which can be drawn is 
that the physical mechanism responsible for the shoulder oper-
ates on a length scale comparable to oc- 1 in each planet ( oc- 1 
differs more than fourfold in the two cases), since when we 
adjust the model shear w to the data, the shoulder velocity is 
reproduced as well. 
For the sake of completeness, we show in Figures 10 and 11 
the model radial and azimuthal magnetic field components in 
the equatorial plane. An oscillatory toroidal field of substantial 
strength is indicated for both planets. The Jovian magnetic 
Reynolds number is small (KRm ~ 0.02), so that the radial field 
is almost constant (geometric attenuation is neglected). In con-
trast, the much weaker field on Saturn results in KRm ~ 12. 
The axisymmetric radial field is unaffected, but the m = 1 field 
is substantially enhanced in the interior, at least in the equato-
rial plane. We return in §VI to the intriguing question of 
whether a similar shielding effect operating at higher latitudes 
as well may be responsible for the high degree of axisymmetry 
of the externally measured field. 
To restate the important points of this section, the model of 
§ III reproduces the widths of the equatorial jets of Jupiter and 
Saturn for choices of the eddy viscosity v which are similar in 
magnitude and roughly in keeping with the constraint imposed 
by available convective energy (especially if the assumed mag-
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netic diffusivity is increased within the limits of uncertainty). A 
large magnetic Reynolds number KRm, and hence modification 
of the poloidal magnetic field, is indicated for Saturn but not 
for Jupiter. 
V. URANUS AND NEPTUNE 
Much less is known about these planets than about Jupiter 
and Saturn, but, as indicated in § II, the presence of abundant 
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water in their envelopes may lead to sustantial electrical con-
ductivity. We show that Voyager 2 observations at Uranus are 
consistent with our equatorial jet model for a plausibly small 
choice of eddy viscosity, provided one assumes a two-layer 
internal structure, and we make the qualitative prediction of a 
wide equatorial jet on Neptune. 
No equatorial jet has been directly observed on Uranus. 
Nonetheless, based on the success of our model in reproducing 
40 
~ ...... 
SATURN 
.. 
0 
.. 
w 
eo 
--
. -----
·. ······ ----------
--·· . 
--
--········ 
······ ::: 
.... _ 
..., 
... , 
' \ 0 ~ 
:I D~~----1-------------------~--------~~ 
.. / 
~ ~'/ 
II( ,.,. 
.J •• .,...,.,., ..... 
.... --
-eo .·········· __ ,. __ ,.,.,. 
·' ---------- ..I -LIKE MODEL 
---- D 
- ------- Ko-LIKE MODEL 
-40 1r-······ ···········OBSERVED 
0 1 DO eoo 300 D eoo 400 SOD 
ZONAL VELOCITY [ml•] ZONAL VELOCITY [ml•] 
FIG. 8 FIG. 9 
FIG. 8.-Equatorial jet models for Jupiter. Best-fit models with negative (solid curve) and positive (dashed curve) viscosity are plotted along with Voyager data. 
Attention should be restricted to the regions near the zeros of velocity; the model does not describe the behavior of" broken" Taylor columns at high latitudes or the 
complex nonmagnetic effects responsible for the fine structure of the jet. 
FIG. 9.-Same as Fig. 8, for Saturn 
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the width of the Jovian and Saturnian jets even though it does 
not describe the "broken" Taylor columns which must exist at 
181 > 8", we make the case that parameters extrapolated from 
slightly higher latitudes may be used to characterize a possible 
Uranian equatorial jet. The Voyager 2 images (Smith et al. 
1986) reveal seven cloud features at latitudes from -25° to 
-70°, with rotation periods well described by the relation 
1:- 1:0 = 0.081(8 + 22°) + 0.000455(8 + 22°)2 hr, where 1:0 = 
17.24 hr is the rotation period of the magnetic field. Three of 
these clouds lie between -25° and -27°, where possible 
thermal wind corrections to their velocity are small (Hanel et 
al. 1986), lending confidence to the extrapolation to 8v = 22°, 
with m = -6.6 x 10- 5 s- 1 (i.e., a retrograde equatorial jet). 
The Uranian magnetic field is unusual. We estimate signifi-
cant H 0 for both m = 0 and 1 based on the best-fit offset, tilted 
dipole (OTD) field model of Ness et al. (1986). The OTD 
parameters were first converted to planetocentric multipole 
moments according to the formulae of Smith et al. (1976, p. 
799), then expressed as H 0 as in§ IV. 
We assume a two-layer model of the interior of Uranus. The 
"gas" layer of three-layer models is too cold to be conductive 
(cf. §II), so that the minimum hydromagnetically determined jet 
width occurs at Q ~ 1 at the top of the "ice" layer; for 
published models (Hubbard and MacFarlane 1980) this leads 
to 8" ~ 45°, inconsistent with the Voyager data. We therefore 
model only the two-layer case in detail, converting the 
pressure-temperature dependence of H 20 conductivity 
(Holtzapfel 1968) to depth dependence via the best-fit poly-
tropic equation of state of Hubbard (1984) plus an approx-
imate adiabatic temperature distribution, both in reasonable 
agreement with detailed models. As noted in § II, we adopt a 
tenfold suppression of the H 20 conductivity by dissolved 
hydrogen-helium. 
With these assumptions, we obtain the 8v{v) curves shown in 
Figure 7. The inferred width of 22o is obtained with an eddy 
viscosity of ~ 500 cm2 s- 1, substantially less than the value 
used for Jupiter and Saturn. This is in keeping with the limit on 
v imposed by the availability of convective energy to be dissi-
pated, since a rough upper limit on the internal heat flux of 
Uranus is an order of magnitude less than that of Saturn 
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FIG. 11.-Same as Fig. 10, for Saturn. The nonaxisymmetric radial field (solid curve) is small in the exterior but strongly inward-amplified; the axisymmetric field 
(dotted curve) is constant, neglecting geometric attenuation. Each radial component induces a toroidal component (note different scales) of the same azimuthal 
wavenumber m. 
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(Hubbard 1984). The magnetic Reynolds number obtained, 
KRm ~ 0.2, is small, so that no axisymmetrization of the exter-
nal field by the differentially rotating envelope is to be 
expected. This difference from Saturn results from the large 
inclination and offset of the Uranian dipole, which greatly 
increase Lm H~m• despite the comparable total magnetic 
moments of the two planets. Note that our estimates of v and 
KRm for Uranus are in some sense upper limits, since the 
Voyager observations only constrain the width of the equato-
rial jet to be ~22°. 
Even less can be said about Neptune than about Uranus, 
but several factors point to a relatively wide Neptunian jet. 
First, Neptune is roughly similar to Uranus in temperature 
and in density (hence, presumably, composition), leading us to 
expect a similar conductivity structure in the two planets. 
Second, the measurably greater internal heat flux of Neptune 
(Hubbard 1984) leads to a correspondingly higher limit on the 
eddy viscosity. Finally, though the total moments of the 
Uranian and Neptunian magnetic fields might naively be 
expected to be similar (Hill and Michael 1975), the relevant 
magnetic field measure H 0 could be much less if Neptune does 
not share Uranus's high magnetic inclination and offset, which 
may be a consequence of its large obliquity (D. J. Stevenson, in 
preparation). The latter two effects both work to locate the 
Q = 1 surface deeper in the planet, and hence to broaden the 
prediced equatorial jet. 
VI. DISCUSSION 
The one-dimensional hydromagnetic model presented in the 
previous sections may be considered a success within the limits 
of its intended applicability: for plausible values of the diffusi-
vities A. and v, it reproduces the observed widths of the equato-
rial jets of three very different planets. As such it lends credence 
both to the hypothesis of (fairly) deep zonal flows and to the 
asserted importance of hydromagnetic effects outside the cores 
of the giant planets. Should one wish, however, to look beyond 
this single-parameter description to the details of the zonal 
flow, a number of problems arise which need clarification. 
Most are attributable (directly or indirectly) to the fact that the 
model is in essence an expansion about the equatorial plane on 
an assumed perfectly rigid Taylor column. Subsidiary prob-
lems arise from condensing all the physics of turbulent flow 
into the single parameter v. 
An example of the latter class of problems is the failure of 
our model to duplicate the structure of the zonal velocity 
profile at the lowest latitudes. Inasmuch as the flow there is 
purely hydrodynamic, rather than hydromagnetic, the problem 
is far outside the scope of this paper, and we will say no more 
on the subject. The breakdown of the model at high latitudes, 
on the other hand, is both crucial and instructive. Starting with 
ideally coherent Taylor cylinders, we predict that at high lati-
tudes the zonal wind will either vanish or oscillate on an ever-
decreasing length scale, far shorter than that which is observed. 
(The latter case, for negative eddy viscosity, also leads to 
diverging dissipation. This flow can be removed by making v a 
decreasing function of the shear dv/ds, such that v[dv/ds] 2 is 
bounded, but the problem of too-rapid oscillation remains.) 
We conclude from this that Taylor cylinders reaching the 
surface at high latitude must be ''broken," either trivially in the 
shallow atmosphere or at depth. In addition, in order for our 
model to work as well as it does at predicting the jet width 8", 
this breaking must first occur at or slightly above that latitude. 
Our experience with the present model suggests that the flow is 
hydrodynamic and independent of axial coordinate z outside a 
roughly spherical surface on which Q = 1; and hydromagnetic, 
z-dependent, and possibly much slower inside that surface. The 
two-dimensional (if we assume H ~ eim.P) problem of matching 
the inner flow to the outer remains as a challenging unsolved 
problem. A boundary layer analysis (i.e., neglecting horizontal 
derivatives) indicates that differential rotation on length scale 
much greater than a- 1 ~ 103 km could penetrate to the metal-
lic core. Unfortunately, the observed jets on Jupiter and Saturn 
have widths comparable to a-1, making their analysis more 
difficult. 
Knowledge of the dynamics of interrupted Taylor columns 
is also needed to answer the questions: What is the appropriate 
measure H0 of the nonaxisymmetric field to use in the equato-
rial jet model when KRm is large? As a corollary, can the near 
spin-axisymmetry of Saturn's magnetic field be attributed to 
the zonal flow? For Jupiter and Uranus, this question does not 
arise. It is self-consistent to assume that the nonaxisymmetric 
field in the equatorial plane is unattenuated (hence given by the 
appropriate multipole component of the external field), since 
this leads to a flow model with KRm ~ 1 at the Q = 1level. The 
situation for Saturn is more puzzling, since the radial field in 
the equatorial plane is strongly outward-attenuated by the 
magnetic skin effect. Two limiting possibilities suggest them-
selves, with H 0 ranging from zero to the external multipole 
value. We describe these extreme cases, without being able to 
choose between them or their intermediates. [Fortunately, in 
Saturn Ho,m=o is large enough that the predicted value of8v(v) 
is affected only slightly by this uncertainty.] First, if the flow at 
high latitudes does not share the axisymmetrizing property of 
the equatorial jet, the observed Yi (tilted dipole) component of 
the external field connects (via high latitudes) to the interior. In 
the equatorial plane, H. is then small in the interior and 
smaller still outside: we should assume Ho,m=l ~ 0 in our 
model. 
It is possible, on the other hand, that the magnetic field in 
the deep interior of Saturn is less axisymmetric than the exter-
nal field would suggest. In the absence of an understanding of 
the two-dimensional hydromagnetic problem, the following 
conceptual model is instructive. Project the Voyager zonal 
wind profile along spin-axis concentric cylinders to the depth 
where Q = 1 and calculate KRm as a function of latitude on 
this surface. Now idealize the attenuation process as follows: 
for some (scalar) quantity cb with Yi angular dependence 
inside Q = 1, let its value outside Q = 1 be undiminished if 
KRm exceeds some threshold KR:,, but attenuated to zero 
locally if KRm > KR:,. Expanding the exterior function in 
spherical harmonics then yields an overall attenuation factor 
for the Yi component of cb from interior to exterior. Numeri-
cally, one obtains tenfold attenuation for KR:, ~ 1.6, a reason-
able threshold based on our experience in the equatorial plane. 
This would seem to say that deep inside Saturn (but outside the 
dynamo region) the tilt of the dipole field could be (9 {10°), 
comparable to that of Jupiter (and Earth). Though satisfying to 
the extent that the intrinsic axisymmetry of the Saturnian 
dynamo neet not be exceptional, this result is puzzling. Why 
would Jupiter and Saturn, with apparently similar fields below 
Q = 1, experience such different amounts of axisymmetriza-
tion? A partial answer is that (based on our model) the shield-
ing effect of the zonal flow leads to large field gradients as well 
as large fields in the interior. If the preceding arguments are 
correct, then the Saturnian dynamo is unexceptional in its 
dipole tilt-but exceptional in the richness of its higher multi-
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pole spectrum (corresponding to strong radial gradients of H). 
One wonders what has been gained. 
It should be clear by now that the present work calls out for 
an investigation of the hydromagnetic flow of a planetary 
envelope in two dimensions. The encouraging results of our 
simple model, meanwhile, will be subject to further testing and 
refinement by the Voyager 2 encounter with Neptune in 1989 
(which, hopefully, will increase our collection of equatorial jets 
by 33%) and by direct observation of band-gap closure in 
hydrogen at high pressure. 
This research was supported by NASA grant NAGW-185. 
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