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Abstract
For a class of quasilinear Schro¨dinger equations, we establish the existence of ground states
of soliton-type solutions by a variational method.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
We study the ground states solutions for the following type quasilinear elliptic
equations in the entire space
Du þ VðxÞu  ðDðjuj2ÞÞu ¼ f ðuÞ in RN ;
i.e., we are seeking positive solutions with least energy. Solutions of this type are
related to the existence of standing wave solutions for quasilinear Schro¨dinger
equations of the form
i@tz ¼ Dz þ VðxÞz  f ðjzj2Þz  kDhðjzj2Þh0ðjzj2Þz; ð1Þ
where V ¼ VðxÞ; xARN ; is a given potential, k is a real constant and f ; h are real
functions of essentially pure power forms. Semilinear case corresponding to k ¼ 0
has been studied extensively in recent years (e.g., [6,14,31]). Quasilinear equations of
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form (1) appear more naturally in mathematical physics and have been derived as
models of several physical phenomena corresponding to various types of h: The case
of hðsÞ ¼ s was used for the superﬂuid ﬁlm equation in plasma physics by Kurihara
[18] (cf. [19]). In the case hðsÞ ¼ ð1þ sÞ1=2; Eq. (1) models the self-channeling of a
high-power ultrashort laser in matter, see [7,9,12,30] and the references in [8]. Eq. (1)
also appears in plasma physics and ﬂuid mechanics [18,19,21,24,26], in the theory of
Heisenberg ferromagnets and magnons [5,17,20,27,32], in dissipative quantum
mechanics [15] and in condensed matter theory [23]. In the mathematical literature,
very few results are known about equations of the form (1).
In this paper, we consider standing wave solutions for quasilinear Schro¨dinger
equations of form (1) with h and f being pure power functions of the dependent
variable. But we want to mention that our method applies to more general type of
nonlinearity and we refer to remarks at the end of the paper. As a model, let us
consider the case hðsÞ ¼ s; f ðsÞ ¼ ls
p1
2 and k40: Putting zðtÞ ¼ expðiFtÞuðxÞ we
obtain a corresponding equation of elliptic type which has a formal variational
structure:
Du þ VðxÞu  1
2
ðDðjuj2ÞÞu ¼ ljujp1u; u40 in RN : ð2Þ
Here, we have renamed VðxÞ  F to be VðxÞ and without loss of generality, we
assume k ¼ 1
2
:
In the following, we always assume VACðRN ;RÞ and infRN VðxÞ40:
In [22,25], a constrained problem associated with Eq. (2) has been considered.
Namely, deﬁne
m ¼ inf
M
EðuÞ; ð3Þ
where
M ¼ fuAX j jjujjpþ1 ¼ 1g
EðuÞ ¼
Z
RN
ðjruj2 þ Vu2Þ dx þ
Z
RN
juj2jruj2 dx
and
X ¼ uAH1ðRNÞ j
Z
RN
VðxÞu2 dxoN
 
is a closed subspace of H1ðRNÞ depending upon the potential VðxÞ: Under suitable
conditions, it was proved that Eq. (2) has a positive solution for a sequence of
ln-N and a sequence of ln-0: This was done mostly for N ¼ 1 in [25] and for
higher dimensional cases in [22]. However, the question whether there exists
solutions for any prescribed l was left open in these paper. We shall address this
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question in this paper and give existence of positive solutions for Eq. (2) for any
prescribed l40:
We consider several type of potentials.
(V1) limjxj-N VðxÞ ¼ þN:
(V2) V is radially symmetric, i.e., VðxÞ ¼ VðjxjÞ:
(V3) V is periodic in each variable of x1;y; xN :
(V4) VN :¼ limjxj-N VðxÞ ¼ jjV jjLNðRN ÞoN:
Let 2n ¼ 2N
N2 for NX3; 2
n ¼N for N ¼ 1; 2:
Theorem 1.1. Let 4pp þ 1o22n: Then for any l40; (2) has a positive solution,
provided that one of the following four conditions hold: (V1); (V2) and NX2; (V3);
(V4).
To deal with this type of problems, difﬁculties lie in two aspects. On one hand,
there are three different scales in the equation, which causes problems in using the
constrained method. In general, one cannot scale the minimizer of the constrained
problem into a solution of Eq. (2). On the other hand, for the unconstrained problem
there is no natural functions spaces for the associated energy functional to be well
deﬁned and this is due to the super-critical growth condition (p þ 1 can be greater
than 2n) on the nonlinearity. One might treat the unconstrained problem by
approximations with subcritical nonlinearities, giving solutions for the subcritical
problems. However, this will not produce solutions for 2npp þ 1o22n which seems
to be the natural growth condition for the nonlinearity as shown by the minimization
argument in [22].
In Section 2, we introduce a new formulation of the problem by using a
change of variables and we shall reformulate the problem. The novelty of
our paper is that we treat the new problem in an Orlicz space and this enables us
to handle the nonlinearity in a uniform way. Finally, Theorem 1.1 will be proved in
Section 3.
2. Reformulation of the problem and preliminaries
For simplicity, we assume infRN VðxÞ ¼ 1: We may formally formulate our
problem in a variational setting as follows: consider
JðuÞ ¼ 1
2
Z
RN
ð1þ u2Þjruj2 dx þ 1
2
Z
RN
VðxÞu2 dx  1
p þ 1
Z
RN
jujpþ1 dx
for uAH1ðRNÞ or the closed subspace of H1ðRNÞ
X ¼ uAH1ðRNÞ j
Z
RN
VðxÞu2 dxoN
 
:
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In case (V2), it is understood that X contains only the radially symmetric functions.
But the difﬁculty is the differentiability of J; in fact under our growth condition of
the nonlinearity J is not even deﬁned in X :
The new idea of this paper is to make a change of variables ﬁrst:
dv ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
du; v ¼ hðuÞ ¼ 1
2
u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
þ 1
2
ln ðu þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
Þ:
Then h is strictly monotone and has an inverse function: u ¼ f ðvÞ: We observe that
hðuÞB u; juj51;
1
2
ujuj; jujb1;
(
h0ðuÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
; ð4Þ
f ðvÞB
v; jvj51;ﬃﬃﬃ
2
jvj
q
v; jvjb1;
8<
: f 0ðvÞ ¼ 1h0ðuÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ u2p ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ f 2ðvÞp : ð5Þ
Also for some C040 it holds
GðvÞ ¼ f 2ðvÞB v
2; jvj51;
2jvj; jvjb1;
(
Gð2vÞpC0GðvÞ; ð6Þ
GðvÞ is convex; G0ðvÞ ¼ 2f ðvÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f 2ðvÞp ; G00ðvÞ ¼
2
ð1þ f 2ðvÞÞ240: ð7Þ
Using this change of variable, we can rewrite the functional JðuÞ as
IðvÞ ¼ 1
2
Z
RN
jrvj2 dx þ 1
2
Z
RN
VðxÞf 2ðvÞ dx
 1
p þ 1
Z
RN
j f ðvÞjpþ1 dx: ð8Þ
I is deﬁned on the space
H1G ¼ v j
Z
RN
jrvj2 dxoN;
Z
RN
VðxÞGðvÞ dxoN
 
:
Here again, in case (V2) only radially symmetric functions are in this space. We
introduce the Orlicz space (e.g., [29])
EG ¼ v j
Z
RN
VðxÞGðvÞ dxoN
 
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equipped with the following norm:
jvjG ¼ infx40 x 1þ
Z
RN
VðxÞGðx1vðxÞÞ dx
 
;
and deﬁne the norm of H1G by
jjvjj ¼ jrvjL2ðRN Þ þ jvjG:
We collect some related facts. In the following, we use C to denote any constant
that is independent of the sequences considered.
Proposition 2.1. (1) EG is a Banach space.
(2) Let vn-v in EG; then
R
RN VðxÞjGðvnÞ  GðvÞj dx-0;
R
RN VðxÞj f ðvnÞ 
f ðvÞj2 dx-0:
(3) If vn-v a.e. and
R
RN VðxÞGðvnÞ dx-
R
RN VðxÞGðvÞ dx; then vn-v in EG:
(4) The dual space EnG ¼ LN-L2V ¼ fw j wALN;
R
RN VðxÞw2 dxoNg:
(5) If vAEG; then w ¼ G0ðvÞ ¼ 2f ðvÞf 0ðvÞAEnG; and jwjEn
G
¼ supjfjGp1 /w;fS
pC1ð1þ
R
RN VðxÞGðvÞ dxÞ; where C1 is a constant independent of v:
Proof. Since G satisﬁes the D2-condition [29], ðEG; j  jGÞ is a separable Banach space.
The proof of (2) and (4) are elementary and we omit them here.
The proof of (3). It sufﬁces to prove
R
RN VðxÞGðvn  vÞ dx-0: In fact, by the D2-
condition, 8xAð0; 1Þ; there exists N such that for nXN; RRN VðxÞGðx1ðvn 
vÞÞ dxp1: Hence, xð1þ RRN VðxÞGðx1ðvn  vÞÞ dxÞp2x: By the deﬁnition of j  jG;
we have jvn  vjGp2x; 8nXN: Now we are to proveZ
RN
VðxÞGðvn  vÞ dx-0 as n-N:
By Fatou’s lemma, 8ACRN ; we haveZ
A
VðxÞGðvÞ dxp lim inf
n-N
Z
A
VðxÞGðvnÞ dx
and Z
RN \A
VðxÞGðvÞ dxp lim inf
n-N
Z
RN \A
VðxÞGðvnÞ dx:
But
R
RN GðvÞ dx ¼ limn-N
R
RN VðxÞGðvnÞ dx; henceZ
A
VðxÞGðvÞ dx ¼ lim
n-N
VðxÞGðvnÞ dx 8ACRN :
We claim VðxÞGðvnÞ is asymptotically equi-continuous in integration, that is, 8e40;
there exist d; N such that if ACRN ; jAjpd and nXN; then R
A
VðxÞGðvnÞpe: By the
equi-continuity of the integral, there is a constant d40 such that if ACRN with
J.-q. Liu et al. / J. Differential Equations 187 (2003) 473–493 477
jAjpd then R
A
VðxÞGðvÞ dxp1
2
e: Suppose the claim is false for e: Then for dj ¼
d
2j
; j ¼ 1; 2;y; there exist AjCRN and njXj such that jAjjpdj andR
Aj
VðxÞGðvjÞ dxXe: Set A ¼
SN
j¼1 Aj; then jAjp
P
j¼1 jAjjpd: Hence,R
A
VðxÞGðvÞ dxpe
2
: But
R
A
VðxÞGðvnj Þ dxX
R
Aj
VðxÞGðvnj Þ dxXe;
R
A
VðxÞGðvÞ dx
¼ limj-N
R
A
VðxÞGðvnj Þ dxXe; a contradiction. Now we take a bounded set A withR
RN \A VðxÞGðvÞ dxoe: We have
R
RN \A VðxÞGðvnÞ dxoe for all n large. Hence
Z
RN \A
VðxÞGðvn  vÞ dx
p1
2
Z
RN \A
VðxÞðGð2vnÞ þ Gð2vÞÞ dx
pC0
Z
RN \A
VðxÞðGðvnÞ þ GðvÞÞ dx
pC0e: ð9Þ
For the integral
R
A
VðxÞ Gðvn  vÞ dx we divide A into two subsets:
An;1 ¼ fxAA j jvn  vjpag; An;2 ¼ fxAA j jvn  vj4ag:
By the dominated convergence theorem,
R
An;1
VðxÞGðvn  vÞ dx-0: The subset An;2
is small for a large since jAn;2jGðaÞpC
R
VðxÞGðvn  vÞ dxpC: Hence, by our
previous claim
Z
An;2
VðxÞGðvn  vÞ dxpC0
Z
An;2
VðxÞðGðvnÞ þ GðvÞÞdxpC0e:
Altogether we get
R
RN VðxÞGðvn  vÞ dx-0:
The proof of (5). For vAEG; denote gðvÞ ¼ G0ðvÞ ¼ 2f ðvÞf 0ðvÞ ¼ 2f ðvÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þf 2ðvÞ
p : We have
jgðvÞjp2 and g2ðvÞp4f 2ðvÞ: For all 8fAEG; we have for all l40
Z
RN
VðxÞgðvÞf dx ¼
Z
ljfjp1
VðxÞgðvÞf dx þ
Z
ljfjX1
VðxÞgðvÞf dx
p
Z
RN
VðxÞg2ðvÞ dx
 1
2
Z
ljfjp1
VðxÞf2 dx
 !1
2
þ2
Z
ljfjX1
VðxÞjfj dx
pC
Z
RN
VðxÞf 2ðvÞ dx þ 1
 
1
l
Z
ljfjp1
VðxÞGðlfÞ dx
 !1
2
0
B@
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þ 1
l
Z
ljfjX1
VðxÞGðlfÞ dx
!
pC
l
1þ
Z
RN
VðxÞGðvÞ
 
1þ
Z
RN
VðxÞGðlfÞ
 
: ð10Þ
Hence Z
RN
VðxÞgðvÞf dxpC 1þ
Z
RN
VðxÞGðvÞ dx
 
jfjG: &
Proposition 2.2. (1) The map: v-f ðvÞ from H1G into LqðRNÞ is continuous for
2pqp22n:
(2) Under (V1), the above map is compact for 2pqo22n; under (V2) with NX2; this
map is compact for 2oqo22n; under (V3) or (V4), the above map is compact for
2pqo22n from H1G into LqlocðRNÞ:
Proof. Let u ¼ f ðvÞ: Then it is easy to check that jjujjXpjjvjj: By Sobolev embedding
for qA½2; 2n; jj f ðvÞjjLqðRN Þ ¼ jjujjLqðRN ÞpCjjujjX for some C depending on q and N:
A direct computation shows that
R
RN jrðu2Þj2 dx ¼ 4
R
RN
f ðvÞ2jrvj2
1þf ðvÞ2 dxp4jjvjj
2: By
Sobolev inequality, jj f ðvÞjjL22n ¼ jju2jjL2npCjjrðu2ÞjjL2pCjjvjj2: Then by Ho¨lder
inequality, we get the map is continuous from H1G into L
qðRNÞ for 2pqp22n: Thus
(1) is proved.
In case (V1), by the compact embedding from X into LqðRNÞ for 2pqo2n we
have v-f ðvÞ is compact from H1G into LqðRNÞ for 2pqo2n: Due to assertion (1) of
this proposition and Ho¨lder inequality again, we get that the map is compact from
H1G into L
qðRNÞ for 2pqo22n: Similarly, one can prove the compactness (or local
compactness) for other cases. We omit the details. &
Proposition 2.3. (1) I is well defined on H1G:
(2) I is continuous in H1G:
(3) I is Gauteaux-differentiable. For vAH1G; the G-derivative I
0ðvÞ is a continuous
linear functional, and I 0ðvÞ is continuous in v in the strong–weak topology, that is, if
vn-v strongly in H
1
G; then I
0ðvnÞ,I 0ðvÞ weakly.
Proof. To prove (1), we note that by Proposition 2.2(1), the embedding v-f ðvÞ;
H1G-L
pþ1 is continuous for p þ 1p 4N
N2: Denote w ¼ j f jðvÞf ðvÞ; then
Z
RN
jrwj2 dx ¼
Z
RN
4f 2ðvÞ
1þ f 2ðvÞjrvj
2
dxpC
Z
RN
jrvj2 dx
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and Z
RN
VðxÞjwj dx ¼
Z
RN
VðxÞGðvÞ:
Then (1) follows from Sobolev embedding theorem and Proposition 2.1(2).
The proof of (2). Note that I consists of three terms. By Proposition 2.1, we need
to check the superlinear term only.
1
p þ 1
Z
RN
j f jpþ1ðvnÞ dx  1
p þ 1
Z
RN
j f jpþ1ðvÞ dx
¼
Z 1
0
dt
Z
RN
j f jpðv þ tðvn  vÞÞf 0ðv þ tðvn  vÞÞðvn  vÞ dx
pC
Z 1
0
Z
RN j f jp1ðv þ tðvn  vÞÞjvn  vj dx
pC
Z 1
0
dt
Z
RN
j f jðp1Þ
2N
Nþ2 ðv þ tðvn  vÞÞ dx
 Nþ2
2N
Z
RN
jvn  vj2
n
dx
  1
2n
pC
Z
RN
j f jðp1Þ
2N
Nþ2 ðvÞ dx þ
Z
RN
j f jðp1Þ
2N
Nþ2 ðvnÞ dx
 Nþ2
2N
 jjvn  vjjL2npCjjvn  vjj; ð11Þ
where ðp  1Þ 2N
Nþ2o 4NN2 for p þ 1o 4NN2:
For (3) we consider the second and the third terms of the functional I : We see for
fAEG
1
t
Z
RN
VðxÞðGðv þ tfÞ  GðfÞÞ dx 
Z
RN
VðxÞgðvÞf dx
¼
Z 1
0
ds
Z
RN
ðgðv þ tsfÞ  gðvÞÞf dx: ð12Þ
We have
jðgðv þ tsfÞ  gðvÞÞfjp Cjfj
2; jfjp1;
Cjfj; jfjX1;
(
ð13Þ
so we have jðgðv þ tsfÞ  gðvÞÞfjpCGðfÞ; where we have used the fact: jgðsÞjp2;
jg0ðsÞj ¼ jG00ðsÞjp2: By the dominated convergence theoremZ 1
0
dx
Z
RN
ðgðv þ tsfÞ  gðvÞÞf dx-0 as t-0:
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For the third term, we have
1
t
Z
RN
1
p þ 1 ðj f j
pþ1ðv þ tfÞ  j f jpþ1ðvÞÞ dx 
Z
RN
j f jp1ff 0ðvÞf dx
¼
Z 1
0
ds
Z
RN
ðj f jp1ff 0ðv þ tsfÞ  j f jp1ff 0ðvÞÞf dx
p
Z 1
0
ds
Z
RN
jj f jp1ff 0ðv þ tsfÞ  j f jp1ff 0ðvÞj
2N
Nþ2
 Nþ2
2N jjfjjL2n : ð14Þ
Note that
jj f jp1ff 0ðv þ tsfÞ  j f jp1ff 0ðvÞj
pCðj f jp1ðv þ fÞ þ j f jp1ðvÞÞ:
Hence, by the dominated convergence theorem
lim
t-0
1
t
Z
RN
1
p þ 1 ðj f j
pþ1ðv þ tfÞ  j f jpþ1ðvÞÞ dx ¼
Z
RN
j f jp1ff 0ðvÞf dx:
The Gateaux derivative I 0ðvÞ has the form
/I 0ðvÞ;fS ¼
Z
RN
rvrf dx þ
Z
RN
VðxÞf ðvÞf 0ðvÞf dx

Z
RN
j f jp1ff 0ðvÞf dx:
By Propositions 2.1(5) and 2.3(1) and the fact thatZ
RN
j f jp1ff 0ðvÞf dx

pCjj f jjp1
L
ðp1Þ 2N
Nþ2
jjfjjL2n ;
we have that I 0ðvÞ is a continuous linear functional on H1G:
Finally, the continuity with strong–weak topology is easy to check, as vn-v in EG;
for any fAEG;
Z
RN
ðVðxÞf ðvnÞf 0ðvnÞ  VðxÞf ðvÞf 0ðvÞÞfðxÞ dx-0: &
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3. Existence results
We shall use the Mountain–Pass theorem (e.g., [1,28]) to prove the existence
results. First we have the following about Palais-Smale sequences for I :
Proposition 3.1. (1) Any (PS) sequence fvng is bounded.
(2) If fvng is a (PS) sequence and un ¼ f ðvnÞ converges in Lpþ1; then vn converges to
vAH1G in H
1
G: Consequently, IðvÞ ¼ limn-N IðvnÞ and I 0ðvÞ ¼ 0:
Proof. (1) Let fvng be a (PS) sequence, IðvnÞ-cAR and I 0ðvnÞ-0 in the space
ðH1GÞn: We have
IðvnÞ ¼ 1
2
Z
RN
jrvnj2 dx þ 1
2
Z
RN
VðxÞGðvnÞ dx
 1
p þ 1
Z
RN
j f jpþ1ðvnÞ dx
¼ c þ oð1Þ; ð15Þ
/I 0ðvnÞ;fS ¼
Z
RN
rvnrf dx þ
Z
RN
VðxÞf ðvnÞf 0ðvnÞf dx

Z
RN
j f jp1ff 0ðvnÞf dx
¼ oðjjfjjÞ: ð16Þ
Choose f ¼ f ðvnÞ
f 0ðvnÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f 2ðvnÞ
p
f ðvnÞ: We have jfjpCjvnj and
jrfj ¼ 1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnjp2jrvnj
giving jjfjjpCjjvnjj: Thus, we haveZ
RN
1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnj2 dx þ
Z
RN
VðxÞf 2ðvnÞ dx 
Z
RN
j f jpþ1ðvnÞ dx
¼ oðjjvnjjÞ ð17Þ
and Z
RN
1
2
 1
p þ 1 1þ
f 2ðvnÞ
1þ f 2ðvnÞ
  
jrvnj2 dx
þ 1
2
 1
p þ 1
 Z
RN
VðxÞf 2ðvnÞ dx
¼ c þ oð1Þ þ oðjjvnjjÞ: ð18Þ
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We consider ﬁrst the case 4op þ 1o 4N
N2: For p þ 144 we have
Z
RN
jrvnj2 dx þ
Z
RN
VðxÞf 2ðvnÞ dxpc þ oð1Þ þ oðjjvnjjÞ;
hence
R
RN jrvnj2 þ
R
RN VðxÞf 2ðvnÞ dx is bounded. Next if p þ 1 ¼ 4; we have as
above
Z
RN
1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnj2 dx þ
Z
RN
VðxÞf 2ðvnÞ dx 
Z
RN
f 4ðvnÞ dx
¼ oðjjvnjjÞ ð19Þ
and
1
4
Z
RN
jrvnj2
1þ f 2ðvnÞ dx þ
1
4
Z
RN
VðxÞf 2ðvnÞ dx ¼ c þ oð1Þ þ oðjjvnjjÞ: ð20Þ
If we denote un ¼ f ðvnÞ; then jrvnj2 ¼ ð1þ f 2ðvnÞÞjrunj2: Eqs. (19) and (20) can be
written as
Z
RN
ð1þ 2u2nÞjrunj2 dx þ
Z
RN
VðxÞu2n 
Z
RN
u4n dx
¼ o
Z
RN
ð1þ 2u2nÞjrunj2 dx
 1
2þ
Z
RN
VðxÞu2n
 1
2
0
@
1
A ð21Þ
1
8
Z
RN
jrunj2 dx þ 1
8
Z
RN
VðxÞu2n dx
pc þ o
Z
RN
u2njrunj2 dx
 1
2
0
@
1
A: ð22Þ
If jjvnjj is unbounded, the above two formulas imply for n large
Z
RN
u2njrunj2 dxpc þ
Z
RN
u4n dx: ð23Þ
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By Sobolev embedding theorem and the Ho¨lder inequality
Z
RN
u4n dxp
Z
RN
u2n dx
  4
Nþ2 Z
RN
u
4N
N2
n dx
 N2
Nþ2
pC
Z
RN
u2n dx
  4
Nþ2 Z
RN
u2njrunj2 dx
  N
Nþ2
pC þ o
Z
RN
u2njrunj2 dx
 
: ð24Þ
Here we have used formula (22). This together with (23) imply
R
RN
u2njrunj2 dx is
bounded, hence so are
R
RN jrunj2 dx;
R
RN VðxÞu2n dx; and jjunjj:
To prove (2), up to a subsequence we have vn-v a.e., vn,v in L
2N
N2 and rvn,rv
in L2; and f ðvnÞ-f ðvÞ in Lpþ1: By the convexity of G we have
1
2
Z
RN
jrvj2 dx þ 1
2
Z
RN
VðxÞGðvÞ dx
 
 1
2
Z
RN
jrvnj2 dx þ 1
2
Z
RN
VðxÞGðvnÞ dx
 
X
Z
RN
ðrv rvnÞrvn dx þ
Z
RN
VðxÞf ðvnÞf 0ðvnÞðv  vnÞ dx
¼ 
Z
RN
j f jp1ff 0ðvnÞðv  vnÞ dx þ oðjjv  vnjjÞ-0 ð25Þ
since j f jp1ff 0ðvnÞ-j f jp1ff 0ðvÞ in L
2N
Nþ2 and vn,v in L
2N
N2: On the other hand, by
the semicontinuity and Fatou’s lemma,Z
RN
jrvj2 dxp lim inf
n-N
Z
RN
jrvnj2 dx
Z
RN
VðxÞGðvÞ dxp lim inf
n-N
Z
RN
VðxÞGðvnÞ dx:
Therefore, Z
RN
jrvj2 dx ¼ lim inf
n-N
Z
RN
jrvnj2 dx
Z
RN
VðxÞGðvÞ dx ¼ lim inf
n-N
Z
RN
VðxÞGðvnÞ dx:
By Proposition 2.1(3), vn-v in EG and we have rvn-rv in L2 too. Hence, vn-v in
H1G: &
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In order to produce a (PS) sequence we employ the Mountain–Pass theorem. Now
let us deﬁne the Mountain–Pass value.
c0 ¼ inf
gAG
sup
iA½0; 1
IðgðtÞÞ; ð26Þ
where
G ¼ fgACð½0; 1; H1GÞ j gð0Þ ¼ 0; Iðgð1ÞÞp0; gð1Þa0g: ð27Þ
To show c0 is well deﬁned we need to show that there exists vAH1G\f0g such that
IðvÞp0: It sufﬁces to ﬁnd uACN0 ðRNÞ such that JðuÞo0: Then IðvÞo0; where v ¼
hðuÞ: When p þ 144; it is easy to see that for any ua0; JðtuÞo0 for t large. When
p þ 1 ¼ 4; we take u0ACN0 ðRNÞ ﬁrst and consider usðxÞ ¼ u0ðsxÞ: Then it follows
from a direct computation that for s40 small enough ðp þ 1Þ RRN u2s jrusj2
o2
R
RN jusj4: Fix such an s40 and we have JðtusÞo0 for t large.
Lemma 3.2. c040:
Proof. Set
Sr ¼ vAH1G j
Z
RN
jrvj2 dx þ
Z
RN
VðxÞf 2ðvÞ dx ¼ r2
 
:
For w ¼ f ðvÞj f ðvÞj with vASr; we have
Z
RN
jrwj2 dx ¼
Z
RN
4f 2ðvÞ
1þ f 2ðvÞ jrvj
2
dxp4r2
Z
RN
jwj dxp
Z
RN
VðxÞf 2ðvÞ dxpr2;
Z
RN
j f jpþ1ðvÞ dx ¼
Z
RN
jwj
pþ1
2 dx
p
Z
RN
jwj dx
 yðpþ1Þ
2
Z
RN
jwj2n dx
 ð1yÞðpþ1Þ
2
pCr
2yðpþ1Þ
2
Z
RN
jrwj2
 2n
2
ð1yÞ pþ1
2
pCr
pþ1
2
ð2yþ2nð1yÞÞ ¼ Cr
2Nþ2ðpþ1Þ
Nþ2 ; ð28Þ
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where y ¼ 2
npþ1
2
pþ1
2
ð2n1Þ
: Note that 2Nþ2ðpþ1Þ
Nþ2 42 if and only if p þ 142: Hence, for vASr
IðvÞX1
2
r2  Cr
2Nþ2ðpþ1Þ
Nþ2 X
1
4
r2
for 0oror051 for some r0: If gð1Þ ¼ v and Iðgð1ÞÞo0; then
R
RN jrvj2 dx þR
RN VðxÞf 2ðvÞ dx4r20 and
sup
tA½0;1
IðgðtÞÞX
Z
fIðwÞ j wASr0gX
1
4
r2040:
Hence, c0X14r
2
040: &
Proposition 3.3. There is a ðPSÞc0 sequence fvng for I with c being defined above.
Proof. This follows with a standard argument from the Ekeland’s variational
principle and the strong–weak continuity of the Gauteaux derivative I 0ðvÞ:
Now we are ready to prove our main result Theorem 1.1. The compact case is
considered ﬁrst where we assume (V1) or (V2).
Proof of Theorem 1.1. Cases (V1) or (V2): By Proposition 3.3 we have a ðPSÞc0
sequence fvng for the Mountain–Pass value c040: By Proposition 3.1(1) fvng is
bounded in H1G: By Proposition 3.1(2) vn converges to v in H
1
G if f ðvnÞ-f ðvÞ in Lpþ1:
By Proposition 2.2, under (V1) or (V2) with NX2; the map v-f ðvÞ from H1G into
Lpþ1 is compact. Up to a subsequence, we have vn-v in H1G and v is a critical point
of I : Since we may replace vn by jvnj we may assume vX0 in RN : By elliptic regularity
theory, we have v smooth. By Lemma 3.7 below v40 in RN : &
Cases (V3) and (V4) are locally compact ones for which we need more arguments.
First by using the concentration–compactness lemma due to P. L. Lions we have the
following lemma.
Lemma 3.4. Let vnCH1G be a ðPSÞc0 sequence for I : Then by passing to a subsequence
we have A :¼ limn-N
R
RN
j f ðvnÞjpþ1 dx40: Furthermore, there is bAð0; 1 and
xnCRN such that for any e40 there exists R40; for any R0XR it holds
lim inf
n-N
Z
BRðxnÞ
j f ðvnÞjpþ1 dxXbA  e;
lim inf
n-N
Z
RN \BR0 ðxnÞ
j f ðvnÞjpþ1 dxXð1 bÞA  e:
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Proof. First by Proposition 3.1), ðvnÞ is bounded and therefore
R
RN j f ðvnÞjpþ1 dx is
bounded. We claim that
R
RN j f ðvnÞjpþ1 dx is bounded away from zero. Otherwise,
f ðvnÞ-0 in Lpþ1; then vn-0 in H1G by Proposition 2.1(2). Hence, IðvnÞ-0; which
contradicts with c040: Let wn ¼ f ðvnÞ2: We apply the concentration–compactness
lemma due to Lions [33] to jwnj
pþ1
2 ¼ j f ðvnÞjpþ1: By Proposition 2.2, wn is bounded in
L2
n
and thus bounded in L2: Since a direct computation shows thatR
RN jrwnj2p
R
RN jrvnj2; we get that wn is bounded in H1ðRNÞ: Then by a Lemma
due to Lions (e.g., [34]) the vanishing case cannot occur. Then it follows from the
concentration–compactness lemma that there is b40; xn such that the conclusion
holds. &
Lemma 3.5. b ¼ 1 in the previous lemma, i.e., the dichotomy cannot occur.
Before proving Lemma 3.5, we give a remark.
Remark 3.6. If b ¼ 1; by Lemma 3.5 and the compactness of the map: v-f ðvÞ from
H1G-L
pþ1
loc ðRNÞ we have f ðvnÞ-f ðvÞ in Lpþ1; hence by Proposition 3.1 vn-v:
Proof of Lemma 3.5. Let Z and z be smooth functions, satisfying ZðsÞ ¼ 1 for sp2R;
ZðsÞ ¼ 0 for sX3R; zðsÞ ¼ 1 for 2Rpsp3R; zðsÞ ¼ 0 for spR or sX4R: We claimZ
TR
jrvnj2 dx þ
Z
TR
VðxÞf 2ðvnÞ dx þ
Z
TR
j f ðvnÞjpþ1 dx
¼ oRð1Þ þ onð1Þ þ OðeÞ;
where TR ¼ TRðxnÞ ¼ fx j 2Rpjx  xnjp3Rg; oRð1Þ-0 as R-N uniformly in n;
onð1Þ-0 as n-N: To see these, let f ¼ z2ðjx  xnjÞf ðvnÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f 2ðvnÞ
p
: Using rz ¼
Oð1
R
Þ we have jjfjj is bounded and /I 0ðvnÞ;fS ¼ onð1Þ: A direct computation showsZ
RN
z2jrvnj2 dx þ
Z
RN
VðxÞz2f 2ðvnÞ dx
¼
Z
RN
z2jf ðvnÞjpþ1 dx þ O 1
R
 
þ onð1Þ:
Here we have used the fact that
R
B4R\BRðxnÞ j f ðvnÞj
pþ1
dxp2e:
Next we deﬁne wn ¼ Zðjx  xnjÞvn; zn ¼ ð1 Zðjx  xnjÞÞvn: ThenZ
RN
f pþ1ðwnÞ dxX
Z
B2R ðxnÞ
f pþ1ðvnÞ dxXbA  e;
Z
RN
f pþ1ðznÞ dxX
Z
RN \B3RðxnÞ
f pþ1ðvnÞ dxXð1 bÞA  e:
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By the claim above, we have
IðvnÞ ¼ IðwnÞ þ IðznÞ þ onð1Þ þ ORð1Þ þ OðeÞ:
We claim that IðwnÞXc0 þ oð1Þ and IðznÞXc0 þ oð1Þ: Taking limit, we get a
contradiction c0X2c0: To see this claim, we construct a curve g : ½0; 1-H1G with
gð0Þ ¼ 0; gð1Þo0 and suptA½0;1 IðgðtÞÞ ¼ IðwnÞ þ oð1Þ (or suptA½0;1 IðgðtÞÞ ¼ IðznÞ þ
oð1Þ; respectively). First we have the following estimate:
oð1Þ ¼/I 0ðwnÞ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f 2ðwnÞ
q
f ðwnÞS
¼
Z
RN
1þ f
2ðwnÞ
1þ f 2ðwnÞ
 
jrwnj2 dx þ
Z
RN
VðxÞf 2ðwnÞ dx

Z
RN
j f ðwnÞjpþ1 dx: ð29Þ
This follows from
oð1Þ ¼/I 0ðvnÞ; Z2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f 2ðvnÞ
q
f ðvnÞS
¼
Z
RN
Z2 1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnj2 dx þ
Z
RN
VðxÞf 2ðvnÞZ2 dx

Z
RN
Z2j f ðvnÞjpþ1 dx ð30Þ
and the fact that wn ¼ vn for jx  xnjp2R and wn ¼ 0 for jx  xnjX3R: Now let
un ¼ f ðwnÞ the above impliesZ
RN
ð1þ 2u2Þjrunj2 dx þ
Z
RN
VðxÞu2n dx 
Z
RN
junjpþ1 dx ¼ oð1Þ:
Next, we claim that there exist tn-1 such thatZ
RN
ð1þ 2ðtnunÞ2Þjrtnunj2 dx þ
Z
RN
VðxÞðtnunÞ2 dx

Z
RN
jtnunjpþ1 dx ¼ 0:
To see this, let us denote
an ¼
Z
RN
jrunj2 dx þ
Z
RN
VðxÞu2n dx; bn ¼ 2
Z
RN
u2njrunj2 dx;
cn ¼
Z
RN
junjpþ1 dx:
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Then an þ bn  cn ¼ oð1Þ; cn-c*Að0;NÞ; an-a*A½0;NÞ; and bn-b*A½0;NÞ: If
a
*
¼ 0; by using that bn is bounded, we have cn-0; so a*40: Then for n large we
can solve equation an þ t2bn  tp1cn ¼ 0 which has a unique positive solution tn
converging to the unique positive solution t
*
for equation a
*
þ t2b
*
 tp1c
*
¼ 0:
Since we already know a
*
þ b
*
 c
*
¼ 0; in case p þ 144; we must have t
*
¼ 1:
When p þ 1 ¼ 4; we need to solve an þ t2bn  t2cn ¼ 0: Since an-a*40; a* þ b* 
c
*
¼ 0; we have cn4bn for n large. So again we get a unique solution tn for the
equation an þ t2bn  t2cn ¼ 0:
Finally, let gðtÞ ¼ hðtunÞ: We claim
sup
tX0
IðgðtÞÞ ¼ IðgðtnÞÞ ¼ JðtnunÞ:
To see this,
IðgðtÞÞ ¼ JðtunÞ
¼ 1
2
Z
RN
ð1þ t2u2nÞt2jrunj2 dx þ
1
2
Z
RN
VðxÞt2u2n dx
 1
p þ 1
Z
RN
tpþ1junjpþ1 dx: ð31Þ
Using d
dt
JðtunÞ ¼ 0 we have
Z
RN
ð1þ 2t2u2nÞjrunj2 dx þ
Z
RN
VðxÞu2n dx 
Z
RN
tp2junjpþ1 dx:
Hence, t ¼ tn: By a rescaling, we ﬁnd a curve gðtÞ such that suptA½0;1 IðgðtÞÞ ¼
JðtnunÞ ¼ JðunÞ þ oð1Þ; hence IðwnÞXc0 þ oð1Þ: Similarly, if bo1 we have
IðznÞXc0 þ oð1Þ: This proves that b ¼ 1: &
Proof of Theorem 1.1. Case (V3): By Proposition 3.1, there is a ðPSÞc0 sequence
fvngCH1G for I ; i.e., IðvnÞ-c0 and I 0ðvnÞ-0 as n-N: By Lemma 3.5 there exist
fyngCRN such that for any e40 there is R40
lim inf
Z
BRðynÞ
j f ðvnÞjpþ1 dxXlim
Z
RN
j f ðvnÞjpþ1 dx  e:
Since V is periodic in each variable x1;y; xn; we may assume that fyng is bounded.
By the locally compact map v-f ðvÞ from H1G into Lpþ1loc ; we have the convergence
f ðvnÞ-f ðvÞ in Lpþ1ðRNÞ; hence vn-v in H1G; and I 0ðvÞ ¼ 0; IðvÞ ¼ c0: Similar to the
case (V1), we have v40 in RN : The proof is complete. &
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Proof of Theorem 1.1. Case (V4): Consider the limit functional
INðvÞ ¼ 1
2
Z
RN
jrvj2 þ
Z
RN
VNf
2ðvÞ 
Z
RN
j f ðvÞjpþ1
where VN ¼ limjxj-N VðxÞ ¼ supRN VðxÞ: Deﬁne
cN ¼ inf
gAGN
sup
tA½0;1
INðgðtÞÞ
where GN ¼ fgACð½0; 1; H1G j gð0Þ ¼ 0; INðgð1ÞÞo0g: By Theorem 1.1 under (V3),
IN has a critical point vNAH1G; INðvNÞ ¼ cN; I 0NðvNÞ ¼ 0: Let uN ¼ f ðvNÞ; and
gðtÞ : ½0; 1-H1G; gðtÞ ¼ hðtuNÞ: Then suptA½0;1 IðgðtÞÞ ¼ INðgð1ÞÞ ¼ cN: It is clear
that IðgðtÞÞpINðgðtÞÞ: The strict inequality holds if either VðxÞoVN for all xARN ;
or VðxÞ  VN and vNðxÞ40 in RN : We assume the stronger condition VðxÞoVN:
We have IðgðtÞÞpINðgðtÞÞ; hence cpsupt IðgðtÞÞocN ¼ supt INðgðtÞÞ: As in the case
(V3), we have a (PS)c0 sequence fvngAH1G such that IðvnÞ-c0; I 0ðvnÞ-0; and a
sequence fyngARN such that for any e40 there is R40 such that
lim inf
Z
BRðynÞ
j f ðvnÞjpþ1 dxXlim
Z
RN
j f ðvnÞjpþ1 dx  e:
As in case (V3), we need to prove the boundedness of the sequence fyng only. We
have
1
2
Z
RN
jrvj2 dx þ 1
2
Z
RN
VðxÞf 2ðvnÞ dx  1
p þ 1
Z
RN
jf ðvnÞjpþ1
¼ c0 þ oð1Þ;
Z
RN
1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnj2 dx þ
Z
RN
VðxÞf 2ðvnÞ dx

Z
RN
j f ðvnÞjpþ1 dx ¼ oð1Þ:
Suppose that jynj-N: ThenZ
RN
VNf
2ðvnÞ dx 
Z
RN
VðxÞf 2ðvnÞ dx
¼
Z
RN \BRðynÞ
ðVN  VðxÞÞf 2ðvnÞ dx þ
Z
BRðynÞ
ðVN  VðxÞÞf 2ðvnÞ dx
pC
Z
RN \BRðynÞ
f 2ðvnÞ dx þ C sup
jxjXjynjR
jVN  VðxÞj
-0: ð32Þ
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Hence
INðvnÞ ¼ 1
2
Z
RN
jrvj2 dx þ 1
2
Z
RN
VNf
2ðvnÞ dx  1
p þ 1
Z
RN
jf ðvnÞjpþ1
¼ c0 þ oð1Þ: ð33Þ
Z
RN
1þ f
2ðvnÞ
1þ f 2ðvnÞ
 
jrvnj2 dx þ
Z
RN
VNf
2ðvnÞ dx

Z
RN
j f ðvnÞjpþ1 dx ¼ oð1Þ:
These two formulas imply that cNpc; as we have done for the functional I : This
contradicts our previous conclusion cN4c0: Again, we can argument that v40 in
RN as before. The proof is complete. &
Finally, we have the following lemma which gives the positivity of the solutions we
obtained.
Lemma 3.7. A nonnegative solution v of
Dv þ VðxÞf ðvÞf 0ðvÞ ¼ j f ðvÞjp1f ðvÞf 0ðvÞ
is positive in RN :
Proof. Note that near v ¼ 0; we have f ðvÞBv; f 0ðvÞB1: The equation is of form
Dv þ kðxÞv ¼ 0;
where kðxÞ40 in a neighborhood BrðxÞ of a point x with vðxÞ ¼ 0: Now applying
Hopf’s lemma we know v has to be strictly positive. &
Remark 3.8. A minimization approach was used in [22,25] for equation (2), and
solutions were obtained for a sequence of ln as Lagrange multipliers [10] tending to 0
andN: Here we obtain solutions for all l40:
Remark 3.9. In [22] a more general equation was considered
Du þ VðxÞu  ðDðjuj2aÞÞjuj2a2u ¼ ljujp1u; u40 in RN ; ð34Þ
where a41
2
: Our method in this paper can be adopted to this more general problem
to get the following result.
Theorem 3.10. Let a41
2
and 4app þ 1o2a2n: Then for any l40; (34) has a positive
solution, provided that one of the following four conditions hold: (V1); (V2) and NX2;
(V3); (V4).
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Remark 3.11. Our method applies to more general nonlinearity which are not
necessarily of pure power form. It does not need major changes of our arguments.
We leave the statements of the results to interested readers. (V1) can be replaced by
any conditions for compactness from X into Lq for 2pqo2n (see [4,16]).
Remark 3.12. In recent years, critical point theory for continuous functionals have
been developed (e.g., [2,3,11,13] and references therein) which could be used directly
for our problem by using an approximation argument. However, it seems that using
this type of theory one has to further restrict the growth of the nonlinearity, namely,
p þ 1o2n; which together with p þ 1X4 would limit the space dimensions to N ¼
1; 2; 3 only.
Remark 3.13. It is interesting to note that 22n ¼ 4N
N2 behaves like a critical exponent
for Eq. (2). We do not know whether there are solutions for p þ 1 ¼ 22n:
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