Abstract-We investigate the detector design in generalized space shift keying (GSSK) modulation for large MIMO systems. An orthogonal matching pursuit (OMP) based detector design is adopted due to its low complexity compared with the maximum likelihood (ML) detector. To improve the performance of the OMP algorithm, our first design is to propose an equalizer at the receiver in order to orthogonalize the equivalent channel matrix; our second design is to propose an equalizer whose columns pursue orthonormality to the columns of the channel matrix. We obtain closed-form expressions of the equalizers under the two design objectives. Simulation results demonstrate the performance superiority compared with the standard OMP algorithm.
I. INTRODUCTION
L ARGE multiple-input multiple-output (MIMO) systems have attracted tremendous attention in recent years due to its potential to provide improvements in data rates and link reliability [1] , [2] . In large MIMO systems, the transmitter and receiver are equipped with number of antennas in the order of tens to hundreds and thus high spectral efficiency can be achieved by exploiting degrees of freedom in spatial domain. Despite the advantages, the increase in the number of antennas is costly in terms of the hardware (e.g. the number of RF chains) and the signal processing complexity at the transmitter/receiver sides. One approach to mitigate these issues is to use spatial modulation (SM) [3] - [5] .
In SM MIMO systems, the information is carried by the transmit antenna index, where the constellation mapping scheme stipulates the correspondence between the information bits and the activated antenna index. A special case of SM is the space shift keying (SSK) that carries information only on the transmit antenna index to avoid any form of conventional modulations and provides trade-off on receiver complexity [6] . By allowing multiple transmitting antennas to be activated, the generalized SSK (GSSK) modulation improves the transmission rate [7] . If the detection of GSSK is to be carried out in the optimal maximum likelihood (ML) sense, This work was supported in part by Ministry of Science and Technology, Taiwan, under grants NSC 102-2221-E-001-006-MY2 and MOST 103-3113-E-110-002. the complexity grows exponentially in the number of transmit antennas, which is computationally prohibitive in large MIMO systems. Recently, the design of low complexity detectors for GSSK-modulated MIMO systems has attracted research attention [8] , [9] .
In this paper, we consider large MIMO systems with GSSK modulation. Motivated by the work in [9] , we adopt an orthogonal matching pursuit (OMP) based rationale due to the low computational complexity [10] . The OMP algorithm, a sequential selection method, can be potentially regarded as a successive interference cancellation (SIC) scheme and the performance limit of OMP based on the SIC criterion was developed in [11] . It is shown in [12] that the signal recovery performance based on the OMP algorithm is good when the correlations between any two columns of the channel matrix are small. Many works [13] , [14] consider to improve the performance of the OMP algorithm by minimizing the sum of correlations between all pairs of columns in the equivalent matrix, which is related to an equalizer to be designed and the channel matrix. In this work, we propose two methods that design matrices, i.e., equalizers, at the receiver. The objective of the first method is to design a matrix that orthogonalizes an equivalent channel matrix; the objective of the second method is to design a matrix such that its columns are as orthonormal as possible to the columns of the channel matrix. Both methods consider the problem of achieving objectives mentioned above as well as minimizing the total noise power. In achieving the aforementioned designs, we obtain closed-form solutions of the two matrices. Simulation results demonstrate that the proposed methods indeed improve the performance particularly at high signal-to-noise ratio (SNR). This paper is organized as follows. Section II describes the system model including the GSSK modulation and the OMP algorithm. Section III gives our proposed two methods by which the performance of the OMP algorithm can be further improved. Simulation results are presented to validate our proposed methods in Section IV. Finally, Section V is a brief conclusion.
II. SYSTEM MODEL

A. GSSK Modulation
We consider a MIMO system with N transmit antennas and m receive antennas using GSSK modulation, where m < N . The GSSK modulated symbol x is selected equiprobably from the modulation alphabet
The nonzero entries of x correspond to activated antennas whereas the zero entries correspond to idle antennas. By allocating transmit power E s to each activated antenna, the modulated symbol is then transmitted to the receiver through the flat-fading channel H ∈ C m×N . The baseband expression of the received signal is given by
where n ∈ C m is additive noise vector with zero mean and covariance matrix E[nn H ] = σ 2 n I m . It is noted that the amount of information that can be transmitted by GSSK modulation is given by b = ⌊log 2 N k ⌋ bits, where ⌊·⌋ denotes the floor operator.
Assuming the channel matrix H is perfectly known at the receiver, and given the received signal y in (1), the optimal detector is the maximum likelihood (ML) detector, which is written as
(2)
B. OMP-Based Detector
The optimal ML detector in (2) requires O(mN k ) complexity, which becomes computationally prohibitive for large MIMO systems. To reduce complexity, Yu et al. [9] proposed to use the orthogonal matching pursuit (OMP) that requires only O(kmN ) complexity for GSSK symbol detection. In the following, we briefly review the OMP and its application to GSSK symbol detection.
We express the channel matrix as H =ĤD, where ith column ofĤ is denoted asĥ i and it is normalized as
the submatrix ofĤ consisting of the columnsĥ i with i ∈ Λ. For the measurement y =Ĥx, where x has k nonzero entries, the procedure of OMP algorithm [10] is stated in Algorithm 1. After k iterations, the OMP algorithm can identify a set of column indices Λ k . Define the mutual coherence ofĤ as
which is the maximum value of off-diagonal entries ofĤ HĤ . It has been shown that, when µ is sufficiently small, the set of column indices is correct and x can be recovered exactly with high probabilities [12] .
To apply the OMP algorithm to GSSK symbol detection, the columns of the channel matrix H must be normalized. The received signal in (1) is rewritten as
Algorithm 1 Orthogonal matching pursuit algorithm. Input: the received signal y, the normalized channel matrix H, and the number of activated antennas, k. Output: the set of column indices Λ k .
1: Initialization: Set the residual r 0 = y, the index set Λ 0 = ∅, and the iteration counter t = 1; 2: Identification:
Reconstruction:
4: Update:
5: If t = k, stop; otherwise, set t = t + 1 and go to step 2; 6: return Λ k . wherex = Dx. Since D is a diagonal matrix, the nonzero entries in x andx are unchanged. Using the OMP algorithm on the received signal in (4), we can obtain a set of column indices Λ k which correspond to the index set of activated transmit antennas in the GSSK system. The recovered signal can be expressed asx i = 1 if i ∈ Λ k ; otherwisex i = 0.
III. PROPOSED METHODS
To detect the GSSK symbol by the OMP algorithm, a small mutual coherence µ ofĤ is crucial for correct indices identification and exact signal recovery provided that the noise is small. However, for a givenĤ, the mutual coherence is fixed. In this section, we propose two methods to design equalizers at the receiver to obtain a small µ. In the proposed methods, instead of minimizing µ directly, we consider to use a different design metric to simplify the problem. Specifically, we propose two methods to design matrices, i.e., equalizers, at the receiver so that i) the equivalent channel matrix, which is composed of the design matrix and the channel matrix, is close to orthogonal; and ii) the columns of the design matrix are approximately orthonormal to the columns of the channel matrix. Based on the proposed methods, the performance of the OMP algorithm can be further improved.
A. Method I
In the first method, we multiply y in (4) by an equalizer W ∈ C m×m to obtain
whereH = WĤ is the equivalent channel matrix and n = Wn is the equivalent noise vector with zero mean and
may be amplified by W. Hence, the objectives of the design matrix W are that i) the equivalent channel matrix H is close to orthogonal, which implies that µ is close to 0; and ii) the total noise power is minimized. To achieve a balance between the two objectives, we define the normalized noise power ofñ as P n = σ 2 n /E s and consider to minimize the total normalized noise power P n tr WW H . The problem can be reformulated as
where · F denotes the Frobenius norm and tr{·} is the trace operator. Let Q = W H W, where Q is a symmetric positive-semidefinite matrix, denoted as Q 0, with its diagonal entries q ii ≥ 0 for i = 1, · · · , m. Using the property tr{AB} = tr{BA} in the second term of the objective function, the equivalent problem of (6) is
Remark 1: P n is regarded as a weighting factor. As the noise power is small, W makes an effort to orthogonalize the equivalent channel matrix, otherwise, W tries to minimize the total normalized noise power.
ExpressĤ as the singular value decomposition (SVD)
where UĤ ∈ C m×m and V . The objective function in (7) can be expressed as
where (a) follows from A 2 F = tr{A H A}, and (b) follows from tr{A + B} = tr{A} + tr{B} and tr{AB} = tr{BA}. From (9), the problem in (7) can be rewritten as
The solution of (10) is given in the following proposition. given bỹ
Proof. Let J(Q) = tr Q ΛĤQΛĤ − 2Q(ΛĤ − Pn 2 I m ) . Since the (i, j)th entry ofQ isq ij and ΛĤ = diag{λĤ ,1 , · · · , λĤ ,m }, the objective function in (10) can be written as
where we use the fact thatq ii is real andq ij =q * ji . From (12), we see that for fixedq ii , any nonzeroq ij leads to the increase of J(Q). Thus, we conclude thatq ji = 0. Furthermore, to solveq ii , we use ∂J(Q)/∂q ii = 0 and the constraintq ii ≥ 0, and the solution in (11) can be established.
From Proposition 1, the optimalQ is a diagonal matrix with nonnegative entries and thus it can be expressed as Q =Q 1/2Q1/2 . SinceQ = U Ĥ H QUĤ and Q = W H W, the optimal W to the problem (6) is
The functional diagram of the method is illustrated in Fig. 1 . When obtaining W in (13), we have the received signal given in (5) . Applying Algorithm 1 with its input y andĤ replaced by z andH in (5), we then obtain the indices of k activated antennas. Remark 2: From (6), we see that the basic idea of choosing W is to make the equivalent channel matrixH in (5) be better conditioned than the original one. This is similar to the lattice reduction detection scheme [15] , which achieves this goal by choosing a precoding matrix with unit magnitude determinant at the transmitter.
B. Method II
In GSSK-modulated system, the identification of indices of activated transmit antennas is the step 2 of Algorithm 1, which is written as For a givenĤ, the mutual coherence in (3) is fixed. The OMP algorithm may fail to identify the correct index by (14) under a large µ. Hence, instead of using (14), Schnass et al. [13] proposed a modified OMP algorithm that uses a designed matrix Φ ∈ C m×N to identify the index set, which can be written as
where φ i ∈ C m denotes the ith column of Φ. The goal is to choose φ i to satisfy
Consider the received signal in (4). The identification in (15) with t = 0 is to find the index of the maximum absolute value fromz ∈ C N , which is written as
where the equivalent noise is zero mean with covariance matrix
By the similar design objectives described in Section III-A, the problem can be formulated as
Since A 2 F = tr{A H A}, the objective function in (16) can be written as
It can be shown that the solution that minimizes (17) is
As Φ in (18) is obtained, instead of using (14) at the step 2 of Algorithm 1, we use (15) to identify the indices of the k activated antennas, which is regarded as a modified OMP algorithm. The functional diagram of the method is illustrated in Fig. 2 . Remark 3: Although the proposed method II is very similar to the MMSE-SIC detection [16] , they estimate the symbols in a different way. In the proposed method, the symbols are estimated based on the selected channel columns while they are estimated based on full channel matrix in the MMSE-SIC technique. 
C. Complexity
The computational complexity of the Algorithm 1 is dominated by Step 2, which requires O(kmN ) operations [10] . In the proposed method I, we only need UĤ and ΣĤ from the SVD ofĤ, which dominates the computation cost and requires O(m 2 N ) operations [17, p.254] . In the proposed method II, the computation cost of the matrix inverse in (18) requires O(m 3 ) operations. Since we consider the case m < N in our MIMO system, the cost of method II is dominated by evaluating the matrix multiplication in (18) which requires O(m 2 N ) operations. Note that the complexity of the proposed methods is smaller than that of the ML detector, which needs O(mN k ) operations.
IV. SIMULATION RESULTS
In this section, we use numerical simulations to illustrate the results established in the previous section. The entries of noise n are independent and identically complex Gaussian with zero mean and variance σ 2 n . Each entry of channel matrix H is assumed to have complex Gaussian distribution with zeromean and unit variance. The SNR is defined as kE s /σ 2 n in our simulations. For comparison, we also simulate the minimummean-square-error (MMSE) linear detector. Fig. 3 shows the comparison of the symbol error rate (SER) for the proposed two OMP-based methods, the standard OMP, the MMSE detector, and the ML detector with N = 64, m = 24, k = 3. It shows that the MMSE detector performs poorly while the ML detector exhibits the best performance among all the detectors. By using the matrix design methods proposed in Section III, we see that the performances of the proposed OMP-based methods are improved compared to the standard OMP algorithm. Moreover, for SNR> 15 dB, the SER of the proposed methods performs ten times better compared with that of the standard OMP algorithm. The comparisons among the OMP-based methods, the MMSE detector, and the ML detector are shown in Fig. 4 with SER as a function of m. Again the figure shows that the performance of the ML detector is better than other methods; also the performances of the proposed OMP-based methods are very close. As the number of receive antennas m increases, the performance gap between the proposed OMP-based methods and the standard OMP algorithm becomes large. Moreover, all OMP-based methods outperform the MMSE detector.
V. CONCLUSION
We consider large MIMO systems with GSSK modulation. We propose two OMP-based methods to improve the performances compared with the standard OMP algorithm by designing equalizers at the receiver. By jointly factoring the noise effects in the design objective, the first method is to design a matrix so that the equivalent channel matrix is close to orthogonal; the second method is to design a matrix whose columns are as orthonormal as possible to the columns of the channel matrix. Two closed form expressions of the design matrices are obtained. Simulations show that the performances of the proposed methods outperform previous works.
