If climate stationarity is dead, how should engineering design standards be modified to account for potential changes in extreme precipitation? Many standards rely on precipitation intensityduration-frequency (IDF) curves provided in NOAA's Atlas 14. General Circulation Models (GCMs) predict increases in average temperature throughout the US, but are less clear on changes in precipitation. In many areas GCMs predict relatively small changes in total precipitation volume, but also suggest increased magnitude of extreme events as warmer air can hold more water. Unfortunately, GCMs have limited skill in predicting individual storm events.
Introduction
Engineering design for stormwater management is largely based on empirical evidence obtained from past data with the assumption that the frequency of extreme events that is likely to be seen in the future can be inferred from the historical record. This implies that climate is stationary.
However, predicted changes in future climate imply the end of the assumption of stationarity that has provided the foundation of water management for decades, as was announced by Milly et al. (2008) . Commenting on the "death of stationarity", Galloway (2011) noted "there is also a great need to provide those in the field the information they require now to plan, design, and operate today's projects."
Intensity-Duration-Frequency (IDF) curves graphically summarize the relationship between precipitation intensity and the duration of precipitation events for a given frequency or recurrence interval. IDF curves provide important information for engineering design and planning purposes. From one perspective, updating IDF curves for future climate is simpleconditional on estimates of the distribution of future precipitation events. Unfortunately, the skill of GCMs in predicting individual precipitation events is limited, especially convective storm events that provide the most intense storms, yet occur at spatial scales smaller than the resolution of GCMs. Sun et al. (2006) summarized reanalysis studies of GCMs as follows: "For light precipitation, most of the models greatly overestimate the frequency but reproduce the observed patterns of intensity relatively well. For heavy precipitation, most of the models roughly reproduce the observed frequency, but underestimate the intensity." Some of the biases inherent in GCMs are resolved by downscaling results to a finer, local scale, often with a bias correction step. However, Maraun et al. (2010) conclude that serious deficiencies remain in the ability of downscaling methods to generate local precipitation series with the correct temporal variability.
In the U.S., official estimates of precipitation frequency for specific geographic locations are provided as IDF curves and tables in NOAA's Atlas 14 (Perica et al., 2013) . The specific objective of this work is to provide a method to update Atlas 14 IDF curves to reflect potential future changes in local climate. To satisfy this objective it is important to understand the way in which the Atlas 14 estimates were created. Specifically, frequency estimates in the Atlas are based on fitting a generalized extreme value (GEV) distribution to the time series of annual maximum precipitation (AMP) amounts at a station for seventeen durations ranging from 15 minutes to 60 days. The AMP series consists of one measurement per year, and does not account for the possibility of more than one event in a year exceeding a threshold of interest. The true probability of occurrence of events of a given intensity and duration should be derived from the partial duration series, which includes all events of a specified duration and above a pre-defined volume threshold. Frequency estimates for partial duration series were developed by NOAA for Atlas 14 from the series of AMPs using Langbein's conversion formula, which transforms a partial duration series-based average recurrence interval (ARI) to an annual exceedance probability (AEP):
Selected partial duration ARIs are first converted to AEPs using this formula, and frequency estimates were then calculated for the AEP using the GEV fit to annual maxima.
NOAA fit the GEV for each station using the method of L-moments (Hosking and Wallis, 1997), incorporating regionalization across approximately the 10 nearest stations for higher order Lmoments. NOAA does not release the fitted coefficients of the GEV distribution, although the annual maximum series are provided via ftp server. It is important to note that the NOAA method is ultimately based only on annual maxima (the AMP series). This means that only the annual maximum series is needed for future climate conditions and not the complete or partial duration series. This has important implications for the mathematical approach to updating the IDF curves, as described below. A simple, more direct, and computationally efficient approach to updating IDF curves was recently proposed by Srivastav et al. (2014a Srivastav et al. ( , 2014b . Their insight was that the essence of the problem was the need to update extreme value distributions for future conditions, and that this could be done through a direct analysis of the distributions. The general concept of the approach of Srivastav et al. (2014a) is described as follows: "…quantile-mapping functions can be directly applied to establish the statistical relationship between the AMPs of a GCM and sub-daily observed data rather than using complete records. Further, the IDF is a distributional function; therefore it would be easy to derive the functional relationships between the distributions of the GCM AMPs and sub-daily observed data. One way of deriving such relationship is by using quantile-mapping functions." A significant weakness of the QM method is that it assumes that the climate CDF does not change much over time, and that, as the mean changes, the variance and skew do not change, which is likely not true (e.g., Milly et al., 2008) . To address these issues, Li et al. (2010) proposed the equidistant quantile mapping (EQM) method, which incorporates additional information from the CDF of the model projection. The method assumes that the difference between the model and observed value during the current calibration period also applies to the future period; however, the difference between the shape of the CDFs for the future and historic periods is also taken into account. This is written as:
where the form and parameters of the CDF are not yet specified. Srivastav et al. (2014a) argue for using EQM to update IDF curves; however, the specific method of Srivastav et al. (2014b) is not directly applicable to updating Atlas 14 IDF curves in the US for several reasons:
• Canada assumes that the AMP series follows a Gumbel, rather than a GEV distribution.
• Bias-corrected statistically downscaled climate model output is not widely available for
Canada, therefore the Srivastav method must also incorporate a spatial downscaling step from the coarse scale of GCMs, whereas output that is already spatially downscaled to a fine resolution grid is readily available for the US.
• The method of Srivastav et al. justifies use of EQM, but largely consists of a multi-step QM procedure, without the additional EQM corrections.
To address these issues this paper re-derives an EQM method that is consistent with U.S. design guidelines and makes use of statistically downscaled climate data readily available from GCM output.
Methods
A combination of EQM and QM approaches are used to update IDF curves for any location conditional on output of GCMs for future climate conditions, implemented in Python code. Two distribution mapping steps are needed to update IDF curves. The process begins with GCM output that has already been subject to spatial bias correction and downscaling to a 4x4 km spatial scale and daily time step. The first calculation step consists of additional spatial downscaling from the 4x4 km grid to the specific location of the first-order weather station used by Atlas 14 along with bias correction for the AMP series (as distinct from the general bias correction of the complete precipitation series) using the EQM method. The second step involves temporal downscaling from daily to sub-daily durations using the QM method (EQM is not needed for this step because it does not involve bias correction).
For the first step, the historical data are the historical AMP series used by Atlas 14 ( ).
Model data include the predicted AMP series for the same historical period ( ) and for the future period of interest ( ). A GEV distribution is fit to each of these series, using the Lmoments method (Hosking and Wallis, 1997; implemented in Python in lmoments v. 0.2.3 at https://pypi.org/pypi/lmoments/), consistent with Atlas 14 methods:
where f( ) is the probability density function, and θ represents the vector of parameters of the fitted distribution (GEV for this case).
To apply the EQM method, quantiles of modeled future daily extreme data are matched to the distribution for historical AMPs. For a given percentile, it is assumed that the difference between the model and observed value also applies to the future period. There are two EQM factors. The first is:
where the vertical bar "|" indicates conditional dependence, i.e., ( | ) indicates the cumulative distribution function of the future GCM AMP series calculated at the cumulative probability corresponding to using the parameter set calculated for that future series. To account for the difference between the CDFs for the model outputs of future and current periods, a second adjustment factor is calculated:
The projected AMP series is then calculated as:
Once this series is calculated, a GEV fit is applied to estimate the full distribution of the 24-hour duration events.
The second step in adjusting the IDF curves is temporal downscaling to convert future daily extremes into sub-daily extremes. The QM method was used for this purpose: First find the corresponding percentile values for these future projection points in the CDF of the model for the historical period, then locate the observed values for the same CDF values of the sub-daily observations. For rainfall duration i:
As noted in Atlas 14 (Perica et al., 2013) , estimates for shorter durations can be noisy due to limited data availability and are improved by smoothing. The projected future sub-daily extreme values are thus smoothed by fitting them to a linear regression relative to the daily maximum series:
After is calculated, GEV distributions are used to fit the extremes projections.
Then rainfall amounts at certain probabilities are extracted to create the rainfall series with different recurrence intervals:
where p is the AEP corresponding to the desired recurrence interval.
An additional normalization step is applied to ensure consistency with Atlas 14: The changing ratio of rainfall extremes between current and future can be derived by comparing the derived historical rainfall extremes at different reoccurrence intervals based on observation data
with the spatial and temporal downscaled GCM rainfall extremes data , , :
where j represents the underlying GCM. The Atlas 14 IDF curves are then updated by Fixed scaling factors are used in Atlas 14 for deriving 10-minute and 5-minute annual maxima.
The ratio of the10-minute annual maximum to the 15-minute annual maximum is assumed to be 0.82 in Atlas 14 and the ratio for the 5-minute annual maxima is 0.57. These same assumptions can be applied to future climate conditions.
Results
The methods described above were tested in an application for the city of Grand Rapids, MI. In The new CMIP5 model results were used for the purpose of updating the potential range of future IDF curves. In addition to incorporating the latest model updates, the CMIP5 results are now available in a variety of online repositories that enable rapid screening of the range of potential future outcomes predicted by the suite of GCMs. There is also a desire, however, to maintain consistency with the Resiliency Report. The analysis in the Grand Rapids Resiliency Report used the CMIP3 emissions scenario known as A1B, which was a middle-of-the-road emissions scenario incorporating "balanced emphasis on all energy sources." There is not an exact match to this scenario in CMIP5; however, the projected greenhouse gas trajectory under A1B is bounded above and below by RCP 8.5 and RCP 4.5.
RCP 8.5 includes higher greenhouse gas concentrations, and thus greater radiative forcing and higher global atmospheric temperatures than RCP 4.5; however, the difference among individual
GCMs is generally greater than the difference between RCP 4.5 and RCP 8. 
GCM Selection
Future climate projections are uncertain and are best used to describe a probability envelope of potential future conditions (an "ensemble of opportunity"; Mote et al., 2011) to which adaptation may be needed. Specifically, climate scenarios that approximate smaller, median, and larger range of potential changes in precipitation intensity were selected for this analysis, using sets of two scenarios (one from RCP 4.5 and one from RCP 8.5) that appear to be near the 10 th , 50 th , and Table 1 . It should be noted that rankings on final analysis of the magnitude of storms of a given intensity and duration from downscaled GCM output may not follow the same order as shown in the CLIMDEX screening of non-downscaled GCMs. This occurs because the GCM output is subject to local bias correction during the downscaling process. As a result of this, a GCM that has lower peak rainfall intensity in the raw output could actually yield higher peak intensity in downscaled output if the bias correction factor is larger than that for other competing models.
Nonetheless, sampling across a range of GCM behavior is useful to help ensure an inclusive data set. This suggests that final future IDF curves for application should be selected from the largest responses observed in the six model sample set described above, regardless of the ranking of the un-downscaled GCM, to provide reasonably protective design standards.
Spatially Downscaled Climate Data
GCMs generate output at a large spatial scale (typically about 1°x1° or coarser) that does not take into account details of local geography and topography. To be useful at the local scale it is necessary to undertake spatial downscaling. Downscaling can be done either through the use of This study provides methods for efficient calculation of future IDF curves based on the transform 7 from GCM simulations of historic to future climate annual maximum series. The method is 8 illustrated by evaluation of a range of projected climate scenarios for Grand Rapids, MI that span 9 from the low to high end of future precipitation intensity as a way to identify the range of 10 conditions to which adaptation may be needed. For 2050 conditions, one scenario (BCC-CSM-11 1-1, RCP 4.5) projects little change, and in some cases a decrease in rainfall intensity; however, 12 the remaining scenarios show increases -up to 24% for the 24-hr 2-year event and up to 80% for 13 the 24-hr 100-year event. The models that predict the largest increases in intensity for a given 14 duration may well be over-estimates for future conditions, but this cannot be ascertained in 15 advance. It is reasonable precautionary approach to use the upper bounds of the estimated IDF 16 curves for 2050 as protective design standards for future conditions. Additional changes are 17 projected for 2085. 18
The results calculated include recurrence intervals of up to 1000 years for consistency with 19 NOAA Atlas 14. Estimates of extremely low probability events such as this are always subject 20 to high levels of uncertainty. For future climate conditions this uncertainty is amplified by 21 questions about the ability of the climate models to resolve such rare events. The longer-22 recurrence results are important in a qualitative sense to show how the risk of extreme flooding 23 could increase, but it may be preferable to base quantitative design and management 24 recommendations to results from the 100-year or lesser recurrence interval. 25
The methods described above can be largely automated through Python code and applied to 26 locations throughout the U.S. Other design criteria, such as the 90 th percentile 24-hour 27 precipitation event, can be analyzed in a similar manner. The primary difference is that the 28 distribution of the 90 th percentile event can be described by a Peaks-over-Threshold (POT) 29 approach, which characterizes the frequency of events greater than a specified magnitude 30 (Serinaldi and Kilsby, 2014) in which {y: y > 0 and 1 + ̃> 0} and ̃= + ( − ), μ is the location parameter, σ > 0 is 35 the scale parameter, and ξ is the shape parameter. An updating procedure for the GPD, similar to 36 that described above for the GEV distribution, can be readily applied to estimate the distribution 37 of future 90 th percentile events. 38
