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Abstract
The size of micromagnetic structures, such as domain walls or vortices, is com-
parable to the exchange length of the ferromagnet. Both, the exchange length
of the stray field ls and the magnetocrystalline exchange length lk, are material-
dependent quantities that usually lie in the nanometer range. This emphasizes
the theoretical challenges associated with the mesoscopic nature of micromag-
netism: the magnetic structures are much larger than the atomic lattice con-
stant, but at the same time much smaller than the sample size. In computer
simulations, the smallest exchange length serves as an estimate for the largest
cell size admissible to prevent appreciable discretization errors. This general rule
is not valid in special situations where the magnetization becomes particularly
inhomogeneous. When such strongly inhomogeneous structures develop, micro-
magnetic simulations inevitably contain systematic and numerical errors. It is
suggested to combine micromagnetic theory with a Heisenberg model to resolve
such problems. We analyze cases where strongly inhomogeneous structures pose
limits to standard micromagnetic simulations, arising from fundamental aspects
as well as from numerical drawbacks.
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1. Introduction
The theory of micromagnetism was established firmly more than fifty years
ago [1, 2, 3, 4, 5]. At that time, analytic calculations were performed according
to the specific problem that was studied, e.g., a one-dimensional magnetic do-
main wall [6, 7], a chain of vortices and antivortices in a cross-tie domain wall [8],
or a Bloch point singularity [9, 10]. When studying these problems, the mathe-
matical methods, the approximations, and the limits of the model were clearly
described. They represented the starting point of the specific study. Spectacular
progress in computational micromagnetism has led to a shift in this domain of
solid state theory. Micromagnetic simulations are now a commonly used, con-
venient, reliable and important means of research to investigate the properties
of ferromagnetic nanostructures. While this has helped considerably in dissem-
inating the fundamentals of micromagnetism to a broad scientific community,
the limits of the range of validity of the theory have received less attention.
As a result, many powerful and easy-to-use programs are sometimes applied
to problems that go beyond the range of validity of the underlying theory. A
typical situation where this occurs is when strongly inhomogeneous magnetic
structures develop. This article aims to point out some pitfalls that one encoun-
ters in numerical micromagnetics in the case of highly inhomogeneous structures
and discusses possibilities of treating such pathological cases.
The article is structured as follows. After a description of the basic equations
and the fundamental assumptions on which the theory of micromagnetism is
based, the difference between discretization errors and methodological errors is
briefly discussed in section 3. The importance of the exchange lengths as the
typical length scale above which static micromagnetic theory is valid is recalled
in section 4 using the example of a one-dimensional domain wall. The limiting
case where the domain wall width collapses to zero is discussed in section 5,
which describes Bloch point singularities and their behavior in numerical studies.
Using the exchange length as a reference scale, in section 6 we analyze, compare
and quantify analytic and numeric errors that occur when a spin spiral has a
periodicity smaller than the exchange length, thereby connecting the cases of
a smooth and an abrupt transition. Finally, in section 7, a short discussion of
the limits of validity of the dynamic equations in the case of ultrafast processes
emphasizes that strongly inhomogeneous structures are only one of several cases
where micromagnetism reaches its limits.
2. Basic equations
Calculating the spatial and temporal evolution of the magnetization in a
ferromagnet is the central task of micromagnetic theory. The magnetization
M(r, t) is defined as the density of magnetic moments [3],
2
M(r, t) =
1
V (r)
∑
R∈V (r)
µR(t) (1)
where V (r) is the volume of a mesoscopic part of the sample around r, and µR
is a microscopic magnetic moment at the point R within V (r). Even though
the microscopic magnetic moment at a point within a ferromagnet results from
the electronic structure of the material, it can be assumed for simplicity that
µR are atomistic magnetic moments. The volume V (r) is sufficiently small so
that the magnetization is homogeneous and hence the magnitude of the mag-
netization Ms = |M(r, t)| is a constant material parameter: the spontaneous
magnetization.
The transition from a set of i microscopic magnetic moments located at
atomic lattice sites R, i.e.,
{
µiR
}
to a continuous vector field of the magneti-
zation M(r, t) is also performed for the calculation of the magnetostatic field.
The dipolar magnetic field hdip at the position R results from the sum of the
field of each magnetic moment,
hdip,R =
1
4pi
∑
R′ 6=R
{
3 [µR′(t) · (R−R′)] · (R−R′)
|R−R′|5 −
µR′(t)
|R−R′|3
}
(2)
can be converted into an integral over the density of magnetic moments, leading
to
Hdip = −∇U(r, t) (3)
where the magnetostatic potential U(r, t) is
U(r, t) = −
∫∫∫
volume
divM(r′, t)
4pi|r − r′| d
3r′ +
∮
surface
M(r′, t) · nˆ(r′)
4pi|r − r′| dS
′ . (4)
The first integral on the right hand side runs over the volume of the ferro-
magnet, and the second integral over the surface [2]. Here nˆ is the outward
oriented unit vector perpendicular to the surface and dS is an infinitesimal
surface element.
Micromagnetic theory contains a further energy term which is based on the
transition from a set of discrete magnetic moments to a continuous density of
magnetic moments: the exchange interaction. In its simplest form, the inter-
atomic exchange is given by
Exc = −Jij
∑
NN,i6=j
µˆi · µˆj = E0 + Jij
∑
NN
µˆi(µˆi − µˆj) (5)
where Exc is the exchange energy, “NN” denotes a summation over nearest
neighbors, µˆi is the normalized magnetic moment µˆi = µi/|µi|, and Jij is the
Heisenberg exchange integral. In Eq. (5), E0 is an energetic offset that can be
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omitted; thereby obtaining a positive-definite expression for Exc. Assuming a
small misalignment between neighboring magnetic moments, i.e.,
|µˆi − µˆj |  1, (6)
a Taylor expansion of this term leads to the micromagnetic form of the exchange
interaction
exc = A
[(
∂m
∂x
)2
+
(
∂m
∂y
)2
+
(
∂m
∂z
)2]
(7)
where A is the exchange constant [11] and m(r, t) = M(r, t)/Ms is the reduced
magnetization.
The equations (1), (3), (4), and (7) provide a framework in which the ferro-
magnet is treated as a continuum, without considering explicitly atomistic ef-
fects of the ferromagnet. In micromagnetic theory, the impact of the crystalline
structure on the magnetic properties is accounted for by means of material pa-
rameters, which depend on the position. An example is the magneto-crystalline
anisotropy, which in its simplest form is uniaxial and is described by an energy
density term
eani(r, t) = K
{
1−
[
kˆ ·m(r, t)
]2}
(8)
where K is the uniaxial anisotropy constant and kˆ is a unit vector parallel to
the easy axis.
The equation of motion of the vector field of the magnetization M(r, t) is
the Landau-Lifshitz-Gilbert equation [12, 13]
d
dt
M(r, t) = −γM(r, t)×Heff(r, t) + αM(r, t)
Ms
× d
dt
M(r, t) . (9)
where α is the Gilbert damping parameter and γ is the gyromagnetic ratio.
The effective field Heff contains contributions of the external field, the internal
magnetosotatic field, the exchange field and the anisotropy field.
3. Types of errors in the calculation of strongly inhomogeneous struc-
tures
In spite of spectacular advances in numerical methods, including powerful
GPU-accelerated simulations [14, 15] and the near-perfect reproduction of ex-
perimental observations [16, 17], it remains inevitable that results from micro-
magnetic codes contain two types of errors. The first is the discretization error;
the second error arises from the limitations of the underlying theory. Both errors
are usually negligible, but can become significant in cases where the structure
of the magnetization becomes exceptionally inhomogeneous.
Discretization errors stem from the use of a finite set of data points. The
data provided by simulation results at these discretization points constitutes
an approximation of the magnetization field M(r, t), which is assumed to be
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continuous, i.e., smooth and with a well-defined value at any point. Based on
the computed set of data, an approximation for the field can be achieved, e.g.,
by a piecewise constant or a piecewise linear representation of M in the region
between the discretization points. The quality of this approximation obviously
depends on the density of discretization points, and the discretization errors
go to zero in the limit of infinitely small cell sizes. While this limit cannot be
achieved in practice, it is often possible to extrapolate the data to zero cell size
by using a set of different grids.
The second error arises from the micromagnetic theory itself. One of its
fundamental assumptions is the condition (6), which states that the magnetiza-
tion changes slowly on the length scale of the atomistic lattice parameter. This
is justified by the dominant influence of the ferromagnetic exchange on short
length scales, which tends to align neighboring spins parallel to each other. The
assumption of small angles between neighboring spins is usually a very good ap-
proximation, but for a correct interpretation of simulation data it is important
to identify the exceptions in which this assumption fails.
In the following we shall illustrate and quantify the impact of these two types
of errors in the case of strongly inhomogeneous magnetic structures. A rigorous,
quantitative analysis of numerical errors would generally require an important
arsenal of methodologies which are specific to the applied numerical method.
Our approach will be more heuristic, but it should capture the essential features
in sufficient detail. It will consist in studying situations where analytic results
are available, and comparing them with the computed data.
4. Exchange lengths and 180◦ domain walls
Let us first recall the textbook example of a Bloch wall in a bulk ferromagnet
with uniaxial anisotropy [4, 5, 6, 12], a case where the assumption of smooth
changes of the magnetization is appropriate. The analytic solution for the profile
of a 180◦ domain wall is obtained by minimizing a functional containing two
energy terms. The one-dimensional variational problem then yields the typical
kink shape of the domain wall profile shown in Fig. 1. It displays the value
of the y-component of the reduced magnetization my(x) as a function of the
position x. The easy axis points along y and the domain wall centered at
x = 0. The boundary conditions are limx→∞my(x) = −1 and limx→∞my(x) =
+1. Spherical variables are used to ensure that Ms = const., and one obtains
an angle φ = φ(x) which defines the components of the magnetization mx =
cosφ(x), my = sinφ(x). It is assumed that the magnetization varies only along
x, and that mz = 0. The latter condition ascertains that the rotation of the
magnetization is perpendicular to the domain wall plane, as is the case for a
Bloch wall.
According to Lilley [18] the domain wall width ∆ = pilk is proportional to the
exchange length lK . The one-dimensional Bloch wall profile may therefore serve
to introduce the exchange length lK = (A/K)
1/2 as a micromagnetic length
scale, which can be considered as a tradeoff between the competing tendencies of
the exchange interaction and the magneto-crystalline anisotropy. With the given
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Figure 1: The red line displays the profile of an idealized one-dimensional 180◦ domain wall
in an infinitely extended ferromagnet with uniaxial anisotropy. The direction of the easy axis
is along y and the red line displays the y-component of the normalized magnetization. In the
case of a Bloch wall, the x component is zero for all x. The corresponding domain wall width
∆ = pilK according to Lilley is sketched below. Close to the middle of the domain wall, x = 0,
the domain wall profile is very similar to that of a spin spiral with wave length 2pilK = 2∆,
displayed in blue.
boundary conditions and the constraint Ms = const., the magneto-crystalline
anisotropy alone would favor a 180◦ transition from my = −1 to my = +1 on a
length scale as short as possible, while the exchange energy would be reduced by
spreading the domain wall over a region as large as possible. In a similar fashion,
Ne´el walls in thin films [7] lead to another exchange length ls = [2A/(µ0M
2
s )]
1/2,
which results from the competition between the magnetostatic and the exchange
interaction.
For a given ferromagnetic material, l = min(lK , ls) describes the typical size
of inhomogeneities, like domain walls or vortices. This role of the exchange
lengths has been discussed in detail, e.g., by Kronmu¨ller [19]. In all practical
cases l is much larger than the atomic lattice constant, with typical values in
the range between a few nm and several tens of nanometers. This provides a
posteriori the justification for the approximation described by eq. (6), according
to which inhomogeneities of the magnetization are negligible on the atomic
length scale.
In view of this interpretation of l as the characteristic size of inhomogeneous
magnetic structures, it is clear that discretization cells in simulations should
not be larger than l in order to capture the details of the magnetic structure.
This notwithstanding, there can be situations where finer grids will be required
or coarser grids admissible. Since l generally represents an estimate for the
upper limit of the cell size, the question may arise whether a lower limit exists
below which cell sizes are not allowed. The answer is no: cell sizes can be
arbitrarily small; even smaller than the atomic lattice constant. This can be
readily understood on the basis of the domain wall profile shown in Fig. 1,
where the components of the magnetization Mx, My, Mz are defined within
any arbitrarily small interval [x, x+ dx]. Likewise, the density of discretization
points in simulation studies can be arbitrarily high. Choosing too small cell sizes
is normally a waste of computational resources, but there is no fundamental
criterion that poses an obstacle.
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Having outlined the importance of exchange lengths as well as the role of
the discretization cell size and the fundamental assumptions of micromagnetism,
we can now investigate how systematic and numerical errors emerge in the case
of strongly inhomogeneous structures, i.e., when a significant inhomogeneity
extends over a scale smaller than l. An inhomogeneity can be defined as signif-
icant if the magnetization changes its direction by at least 90◦. Practical cases
of strongly inhomogeneous magnetic structures include the following situations:
• If the system is in a non-equilibrium state, e.g., when a domain structure is
suddenly exposed to a strong external field, the conditions used to derive l
do not apply, and the domain wall width can become significantly smaller.
In this context, the velocity-dependent compression of field-driven domain
walls and the resulting increase of exchange energy have been used by
Do¨ring to define the domain wall mass [20].
• The exchange length only plays a role if the ferromagnet can be considered
as homogeneous, which is the case for or a single-crystalline material or
for an amorphous alloy with sufficiently small phases. Granular composite
magnets with strongly different anisotropies and exchange-coupled and
phases can lead to magnetic inhomogeneities in the sub-nm range [21, 22].
• Topological defects represent singularities of the magnetization where Ms
collapses to zero at a point around which the magnetization becomes
maximally inhomogeneous. Such Bloch points or Feldtkeller singulari-
ties [9, 10, 23] can play a decisive role in magnetic switching processes
[24, 25]. The assumption (6) does not hold in these cases, rendering such
structures a significant problem for micromagnetic simulations.
5. Simulation of singularities
Singularities like Bloch points are not unusual in continuum theories. A
well-known example is the laminar flow of an incompressible liquid around a
sharp corner, like a 90◦ edge in a vessel. This results in a divergence of the flow
velocity near the edge, which is only calculated correctly if the discretization
mesh is fine enough (see, e.g., p. 456 of Ref. [26]).
The usual way of dealing with such singularities in simulation studies (while
remaining in the framework of the continuum theory) is an extrapolation of the
computed values to infinite discretization density. The convergence rate and
the limiting value can thereby be determined as the cells become smaller. In
this context it is irrelevant whether the singularity is real in a physical sense.
Obviously the velocity of the molecules in a liquid flowing around a corner does
not really diverge, and the exchange energy density in a Bloch point is not in-
finite. The occurrence of such singularities indicates that something is wrong
with the fundamental assumptions of the model: A real liquid is not completely
incompressible, a corner is not perfectly sharp, and neighboring atomic mag-
netic moments may sometimes be significantly misaligned. Nevertheless, if the
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Figure 2: The image displays an example of the micromagnetic structure in the vicinity of a
Bloch point. Such point singularities in the three-dimensional vector field M(r, t) generate
highly frustrated and strongly inhomogeneous regions. In the center of the Bloch point, no
direction of the magnetization can be defined. Each subset of the magnetization field defined
on the surface of a small sphere containing the Bloch point fills the entire directional space,
i.e., it contains at least one magnetization vector pointing in any chosen direction.
continuum theory yields singularities, the computational task consists in pro-
viding solutions of these problematic regions as accurately as possible, while the
scientific task consists in evaluating the validity of the theory and the underly-
ing assumptions. It is noteworthy that such singularities in continuum theories
never affect the system in a “catastrophic” way, meaning that the overall result
remains correct. In the case of a Bloch point, e.g., the total energy is finite, in
spite of the divergence of the exchange energy density.
An example of the method of extrapolating results obtained with different
discretization densities is shown in Fig. 3, where the threshold energy required
to initiate a vortex core reversal is determined. Only by using this method, an
almost perfect agreement with theoretical predictions could recently be obtained
in micromagnetic simulation of vortex core switching processes. As discussed
in Refs. [28, 29] the switching of a vortex core in a thin-film element requires
the formation of a Bloch point traversing the sample along the film thickness.
The analytic value of the energy EBP of a Bloch point in a thin-film element of
thickness h has been calculated analytically, yielding [30, 31]
EBP = 8piAh (10)
where A is the exchange constant. The universality of this result is shown in
Fig. 3, where the switching energy was calculated for different materials. De-
tails on the micromagnetic problem, the sample size and shape and the physical
conclusions of this result are summarized in Ref. [27]. Note that without the
extrapolation, the computed switching energy barrier is significantly underes-
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Figure 3: The energy required to switch a vortex core is equal to the energy needed to
generate a Bloch point. According to analytic theory, the value of this energy is 8piAh (see
text). Numerical simulations systematically underestimate this switching energy, even if the
cell size δ is well below the exchange length lK . However, an extrapolation to zero cell size
reconciles the results, yielding perfect agreement with analytic theory. This is confirmed for
different magnetic materials (from Ref.[27]).
timated – even when the cell size is well below the exchange length. This is
typical for singularities, where the convergence rate, i.e., the amount by which
the numeric error diminishes with increasing discretization density, is signifi-
cantly lower than in the absence of singularities, cf., e.g., Ref. [32].
6. Non-singular strong inhomogeneities
The singular behavior discussed in the previous section and the smooth
transition within a 180◦ wall (cf. Fig. 1) can be considered as two limiting cases:
In the case of a Bloch point treated within the framework of micromagnetism,
the magnetization changes its direction by 180◦ inside an infinitely small volume
element dV , while in the case of a Bloch wall the 180◦ transition occurs smoothly
over a distance in the order of pilK . The mesoscopic region between those
limiting cases leads to numerical and fundamental difficulties that unfold as the
inhomogeneity of a micromagnetic structure becomes more pronounced. These
problems are exclusively connected to the exchange interaction, since it is the
only micromagnetic term containing the assumption of small-angle interatomic
variations of magnetic moments according to Eq. (6).
In order to simplify the analysis of gradually increasing inhomogeneities,
we consider a spin spiral rather than the usual tanh(x) profile of the one-
dimensional domain wall. As shown in Fig. 1, a spin spiral of wave length
lK is very similar to the profile of a domain wall of width ∆ = pilK near the cen-
ter of the domain wall. The advantage of the spin spiral over the tanh(x) profile
is a homogeneous exchange energy density, which allows to monitor deviations
more easily than in the case of a Bloch wall profile. The spin spiral is defined by
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Figure 4: A simple spin spiral of periodicity λ serves as a model system to study the behavior
of numerical and systematic errors occurring when the exchange energy of an increasingly
homogeneous structure are calculated. The direction in which the spin spiral is oriented is
irrelevant, but it is the same for the entire three-dimensional sample. This does not represent
an equilibrium arrangement. As was done, e.g., in Ref. [33], the structure is artificially imposed
in order to monitor the differences between numerical and analytic results.
a periodicity λ with the angle ϕ(x) = xpi/λ, mx = sinϕ(x), my = cosϕ(x), and
the homogeneous exchange energy density of such a spin spiral has the value
eµxc(λ) = A
pi2
λ2
. (11)
The singularity for the case λ→ 0 is immediately recognized. In physical terms,
the singularity is easy to understand as a result of the constraint of constant
Ms combined with the continuous definition of M(r) in space. While in a real
magnet the lattice constant a represents a lower bound for λ, the micromagnetic
equations allow for arbitrarily small values of λ. Moreover, the highest-energy
case of antiparallel magnetic moments in eq. (5) yields a value that is lower than
that of a spin spiral λ = a calculated with the continuum term (7).
The analytic value according to eq. (11) is derived from classic analytic
theory and can serve as a reference to determine the accuracy of the numerically
computed exchange energy density. For a detailed comparison of various effects
emerging as λ decreases, we compare three values of the energy density:
1. The analytic value eµxc(λ) is the exact solution of the micromagnetic equa-
tion (7), which can be calculated irrespective of the validity of the approx-
imations and assumptions on which micromagnetic theory is based.
2. The numerical value eFEMxc (λ, δ) is the value of the exchange energy density
calculated with our code uning the finite-element method (FEM) for a
given spin spiral of length λ and a discretization size δ.
3. The Heisenberg-term eHeixc (λ) is the value of the exchange energy density
calculated according to eq. (5). Although the value is calculated numeri-
cally, this term is not affected by discretization error since no interpolation
scheme is used. This term is calculated for different crystalline structures,
and in some cases we extend the interaction to include the contribution
of atomic moments located within a shell much larger than the nearest-
neighbor approximation.
The evolution of these three energy terms as a function of λ allows to dis-
criminate between numerical and model-related errors and quantify the impact
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Figure 5: The ratio of the computed micromagnetic exchange energy eFEMxc (λ, δ) and the
corresponding analytic value eµxc(λ) reaches very low values for small λ and large discretization
cell size δ. The drop reflects the inability of the discretized solution to capture the drastic
spike in the exchange energy density as λ goes to zero. The dashed lines represent the
discretization size δ in units of the lattice constant a, with the same colors as the eFEMxc (λ, δ)
lines, respectively. The material is BCC n.n. [35]
of these errors. We use our micromagnetic code TetraMag to evaluate the ex-
change energy density for different cell sizes δ and discard the regions near the
boundary to ensure that the results are not influenced by finite-size effects. In
our case, the exchange field is calculated with standard FEM techniques, as de-
scribed in Ref. [34], but the numerical results and the behavior of discretization
errors should not depend significantly on the numerical method that is used.
The result is shown in Fig. 5, where the ratio of the computed energy density
eFEMxc over e
µ
xc is plotted for different cell sizes δ. The length of the spiral λ is
given in units of the lattice atomic constant a. This should not distract from
the fact that, so far, we have not left the territory of micromagnetic theory. The
sharp drop of the curves near λ = 0 shows that the numerical values cannot
follow the steep increase of eµexc(λ) as λ decreases. The numerically calculated
value systematically underestimates the exchange energy. In usual micromag-
netic structures, however, the error is small: If the domain wall width ∆ extends
over only 30 lattice constants, a cell size δ of about seven lattice constants will
already lead to very good results. In practice, the values of ∆ are even larger
and the error smaller.
Next we analyze to which extent the analytic exchange energy density eµxc,
which is derived using a small-angle approximation and a transition to a con-
tinuum, deviates from an “exact” model, where the exchange interaction is
calculated with a classical Heisenberg-type summation as described in eq. (5).
The results are shown in Fig. 6. The comparison is made here for different
types of exact models in which a different number of interacting neighbors and
different crystal structures have been taken into account.
For all but one of the cases, the energy density eµxc(λ) calculated with the
continuum expression (7) overestimates the exchange energy of strongly inho-
mogeneous structures. The only case that we found which deviates from this
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Figure 6: The micromagnetic approximation for the exchange energy eµxc according to eq. (7)
ceases to be valid for strongly inhomogeneous structures. The Heisenberg term, which can take
different forms depending on the number of interacting atoms and the value of the exchange
integral, assumes in any case a finite value, whereas the continuum expression diverges as λ
goes to zero. Well before λ = a poses a natural limit for the largest inhomogeneity in the
Heisenberg model, the equations yield significantly different results. The materials are chosen
according to [35].
systematic tendency is one in which the assumption of strict ferromagnetic ex-
change is dropped, where an oscillatory RKKY-type exchange [36, 37, 38] is
assumed, a large number of interacting atoms is considered. The resulting
interaction favors an overall ferromagnetic order, but weakens it by an antifer-
romagnetic contribution.
The magnitude of the error connected with the use of the micromagnetic
term for the exchange energy density according to eq. (7) rather than the
Heisenberg exchange interaction of eq. (5) is shown in Fig. 7 as a function
of the spin spiral length λ. In this case the energy density eHeixc is calculated
with a Heisenberg-type summation over nearest-neighbors and compared with
the analytic term eµxc(λ) derived from the micromagnetic approximation.
As a result it can be stated that in the framework of numerical micromag-
netism, highly inhomogeneous structures result in both, numerical errors and
methodological errors. These errors systematically have opposite sign, which
at first may give hope that the results of numerical micromagnetic simulations
could remain reliable if the different types of errors compensated each other; at
least to a good extent. This is not the case, as shown in Fig. 8, which displays
the computed value eFEMxc divided by the Heisenberg term e
Hei
xc . The curves show
essentially the same behavior as Fig. 7, meaning that the model-related errors
connected with eq. (7) are almost always negligible compared to the discretiza-
tion errors.
7. Ultrashort time scales
In the previous sections the limits of the micromagnetic approximation have
been discussed in the static case, except for a short remark on the Do¨ring wall
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Figure 7: Another way of representing the deviation shown in Fig. 6 is the error that is
connected with the use of eµxc(λ) as a function of λ, expressed here in units of the lattice
constant a. If λ remains below about 15 unit cells, the error is smaller than 1% and decreases
rapidly with increasing λ. In the low-λ regime, however, the errors due to the micromagnetic
approximation become rapidly very significant.
Figure 8: The graph shows the numerical value eFEMxc (λ, δ) in units of the exchange energy
calculated with the Heisenberg model as a function of λ. The behavior is very similar to that
shown in Fig. 5. This shows that, for all practical cases, the discretization error dominates
largely over the errors resulting from the use of eq. (7). In spite of their systematically opposite
tendency, the two types of errors do not cancel each other. The material is BCC n.n. [35].
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mass in section 4. But the micromagnetic approximations also reach their limit
in the case of ultrashort time scales, especially in ultrafast laser-induced mag-
netization processes [39, 40, 41]. The Landau-Lifshitz-Gilbert equation (9) may
then need to be generalized, which is usually done by replacing it with the
Landau-Lifshitz-Bloch (LLB) equation [42, 43]. The LLB equation accounts
for the temporal and spatial reduction of the magnitude of the magnetization,
in contrast to the LLG equation that preserves the modulus Ms = |M |. The
microscopic details governing ultrafast laser-induced magnetization processes
are still not completely understood, but it can be assumed that also in these
cases at least temporarily very inhomogeneous structures can occur. Examining
the range of validity of dynamic micromagnetism in such extreme situations is
part of ongoing research, including some controversial aspects the discussion
of which would go far beyond the scope of this article. For the sake of com-
pleteness it is however worth pointing out that static structures with strong
inhomogeneities are not the only situation where micromagnetism can reach its
limits. The common denominator between the strongly inhomogeneous struc-
tures discussed before and ultrafast magnetization processes is a high local en-
ergy density. Whenever a very high energy density develops (at least locally),
the validity of the micromagnetic framework is challenged.
8. Conclusions
When highly inhomogeneous structures develop, the exchange length l loses
its meaning as a useful estimate for the upper bound of admissible cell sizes
in simulations. Strong inhomogeneities lead to numerical and systematic er-
rors in the calculation of the exchange energy if standard micromagnetic theory
is employed. While discretization errors systematically underestimate the ex-
change energy, methodological errors systematically overestimate it. Neverthe-
less, those two opposite effect generally do not compensate. When singularities
occur in micromagnetic simulations, a careful analysis is required to ensure
accurate results. Micromagnetic simulations involving singularities should be
checked for an extrapolation to infinite discretization density in order to re-
move the discretization error. In order to obtain a more realistic description
of Bloch points, the standard micromagnetic theory must be replaced or ex-
tended. A straightforward way of doing this is to abandon the assumption of
constant magnitude of the magnetization by using the LLB equation also in the
low-temperature range, as proposed recently by Lebecki et al. [44]. With the
LLB equation, a high energy exchange density can be used as an indicator for a
locally reduced value of Ms, which can be corrected accordingly. This approach
requires a careful calibration of the function Ms = Ms(e
µ
xc) which enters as a
degree of freedom in the LLB equation. A more accurate and parameter-free
solution can be obtained by combining atomistic calculations which consider
the Heisenberg interaction for a realistic atomistic lattice and to embed them
into standard micromagnetic simulations [21]. When the atomistically inho-
mogeneous magnetic region can be identified beforehand, e.g., by the granular
structure of the magnetic material [22], such a combined Heisenberg-continuum
14
approach poses much less practical difficulties than an algorithm that detects
and implements atomistic regions automatically. Such an approach is required
in the case of a moving Bloch point. Developing a dynamic multimodel al-
gorithm for such multiscale simulations represents a formidable programming
endeavor.
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