Abstract. For N d -actions by algebraic endomorphisms on compact abelian groups, the existence of non-mixing configurations is related to "S-unit type" equations and plays a role in limit theorems for such actions.
Introduction
Let G be a compact abelian group endowed with its Haar measure µ. If T T Z k (ω) f, for a.e. fixed ω, where (a n ) is a normalizing sequence.
The connected case was considered in [3] . Here we are interested in non connected groups G. More precisely we consider in Section 1 some commutative actions by endomorphisms or automorphisms on shift-invariant subgroups of F Z d p (characteristic p, where p ≥ 2 is a prime integer).
For these actions, mixing of all orders is not satisfied. Nevertheless, it is possible to show that non-mixing configurations are sparse (Section 2). This was shown for a particular case of our model (Ledrappier's system) by D. Arenas-Carmona, D. Berend and V. Bergelson in [1] . We borrow from their paper, a source of inspiration for us, the term "almost mixing of all orders" used in the title.
The scarcity of non-mixing configurations allows to apply the cumulant method as in [3] to prove the Central Limit Theorem for different methods of summation (Section 3).
The last section (appendix) is devoted to reminders on algebraic endomorphisms of compact abelian groups.
Shift-invariant subgroups of F Z d p and a class of endomorphism
In this section, we recall some facts about shift-invariant subgroups of F Z d p (cf. [12] ) and we define a class of endomorphisms of these groups.
Shift-invariant subgroups of F Z d p . Notations
Let p > 1 be a prime integer fixed once for all and let F p denote the finite field Z/pZ. For all integers a, b, we have a p = a mod p, (a + b) p = a p + b p mod p. Underlined symbols will represent vectors or tuples. The element (0, 0, ..., 0) is represented by 0. For d ≥ 1, if J is a set of indices, a |J|-tuple of elements of Z d or N d (N includes 0) is written a J = (a j , j ∈ J). The coordinates are denoted by a j,k , j ∈ J, k = 1, ..., d. The notation x J represents the variable (x j , j ∈ J) or the formal product j∈J x j .
We denote by G where S(P ), called the support of P , is the finite set {k : c(P, k) = 0}.
For P ∈ P d and ζ ∈ S d , the product P ζ is well defined:
c(P, j) ζ k+j x −k .
The dual G p . The annulator G ⊥ of G in G 0 is {P : χ P (ζ) = 1, ∀ζ ∈ G} = {P : c(P ζ, 0) = 0, ∀ζ ∈ G}. Since G is shift-invariant, if c(P ζ, 0) = 0, ∀ζ ∈ G, the same relation is satisfied for x k ζ(x), ∀k ∈ Z d , which implies P ζ = 0, ∀ζ ∈ G.
Therefore G ⊥ can be identified with the ideal J = {P ∈ P d : P ζ = 0, ∀ζ ∈ G}. Since, by duality in F 1.2. Endomorphisms of F Z p and their invertible extension. For R ∈ P, let γ R be the endomorphism of K := F Z p defined by R. The action of γ R on characters is the multiplication P → RP . If R = 0, the surjectivity of γ R on K, or equivalently the injectivity of the action of γ R on the dual groupK, is clear, since RP ≡ 0 if and only of P ≡ 0.
The invertible extension of γ R can be constructed by duality from the action F → RF on the ring F R [x ± ] of fractions of the form F (x) = P (x)
R(x) ℓ , P ∈ P, ℓ ∈ N. The invertible extension of γ R is the dual action on the compact group dual of the discrete additive group F R . 1 We write x for (x 1 , · · · , x d ) as well as for
An isomorphic version of the invertible extension is obtained in the following way. Let us consider the subgroup G J of G (2) , where J is the ideal in P 2 generated by the polynomial x 2 − R(x 1 ). Observe that the homomorphism h R from P 2 to F R defined by P (x 1 , x 2 ) → P (x 1 , R(x 1 )) is surjective and has for kernel the ideal J (Lemma 1.2 below). Therefore we get an isomorphism between P 2 mod J and F R . The shift σ 2 on the second coordinate is the invertible extension of γ R .
Multidimensional action
This construction can be extended to a multidimensional action. We start with the group K = F Z p and with
. We can add the polynomial R 0 (x) = x to the list.
The natural extension is constructed as follows. Let F R [x ± ] be the ring of rational fractions in one variable with denominators R j (x), j = 1, ..., d, i.e., the discrete group of rational fractions with coefficients in F p of the form
Using duality, the natural extensionK of K (with respect to the endomorphisms γ R 1 , ..., γ R d ) can be built as the dual of F R [x ± ] view as an additive group.
As above, we can get an isomorphic version of the invertible extension in a shift-invariant subgroup of G
, namely the shift-invariant subgroups
, where J is the ideal generated in P d+1 by x j+1 − R j (x 1 ), j = 1, ..., d. Lemma 1.1. The shifts σ 2 , ..., σ d+1 are the invertible extensions of the endomorphisms
The map h R is a surjective homomorphism from P d+1 to F R [x ± ]. The homomorphism h defined by h (Γ mod J ) := h(Γ) is well defined, since Γ ∈ J implies h(Γ) = 0. By Lemma 1.2 below, it is an isomorphism between P d+1 mod J and P.
The multiplication by x j+1 on P d+1 mod J corresponds byh to the multiplication by R j on P and the Z d -action generated by the shifts σ 2 , ..., σ d+1 on G J has the N d -action generated by γ R 1 , ..., γ R d on K as a factor through the map h.
Proof. Let us take for simplicity d = 3. If P is in Ker h R , then
V x and W x,x 2 can be written as polynomials, respectively V (x, x 2 ) and W (x, x 2 , x 3 ). We have
Ledrappier's example ( [9] ) corresponds to p = 2, d = 1, R 1 (x) = 1 + x. In this case, the invertible extension of γ R is given by the shift action on the second coordinate for the shiftinvariant group G J associated to the ideal J generated by the polynomial 1+x 1 +x 2 . The group G J is the set of configurations ζ in F Z 2 2 such that ζ n,m + ζ n+1,m + ζ n,m+1 = 0 mod 2, ∀(n, m) ∈ Z 2 . The Z 2 -shift-action on G J endowed with its Haar measure is not r-mixing for r ≥ 3, a fact which is general for the model described above.
Generalization: endomorphisms of G J and their invertible extension
Indeed, if ζ is such that P ζ = 0, then P Rζ = RP ζ = 0. The dual action of γ R onĜ J is the map P mod J → RP mod J .
The natural invertible extension of this action to a Z d 2 -action by algebraic automorphisms of an extension of G J can be obtained as above in the following way.
and by the polynomials
Let us consider the surjective homomorphism h from the ring P d 1 +d 2 of polynomials in
The homomorphism h defined by h (Q mod J ′ ) := h(Q) mod J is well defined, since Q ∈ J ′ implies h(Q) ∈ J . Using an extension of Lemma 1.2 below, it can be shown that it is an isomorphism between P d 1 +d 2 mod J ′ and P d 1 mod J .
The multiplication by x d+j on P d 1 +d 2 mod J ′ corresponds byh to the multiplication by R j on P d 1 mod J . In other words, the Z d 2 -action generated by the shifts
The action of the shifts on G J ′ generate a Z d 1 +d 2 -action, invertible extension of the action generated on G J by multiplication by x 1 , ...,
In the sequel we restrict the previous model to the case J = {0}. Moreover, although we think that the methods used below can be extended to d 1 > 1, we take d 1 = 1.
Total ergodicity
Suppose that the polynomials R j , j = 1, ..., d, are pairwise relatively prime of degree ≥ 1.
The orbits on the set of non trivial characters of the generated Z 3 -action are infinite by primality of the polynomials x, 1 + x, 1 + x + x 2 . Therefore, we get a 2-mixing Z 3 -action, hence a Z 3 -action with Lebesgue spectrum on L 2 0 (μ), whereμ is the Haar measure onK.
1.3. Non r-mixing tuples.
Let us briefly recall the relation between r-mixing for an action by algebraic endomorphims and S-unit equations. A general measure preserving N d -action (T ℓ ) ℓ∈N d on a probability measure space (X, µ) is mixing of order r ≥ 2 if, for any r-tuple of bounded measurable functions f 1 , ..., f r on X with 0 integral and for every ε > 0, there is M ≥ 1 such that
When (X, µ) is a compact abelian group G with its Haar measure, one easily checks by approximation that mixing of order r for an N d -action generated by algebraic endomorphisms T 1 , ..., T d is equivalent to: for every set K = {χ 1 , ..., χ r } of r characters different from the trivial character χ 0 , there is
The "non-mixing" r-tuples in N d for K are the r-tuples in the set
Example: action by ×2, ×3 on T
1
Let us illustrate the question of mixing on an example in the connected case: the action ×2, ×3 on T 1 . A set K of non zero characters on the torus is given by an r-tuple {k 1 , ..., k r } of non zero integers. By putting ℓ j = (a j , b j ), Equation (5) for the action by 2 and 3 reads k 1 2 a 1 3 b 1 + ... + k r 2 ar 3 br = 0, which leads to consider equations of the form:
It is known that, for a given set {k 1 , ..., k r }, the number of r-tuples ((a 1 , b 1 ) , ..., (a r , b r )) solutions of (6) , such that no proper subsum vanishes, is finite (cf. Theorem 1.4). It implies that the Z 2 -action generated by the invertible extension ×2, ×3 is mixing of all orders. This mixing result is a special case of a general theorem of K. Schmidt and T. Ward (1992): The proof of Theorem 1.3 relies on a result on S-unit equations (Schlickewei (1990)). Let us mention the following version of results on S-unit equations in characteristic 0:
Let F be an algebraically closed field of characteristic 0, F * its multiplicative group of nonzero elements. Let Γ be a subgroup of (F * ) r . [5] ) If the rank of Γ is finite, for (k 1 , ..., k r ) ∈ (F * ) r , the number of solutions (γ 1 , ..., γ r ) ∈ Γ of equation
such that i∈I k i γ i = 0 for every nonempty subset I of {1, ..., r}, is finite.
"Non-mixing" r-tuples for the action of R 1 , ..., R d
The situation is different in characteristic = 0, where there can exist infinitely many solutions for equations of the type (7). In the non connected case (for example for endomorphisms of shift-invariant subgroups of F Z d p ), this implies the existence of infinitely many non-mixing r-tuples, for r ≥ 3.
Our goal is to show that, however, these non-mixing r-tuples for the N d -actions described in Subsection 1.2 above are rare in a sense (hence these actions are "almost mixing of all order") (cf. [1] and D. Masser's works about non-mixing r-tuples).
Our framework is the setting introduced previously. We consider the
A finite set of characters is given by a finite family of polynomials P 1 , ..., P r . For such a set, a non-mixing r-tuple of the action is an r-tuple
Equation (8) is analogous to the previous S-unit equation (7), but in characteridtic p = 0.
Observe that, for a given family (P j ), the equation can be reduced to the case where the P j 's are scalars: it suffices to enlarge the family R by adding the P j 's to R.
where ℓ ≥ 0 is minimal, we can also suppose that the polynomials R j are in
To count non-mixing r-tuples (for the action of R on K or of the shifts on the natural invertible extension), in the next section we will study polynomials Γ which belong to Ker (h R ) where h R is the homomorphism defined by (3).
Basic special D-polynomials
2.1. Decomposition of special D-polynomials.
Preliminary notations and results.
In this section, we extend results shown for Ledrappier's example of [1] to the general model introduced in the first section. We start the proof of the main theorem (Theorem 2.4) with some notations and preliminary results.
Notations:
We denote by Υ the set of all monic (i.e., with leading coefficient equal to 1) prime polynomials in one variable over F p .
For U ∈ P, Υ(U) denotes the set of its prime monic factors. If U is a constant = 0, we set Υ(U) = {1}. If S is a family of polynomials in one variable, Υ(S) := U ∈S Υ(U) is the set of their prime monic factors.
We denote by Q 0 the ring of (Laurent) polynomials, with coefficients in F p , in the variables x ρ indexed by ρ ∈ Υ. By definition, for every Γ in Q 0 , there is a finite subset J(Γ) of Υ such that Γ is a polynomial in the variables x ρ , ρ ∈ J(Γ), and reads (in reduced form):
The term "reduced" means that a product ρ∈J(Γ) x aρ ρ in the above formula appears only once for a given a ∈ N J(Γ) with a coefficient d(a) = 0, except for the 0 polynomial. Most of the time it will be enough to consider polynomials with non negative exponents.
If a polynomial Γ is expressed in a non reduced form, its expression in reduced form (possibly the 0 polynomial) is
the sum:
There is a homomorphism h : Γ → h(Γ), denoted also Γ → Γ, from Q 0 to P, defined by
We consider also the ring Q 1 of polynomials Γ in the variables x ρ , ρ ∈ Υ, with coefficients in
Definitions: If D is a finite subset of Υ (i.e., a finite set of prime polynomials), a polynomial in Q 1 of the form
, is the factorization of U into prime monic factors, we put
For example, for p = 2 and U(x) = x 3 + x 5 , denoting by ρ 1 , ρ 2 the polynomials x and
We define now a map Γ → Ψ(Γ), also denoted Γ → Γ, from Q 1 to Q 0 , which maps Γ given by (12) to the (not necessarily reduced) polynomial Γ:
Denoting by r(Γ) the number of terms of Γ and S(Γ) its support, observe that Γ − Γ is a sum of r(Γ) special a Υ(U a )-polynomials:
Basic special D-polynomials
Let D be any family of prime polynomials containing the polynomial x → x. The polynomials
a . We will use the following elementary lemma:
is a sum of polynomials shifted from basic special Υ(U)-polynomials.
Proof. If U is a power of a prime polynomial, U(x) = ρ(x) b , b ≥ 1, then we use:
The general case follows from the formula
A polynomial Λ is called generalized basic special D-polynomial (abbreviated in "gbs Dpolynomial"), if it is obtained from a basic special D-polynomial ∆ by shift and dilation (exponentiation with a power of p as exponent).
Therefore Λ is a gbs D-polynomial if there are a ∈ Z d , t ≥ 0 and a bs D-polynomial ∆ = x ρ − ρ(x) such that:
In the sequel, R = (R j , j = 1, ..., d) will be a fixed finite family of d ≥ 2 distinct prime polynomials in one variable over F p . If the polynomial x → x is not included in the family R, we add it to the list.
For this fixed family, it is convenient to introduce another notation for polynomials in Q 0 depending on the variables x ρ ∈ R. We write them as polynomials in d variables x i :
The variable x i corresponds to the polynomial R i . We will use the equivalent notations
i appears only once for a given a ∈ N d ). As above, Γ reads as a sum of α-homogeneous components:
We denote by r(Γ α ) the number of monomials in the sum Γ α . The length of Γ is the number r(Γ) of its monomials. It is the cardinal of the support of Γ.
The map Γ →Γ
In case the R i 's are monic polynomials non necessarily prime, we use the reduction to the prime case given by the following map. Let
The goal of this section is the study of the set of special R-polynomials. Theorem 2.4 will show that, for every family R of polynomials and every r, there is a finite constant t(r, R) and a finite family E of polynomials in one variable containing R such that every special R-polynomial Γ of length r is a sum of at most t(r, R) gbs E-polynomials. The constant t(r, R) does not depend on the degree of the polynomial Γ.
Let us now recall or mention some facts about polynomials over F p .
Lemma 2.2. a) For any polynomials A, B, we have (AB
b) A product of pairwise relatively prime polynomials is a p-th power if and only if each factor is a p-th power.
c) If P is a (reduced) polynomial in one variable, then P ′ = 0 if and only if P = U p for some polynomial U.
.., V n are pairwise relatively prime polynomials which are not p-th powers, then (
V i is equal to U p for some polynomial U by c), which is impossible by the hypotheses on the V j 's and b).
2.1.2.
Decomposition of special R-polynomials.
Let Γ be a polynomial as in (18). With the notation (19), for β ∈ F d p we put
We assume that Γ is a special R-polynomial, i.e., Γ = 0.
It follows that A β (Γ) (hence also B β (Γ)) is a special R-polynomial. Indeed we have by Lemma 2.2 a):
From the identity ( i R
Notation: For a finite family of prime polynomials D = {S i , i ∈ I(D)} and β = (β 1 , ..., β I(D) ), we put
If we iterate k-times the map ζ : D → ζ(D) starting from a finite family of prime polynomials R, we get a finite family of prime polynomials denoted by ζ k (R).
Remark that, if the derivatives of order 1 of products of polynomials in a family of prime polynomials R do not contain prime factors ∈ R, then ζ(R) = R. This the case in few examples like for p = 2:
The map Ψ (also denoted by ) defined in (15) gives for Π β (Γ), A β (Γ), B β (Γ):
The polynomials A β (Γ), B β (Γ) are special ζ(R)-polynomials (with more variables than Γ in general). This follows from (16) and from the fact that A β (Γ), B β (Γ) are special R-polynomials, as was shown above.
Reduction of the number of terms
If Γ is not reduced to 0, by shifting Γ by a monomial, we can assume that Γ 0 = 0. If Γ does not reduce to the single component Γ 0 , there is β 1 = 0 such that Γ β 1 = 0.
If Γ does not reduce to a single homogeneous component, we can optimize the choices of components in the decomposition (see the proof of Theorem 2.4). There are at most p d non zero homogeneous components. We get
The polynomials A β , B β (Γ), are special ζ(R)-polynomials with strictly less terms than Γ.
For a family R, we get from the differences
respectively the following special polynomial:
Some polynomials in the list can be 0 and there can be redundancy. With the notation used in (30), the number of these polynomials is
By Lemma 2.1 each of them can be expressed as a sum of shifted basic polynomials, with a number of terms bounded by a constant C. They are then shifted by the corresponding Γ α associated to the α-homogeneous component of Γ.
The results of these preliminaries are summarized in the following lemma: Lemma 2.3. Let Γ be a special R-polynomial of length r.
A β (Γ) and B β (Γ) are special ζ(R)-polynomials with a number of terms strictly less than the number of terms of Γ.
The polynomial Π β (Γ) differs from A β (Γ)+ B β (Γ) by at most 3C r(Γ) gbs ζ(R)-polynomials given by the decomposition of (31), (32), (33). Now we prove the main result of this section, which will be used to show that the nonmixing configurations are sparse for the actions that we consider. Theorem 2.4. Let r be an integer ≥ 2. For every family R = (R j , j = 1, ..., d) of d ≥ 1 polynomials, there is a finite constant t(r, R) and a finite family E of polynomials in one variable containing R such that every special R-polynomial of length ≤ r is a sum of at most t(r, R) gbs E-polynomials.
Moreover, E = ζ r 1 (R) for some r 1 ≤ r and there are two constants K > 0, θ ≥ 2, such that t(r, R) ≤ Kr θ .
Proof. Let H(r 0 ) be the property that, for every non empty family D of polynomials, every special D-polynomial Γ of length r ≤ r 0 is a sum of at most Cr 0 2 r 0 gbs ζ r (D)-polynomials, where C is the constant introduced before Lemma 2.3.
Let R = (R j , j = 1, ..., d) be a family of d polynomials. Let Γ be an R-polynomial Γ of length r(Γ) = r 0 + 1. By applying the map Γ →Γ to Γ which preserves the number of terms, we can assume that the R i 's are prime and distinct.
The property H(2) is satisfied (the null polynomial is the only reduced special R-polynomial of length ≤ 2), if the R i 's are pairwise relatively prime. Let us show that H(r 0 ) implies H(r 0 + 1).
We use the fact that, if Γ is a pth power of a special R-polynomial which is a sum of at most t(r, ζ r (R)) gbs S-polynomials, then Γ has the same property (with the same t(r, ζ r (R))) since the pth power of a sum is the sum of the pth power of its terms.
Therefore, we can write Γ = x s Λ p t , for some s ∈ Z d and some special R-polynomial Λ (with the same number of terms: r(Λ) = r(Γ)) containing at least two non zero homogeneous components, Λ β 0 , Λ β 1 . Multiplying by a monomial, one can assume β 0 = 0. Let β = u(β 1 ).
We apply Lemma 2.3 to Λ. With the previous notations, Π β (Λ) differs from A β (Λ)+ B β (Λ) by at most 3Cr(Γ) gbs ζ(R)-polynomials.
A β (Λ) and B β (Λ) are special ζ(R)-polynomials with a number of terms ≤ r 0 . Therefore, by the induction hypothesis (applied with D = ζ(R)), they are sum of at most r 0 2 r 0 gbs ζ r 0 (ζ(R))-polynomials.
For r 0 ≥ 3, since ζ r 0 (ζ(R)) = ζ r 0 +1 (R), Π is a sum of at most 2Cr 0 2 r 0 + 3C(r 0 + 1) ≤ C(r 0 + 1) 2 r 0 +1 gbs ζ r 0 +1 (R)-polynomials.
Using (34), after multiplication of
, to obtain Λ, this shows that H(r 0 + 1) is true (a product of distinct prime polynomials is not a p-th power, hence its derivative is not zero, cf. Lemma 2.2).
The previous computation suffices to give an effective bound for the number of generalized basic special E-polynomials in the decomposition of a polynomial Γ of a given length r(Γ).
The following more precise estimation gives a polynomial bound.
First we take the β 0 -homogeneous component of Λ which contains the biggest number of terms. Let rλ r be this number. Altogether, the other components contain r(1 − λ r ) terms. Then we take the β 1 -homogeneous component which contains the second biggest number of terms (denoted by rµ r ).
Let c := p −d . As there are at most p d nonempty homogeneous components, we have rλ r ≤ r − 1 (hence 1 − λ r ≥ r −1 ) and λ r ≥ c, µ r ≥ c(1 − λ r ).
For this choice of θ and K = 6/c, we have K(r(1 − λ r )) θ + K(r(1 − µ r )) θ + 3r ≤ Kr θ . Therefore this shows, by induction, that the number of needed gbs ζ r (R)-polynomials for the decomposition of Γ is ≤ Kr θ .
Counting special R-polynomials.
We need an auxiliary lemma.
Lemma 2.5. Let h be an integer, F a finite set of non zero integers and p an integer > 1. For h ≥ 1, let W h ⊂ Z be the set of integers which can be written as a sum
There is a constant K depending on F, h such that, for all N ≥ 1, the cardinal of the set
, where we can assume that the set {t j , j = 1, ..., h 1 } is written in increasing order and h 1 ≤ h is such that
We have |L| = p
where M denotes the maximum of |u|, for u ∈ F ; hence:
By iteration, we obtain h 1 ≤ h and a constant C h depending only on h such that
In the statement of the next theorem, R is a family of polynomials (R 1 , ..., R d ) and t(r) is the constant t(r) = t(r, R) introduced in Theorem 2.4, Theorem 2.6. The number θ(D, r) of reduced special R-polynomials Γ with r terms, supported in a domain D, satisfies for a constant γ(r)
a be a reduced special R-polynomials with r terms such that S(Γ) ⊂ D.
By Theorem 2.4, there are a finite family of polynomials E and t = t(r, R) such that Γ = t j=1 ∆ j , where each ∆ j is a gbs E-polynomials,
In the above formula, we have
by completing by 0 the missing coordinated. We can view the elements a of the support S(Γ) of Γ as points in Z d ′ , with the last d ′ − d coordinates equal to 0. The decomposition of Γ reads more explicitly:
′ , the formula reads in reduced form:
With the above embedding of
Let us denote by Φ the family of the ∆ j 's and write d(∆, b) instead of d(j, b) for the coefficients of ∆ = ∆ j ∈ Φ.
Using an idea of [1] , we put a graph structure on Φ by saying that there is an arrow between ∆ and ∆ ′ if S(∆) ∩ S(∆ ′ ) = ∅. For this graph structure, Φ decomposes in connected components denoted by Φ k .
Let S k := ∆∈Φ k S(∆). Since S(∆) and S(∆ ′ ) are disjoint for ∆, ∆ ′ in different components, the sets S k are disjoint.
It follows that the above definition of u can be written
Therefore the supports S(Γ k ) are pairwise disjoint and each Γ k is a special E-polynomial (actually, once reduced, a special R-polynomial).
We say that a reduced special R-polynomial Γ = a∈S(Γ) c(a) x a is R-minimal if, for every set S 1 strictly contained in S(Γ), the polynomial
a is not a special R-polynomial.
Let us assume first that the polynomial Γ is R-minimal. The disjointness of the supports S(Γ k ) implies that Φ is a connected graph.
The support of the gbs polynomials are sites of the form b + p k v t , t ∈ J, where J is a finite set of indices corresponding to the collection of all basic special polynomials. Suppose that ∆, ∆ ′ are two gbs polynomials with a common site in their support. This site reads
If c 1 and c 2 belong respectively to ∆ and ∆ ′ , then we have:
It follows that, if c ′ belongs to a connected chain (starting at c) of gbs polynomials ∆ j (i.e., two consecutive ∆, ∆ ′ in the chain have a common site in their support), the difference c ′ − c has the form:
There are |D| choices for c multiplied by p − 1 (the cardinal of F p \ {0}). We obtain all minimal special R-polynomials starting from c by constructing all possible connected chains of gbs E-polynomials.
Since, in view of (37), S(Γ) ⊂ d i=1 (W 2t(r) + c i ), using Lemma 2.5 for each coordinate, we obtain that the number of choices is at most, for a given starting point c,
This implies that the number θ(D, r) of minimal special R-polynomials Γ with s terms, s ≤ r, supported in a domain D, satisfies the bound
If Γ is not R-minimal, then there is S 1 strictly contained in S(Γ) such that a∈S 1 c(a) x a is a special R-polynomial. Since
a is also a special R-polynomial, by iteration of this decomposition, any special D-polynomial decomposes as a sum of minimal ones with disjoint supports. As the length of a minimal polynomial is at least 3, (36) follows from (38).
Application to limit theorems

Preliminaries: variance, cumulants.
We need some general facts about variance, summation sequences, cumulants. (See [3] for more details.) Recall that, if S = (T ℓ , ℓ ∈ Z d ) is an abelian group isomorphic to Z d of unitary operators on a Hilbert space H, for every f ∈ H there is a positive finite measure ν f on T d , the spectral measure of f , with Fourier coefficients ν f (ℓ) = T ℓ f, f , ℓ ∈ Z d . When ν f is absolutely continuous, its density is denoted by ϕ f .
We assume that S has the Lebesgue spectrum property for its action on H, i.e., there exists a closed subspace K 0 such that
Summation sequence
Definitions: We call summation sequence any sequence (w n ) n≥1 of functions from
We say that (w n ) is ζ-regular, if ζ is a probability measure on T d and the sequence of nonnegative kernelw n defined bỹ
weakly converges to ζ when n tends to infinity. This is equivalent to
When the spectral density is continuous, ϕ f → (ζ(ϕ f )) 1 2 satisfies the triangular inequality.
Variance for summation sequences
If (w n ) is a ζ-regular summation sequence and f in H with a continuous spectral density ϕ f . By the spectral theorem, we have for
Moments, cumulants and the CLT
Let us recall now some general results on mixing of order r, moments and cumulants (see [10] ). In what follows, we assume the random variables to be uniformly bounded.
Let (X 1 , ..., X r ) be a random vector. For any subset I = {i 1 , ..., i p } ⊂ J r := {1, ..., r}, we put m(I) = m(i 1 , ..., i p ) := E(X i 1 · · · X ip ). Cumulants are computed from moments by
where π = {I 1 , I 2 , ..., I p(π) } runs through the set P of partitions of J r = {1, ..., r} into nonempty subsets and p(π) is the number of elements of π.
Putting s(I) := C(X i 1 , ..., X ip ) for I = {i 1 , ..., i p }, we have . Let be given a random field of real random variables (X k ) k∈Z d and a summable weight w from Z d to R. For Y := ℓ∈Z d w(ℓ) X ℓ , using the multilinearity of the cumulants, we obtain:
Lemma 3.1. The number γ(p, r) of partitions of J r into p ≤ r nonempty subsets satisfies
Proof. (44) follows by induction from the following formula:
tends in distribution to N (0, 1) when n tends to ∞.
Using the formula linking moments and cumulants, the theorem follows from the result of [6] applied to (Z (n) ) n≥1 .
Algebraic framework
Coming back to the framework of a compact abelian group G, we consider a totally ergodic N d -action ℓ → T ℓ by algebraic commuting endomorphisms on G, or its invertible Z d -extension, with the Lebesgue spectrum property.
Below a function f on G will be called a "regular function" if f belongs to the space AC 0 (G), i.e., has an absolutely convergent Fourier series. Recall that, if f is regular, its spectral density ϕ f is continuous on T d and for every ε > 0 there is a trigonometric polynomial P defined on G such that ϕ f −P ∞ ≤ ε.
The proof of the CLT given in [11] for a single ergodic endomorphism of a compact abelian group G is based on the computation of the moments of the ergodic sums of trigonometric polynomials and uses mixing of all orders. As mentioned in Section 1.2, for Z d -actions by automorphisms on G, mixing of all orders is satisfied when G is connected, but may fail for non connected groups like shift-invariant subgroups of F Z d p . Nevertheless, when the non-mixing configurations are sparse enough, the moment method can be applied.
Non-mixing r-tuples
Let f = j∈J c j χ j be a trigonometric polynomial and Φ = (χ j , j ∈ J). We defined the set of "non-mixing" r-tuples for Φ = (χ j , j ∈ J) by N (Φ, r) := {(a 1 , ..., a r ) : ∃χ j 1 , ...χ jr ∈ Φ : C(T a 1 χ j 1 , . .., T a r χ jr ) = 0}.
In view of (54) (appendix) and (41), if (a 1 , ..., a r ) ∈ N (Φ, r), we have T a 1 χ j 1 ...T a r χ jr = χ 0 , for some (χ j 1 , ..., χ jr ) ∈ Φ. We will use the results of the subsection 2.2 to show that the sets N (Φ, r) are small in some sense.
Counting non zero cumulants.
Now we consider the action by endomorphisms discussed in the first section. For d ≥ 2, R 1 , R 2 , ..., R d are d polynomials of degree ≥ 1 in x over F p , fixed once for all. Recall that for a j ∈ Z d , the action of T a j on a character χ Q j associated to a polynomial Q j is the
.., χ r be characters on F Z p . They correspond to a set of polynomials in one variable
In the present framework, the formula for cumulants is used for the random variables X j = T a j χ j , where the characters χ j = χ Q j are associated by (1) to non zero given fixed polynomials (over F p ) Q j , i = 1, ..., r. Let Q := i Q i R a i . The moments read as the integral (actually a finite discrete sum)
They are equal to 1 if i Q i R a i = 0 and to 0 else (mod p). 
Proof. If C(T a 1 χ 1 , ..., T a r χ r ) = 0, by (41) there exists a partition π = {I 1 , ..., I p } of J = {1, ..., r} such that j∈I k Q j R a j = 0, k = 1, ..., p. This implies j∈J Q j R a j = 0.
Let Υ( Q) be the set of prime factors of the polynomials Q j in Q. In Υ( Q) it may exist prime factors belonging to R and possibly new prime factors denoted by R i , i = d+1, ..., δ.
We enlarge the set R to R = R Υ( Q) by adding to R the prime factors of the Q j 's, i.e., we consider the set of prime polynomials R = {R 1 , ..., R d , R d+1 , ..., R d+δ }.
The factorization of Q j in prime monic polynomials (with d(Q j ) ∈ F p ) is
i .
Some of the g j,i may be zero. Equation (48) reads
Putting a j,i = 0
which is a (not necessarily reduced) special R-polynomial. We have
The r-tuple A can be viewed as a collection of r vectors in Z d which is divided into the two following subsets: A 0 := {a j : c(a j + g j ) = 0}, A 1 := {a j : c(a j + g j ) = 0}. The terms corresponding to a j ∈ A 0 disappear. The sum
Once the sets A 0 , A 1 are chosen, A is determined up to a permutation which introduces a bounded factor in the counting of the configurations A 0 .
In what follows, K will a generic constant which may change from an inequality to another. D is the domain obtained from D when the a's are replaced by the b's. Its cardinal and its diameter are less than a constant times the cardinal and the diameter of D.
Let us say that a j is equivalent to a j ′ if a j + g j ′ = a j ′ + g j ′ . All elements in the same equivalence class are at bounded distance from each other (their mutual distance is bounded by max j,j ′ g j − g j ′ . Once an element is chosen in a class, there is an uniformly bounded number of choices for the other elements. The classes of a j 's such that c(a j + g j ) = 0 have at least two elements.
Let t ∈ [0, r] be the number of elements in A 0 . The number of choices for the elements of A belonging to A 0 is at most K |D| t/2 . The polynomial Γ is reduced and has less than r − t terms. By Theorem 2.6 the number of choices of such polynomials is less than
Therefore the total number of choices for A is at most K |D| t/2+(r−t)/3 (log diamD) γ(r) = K |D| r/3+t/6 (log diamD) γ(r) .
If A 1 is not empty, then we have r − t ≥ 3, since a reduced special R-polynomial has at least 3 terms, and the above upper bound is less than K |D| r/2−1/2 (log diamD) γ(r) .
If A 1 is empty, then t = r. If each class is composed only of pairs of 2 elements, then r = 2r ′ is even and the computation of the cumulant corresponds exactly (for r ′ instead of r) to the case where all moments are equal to 1. By (44) the cumulant is 0. It shows that this case does not appear in the computation for (49). Therefore there is a class containing at least 3 elements and we have a bound by K |D|
Example: For r = 4, the cumulants are given by
The characters are given by polynomials Q i . The integrals and their products take the value 0 or 1. Each time an integral is 1, we have relations of the form i∈I Q i R a i = 0. There are 3 cases:
, or the analogous relations obtained by permutation.
In case c) we see that a 1 and a 2 are close together as well as a 3 and a 4 and a 2 and a 4 . It follows that the four elements a 1 , a 2 , a 3 , a 4 are close together and there is only one degree of freedom for the choice of A if A belongs to this type of 4-tuple.
If we are in case b), but not in case c), then we have the relations
If we are in case a), but not b) or c), the cumulant is
R a 4 = 0 may be reducible, but we find at least 3 terms in the irreducible relations of the decomposition. The number of 4-tuples A = (a 1 , a 2 , a 3 , a 4 ) belonging to types corresponding to case a) is less than O(|D| (log diam D) θ ) for some constant θ.
3.3. Examples of limit theorems for some shift-invariant groups.
, we put σ n (f ) := ℓ w n (ℓ) T ℓ f 2 and assume σ 2 n (f ) = 0, for n big enough. We suppose that (w n ) is ζ-regular. We can suppose ζ(ϕ f ) > 0, since otherwise the limiting distribution is δ 0 . By ζ-regularity we have σ
Theorem 3.4. Let (w n ) n≥1 be a summation sequence on Z d which is ζ-regular (cf. definition in Subsection 3.1). Let f be a regular function with spectral density ϕ f such that ζ(ϕ f ) > 0. The condition
Proof. The sequence w n (ℓ) = 1 Dn (ℓ) is ζ-regular, with ζ = δ 0 . Suppose that ϕ f (0) = 0. We have σ 2 n (f ) ∼ |D n | ϕ f (0) and w n (ℓ) = 0 or 1. Condition (50) reads here
For r ≥ 3, by Proposition 3.3 we have
By the hypothesis on the diameter, this bound implies (50) and the result follows from Theorem 3.4.
Remark: For the case of rectangles, see Theorem 4.3.
Example 2: Random walks and quenched CLT
Using the notations and results of [3] , now we apply the previous sections to random walks of commuting endomorphisms or automorphisms on a shift-invariant subgroup G.
Let us present the result for d = 2. We take two polynomials (R 1 , R 2 ) with γ R 1 , γ R 2 the corresponding endomorphisms of K = F Z p generating a 2-dimensional action with Lebesgue spectrum. Taking the natural invertible extension, we extend them to automorphisms (the shifts σ 1 , σ 2 ) of the shift-invariant subgroup G J of G (3) 0 defined by the ideal J generated in P 3 by x 2 − R 1 (x 1 ), x 3 − R 2 (x 1 ).
Let (X k ) k∈Z be a sequence of i.i.d. Z 2 -valued random variables generting a reduced aperiodic random walk. Theorem 3.6. Suppose that W has a finite moment of order 2 on Z 2 . Let ℓ → T ℓ be a Z 2 -action generated by shifts σ 2 , σ 3 on G J . Let f be in AC 0 (G J ) with spectral density ϕ f such that ϕ f (0) = 0. Then, there exists a constant C such that, for a.e. ω, Proof. Theorem 4.16 in [3] gives the δ(0)-regularity for the r.w. summation (w n (ω, ℓ)) n≥1 = ( n−1 k=0 1 Z k (ω)=ℓ ) n≥1 . For a recurrent 2-dimensional r.w., for a.e. ω, ℓ w 2 n (ω, ℓ) ∼ E ℓ w 2 n (., ℓ) ∼ CnLog n. To concluded, we need the bound: c(f, χ P ) χ P → Πf = P ∈Fp [x] c(f, χ P Q )χ Q .
Therefore we have: Π n f = Q c(f, χ R n Q )χ Q and Π n f 2 = Q |c(f, χ R n Q )| 2 .
A character χ = χ P associated to a polynomial P ∈ F p [x ± ], belongs to R(x) n F p [x ± ] if P is divisible by R(x) n . Therefore, either R(x) = cx ε , with c = 0 in F p and ε = ±1 or γ R is exact, since then, for every a polynomial P , there is N(P ) such that P is not divisible by R(x) n for n ≥ N(P ).
Complete commutation Proposition 4.1. Let γ 1 , γ 2 be commuting surjective endomorphisms of G such that Ker (γ 1 ) is finite. The following conditions are equivalent 2 :
Ker (γ 1 ) ∩ Ker (γ 2 ) = {0}. (61)
Proof. Condition (59) is equivalent to T γ 2 Π γ 1 χ = Π γ 1 T γ 2 χ, for every χ ∈Ĝ.
Using (55), we have T γ 2 Π γ 1 χ = 0 if χ ∈ γ 1Ĝ , = γ 2 ζ if χ = γ 1 ζ, with ζ ∈Ĝ. Likewise, we have Π γ 1 γ 2 χ = 0 if γ 2 χ ∈ γ 1Ĝ , = η if γ 2 χ = γ 1 η, with η ∈Ĝ.
Therefore, (59) is equivalent to: γ 2 χ ∈ γ 1Ĝ ⇔ χ ∈ γ 1Ĝ , i.e., to (61), since the implication ⇐ is always satisfied by commutativity.
The annulator of γ 1Ĝ is the kernel of γ 1 . By commutation of γ 1 and γ 2 , the kernel Ker(γ 1 ) is mapped into itself by γ 2 .
By (60), Ker (γ 1 ) and γ 2 Ker (γ 1 ) have the same annulator, hence they coincide. The equality γ 2 Ker (γ 1 ) = Ker (γ 1 ) implies that γ 2 is surjective on Ker γ 1 . Since the kernel is finite, injectivity and surjectivity of the restriction of γ 2 to K(γ 1 ) are equivalent. Therefore, injectivity holds. Now let u ∈ Ker (γ 1 ) ∩ Ker (γ 2 ). It satisfies u ∈ Ker (γ 1 ) and γ 2 u = 0. By injectivity of the restriction of γ 2 to Ker(γ 1 ), this implies u = 0.
Writing f = f − ϕ n+k + ϕ n+k , we obtain c(f, χ R n Q ) = f, χ R n Q = f − ϕ n+k , χ R n Q , if k < deg Q, which implies |c(f, χ R n Q )| ≤ f − ϕ n+k ∞ ≤ V n+k (f ).
We deduce that Π n f ∞ ≤ Q |c(f, χ R n Q )| ≤ Q V n+deg Q (f ) is bounded by k≥0 #{Q : deg Q = k} V n+k (f ) ≤ k≥0 p k+1 V n+k (f ) ≤ Cλ n .
A limit theorem for sums of rectangles
The case of rectangles is a special case for which the martingale method can be used to obtain a functional theorem for ergodic sums. From Theorems 1 and 8 in [4] and the previous lemma, it can be deduced: ℓ∈Dn T ℓ f ) n≥1 satisfies a functional CLT.
