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In this paper we study mutual absolute continuity, ﬁniteness of relative entropy and the
possibility of their equivalence for probability measures on Cð½0;1Þ;Rd Þ induced by diffusion
processes. We also determine explicit events which distinguish between two mutually singular
measures in certain one-dimensional cases.
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Consider the diffusion operator,
La;b ¼
1
2
Xd
i; j¼1
aijðxÞ @
2
@xi@xj
þ
Xd
i¼1
biðxÞ @
@xi
deﬁned on Rd ; where aðxÞ ¼ faijðxÞgdi; j¼1 is locally Ho¨lder continuous and positive
deﬁnite on Rd and fbigdi¼1 is locally Ho¨lder continuous on Rd : We will assume that
the martingale problem for La;b is well-posed—that is, that the diffusion processsee front matter r 2004 Elsevier B.V. All rights reserved.
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problem for La;b will be denoted by fPa;bx gx2Rd ; where x denotes the value of the
corresponding diffusion process at time 0. Of course, Pa;bx is a probability measure on
Cð½0;1Þ;Rd Þ; the space of continuous trajectories X ¼ X ðtÞ from ½0;1Þ to Rd with
the topology of uniform convergence on bounded time intervals, and it is supported
on paths satisfying X ð0Þ ¼ x: Denote the restriction of Pa;bx to Cð½0; t
;RdÞ by Pa;bx;t : It
follows from the Girsanov formula that Pa;bx;t and P
a;b^
x;t are mutually absolutely
continuous and that
dPa;b^x;t
dPa;bx;t
ðX ðÞÞ ¼ exp
Z t
0
a1 bb  b ðX ðsÞÞdX¯ ðsÞ
 1
2
Z t
0
bb  b; a1 bb  b D EðX ðsÞÞds	;
where X¯ ðtÞ ¼ X ðtÞ  R t0 bðX ðsÞÞds:
Given two probability measures n and m; recall that the relative entropy Hðn; mÞ of
n with respect to m is deﬁned by Hðn; mÞ ¼ R dn
dm log
dn
dm dmp1; if n is absolutely
continuous with respect to m; and is deﬁned to be 1 otherwise. A straightforward
calculation reveals that
H Pa;b^x;t ; P
a;b
x;t
 
¼ 1
2
Ea;b^x
Z t
0
bb  b; a1 bb  b D EðX ðsÞÞds:
It follows from this that if one restricts to the class of bounded drifts, then the relative
entropy is always ﬁnite. Thus, for bounded drifts, mutual absolute continuity and
ﬁniteness of the relative entropies are equivalent when the measures are restricted to
Cð½0; t
;Rd Þ:
There has been a lot of work concerning questions of absolute continuity for
various types of stochastic processes on ﬁnite time intervals; see for example [5,6].
However, in the case of an inﬁnite time horizon, it seems that very little work has
been done. In this paper, we study mutual absolute continuity, ﬁniteness of the
relative entropy and the possibility of their equivalence for probability measures Pa;bx
and Pa;b^x on Cð½0;1Þ;RdÞ: If one observes a diffusion process X ðtÞ; 0p to1; and
wants to test the hypothesis that the process corresponds to Pa;b^x against the
hypothesis that it corresponds to Pa;bx ; then observing one realization of the process
on the inﬁnite time interval will almost surely allow for the identiﬁcation of the
process if and only if the two measures are mutually singular. For certain pairs of
mutually singular measures corresponding to one-dimensional diffusions, we will
determine explicit events which distinguish between the measures. The particular
interest in entropy in this context comes from Stein’s lemma applied to the
Neyman–Pearson hypothesis testing. LetFt ¼ sðX ðsÞ; 0p sp tÞ and let At 2Ft be
an acceptable region for the hypothesis Pa;b^x when observing the process up to time t.
Let the probabilities of error be at ¼ Pa;b^x ðAct Þ and bt ¼ Pa;bx ðAtÞ: For  2 ð0; 12Þ; let
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 infAt2Ft;at o  bt: Then Stein’s lemma [1] states that lim!0 limt!1 1t log bt ¼
HðPa;b^x ; Pa;bx Þ:
As usual, m ? n will denote that m and n are mutually singular, m5n will denote
that m is absolutely continuous with respect to n; and m  n will denote that m and n
are mutually absolutely continuous. We begin with the following basic criteria.
Theorem 1. (i) Pa;bx ? Pa;b^x if and only ifZ 1
0
bb  b; a1 bb  b D EðX ðsÞÞds ¼ 1 a:s: Pa;bx  or a:s: Pa;b^xh i;
(ii) Pb^x5P
b
x if and only ifZ 1
0
bb  b; a1 bb  b D EðX ðsÞÞdso1 a:s: Pa;b^xh i;
(iii) H Pa;b^x ; P
a;b
x
 
¼ 1 Ea;b^x
Z 1 bb  b; a1 bb  b D EðX ðsÞÞds: (1.1)
2 0
We note three useful corollaries of Theorem 1 whose proofs will be given in
Section 2.
Corollary 1. If Pa;b^x 5P
a;b
x ðPa;b^x ? Pa;bx Þ for some x 2 Rd ; then the same holds true for all
x 2 Rd :
Corollary 2. If the invariant s-fields for the diffusion processes corresponding to La;b
and L
a;b^ are trivial, then either P
a;b^
x  Pa;bx or Pa;bx ? Pa;b^x :
Corollary 3. Assume that the diffusion process corresponding to either La;b or La;b^ is
recurrent. Then Pa;bx ? Pa;b^x :
Remark. Although Corollary 3 might seem ‘‘obvious’’, we note that even in the
positive recurrent case, for dimension dX 2 the result does not follow immediately
from ergodic considerations because there are inﬁnitely many drifts corresponding to
each invariant probability measure [7].
In light of Corollary 3, in the sequel we will work only with transient diffusion
processes. The transient diffusion process corresponding to La;b possesses a positive
Green’s functions, which will be denoted by Ga;bðx; yÞ: Recall that Ga;bðx; yÞ satisﬁes
Ea;bx
R1
0 f ðX ðsÞÞds ¼
R
Rd
Ga;bðx; yÞf ðyÞdy; for f X 0; and the expression above is ﬁnite
for all compactly supported f. Thus, it follows from (1.1) that
H Pa;b^x ; P
a;b
x
 
¼ 1
2
Z
Rd
bb  b; a1 bb  b D EðyÞGa;b^ðx; yÞdy: (1.2)
Whereas (1.2) gives a reasonably simple analytic formula for the relative entropy,
in general there is no known analytic formula for the absolutely continuity/
singularity dichotomy; that is, there is no analytic formula which is equivalent to
condition (i) or (ii) of Theorem 1. (The exception to this, is in the one-dimensional
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mutual absolute continuity and ﬁniteness of the relative entropies were equivalent
for the class of bounded drifts, we ask whether one can specify a nice class of
diffusions for which mutual absolute continuity and ﬁniteness of the relative
entropies are equivalent? For such a class of diffusions, (1.2) would then give an
analytic characterization of mutual absolute continuity. Before continuing, we note
an example from a completely different context where such a phenomenom occurs.
Let fPng1n¼1 and fQng1n¼1 be independent sequences of Bernoulli measures on f0; 1g;
and let P ¼Q1n¼1Pn and Q ¼Q1n¼1Qn: If one restricts to the class of measures for
which there exists an 4 0 such that pPnð0Þ; Qnð0Þp 1 ; for all n, then mutual
absolute continuity of P and Q is equivalent to the ﬁniteness of the relative
entropies—the condition is
P1
n¼1ðPnð0Þ  Qnð0ÞÞ2o1: Without this restriction, the
ﬁniteness of the above sum still characterizes ﬁnite relative entropy, but it is possible
to have mutual absolute continuity even if this sum is inﬁnite (see [3, exercises 4.3.7
and 4.3.9]). Returning to our context, we will see that such an equivalence indeed
holds for the class of Fuchsian diffusions, which we now deﬁne.
Deﬁnition 1. The operator La;b ¼ 12
Pd
i; j¼1aijðxÞ @
2
@xi@xj
þPdi¼1biðxÞ @@xi on Rd is called
Fuchsian if there exist constants K1; K24 0 such that(i) K1jvj2p
Pd
i; j¼1aijðxÞvivjpK2jvj2 for x 2 Rd ;
(ii) jbðxÞjp K2
1þjxj for x 2 Rd :We will prove the following theorem.
Theorem 2. Assume the La;b and La;b^ are Fuchsian. Then either(i) Pa;bx ? Pa;b^x or    
(ii) Pa;bx  Pa;b^x and supx2Rd H Pa;bx ; Pa;b^x o1; supx2Rd H Pa;b^x ; Pa;bx o1:Remark. The total variation norm dTV for probability measures m and n on
ðO;AÞ is deﬁned by dTVðm; nÞ ¼ supA2AjmðAÞ  nðAÞj: The relative entropy pro-
vides an upper bound on the total variation norm through the inequality
dTVðm; nÞp ð2minðHðm; nÞ; Hðn; mÞÞ1=2 [2, exercise 6.2.17]. Thus for example, if
HðPa;bþb1x ; Pa;bx Þo1; then it follows from (1.1) and the above inequality that
dTVðPa;bx ; Pa;bþb1x Þp ð2HðPa;bþb1x ; Pa;bx ÞÞ1=2: In particular, Pa;bþb1x converges in total
variation norm to Pa;bx as  ! 0; which allows one to conclude that Pa;bþb1x -
probabilities of events involving the entire inﬁnite time interval of a path converge to
the corresponding Pa;bx -probability. Without the ﬁnite relative entropy, one only
knows that Pa;bþb1x converges weakly to P
a;b
x ; which does not give any information
for events that depend on the entire inﬁnite time interval. From Theorem 2 it follows
that if Pa;bx and P
a;bþb1
x are mutually absolutely continuous measures coming from
Fuchsian diffusions, then as  ! 0; Pa;bþb1x converges in the total variation norm
to Pa;bx :
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continuity or the mutual singularity of Wiener measure and the measure induced by
another Fuchsian diffusion. The Green’s function for Brownian motion ðL ¼ 1
2
DÞ is
given by Gðx; yÞ ¼ cd jy  xj2d ; for dX 3; where cd is an appropriate positive
constant. Thus, the following corollary is an immediate consequence of Theorem 1,
Corollary 1 and (1.2).
Corollary 4. Let Wx (¼ PI ;0x ) denote d-dimensional Wiener measure on paths starting
from x 2 Rd ; dX 3; and let b satisfy jbðxÞjp K
1þjxj ; for some K 4 0:(i) If
R
Rd
jbðyÞj
jyjd2 dyo1; then P
I ;b
x Wx and
sup
x2Rd
HðWx; PI ;bx Þ; sup
x2Rd
HðPI ;bx ;WxÞo1;(ii) If
R
Rd
jbðyÞj
jyjd2 dy ¼ 1; then P
I ;b
x ?Wx:We now show that the Fuchsian condition in Theorem 2 and Corollary 4 is sharp
by showing that for any prescribed growth rate that is larger than Fuchsian, one can
ﬁnd a drift b growing no faster than this prescribed rate and for which the above
dichotomy does not hold for Wx and P
I ;b
x :
Theorem 3. Let r be a positive, nondecreasing function on ½0;1Þ satisfying
limt!1 rðtÞ ¼ 1: Then there exists a drift vector b such that
(i) supx2Rd
jxjjbðxÞj
rðxÞ o1;(ii) Wx5P
I ;b
x ; and(iii) HðWx; PI ;bx Þ ¼ 1:In the one-dimensional case, we can give an explicit analytic criterion for absolute
continuity. We will assume without loss of generality that limt!1 X ðtÞ ¼ 1; a:s: ½Pa;bx 
:
Indeed, the measure in the general case is just a convex combination of the measures
obtained by conditioning on flimt!1 X ðtÞ ¼ 1g and on flimt!1 X ðtÞ ¼ 1g: Each of
these conditioned diffusions corresponds to an h-transformed operator of the same form
as the original one and thus belongs to the class of diffusions under study. Under the
above assumption, the invariant s-ﬁeld is always trivial, so by Corollary 2 it follows that
the mutual absolute continuity/singularity dichotomy is in effect.
Theorem 4. Let d ¼ 1 and assume that flimt!1 X ðtÞ ¼ 1g a:s: ½Pa;bx 
 and a.s. ½Pa;b^x 
:
(i) If
Z 1
0
dz exp 2
Z z
0
b
a
ðuÞdu
 	Z z
0
dy
bb  b 2
a2
ðyÞ exp 2
Z y
0
b
a
ðuÞdu
 	
o1;
then Pa;bx  Pa;b^x ;
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Z 1
0
dz exp 2
Z z
0
b
a
ðuÞdu
 	Z z
0
dy
b^  b
 2
a2
ðyÞ exp 2
Z y
0
b
a
ðuÞdu
 	
¼ 1;
then Pa;bx ? Pa;b^x :Furthermore,
HðPa;bx ; Pa;b^x Þ ¼
Z 1
x
dz exp 2
Z z
0
b
a
ðuÞdu
 	

Z z
1
dy
b^  b
 2
a2
ðyÞ exp 2
Z y
0
b
a
ðuÞdu
 	
: ð1:3Þ
Remark 1. It can be shown that the Green’s function for La;b is given by G
a;bðx; yÞ ¼
2
aðyÞ
R1
x^y dz expð2
R z
y
b
a
ðuÞduÞ: Changing the order of integration in (1.3) shows that
(1.3) agrees with (1.2). Note also that since the conditions Pa;bx  Pa;b^x and Pa;bx ? Pa;b^x
are symmetric with respect to the two measures, it follows that the convergence or
divergence of the integral in (i) and (ii) is not affected by interchanging the roles of
b and bb:
Remark 2. Since the lower limit in the inside integral is 0 in parts (i) and (ii) of
Theorem 4 while it is 1 in (1.3), it is possible to have Pa;bx  Pa;b^x but HðPa;b^x ; Pa;bx Þ ¼
1; see Example 2 below.
Here are two examples to illustrate Theorem 4.
Example 1. Let b and bb be continuous functions vanishing identically on ð1; 0

and satisfying for xX 2:
bðxÞ ¼ k  1
2xl
; where l 2 ½1; 1Þ and k4 1; or l ¼ 1 and k4 2;
bbðxÞ ¼ bðxÞ þ c
xZ logb x
; where c;b 2 R and Z4 1:
Then
P1;bx  P1;b^x if and only if Z4
1þ l
2
or Z ¼ 1þ l
2
and b4
1
2
:
Otherwise P1;bx ? P1;b^x :
Proof. The dichotomy follows from Theorem 4. It sufﬁces to prove the claim
for Z ¼ ð1þ lÞ=2 as the other cases follow easily from Theorem 1 by com-
parison. We claim that for some C4 0; the integrand in parts (i) and (ii) of
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exp 2
Z z
0
b
a
ðuÞdu
 	Z z
0
dy
ðbb  bÞ2
a2
ðyÞ exp 2
Z y
0
b
a
ðuÞdu
 	
 C
z log2b z
; as z !1: ð1:4Þ
From this it follows that (i) holds if b4 1
2
and (ii) holds if bp 1
2
: To show (1.4), one
writes z log2b z expð2 R z0 ba ðuÞduÞ R z0 dy ðb^bÞ2a2 ðyÞ expð2 R y0 ba ðuÞduÞ in the formR z
0 dy
ðb^bÞ2
a2
ðyÞ exp 2 R y0 ba ðuÞdu 
z1 log2b z exp 2 R z0 ba ðuÞdu 
and applies L’Hoˆpital’s rule. The calculation is left to the reader. &
Example 2. (a) Let b  1 and let bb be a continuous function satisfying bðxÞ ¼ 1; for
xX 1; and bðxÞ ¼ 0; for xp 0: Since the condition ðbb  bÞðX ðtÞÞ ¼ 0; for sufﬁciently
large t, holds a.s. ½P1;bx 
 and a.s. ½P1;b^x 
; it follows from Theorem 1 that P1;bx  P1;b^x :
Using (1.3) one can shows easily that HðP1;bx ; P1;b^x Þo1; but that HðP1;b^x ; P1;bx Þ ¼ 1:
Alternatively, note from (1.1) that the equality HðP1;b^x ; P1;bx Þ ¼ 1 follows from the
fact that given two distinct points x; y 2 R; the expected hitting time of y by a
Brownian motion starting from x is inﬁnite.
(b) Now let
bðxÞ ¼ cos x; xo 0
1; xX 0

and let bb be as in part (a). By reasoning similar to part (a), one can show that
P1;bx  P1;b^x and that HðP1;bx ; P1;b^x Þ ¼ HðP1;b^x ; P1;bx Þ ¼ 1:
In the case that Pa;bx ? Pa;b^x ; how does one ﬁnd an event that distinguishes between
the two measures in the sense that Pa;bx ðAÞ ¼ 1 and Pa;b^x ðAÞ ¼ 0? Here is a
construction that leads to a distinguishing event in the general d-dimensional case.
For the sake of simplicity, assume that a; b and b^ are bounded. The Radon–Nikodym
derivative dPa;b^x;t=dP
a;b
x;t is a nonnegative P
a;b
x -martingale with expectation equal to 1.
Thus, by the martingale convergence theorem and Fatou’s lemma, dPa;b^x;t=dP
a;b
x;t
converges a.s. ½Pa;bx 
: Let A ¼ flimt!1 dPa;b^x;t=dPa;bx;t ¼ 1g: Of course, Pa;bx ðAÞ ¼ 0;
however from the Lebesgue decomposition theorem one ﬁnds that Pa;b^x ðAÞ ¼ 1 if
Pa;b^x ? Pa;bx [3, Theorem 4.3.3]. Although the event A distinguishes between the two
measures, it is not very illuminating—the event does not allow for any intuitive
understanding about the supports of the two measures because it involves the long-
time behavior of a term with a stochastic integral which is difﬁcult to analyze.
Returning to the one-dimensional case with the assumption that limt!1 X ðtÞ ¼ 1
a.s., we will ﬁnd ‘‘illuminating’’ distinguishing sets for three increasingly-difﬁcult-to-
distinguish cases. We begin with the following simple case.
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bl;g be continuous, vanish identically on ð1; 0
 and satisfy
bl;gðxÞ ¼
g
xl
; la 0
g; l ¼ 0

for x4 1:
Then
lim
t!1
X 1þlðtÞ
t
¼ ð1þ lÞg; a:s: ½Pa;bl;gx 
:
Thus, letting Al;g ¼ flimt!1 X
1þl ðtÞ
t
¼ ð1þ lÞg}, it follows that
Pa;bl;gx ðAl1;g1 Þ ¼
1 if l ¼ l1 and g ¼ g1;
0 otherwise:

Proposition 1 does not cover the case l ¼ 1; which is much more delicate. Thus,
consider now the case a ¼ 1 and bðxÞ ¼ ðk  1Þ=2x; for x4 0; with k4 2: As is well
known, the measure P1;ðk1Þ=2xx ; with x4 0; corresponds to a transient Bessel process
on ð0;1Þ which never reaches 0. In particular, if k is integral, then the process is the
absolute value of a k-dimensional Brownian motion. The law of the iterated
logarithm states that
lim sup
t!1
jX ðtÞj
ð2t log log tÞ1=2
¼ 1 a:s: ½Wx
 ð¼ ½PI ;0x 
Þ:
This result continues to hold when k4 2 is nonintegral. Since the growth rate is the
same for all values of k, a simple result in the spirit of Proposition 1 is not possible
for Bessel processes.
Proposition 2. For r4 0; let Arn be the event that after hitting ððn þ 1Þ!Þr for the first
time, a path downcrosses the interval ½ðn!Þr; ððn þ 1Þ!Þr
 before hitting ððn þ 2Þ!Þr: Then
for k4 2;
P
1;k12x
x ðArn i:o:Þ ¼
0 if r4 1
k2 ;
1 if rp 1
k2 :
(
Remark. Proposition 2 shows that one can distinguish between different Bessel
processes by keeping track of the amount of backtracking they do. A different result
related to the problem of ﬁnding distinguishing events for Bessel processes can be
found in [9, exercise X-3.20]: If X ðtÞ is a d-dimensional Brownian motion, then
limt!1 1log t
R t
1 jX ðsÞj2 ds ¼ 1d2 ; a:s:
The above two propositions allowed us to ﬁnd distinguishing sets for two mutually
singular measures in certain cases when the two drifts b; bb are such that b  bb and b
are on the same order as x !1: If the order of b  bb is smaller than that of b, the
task of distinguishing between the two measures becomes more delicate.
We now consider such a case—namely, Example 1 above when l ¼ Z ¼ 1; c4 0 and
b 2 ð0; 1
2

: This last requirement guarantees that the processes are mutually singular.
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b and bb are continuous; vanish identically on xp 0; and satisfy
bðxÞ ¼ k  1
2x
; for xX 2; where k4 2; ð1:5Þ
bbðxÞ ¼ k  1
2x
þ c
x logb x
; for xX 2; where k4 2; c4 1 and b 2 0; 1
2
 
:
One can check that the method of Proposition 2 fails here: for each value of r; either
both processes almost surely perform inﬁnitely many downcrossings or both
processes almost surely perform only ﬁnitely many downcrossings.
Instead of just checking whether or not an inﬁnite number of downcrossings are
performed, we will count the number of downcrossings. Let N ðrÞn denote the number
of downcrossings a path makes of the interval ½ðn!Þr; ððn þ 1Þ!Þr
 after hitting ððn þ
1Þ!Þr for the ﬁrst time and before hitting ððn þ 2Þ!Þr: Let nðrÞ0 ðxÞ ¼ minfnX 1 :
ððn þ 1Þ!ÞrX xg: It is easy to show that under P1;bx and under P1;b^x ; the random
variables fN ðrÞn g1n¼nðrÞ
0
ðxÞ are independent and distributed according to geometric
distributions: P1;bx ðN ðrÞn ¼ jÞ ¼ ðpðrÞn ðbÞÞjð1 pðrÞn ðbÞÞ and P1;b^x ðN ðrÞn ¼ jÞ ¼ ðpðrÞn ðbbÞÞjð1
pðrÞn ðbbÞÞ; for j ¼ 0; 1; . . . ; where
pðrÞn ðBÞ ¼
R ððnþ2Þ!Þr
ððnþ1Þ!Þr expð2
R y
0 BðsÞdsÞdyR ððnþ2Þ!Þr
ðn!Þr expð2
R y
0 BðsÞdsÞdy
: (1.6)
(A proof of these facts will be given in the proof of Proposition 3.)
Proposition 3. Consider the measures P1;bx and P
1;b^
x ; where b and
bb are given by (1.5),
with
b 2 0; 1
3
 
:
For r4 0; let N ðrÞn denote the number of downcrossings of the interval ½ðn!Þr; ððn þ 1Þ!Þr

made by a path after it hits ððn þ 1Þ!Þr for the first time and before it hits ððn þ 2Þ!Þr;
and let pðrÞn ðbÞ and pðrÞn ðbbÞ be as in (1.6). Then pðrÞn ðbbÞo pðrÞn ðbÞ; so
0o pðrÞn ðbbÞ=pðrÞn ðbÞo 1: Fix
r ¼ 1 2b
k  2
and let n0ðxÞ ¼ minfnX 1 : ððn þ 1Þ!Þð12bÞ=ðk2ÞX xg: Then
Y1
n¼n0ðxÞ
1 pðrÞn bb 
1 pðrÞn ðbÞ
0@ 1A pðrÞn bb
 
p
ðrÞ
n ðbÞ
0@ 1AN
ðrÞ
n
¼
0; a:s: ½P1;bx 
;
1; a:s: ½P1;b^x 
:
(
(1.7)
Remark 1. Unfortunately, this method works only for b 2 ð0; 13
 and not for the
entire interval ð0; 1
2

 where P1:bx and P1;b^x are mutually singular.
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ðrÞ
n ðb^Þ
p
ðrÞ
n ðbÞ
2 ð0; 1Þ; it follows that
the smaller the fN ðrÞn g are, the larger the expression on the left hand side of (1.7) is.
Note that since bb is larger than b, the fN ðrÞn g tend to be larger under P1;b^x than under
P1;bx :
We prove Theorem 1 and Corollaries 1–3 in Section 2, Theorems 2 and 3 in
Section 3, Theorem 4 in Section 4, and Propositions 1–3 in Section 5.2. Proofs of Theorem 1 and Corollaries 1–3
We will need two lemmas for the proof of Theorem 1.
Lemma 1. Let ðM;YÞ be a measurable space and fYngnX 0 a filtration, satisfying
sðSnX 0YnÞ ¼ Y: Let P and Q be probability measures on ðM;YÞ such that
QjYn5PjYn for all n 2 N: Then
1. Q5P iff lim supn!1
dQjYn
dPjYn o1; a.s. ½Q
;2. Q ? P iff lim supn!1 dQjYndPjYn ¼ 1; a.s. ½Q
 iff limn!1
dQjYn
dPjYn ¼ 0; a.s. ½P
;3. If Q5P;
HðQ; PÞ ¼ lim
n!1
HðQjYn ; PjYn Þ:Proof. The Lebesgue decomposition of Q with respect to P is given by Q ¼
Qc þ Q?; where Qc5P and Q? ? P: This decomposition is unique. Since
QjYn5PjYn for all n 2 N; then (see, for example, [3, Theorem 4.3.3])
QcðAÞ ¼
Z
A
lim
n!1
dQjYn
dPjYn
dP; (2.1)
Q?ðAÞ ¼ Q lim sup
n!1
dQjYn
dPjYn
¼ 1
 
\ A
 	
; A 2 Y: (2.2)
Therefore 1 and 2 follow immediately from (2.1) and (2.2).
For the last assertion, note that it is easy to see that
Zn ¼ EP
dQ
dP
jYn
 
¼ dQjYn
dPjYn
; a.s. ½P
:
Clearly, fZng is a P-uniformly integrable martingale. Since fYng generate Y;
limn!1 Zn ¼ dQdP ; a.s. ½P
: The function x log x is bounded from below. Therefore, by
Fatou’s lemma
lim inf
t!1
HðQjYn ; PjYnÞ ¼ lim infn!1 E
PZn log ZnX EP
dQ
dP
log
dQ
dP
¼ HðQ; PÞ:
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EP
dQ
dP
log
dQ
dP
jYn
 
XZn log Zn; a.s. ½PjYn 
;
therefore HðQ; PÞXHðQjYn ; PjYn Þ; completing the proof. &
Lemma 2 (Revuz and Yor [9, Exercise IV-3.26]). Let MðtÞ be a continuous local
martingale with respect to ðO;FtÞ: hMiðtÞ is the quadratic variation process associated
with MðtÞ; and hMið1Þ ¼ limt!1 hMiðtÞ: If
EðMÞðtÞ ¼ exp MðtÞ  1
2
hMiðtÞ
 	
;
then
lim
t!1
EðMÞðtÞ ¼ 0
n o
¼ fhMið1Þ ¼ 1g; a:s:
Proof. Since EðMÞðtÞ is a non-negative continuous local martingale, it follows
immediately from Fatou’s lemma for conditional expectation that in fact EðMÞðtÞ is
a supermartingale. Hence it converges almost surely. As
EðMÞ ¼ E M
2
 	2
exp  1
4
hMi
 	
;
fhMið1Þ ¼ 1g  lim
t!1
EðMÞðtÞ ¼ 0
n o
; a.s.
The reverse inclusion is achieved similarly from the identity EðMÞ ¼
EðMÞ1 expðhMiÞ: &
Proof of Theorem 1. Fix x 2 Rd : Let Bn ¼ fy 2 Rd : jyjo ng and let tn ¼ infftX 0 :
X ðtÞeBng: We will denote by Pa;bx;tn ðPa;b^x;tnÞ the restriction of Pa;bx ðPa;b^x Þ to Ftn : Let
MðtÞ ¼
Z t
0
a1 bb  b ðX ðsÞÞ;dX ðsÞD E Z t
0
a1 bb  b ; bD EðX ðsÞÞds: (2.3)
From [8, Theorem 1.5.1], for ﬁxed n, Mðtn ^ tÞ is a Pa;bx -martingale, and
hMiðtÞ ¼
Z t
0
bb  b; a1 bb  b D EðX ðsÞÞds
is the associated quadratic variation process.
By the Girsanov transformation, Pa;bx;tn^n  Pa;b^x;tn^n; and
dPa;b^x;tn^n
dPa;bx;t ^n
¼ dP
a;b
x;tn^n
dPa;b^
 !1
¼ 1
EðMÞðtn ^ nÞ
; a.s. Pa;b^x
h i
;n x;tn^n
ARTICLE IN PRESS
I. Ben-Ari, R.G. Pinsky / Stochastic Processes and their Applications 115 (2005) 179–206190which implies
lim sup
n!1
dPa;b^x;tn^n
dPa;bx;tn^n
¼ 1
( )
¼ lim
n!1
EðMÞðtn ^ nÞ ¼ 0
n o
; a.s. Pa;b^x
h i
:
According to Lemma 2, this condition is equivalent to the statement
lim sup
n!1
dPa;b^x;tn^n
dPa;bx;tn^n
¼ 1
( )
¼ fhMið1Þ ¼ 1g; a.s. Pa;b^x
h i
:
Using this along with Lemma 1 proves parts (i) and (ii) of the theorem.
For part (iii), similarly to (2.3) we let
bMðtÞ ¼ Z t
0
a1 bb  b ðX ðsÞÞ;dX ðsÞD E Z t
0
a1 bb  b ; bbD EðX ðsÞÞds:
Then bMðtn ^ nÞ is a Pa;b^x -martingale, and it follows that
HðPa;b^x;tn^n; Pa;bx;tn^nÞ ¼ Ea;b^x log
dPa;b^x;tn^n
dPa;bx;tn^n
¼ Ea;b^x bMðtn ^ nÞ þ 12
Z tn^n
0
bb  b; a1 bb  b D EðX ðsÞÞds 	
¼ 1
2
Ea;b^x
Z tn^n
0
bb  b; a1 bb  b D EðX ðsÞÞds:
Letting n !1; it follows from the monotone convergence theorem and Lemma 1
that (1.1) holds. &
Proof of Corollary 1. Let x; y 2 Rd ; let D  Rd be a bounded domain containing x
and y and with smooth a boundary, a let tD ¼ infftX 0 : X ðtÞeDg: As is well know,
both PxðX ðtDÞ 2 Þ and PyðX ðtDÞ 2 Þ are mutually absolutely continuous with
respect to Lebesgue measure on @D: Thus, sinceZ tD
0
bb  b; a1 bb  b D EðX ðsÞÞdso1 a:s: Pa;bx  and a:s: Pa;b^xh i;
it follows from the strong Markov property and Theorem 1(i) that
Pa;bx ? Pa;b^x 3 Pa;by ? Pa;b^y
3
Z tD
0
bb  b; a1 bb  b D EðX ðsÞÞds ¼ 1 a:s: Pa;bz  or a:s: Pa;b^xh i
for almost all z 2 @D: Similarly, it follows that
Pa;b^x 5P
a;b
x 3 P
a;b^
y 5P
a;b
y 3
Z tD
0
bb  b; a1 bb  b D EðX ðsÞÞdso1 a:s: Pa;b^zh i
for almost all z 2 @D: &
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0
hbb  b; a1 bb  b iðX ðsÞÞds ¼ 1
is invariant. Thus, if the invariant s-ﬁeld is trivial for both Pa;bx and P
a;b^
x ; then either
the above event or its complement occurs a:s: ½Pa;bx 
 and a:s: ½Pa;b^x 
: The dichotomy in
the corollary now follows from Theorem 1(i) and (ii). &
Proof of Corollary 3. Let x0 2 Rd and r4 0 be such that hbb  b; a1ðbb  bÞi4 4 0
on Brðx0Þ: Deﬁne stopping times as follows:
s1 ¼ infftX 0 : X ðtÞ 2 Br=2ðx0Þg;
tn ¼ infftX 0 : X ðsn þ tÞeBrðx0Þg;
sn ¼ s1 Ytn ;
where YtoðÞ ¼ oðt þ Þ is the standard shift operator. The Ho¨lder continuity
conditions imposed on the coefﬁcients a and b imply the existence of a unique
solution to
ðL Þu ¼ 0 in Brðx0Þ;
u ¼ 1 on @Brðx0Þ:

By the Feynman–Kac formula and the bounded convergence theorem,
uðxÞ ¼ Ea;bx expðt1Þ
4 Ea:bx exp 
Z t1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	; x 2 Br=2ðx0Þ:
By the strong maximum principle [8, Theorem 3.2.6],
sup
x2 @Br=2ðx0Þ
uðxÞ ¼ 1 d for some d 2 ð0; 1Þ:
Let
vðxÞ ¼ Ea;bx exp 
Z 1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	; x 2 D:
We will show that v ¼ 0: From this it will follow that R10 hbb  b; a1ðbb 
bÞiðX ðsÞÞds ¼ 1 a.s. ½Pa;bx 
; and then by Theorem 1(i), we have Pa;bx ? Pa;b^x :
For N 2 N; successive applications of the strong Markov property show that
vðxÞp Ea;bx
YN
n¼1
exp 
Z tn
sn
bb  b; a1 bb  b D EðX ðsÞÞds 	
¼ Ea;bx
YN
n¼1
Ea;bX ðsnÞ exp 
Z t1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	
p ð1 dÞN !
N!1
0: &
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Proof of Theorem 2. By [8, Theorem 8.3.1], the cone
fu 2 C2ðRdÞ : La;bu ¼ 0 in Rd and u4 0g
is one dimensional. It follows from [8, Theorems 8.3.1 and 9.1.2], that the invariant
s-ﬁeld, I; is trivial with respect to Pa;bx and P
a;b^
x : The eventZ 1
0
bb  b; a1 bb  b D EðX ðsÞÞdso1  2 I:
Thus, in light of Theorem 1, either Pa;bx  Pa;b^x or Pa;bx ? Pa;b^x : To prove the theorem,
we will assume that Pa;bx  Pa;b^x and show that supx2Rd HðPa;bx ; Pa;b^x Þo1: The same
type of argument also gives supx2Rd HðPa;b^x ; Pa;bx Þo1:
Since Pa;bx  Pa;b^x ; by Theorem 1 we haveZ 1
0
bb  b; a1 bb  b D EðX ðsÞÞdso1 a.s. ½Pa;bx 
; x 2 Rd : (3.1)
Let Bn ¼ fy 2 Rd : jyjo ng and let tn ¼ infftX 0 : X ðtÞeBng: The locally Ho¨lder
continuity of the coefﬁcients ensures that there exits a sequence of functions
fungn2N  C2;gðBnÞ which satisfy
La;b  bb  b; a1 bb  b D E un ¼ 0 in Bn;
un ¼ 1 on @Bn:
(
In particular, the Feynman–Kac formula shows that
unðxÞ ¼ Ea;bx unðX ðt ^ tnÞÞ exp 
Z t^tn
0
bb  b; a1 bb  b D EðX ðsÞÞds 	
and from bounded convergence we then obtain
unðxÞ ¼ Ea;bx exp 
Z tn
0
bb  b; a1 bb  b D EðX ðsÞÞds 	:
Consequently, let
uðxÞ ¼ lim
n!1
unðxÞ ¼ Ea;bx exp 
Z 1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	: (3.2)
Fix m 2 N: The global Schauder estimates [4, Theorem 6.6] yield
kunk2;g;Bm p cðkunk0;Bm þ 1Þp 2c; nXm;
where c ¼ cðd; g; K1; K3ðBmÞÞ4 0; K1 is as in Deﬁnition 1 and
K3ðBmÞ ¼
Xd
i; j¼1
kaijk0;g;Bm þ
Xd
i¼1
kbik0;g;Bm þ bb  b; a1 bb  b D E### ###
0;g;Bm
o1:
Hence, fungnX m and the sequences of the partial derivatives up to the second order
are bounded in the k  k0;Bm-norm and equicontinuous on Bm: By the Arzela–Ascoli
theorem, we can extract a subsequence, converging to u in the k  k2;Bm -norm. Hence,
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Feynman–Kac formula, uðX ðtÞÞ expð R t0hbb  b; a1ðbb  bÞiðX ðsÞÞdsÞ is a bounded
Pa;bx -martingale. Therefore, in light of (3.1) and the martingale convergence theorem,
limt!1 uðX ðtÞÞ exists, a.s. ½Pa;bx 
: Furthermore,
uðxÞ ¼ Ea;bx uðX ðtÞÞ exp 
Z t
0
bb  b; a1 bb  b D EðX ðsÞÞds 	: (3.3)
From the bounded convergence theorem, (3.2) and (3.3) we see that
uðxÞ ¼ Ea;bx exp 
Z 1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	
¼ Ea;bx limt!1 uðX ðtÞÞ exp 
Z 1
0
bb  b; a1 bb  b D EðX ðsÞÞds 	:
With (3.1) again, we conclude that
lim
t!1
uðX ðtÞÞ ¼ 1; a.s. Pa;bx
 
: (3.4)
Since u is bounded, uðX ðtÞÞ  R t0ðhbb  b; a1ðbb  bÞiuÞðX ðsÞÞds is a Pa;bx -martingale.
Therefore,
uðxÞ ¼ 1 Ea;bx
Z 1
0
bb  b; a1 bb  b D Eu ðX ðsÞÞds: (3.5)
We intend to show now that u is bounded from below by a positive constant. For
this, we apply the technique used in [8, Theorem 8.3.1]. For R4 0; let
LRa;b ¼
1
2
Xd
i; j¼1
aijðRxÞ
@
@xi@xj
þ
Xd
i¼1
RbiðRxÞ
@
@xi
 R2 bb  b; a1 bb  b D EðRxÞ :
Let uRðxÞ ¼ uðRxÞ and D0 ¼ fx 2 Rd : 1o jxjo 2g: It is easy to see that
LRa;buR ¼ 0 in Rd ;
uR 4 0 in Rd :
(
Since La;b is Fuchsian, the coefﬁcients of L
R
a;b are uniformly bounded in R and the
diffusion matrix of LRa;b is uniformly elliptic in R
d ; uniformly in R. Thus, by
Harnack’s inequality there exists c ¼ cðK2=K1; d; D0Þ4 0; independent of R, such
that for all R4 0; x; y 2 D0; uRðxÞX cuRðyÞ: This is equivalent to
uðxÞX cuðyÞ; Ro jxj; jyjo 2R: (3.6)
Since u is positive and continuous in Rd ; in order to prove that infx2Rd uðxÞ4 0; we
have to show that lim inf jxj!1uðxÞ4 0: By (3.4), we can ﬁx o0 2 O such that
lim
t!1
uðX ðt;o0ÞÞ ¼ 1: (3.7)
Let fyng  Rd satisfy jynj " 1: The continuity of the paths implies the existence of a
sequence ftng  ½0;1Þ such that jX ðtn;o0Þj ¼ yn: By (3.7), there exists N 2 N; such
that for nXN; uðX ðtnÞÞ4 1=2: By (3.6), uðynÞX c=2; so infnX N uðynÞX c=2: Since fyng
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Ea;bx
Z 1
0
bb  b; a1 bb  b D EðX ðsÞÞds
p 1

Ea;bx
Z 1
0
bb  b; a1 bb  b D EuðX ðsÞÞds ¼ 1 uðxÞ

:
Therefore, by Theorem 1, supx2Rd HðPa;bx ; Pa;b^x Þo 1 : &
Proof of Theorem 3. We will assume, without loss of generality that x ¼ 0: We ﬁrst
construct the candidate for the drift coefﬁcient bb: Let e1 ¼ ð1; 0; . . . ; 0Þ 2 Rd : Set
x1 ¼ e1; and deﬁne inductively
Rn ¼ 3njxnj;
xnþ1 2 fte1 : t4 4jxnj; rðt=2Þ4 2dðnþ1Þg; n 2 N: ð3:8Þ
The balls fBRn ðxnÞgn2N are disjoint, because
jxnþ1j  jxnj4
3
4
jxnþ1j ¼
3nþ2Rnþ1
4
4
9
8
ðRnþ1 þ RnÞ:
Deﬁne
bbðxÞ ¼ rðjxnjRnÞxjxj2 x 2 BRn=2ðxnÞ for some n 2 N;
0 xe
S
n2NBRn ðxnÞ:
(
Whenever x 2 BRn=2ðxnÞ; by deﬁnition we have jxjjbbðxÞjp rðjxnj  RnÞ; thus
sup
x2Rd
jxjjbbðxÞj
rðjxjÞ p 1: (3.9)
The monotonicity of r allows the extension of bb to a smooth function on Rd ;
supported on
S
n2NBRnðxnÞ; while (3.9) remains true.
We now prove that W05P
I ;b^
0 and HðW0; PI ;b^0 Þ ¼ 1: Below, C is a positive
constant which may vary from line to line. Recall that Gðx; yÞ ¼ Cjy  xj2d : Since
unðxÞ ¼
Rn
jx  xnj
 	d2
satisﬁes
1
2
nun ¼ 0 in Rdnfxng;
un4 0 in Rdnfxng;
un ¼ 1 on @BRnðxnÞ and limjxj!1 unðxÞ ¼ 0
8><>:
we have
W0ðfX ðÞ hits BRnðxnÞgÞ ¼ unð0Þ ¼
Rn
jxnj
 	d2
:
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n¼1
W0ðfX ðÞ hits BRnðxnÞgÞ ¼
X1
n¼1
3ðd2Þno1;
which, according to the Borel–Cantelli lemma, implies that the process ½W0
-a.s. hits
only ﬁnitely many balls. Therefore, since bb is locally bounded and the process is
transient, we haveZ 1
0
bb((( (((2ðX ðsÞÞdso1; a.s. ½W0
:
Hence by Theorem 1 W05P
I ;b^
0 :
In order to estimate the relative entropy we shall use representation (1.2).
Recalling the deﬁnition of bb; and recalling that the Green’s function for d-
dimensional Brownian motion is given by Cjy  xj2d ; we have
HðW0; PI ;bb0 Þ ¼ C Z
Rd
bbðyÞ((( (((2jyj2d dy
XC
X1
n¼1
bb((( (((2ðxn þ Rn=2Þ Z
BRn=2ðxnÞ
jyj2d dy  ðÞ:
Let od denote the volume of the unit ball in Rd : Since jyj2d is harmonic in BRnðxnÞ;
the mean value property implies
ðÞ ¼ Cod
X1
n¼1
bb((( (((2ðjxnj þ Rn=2Þjxnj2dRdn
¼ Cod
X1
n¼1
r2ðjxnj  RnÞ
jxnj
jxnj þ Rn=2
 	2
Rn
jxnj
 	d
XCod
X1
n¼1
r2ðjxnj=2Þ
Rn
xn
 	d
XCod
X1
n¼1
ð4=3Þdn ¼ 1;
where the last two lines follow from (3.8). &4. Proof of Theorem 4
We begin with some preliminaries. For x1o x2; let
sx1;x2 ¼ infftX 0 : X ðtÞ ¼ x1 or X ðtÞ ¼ x2g
and
sx ¼ infftX 0 : X ðtÞ ¼ xg:
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; has an
analytic equivalent. Namely, limt!1 X ðtÞ ¼ 1; a.s. ½Pa;bx 
 if and only ifZ 0
1
exp 2
Z y
0
b=aðsÞds
 	
dy ¼ 1; andZ 1
0
exp 2
Z y
0
b=aðsÞds
 	
dyo1: ð4:1Þ
Let
vz1;z2 ðxÞ ¼
R x
z1
exp 2 R y
0
b=aðsÞds dyR z2
z1
exp 2 R y0 b=aðsÞds dy : (4.2)
Then
La;bvz1;z2 ¼ 0 in ðz1; z2Þ;
vz1;z2 4 0 in ðz1; z2Þ;
vz1;z2ðz1Þ ¼ 0; vz1;z2ðz2Þ ¼ 1:
As a result,
Pa;bx ðsz1 4 sz2 Þ ¼ Ea;bx vz1;z2 ðX ðsz1;z2 ÞÞ ¼ vz1;z2ðxÞ: (4.3)
Since we assume no explosion, limz2!1 sz2 ¼ 1; a.s. ½Pa;bx 
; which implies that
Pa;bx sz1 ¼ 1
) *  ¼ lim
z2!1
vz1;z2 ðxÞ4 0; (4.4)
by (4.1). Similarly, limz1!1 P
a;b
x sz1 ¼ 1
) *  ¼ 1; so with 4 0 given,
9r 2 ð1; xÞ; such that Pa;bx sr ¼ 1f gð Þ4 1 : (4.5)
Proof of Theorem 4. We begin by showing that ifZ 1
0
exp 2
Z y
0
b=aðsÞds
 	 Z y
0
bb  b 2=a2ðzÞ
 exp 2
Z z
0
b=aðsÞds
 	
dz
	
dy ¼ 1; ð4:6Þ
then Pa;b^x ? Pa;bx :
Fix y0 2 R and let
uðxÞ ¼ 2
Z x
0
exp 2
Z y
0
b=aðsÞds
 	

Z y
0
bb  b 2=a2ðzÞ exp 2 Z z
0
b=aðsÞds
 	
dz
 	
dy: ð4:7Þ
Note that u satisﬁes La;bu ¼ ðbb  bÞ2=a in R: Fix x 2 R; let 4 0 be arbitrarily chosen
and pick r satisfying (4.5). By choosing 0 properly, we may assume that
inf
z2½r;1Þ
uðzÞ4 0: (4.8)
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La;b 
bb  b 2
au
0B@
1CAu ¼ 0 in ðz;1Þ;
u4 0 in ðz;1Þ:
Let w 2 ðx;1Þ be arbitrary. From the Feynman–Kac formula and the bounded
convergence theorem we obtain
uðxÞ ¼ Ea;bx uðX ðsr;wÞÞ exp 
Z sr;w
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA
¼ uðrÞEa;bx 1fsr o swg exp 
Z sr
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA
þ uðwÞEa;bx 1fsr 4 swg exp 
Z sw
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA:
Dividing by uðwÞ gives
uðxÞ
uðwÞ ¼
uðrÞ
uðwÞ E
a;b
x 1fsr o swg exp 
Z sr
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA
þ Ea;bx 1fsr 4 swg exp 
Z sw
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA: ð4:9Þ
By (4.6) and (4.1) we have limw!1 uðwÞ ¼ 1: Thus, letting w !1 in (4.9) gives
0 ¼ Ea;bx 1fsr¼1g exp 
Z 1
0
bb  b 2
au
ðX ðsÞÞds
0B@
1CA:
And by (4.8), in fact
0 ¼ Ea;bx 1fsr¼1g exp 
Z 1
0
bb  b 2
a
ðX ðsÞÞds
0B@
1CA:
The choice of r then implies that
Pa;bx
Z 1
0
bb  b 2=aðX ðsÞÞds ¼ 1  	4 1 :
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R1
0 ðbb  bÞ2=aðX ðsÞÞds ¼ 1; a.s. ½Pa;bx 
; and Pa;b^x ? Pa;bx follows from
Theorem 1(ii).
We now show that ifZ 1
0
exp 2
Z y
0
b=aðsÞds
 	 Z y
0
bb  b 2=a2ðzÞ exp 2 Z z
0
b=aðsÞds
 	
dz
 	
dyo1;
(4.10)
then Pa;bx 5P
a;b^
x and P
a;b^
x 5P
a;b
x : Let uðxÞ be as in (4.7) with y0 ¼ 0: It then follows
from (4.10) that
M  lim
x!1
uðxÞo1:
Fix any x 2 R and pick r satisfying (4.5). Then
uðxÞ ¼ Ea;bx uðX ðsr;w ^ tÞÞ  Ea;bx
Z sr;w^t
0
bb  b 2=aðX ðsÞÞds:
Letting t !1 and applying the bounded and monotone convergence theorems on
the ﬁrst and the second terms of the right-hand side, respectively, give
uðxÞ ¼ Ea;bx uðX ðsr;wÞÞ  Ea;bx
Z sr;w
0
bb  b 2=aðX ðsÞÞds
¼ uðrÞPa;bx sro swf gð Þ þ uðwÞPa;bx swo srf gð Þ
 Ea;bx
Z sr;w
0
bb  b 2=aðX ðsÞÞds:
Now Letting w !1; the monotone convergence theorem yields
uðxÞ ¼ uðrÞPa;bx sro1f gð Þ þ MPa;bx sr ¼ 1f gð Þ  Ea;bx
Z sr
0
bb  b 2=aðX ðsÞÞds:
(4.11)
Therefore
0p Ea;bx 1fsr¼1g
Z 1
0
bb  b 2=aðX ðsÞÞds
p Ea;bx
Z sr
0
bb  b 2=aðX ðsÞÞds
pM _ uðrÞ  uðxÞo1:
Consequently,
Pa;bx
Z 1
0
bb  b 2=aðX ðsÞÞdso1  	XPa;bx sr ¼ 1f gð Þ4 1 :
As  is arbitrary, we conclude from Theorem 1(i) that Pa;bx 5P
a;b^
x :
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buðxÞ ¼ Z x
0
exp 2
Z y
0
bb
a
ðsÞds
 ! Z y
0
bb  b 2
a2
ðzÞ exp 2
Z z
0
bb
a
ðsÞds
 !
dz
0B@
1CAdy:
Since Pa;bx 5P
a;bb
x ; it follows that limx!1 buðxÞo1; since otherwise we would
conclude from the ﬁrst part of the proof that Pa;bx ? Pa;b^x : Therefore, we can repeat
the above argument with u replaced by bu and the roles of Pa;bx and Pa;b^x switched, to
obtain Pa;b^x 5P
a;b
x :
We now turn to the proof of (1.3). Assume that Pa;bx  Pa;b^x : Rearranging terms in
(4.11), we have
Ea;bx
Z sr
0
bb  b 2=aðX ðsÞÞds ¼ uðrÞPa;bx sro1f gð Þ þ MPa;bx sr ¼ 1f gð Þ  uðxÞ:
(4.12)
Therefore,
H Pa;bx ; P
a;b^
x
 
o1 if and only if lim
r!1
uðrÞPa;bx ðfsro1gÞo1:
Note that the existence of the limit on the right-hand side above as an extended real
number is a consequence of (4.12). By Theorem 1 and (4.12)
H Pa;bx ; P
a;b^
x
 
¼ 1
2
lim
r!1
uðrÞPa;bx sro1f gð Þ þ M  uðxÞ
 
: (4.13)
From (4.2) and (4.4), we have
Pa;bx ðfsro1gÞ ¼ 1 Pa;bx ðfsr ¼ 1gÞ
¼ 1 lim
z2!1
vr;z2ðxÞ
¼
R1
x
exp 2 R y
0
b=aðsÞds dyR1
r
exp 2 R y0 b=aðsÞds dy :
Note that according to (4.1) both integrals above are ﬁnite. To simplify the notation
we let AðyÞ ¼ 2 R y
0
b=aðuÞdu: Let
lim
r!1
uðrÞPa;bx sro1f gð Þ  ðÞ:
Then
ðÞ ¼ lim
r!1
2
R r
0
expðAðyÞÞ R y
0
bb  b 2=a2ðzÞ expðAðzÞÞdz 	dy R1
x
expðAðyÞÞdyR1
r
expðAðyÞÞdy
¼ 2
Z 1
x
expðAðyÞÞdy
Z 0
1
bb  b 2=a2ðzÞ expðAðzÞÞdz; ð4:14Þ
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M  uðxÞ ¼ 2
Z 1
x
expðAðyÞÞ
Z y
0
bb  b 2=a2ðzÞ expðAðzÞÞdz 	dy: (4.15)
Plugging (4.14) and (4.15) in (4.13) gives
H Pa;bx ; P
a;b^
x
 
¼
Z 1
x
expðAðyÞÞ
Z y
1
bb  b 2=a2ðzÞ expðAðzÞÞdz 	dy: &5. Proofs of Propositions 1–3
Proof of Proposition 1. Fix x4 0: As will become clear in the course of the proof, we
can assume aðxÞ ¼ 1; without loss of generality. We deﬁne the random process
gðtÞ ¼ g
Z t
0
X ðsÞl ds:
Since fPa;bx gx 4 0 solves the martingale problem for La;b on ð0;1Þ; there exists an
fFtgtX 0 measurable Brownian motion BðtÞ ¼ Bðt;oÞ; tX 0; o 2 O and Bð0Þ ¼ x;
a.s. ½Pa;bx 
; such that
X ðtÞ ¼ BðtÞ þ gðtÞ; a.s. ½Pa;bx 
: (5.1)
We will show that the drift is the dominant factor; that is, asymptotically, the
presence of the random contribution in (5.1) can be neglected. The unique solution
of
yðtÞ ¼ g
Z t
0
yðsÞl ds; tX 0
is
yðtÞ ¼ ðCtÞ1=ð1þlÞ; C ¼ ð1þ lÞg:
Since yðÞ is strictly increasing, it has an inverse tðyÞ ¼ yð1þlÞ=C: We will denote
X ðtðyÞÞ; gðtðyÞÞ and BðtðyÞÞ by X ðyÞ; gðyÞ and BðyÞ; respectively. With this change of
variables, we have
gðyÞ ¼
Z y
0
XlðzÞzl dz; and
X ðyÞ ¼ BðyÞ þ gðyÞ; a.s. ½Pa;bx 
: ð5:2Þ
These imply
g0ðyÞ ¼ ðgðyÞ=y þ BðyÞ=yÞl ; a.s. ½Pa;bx 
: (5.3)
As 1=ð1þ lÞ4 1=2;
lim
y!1
BðyÞ=y ¼ lim
t!1
BðtÞ=ðCtÞ1=ð1þlÞ ¼ 0; a.s. ½Pa;bx 
:
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when B is multiplied by a bounded process. Restricting the discussion to some set of
Pa;bx measure 1, we regard the last equations as true for all paths. Let
a ¼ lim sup
y!1
gðyÞ=y: (5.4)
Then (5.3) implies lim infy!1 g0ðyÞX al : Integration of this inequality yields
lim inf
y!1
gðyÞ=yX al : (5.5)
Using this in (5.3) gives lim supy!1 g
0ðyÞp al2 : Consequently, by integration,
lim sup
y!1
gðyÞ=yp al2 : (5.6)
Since by assumption jljo 1; (5.4) and (5.5) imply aX 1: Similarly (5.4) and (5.6)
imply ap 1: Therefore a ¼ 1: The same line of reasoning gives lim infy!1 gðyÞ=y ¼ 1:
Finally, dividing (5.2) by y while letting y !1;
lim
t!1
X ðtÞ=ðCtÞ1=ð1þlÞ ¼ lim
y!1
gðyÞ=y ¼ 1: &
Proof of Proposition 2. By the strong Markov property, the sequence fArng consists
of independent events. By Borel–Cantelli,
P
1;k12x
x fArj i.o.g ¼
0 if
P1
j¼1
P
1;k12x
x ðArj Þo1;
1 otherwise.
8<: (5.7)
We will show that (5.7) converges if and only if r4 1=ðk  2Þ: By (4.2) and (4.3), we
have
P
1;k12x
x ðArj Þ ¼
R ðð jþ2Þ!Þr
ðð jþ1Þ!Þr y
1k dyR ðð jþ2Þ!Þr
ð j!Þr y
1k dy
¼ ðð j þ 1Þ!Þ
rðk2Þ  ðð j þ 2Þ!Þrðk2Þ
ð j!Þrðk2Þ  ðð j þ 2Þ!Þrðk2Þ
¼ ð j þ 1Þrðk2Þ 1 ð j þ 2Þ
rðk2Þ
1 ðð j þ 1Þð j þ 2ÞÞrðk2Þ : ð5:8Þ
Thus there exist constants C1; C24 0 such that
C1 j
rðk2ÞpP1;
k1
2x
x ðArj ÞpC2 jrðk2Þ: (5.9)
The convergence/divergence dichotomy for (5.7) now follows from (5.9). &
Proof of Proposition 3. Since limt!1 X ðtÞ ¼ 1; a.s. ½P1;bx 
 and a.s. ½P1;b^x 
; for all
x 2 R; it is enough to prove (1.7) for xX 3: Note that for such x, the random
variables fN ðrÞn g1n¼n0ðxÞ only depend on the process when it is in ½2;1Þ; in which case
the drifts b and bb are as given in the second and third lines of (1.5).
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X ðtÞ ¼ xg: Similar to (4.2) and (4.3), it follows that P1;Bððnþ1Þ!Þrðsðn!Þro sððnþ1Þ!ÞrÞ ¼
pðrÞn ðBÞ; for B ¼ b; bb; where pðrÞn ðBÞ is as in (1.6). It then follows from the strong
Markov property that the sequence of random variables fN ðrÞn g1n¼n0ðxÞ are independent
and distributed according to geometric distributions. Speciﬁcally
P1;Bx ðN ðrÞn ¼ jÞ ¼ ðpðrÞn ðBÞÞjð1 pðrÞn ðBÞÞ
for B ¼ b; bb and j ¼ 0; 1; . . . : Under P1;B; the sequence fN ðrÞn g1n¼n0ðxÞ induces a
probability measure QBx on f0; 1; . . . gN; for B ¼ b; bb: Denoting the restrictions of Qbx
and Qb^x to the ﬁrst n coordinates of f0; 1; . . . gN respectively by Qbx;n and Qb^x;n; and
letting F x;n ¼ dQ
b^
x;n
dQbx;n
; Lemma 1 shows that
lim
n!1
Fx;n ¼ 0 a.s. ½Qbx
 3 lim sup
n!1
F x;n ¼ 1 a.s. ½Qb^x
 3 Qb^x ? Qbx: (5.10)
As the fN ðrÞn g are geometric random variables, it is easy to see that
Fx;nðzÞ ¼
Qn
j¼1
p
ðrÞ
n0ðxÞþj1
ðbbÞ
p
ðrÞ
n0ðxÞþj1
ðbÞ
 !zj
1pðrÞ
n0 ðxÞþj1
ðbbÞ
1pðrÞ
n0 ðxÞþj1
ðbÞ
 !
;
z ¼ ðz1; z2; . . .Þ 2 f0; 1; . . . gN:
(5.11)
Let Yn ¼ sðN ðrÞ1 ; . . . ; N ðrÞn Þ and Y ¼ sðN ðrÞ1 ; N ðrÞ2 ; . . .Þ: Clearly, Y F: Let T : O!
f0; 1 . . . gN be deﬁned by To ¼ ðz1; z2 . . .Þ 2 f0; 1 . . . gN; if N ðrÞj ðoÞ ¼ zj ; j 2 N: If A 2
f0; 1; . . . gn; then T1ðAÞ 2 Yn: Therefore, QbxðAÞ ¼ P1;bx ðT1AÞ and Qb^xðAÞ ¼
Pa;b^x ðT1AÞ: Since fYngn2N generate Y; these equalities determine the restrictions of
P1;bx and P
1;b^
x to Y: Letting Fx;n ¼ Fx;n  T ; we see that Fx;nðoÞ ¼
Fx;nððN ðrÞn0ðxÞðoÞ; N
ðrÞ
n0ðxÞþ1ðoÞ; . . .ÞÞ and we obtain from (5.10)
lim
n!1
Fx;n ¼ 0 a.s. ½P1;bx 
 3 lim sup
n!1
F x;n ¼1 a.s. ½P1;b^x 
 ) P1;b^x ? P1;bx :
(5.12)
Since
lim sup
n!1
F x;n ¼ 0 a.s. ½P1;bx 
 3 lim sup
n!1
Fx;n ¼ 0 a.s. ½Qbx
;
it follows from (5.12) that in order to complete the proof it is enough to show
that lim supn!1 Fx;n ¼ 0; a.s. ½Qbx
: Kakutani’s dichotomy [3, Theorem 4.3.5]
states that
Qb^x5Q
b
x or Q
b^
x ? Qbx according as limn!1 E
Qbx
ﬃﬃﬃﬃﬃﬃﬃﬃ
F x;n
p
4 0 or ¼ 0:
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; it follows from (5.10) that
it is enough to prove limn!1 EQ
b
x
ﬃﬃﬃﬃﬃﬃﬃﬃ
F x;n
p ¼ 0: To simplify notation, we let pj ¼ pðrÞj ðbÞ
and qj ¼ pðrÞj ðbbÞ: We have
ðEP
ﬃﬃﬃﬃﬃﬃﬃﬃ
Fx;n
p
Þ2 ¼
X1
m1;...;mn¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃYn0ðxÞþn1
j¼n0ðxÞ
qj
pj
 !mj
1 qj
1 pj
vuut Yn0ðxÞþn1
j¼n0ðxÞ
p
mj
j ð1 pjÞ
0@ 1A2
¼
X1
m1;...;mn¼0
Yn0ðxÞþn1
j¼n0ðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpjqjÞmj ð1 pjÞð1 qjÞ
q !2
¼
Yn0ðxÞþn1
j¼n0ðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 pjÞð1 qjÞ
q X1
m¼0
ðpjqjÞm=2
 !2
¼
Yn0ðxÞþn1
j¼n0ðxÞ
ð1 qjÞð1 pjÞ
ð1 ﬃﬃﬃﬃﬃﬃﬃﬃpjqjp Þ2 ¼
Yn0ðxÞþn1
j¼n0ðxÞ
1 ð
ﬃﬃﬃﬃ
pj
p  ﬃﬃﬃﬃqjp Þ2
ð1 ﬃﬃﬃﬃﬃﬃﬃﬃpjqjp Þ2 :
This product converges if and only if the series
P1 ð ﬃﬃﬃpjp  ﬃﬃﬃqjp Þ2
ð1 ﬃﬃﬃﬃﬃﬃpjqjp Þ2 converges. However, as
we shall see below, limj!1 pjqj ¼ 0: Therefore to prove the ﬁrst assertion of the
proposition, we must show that
P1ð ﬃﬃﬃﬃpjp  ﬃﬃﬃﬃqjp Þ2 ¼ 1: We will ﬁnd a lower (upper)
bound for pj (qj). We start with pj :
Let
z ¼ 1 2b ¼ rðk  2Þ
and recall that pj is deﬁned by (1.6) with B ¼ b: Since L1;b of Proposition 2 and L1;b
of Proposition 3 coincide for xX 2; we can use the computations in the proof of
Proposition 2. By comparing (1.6) and (4.2), it is easily seen that the righthand side
of (5.8) gives te formula. That is,
pj ¼ jz
1 ð j þ 1Þz
1 ð jð j þ 1ÞÞz
 !
¼ jzð1 ð j þ 1ÞzÞð1þ ð jð j þ 1ÞÞz þOð j4zÞÞ
4 jzð1 jzÞ
for j sufﬁciently large. Sinceﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x
p
4 1 3
4
x; x 2 0; 1
2
 
;
we obtain
ﬃﬃﬃﬃ
pj
p
4 jz=2 1 3
4
jz
 
for j sufficiently large. (5.13)
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R x
2 expð2
R y
2
bbðzÞdzÞdy: Then
uðð j!ÞrÞ  uððm!ÞrÞ ¼
Z ð j!Þr
ðm!Þr
exp 
Z y
2
k  1
s
ds 
Z y
2
c
s logb s
ds
 	
dy
¼
Z ð j!Þr
ðm!Þr
y1k exp  c
1 b log
1b y
 	
dy
¼ y
2k
2 k exp 
c
1 b log
1b y
 	
ð j!Þr
ðm!Þr
(((
þ c
2 k
Z ð j!Þr
ðm!Þr
y1k logb y exp  c
1 b log
1b y
 	
dy:
From (1.6) we know that
qj ¼
uðð j!ÞrÞ  uððð j þ 1Þ!ÞrÞ
uððð j  1Þ!ÞrÞ  uððð j þ 1Þ!ÞrÞ :
We can write
qj ¼
Hj  Hjþ1 þ Aj; jþ1
Hj1  Hjþ1 þ Aj1; jþ1
o Hj þ Aj; jþ1
Hj1  Hjþ1
; (5.14)
where
Hj ¼
ð j!Þz
2 k exp 
c
1 b log
1b ð j!Þr
 	
;
and
Aj; jþi ¼
c
2 k
Z ðð jþiÞ!Þr
ð j!Þr
y1k logb y exp  c
1 b log
1b y
 	
dy:
Note that fHjg is a strictly decreasing sequence of positive numbers and that the
quantities fAj; jþig are non-negative. Now,
Aj; jþ1 ¼
c
2 k
Z ðð jþiÞ!Þr
ð j!Þr
y1k logb y exp  c
1 b log
1b y
 	
dy
¼ c
2 k log
b ð j!Þr

Z ðð jþiÞ!Þr
ð j!Þr
y1k logb ð j!Þr logb y exp  c
1 b log
1b y
 	
dy:
Since limj!1 log
b ð j!Þr logb ðð j þ iÞ!Þr ¼ 1; we have
Aj; jþ1 ¼ Oð1Þ logb ð j!Þr
Z ðð jþiÞ!Þr
ð j!Þr
y1k exp  c
1 b log
1by
 	
dy
¼ logbð j!ÞrOðuðð j!ÞrÞ  uððð j þ iÞ!ÞrÞÞ
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Aj; jþ1 ¼ logb ð j!ÞOðHj  Hjþi þ Aj; jþ1Þ:
Since Hjþi ¼ oðHjÞ; we have
Aj; jþ1 ¼ logb ð j!ÞOðHj þ Aj; jþ1Þ:
In particular,
lim sup
j!1
1
Hj=Aj; jþ1 þ 1
¼ lim sup
j!1
Aj; jþ1
Hj þ Aj; jþ1
¼ 0;
which shows that Aj; jþ1 ¼ oðHjÞ: These last observations lead to
Aj; jþ1 ¼ logb ð j!ÞOðHjÞ: (5.15)
In the sequel C denotes a positive constant which may vary from line to line. It will
be convenient to write
Hj
Hj1
¼ jz expðdjÞ;
with
dj ¼ Cðlog1b ð j!Þ  log1b ðð j  1Þ!ÞÞ:
Now
dj ¼ Cððlogðð j  1Þ!Þ þ log jÞ1b  log1bðð j  1Þ!ÞÞ
¼ C log1bðð j  1Þ!Þ 1þ log j
log ðð j  1Þ!Þ
 	1b
 log1bðð j  1Þ!Þ
 !
¼ C log1bðð j  1Þ!Þ 1þ ð1 bÞ log j
log ðð j  1Þ!Þ þ o
log j
logðð j  1Þ!Þ
 	
 1
 	
¼ C log j logbðð j  1Þ!Þ þ oðlog j logbð j!ÞÞ  ðÞ:
Recall that
lim
j!1
j log j
logð j!Þ ¼ 1; (5.16)
which implies
ðÞ ¼ Oð jb log1b jÞ:
Thus,
dj ¼ Oð jb log1b jÞ: (5.17)
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qjo
Hj
Hj1
1þOðlogbð j!ÞÞ
1 Hjþ1=Hj1
¼ jz expðdjÞð1þOðlogbð j!ÞÞÞð1þ ð jð j þ 1ÞÞz expðdj  djþ1Þ þOð j4zÞÞ
o jz expðdjÞð1þOðlogbð j!ÞÞÞCð1þ j2zÞ:
Thereforeﬃﬃﬃﬃ
qj
p oCjz=2 expðdj=2Þð1þOðlogbð j!ÞÞÞ 1þ 12 j2z : (5.18)
Subtracting (5.18) from (5.13), we haveﬃﬃﬃﬃ
pj
p  ﬃﬃﬃﬃqjp 4 jz=2ð1 expðdj=2ÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðIÞ
 3
4
j3z=2|ﬄ{zﬄ}
ðIIÞ
 jz=2Oðlogbð j!ÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðIIIÞ
1=2j5z=2
 oð j5z=2Þ:
Since z ¼ 1 2b; we obtain from (5.17) that ðIÞ ¼ Oð j1=2log1bjÞ: From (5.16) we
see that ðIIIÞ ¼ Oð j1=2logbjÞ: Finally, we want (II) to be negligible with respect to
(I). Clearly, this can be achieved if and only if 3zX 1: This condition is equivalent to
bp 1=3: To conclude, ð ﬃﬃﬃﬃpjp  ﬃﬃﬃﬃqjp Þ2XOð j1log22bjÞ; soX1
ð ﬃﬃﬃﬃpjp  ﬃﬃﬃﬃqjp Þ2 ¼ 1: &
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