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Abstract 
Each of n nodes of a communication network has a piece of information (gossip) which 
should be made known to all other nodes. Gossiping is done by sending letters. In a unit of time 
each node can either send one letter to a neighbor or receive one such letter, containing one 
gossip currently known to the sender. Letters reach their destinations with constant probability 
0 < q < 1, independently of one another. For a large class of networks, including rings, grids, 
hypercubes and complete graphs, we construct gossip schemes working in linear time and 
successfully performing gossiping with probability converging to 1, as the number of nodes 
grows. 
1. Introduction 
Each of n nodes of a communication network (modeled by a simple connected 
undirected graph) has a piece of information (gossip) unknown to others, which 
should be made known to all other nodes. This problem, known as gossiping, has 
received a lot of attention in the literature. An extensive bibliography can be found 
in [12]. 
Various ways of specifying the communication process yield different models of 
gossiping. We note three aspects which give rise to many such models. First, commun- 
ication may be either half-duplex, i.e. information flows between neighbors in only one 
direction in a unit of time, or full-duplex, when neighbors can simultaneously 
exchange information. The half-duplex model corresponds to sending letters or 
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telegrams while the full-duplex model corresponds to making phone calls. Second, 
a node may either communicate with all its neighbors in a unit of time (simultaneous 
communication corresponding to E-mail or conference calls) or communication may 
be restricted to only one neighbor at a unit of time (pairwise communication corres- 
ponding to ordinary phone calls). Each of the four models corresponding to these 
distinctions was studied, e.g. in [13, 141. Finally, we may either assume that all 
information available to a node can be transmitted in a unit of time (an assumption 
commonly made in the literature) or that the length of transmission depends on the 
number of messages sent (cf. [6]). 
One of the important parameters of a gossip scheme is the total time it uses. 
Gossiping in minimal time has been studied, e.g. in [8, 9, 13-151. 
Recently a lot of attention has been devoted to gossiping (and closely related 
broadcasting) in the presence of faulty links [2,4,7-9, 11, 16, 171. Two alternative 
assumptions about faults are usually made: either an upper bound k on the total 
number of faults is supposed 19, 1 l] or it is assumed that links fail independently with 
fixed probability p [2,4,7,8]. If an upper bound is imposed and the worst case is 
considered, the maximum number of faults that can be tolerated cannot exceed the 
connectivity of the network. Thus, for large networks, the stochastic approach seems 
to be more realistic. A point which should be specified under the probabilistic fault 
model is this: link failures may either be permanent (the fault status of a link does not 
change during the execution of the scheme, (cf. 14, 73) or individual calls (letters) along 
each link may be subject to independent failures (cf. [IS]). Individual transmission 
faults may occur in real-life situations when links are not defective but the fault is due 
to momentary random “noise” in the communication channel, e.g. to electromagnetic 
interference. It was proved in [7] that reliable gossip schemes are impossible for 
bounded maximum degree networks (such as rings or grids) under the permanent fault 
scenario, whence the interest in the other model. 
In this paper we construct a fault-tolerant time-efficient gossip scheme under 
assumptions which make fast communication difficult. We work in the half-duplex 
pairwise model, i.e. in each unit of time every node can communicate with at most one 
neighbor and during such communication information can be either sent or received 
but not both. We assume that each transmission takes a unit of time but during such 
a transmission from node u to node v, u can send only one of the gossips it currently 
knows. Our schemes are fully synchronous, i.e. time units are measured by a global 
clock. We also assume that individual transmissions are subject to independent 
failures with constant probability 1 - q, 0 < q < 1, and no information arrives at the 
destination node during a faulty transmission. Thus, our communication model 
corresponds to sending short letters (each containing one gossip) which reach their 
destination with constant probability q, independently of one another. For the sake of 
simplicity, we assume that the sender knows if the letter arrived at its destination, i.e. 
we adopt the registered mail model. This assumption, however, can easily be removed 
by requiring that upon reception of a gossip the receiving node confirms it by 
returning the gossip back to the sender. Thus, the probability that both the letter and 
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its confirmation reach their destinations is now q1 = q2 and the number of time units 
doubles. Since our results concern only the order of magnitude of execution time and 
work for any failure probability strictly less than one, a gossip scheme developed for 
the registered mail model can be applied with parameter q1 and the result holds true 
for parameter q without this extra assumption. 
We say that a gossip scheme is successful for a graph G if upon its completion every 
node gets all the gossips. A gossip scheme for G is c-safe for E > 0 if it is successful with 
probability at least 1 - E. A gossip scheme working for a family {G,: n > 1) of n-node 
graphs is almost safe if it is &,-safe for the graph G,, where (c,: n 3 1) is some sequence 
converging to 0. The execution time of a gossip scheme is the number of time units it 
takes. A gossip scheme working for a family {G,: n 3 1) of n-node graphs is order- 
optimal if its execution time for G, isf(n), the shortest possible gossiping time for G, is 
g(n), andf(n) E O(g(n)). All operations other than sending letters are assumed to take 
negligible time. 
The aim of this paper is the construction of fast almost safe gossip schemes. Let {G,: 
n > 1) be a family of n-node graphs with spanning trees of bounded maximum degree 
(e.g. rings, grids, hypercubes, complete graphs). We construct an almost safe gossip 
scheme working for {G,,: n > 1) in time O(n) which is order-optimal. 
In Section 2 our gossip scheme is described, while Section 3 is devoted to the 
analysis of its reliability. Section 4 contains conclusions. 
2. Description of the gossip scheme 
Our scheme is easiest to explain for Hamiltonian graphs. If H is a Hamiltonian 
cycle of the graph G, the aim of the scheme is to make every gossip visit consecutive 
nodes of H. It uses a procedure TRANSMIT(u, U) (to be described later) whose aim is 
to transmit a single gossip from v to its successor u in the cycle. Since transmissions 
can be unsuccessful, the scheme works in cn phases, where n is the number of nodes 
and c is a constant parameter chosen in such a way as to guarantee the desired 
reliability of gossiping. 
In the general case, instead of following the cycle H, gossips make a tour of 
a spanning tree T of G, visiting all its nodes in preorder. This implies visiting some 
nodes many times which, although not optimal, does not increase the order of 
magnitude of execution time and makes the analysis much simpler. The detailed 
description follows. 
Let G be an n-node connected graph, n > 2, and T a spanning tree of G. Denote by 
d(T) the maximum degree of T. Fix any node r of degree 1 in T and consider it as the 
root of T. For any node U, the terms parent(u) and child(v) are meant with respect to 
this rooted tree. For any node u, let N(u) denote the number of children of u. Clearly, 
N(v) < d(T) - 1. If N(v) = 0 then u is called a leaf. Enumerate all children of every 
nonleaf u in any order and call them child(o, l), . . , child(u, nc(u)). We assume that 
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every node u # r knows its position among the siblings, i.e. it knows the integer j such 
that child(parent(u), j) = u. 
Fix a positive integer c to be determined later. We describe the gossip scheme 
GS(T, c) whose aim is to make every gossip visit all nodes of the tree Tin preorder. 
More precisely, every nonleaf 2, sends information to the subtree with root child(v, 1). 
After visiting all nodes of this subtree, information goes back to v, then visits all nodes 
of the subtree with root child(v, 2), goes back to v and so on. After visiting the subtree 
with root child(v, N(v)) and coming back to v, information is then sent to parent(v) 
(if u # r). Let C = (ug, zji, v2, . . . , ~2~~3, uzne2), with v. = vznm2 = Y, be the cycle cor- 
responding to this preorder traversal of T, every node being listed each time it is 
visited. If all gossips have visited every node at least once, the scheme GS(T, c) is 
successful. 
Algorithm GS( T, c) 
begin 
for phase:= 1 to c(2n - 2) do 
for all v on even levels in Tin parallel do 
for i:= 1 to d(T) - 1 do 
if i d N(v) then 
TRANSMIT(v, child(v, i)) 
fi 
od; 
for i:= 1 to d(T) - 1 do 





for all v on odd levels in T in parallel do 
for i:= 1 to d(T) - 1 do 
if i < N(u) then 
TRANSMIT(u, child(v, i)) 
fi 
od; 
for i:= 1 to d(T) -1 do 






end {of the scheme}. 
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It remains to describe the procedure TRANSMIT(u, u), where u is a successor of 
v in the cycle C. For every node v we define one or more FIFO (first in first out) 
queues. For the root Y, Q(r) is the queue which stores gossips that come from the 
unique child of r and will be sent back to this child. For any leaf U, Q(u) is the queue 
which stores gossips that come from parent(u) and will be sent back to parent(u). 
Finally, for a node u which is neither a leaf nor the root, we define N(u) + 1 queues 
Q(u, l), Q(u, 2), . . . . Q(u, N(u) + 1). The queue Q(u, 1) stores gossips that come from 
parent(u) and will be sent to child(u, 1). Each queue Q(u, i), 2 d i < N(u), stores 
gossips that come from child(u, i - 1) and will be sent to child(u, i). Finally, 
Q(u, N(u) + 1) stores gossips that come from child(u, N(u)), and will be sent to 
parent(u). All queues Q(u) and Q(u, i) are initialized by inserting the gossip originally 
held by u. 
For every queue Q we define head(Q) to be the first element of Q (for Q # 0), and 
describe two operations for a queue Q at vertex v. 
insert(Q, e): put the gossip e at the end of Q; 
delete(Q): if Q # 0, delete head(Q) from Q. 
Moreover, for any neighbors v, U, send(u, U, e) denotes the action of sending a letter 
containing gossip e from v to u. Since we work in the registered mail model, both v and 
u know if the letter was lost or not. 
For any i < 2n - 2 consider nodes Vi, vi+, in the cycle C (all indices are taken 
mod 2n - 2). The procedure TRANSMIT(Vi, vi+ i) identifies the queue P where node 
Vi stores information coming from Vi_ 1 and the queue Q where Ui + 1 stores information 
coming from Ui. Then, if P # 0, the action send(v;, Vi+ 1, head(P)) is performed. If the 
letter arrives, Ui performs delete(P) and vi+i p erforms insert(Q, head(P)). Thus, the 
procedure TRANSMIT(Ui, Vi+ i) is performed in a unit of time and consequently the 
scheme GS(T, c) is executed in time c(2n - 2)d(T). (As usual, the word “executed” 
means only that appropriate messages have been sent and does not imply that they 
were actually received.) 
3. Reliability of gossiping 
Our main result shows that the scheme GS(7’, c) can achieve any desired reliability 
strictly less than one for an appropriate constant c. 
Theorem 3.1. Let G be an n-node graph and Tits spanning tree with maximum degree 
d(T). For every E > 0 there exists a constant c, independent of n and d(T), such that 
GS( T, c) is &-safe. 
In order to prove this theorem we will need some results from queuing theory (cf. 
[lo]). A similar approach has been used in our paper [S] in a different context, that of 
sorting on a faulty mesh network. 
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We can visualize the travel of individual gossips in the network as a cycle of servers 
with customers waiting in queues. In the beginning there is exactly one customer at 
each server. If a customer has been served by a server then it is moved to the queue of 
the next server. In each unit of time a server takes the first customer from its queue, 
provided that it is nonempty, and attempts to serve it. Such an attempt is successful 
with probability 4. 
We now modify the above process to facilitate the probabilistic analysis of its 
behavior. First, instead of a cycle of servers, consider a line of y1 servers with 
II customers waiting for service from the first server. It will be shown later how to 
reduce gossip circulation to this scenario. 
Next, suppose that customers are not given in advance but are generated by the first 
server and then seek service from consecutive servers as before. They are generated 
with a geometric distribution on waiting time; more precisely, in each step a new 
customer is created with fixed probability p (we refer to p as the input probability). 
The probability that II customers thus generated are served by all servers in time at 
most T does not exceed the probability that n customers waiting for the first server in 
the beginning are served by all servers in time at most T. 
As a first step in the analysis we consider a one-server system. Suppose that at each 
step a new customer is created with input probability p, and the first customer in the 
queue is served with probability 4. This is an example of a Markov chain. It is said to 
be in state i if there are exactly i customers in the queue. If the queue is nonempty, then 
the probability of its size being incremented in one step is a = (1 - q)p, and the 
probability of its size being decremented is b = (1 - p)q. The transition matrix 
P = (Pij) is obtained as follows: 
Pij = Pr{state j is entered at time t + 1 Ii is the state at time t}. 
Note that the above probability is independent of time t. 
The entries of P are given below: 
(1) Pij = 0 if Ii -jl > 1; 
(2) P()tJ = 1 - p, Pl() = b; 
(3) P,, = p, PII = 1 - a - b, Pzl = b; 
(4) Pk-1.k = a, P,, = 1 - a - b, Pk+l,k = b, provided k > 1. 
If PC’) is some initial distribution on the set of all the states then after k steps the 
chain is in a state determined by the probability distribution 
p(k) = p(O). pk 
A Markov chain is said to be ergodic if its probability distribution after k steps 
converges to the same probability distribution for every initial distribution, as k -+ x. 
The following lemma follows from Foster’s theorem stating that a (aperiodic and 
irreducible) Markov chain is ergodic if there is a nonnull solution x = (Xij) of the 
equation x = xP, with C Ixil < CO (cf. [3,5]). 
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Lemma 3.2. If p -C q then the single-server system is ergodic. 
Ergodicity of the system implies the existence of a unique stationary distribution 
with the property that if it is the initial distribution PC’) then all the subsequent 
distributions 
p(k) = p(O). pk 
are the same as P(O). 
The following lemma was proved in [S]. 
Lemma 3.3. If the initial distribution is stationary, then the output of the single-server 
system has a geometric distribution with parameter p. 
Now suppose that in the beginning there are already some customers waiting in 
queue at each server. They are introduced for technical reasons and are not the “true” 
customers who still need to be generated; we call them “dummy customers”. Their 
number in each queue at the beginning of the process is given by the stationary 
distribution guaranteed by ergodicity (as long as p < q). It follows from Lemma 3.3 
that a system of queues with such initial distribution will have input and output 
geometric distribution with parameter p, at each server. The probability of clearing 
the queues of dummy customers and serving n true ones, in time at most T, does not 
exceed the probability of serving n customers, initially waiting in queue at the first 
server, in time at most T. 
The next lemma gives a bound on the probability that there is a specific number of 
dummy customers in the beginning of the process. This bound is used to prove 
Lemma 3.5. The assumption p = q2 (implying p < q) is chosen for technical reasons. 
Lemma 3.4. Let sk denote the probability that there are k dummy customers in all the 
n queues, if the number of customers in each queue is given by the stationary distribution. 
Take p = q*. Then 
Denote by S the random variable equal to the time needed to serve n true customers 
by the series of n queues. The next lemma shows that for sufficiently large values the 
distribution of S can be bounded by a geometric one. The proof is given in [S]; the 
lemma also follows from results of Berman and Simon [l]. 
Lemma 3.5. There are two constants 6 and co, where 0 < 6 < 1 and co > 0, such that 
Pr(S = t) < (1 - 6)6’ for t > con. 
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Proof of Theorem 3.1. If follows from Lemma 3.5 that for some constants 0 < 6 < 1 
and c,, > 0 the probability that m customers are served by m servers in time larger 
than dm, for d 3 cO, is at most 
Pr(S > dm) < (1 - 6) f 6’ = @m+ 1. 
f=dm+ 1 
Thus, for c 3 2 max(c, , log s/log 6) the probability that service time exceeds cm/2 is 
less than c, for any E and m. Take c as above to be the parameter of our scheme. 
Consider the cycle C of length 2n - 2 defined in Section 2. In each phase of our 
gossip scheme GS(T, c), an attempt of sending a gossip to the next node of the cycle is 
made and the probability of success is 4. If all gossips visit all nodes of the cycle, the 
scheme is successful. Consider the line L = (u,,, u,, . . . , uzn_ 3, uo, ul, , . ., ozn_ 3) of 
nodes, which makes twice the tour of the cycle C. Originally each gossip is situated at 
its node in the first half of the line. If all these gossips traverse all positions in the line 
L to the right of their initial position, each gossip will make a full round of the cycle C. 
Putting all gossips at the beginning of the line, as well as increasing their number, can 
only make the task of traversing L more difficult. Transmitting a gossip to the next 
node with probability q can be interpreted as serving a customer by a server, with the 
same probability. Thus, the probability that all gossips make a full round of the cycle 
after time T, starting at their initial positions, is at least as large as the probability that 
4n - 4 customers are served by 4n - 4 servers in time T. It follows that the probability 
that the scheme GS( T, c) is not successful does not exceed the probability that 4n - 4 
customers are served by a line of 4n - 4 servers in time exceeding c(2n - 2). As 
noticed above, for c 3 2 max(co, log a/log 6) this probability is less than E and 
consequently the scheme GS(T, c) is a-safe. 0 
Consider any family {G,: n 3 l} of n-node graphs. In view of Lemma 3.5, for some 
constants 0 < 6 < 1 and c0 > 0 we have 
Pr(S > con) d jicontl, 
which is less than l/n for sufficiently large n. It follows that the scheme GS(T,,, 2co), 
where T,, is a spanning tree of G,, is l/n-safe for the graph G, and hence it is almost 
safe for the family {G,: n 3 11. 
Now suppose that the graphs G,, n 3 1, have spanning trees T,* of bounded 
maximum degree. Many important classes of graphs, such as rings, grids, hexagonal 
meshes, hypercubes and complete graphs, satisfy this requirement and the trees T,* are 
easy to construct in these cases. For such families of graphs the execution time of 
scheme GS(T,*, c) is c(2n - 2) d(T,*)EO(n). This proves the following. 
Corollary 3.6. Let {G,: n > l} be a family of n-node graphs with spanning trees of 
bounded maximum degree. Then there exists an almost safe gossip scheme for this family, 
with execution time O(n). 
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If graphs have spanning trees of bounded maximum degree then the execution time 
of our scheme is order-optimal. Indeed, even when all letters reach their destinations, 
getting all gossips to a given node takes time at least n - 1. The scheme is also 
order-optimal for some other families of graphs, e.g. for trees with arbitrary maximum 
degree. Let (T,: n 3 1) be any family of n-node trees with maximum degree d(n). Our 
almost safe gossip scheme works for this family in time 0(&(n)). To show that this is 
order-optimal it is enough to prove that every gossip scheme in our model, even with 
all letters reaching their destinations (q = l), must take R(nd(n)) time units for trees. 
Indeed, let u be a node of degree d(n) in T,. Divide all neighbors of v into sets A and B, 
each of size at least L d(n)/2 J. This division partitions T,, into two subtrees: one on the 
same side of v as A and the other on the same side of v as B. Without loss of generality, 
we may assume that the first subtree has at least n/3 nodes. All gossips originating in 
these nodes have to be transmitted via v to all nodes in B. Since there are at least 
L d(n)/2 J such nodes, this requires at least (n/3) L d(n)/2 JE R (rid(n))) time units. 
We do not know if our gossip scheme is order-optimal for every family {G,: n 3 l} 
of n-node graphs. A positive answer to this question would follow from the following 
conjecture which we are unable to prove. 
Let G be an n-node graph, Tits spanning tree and d(T) the maximum degree of T. 
Define d(G) = min{d( T): T is a spanning tree of G). Consider the half-duplex pairwise 
communication model with letters containing only one gossip, without failures. 
Conjecture 3.7. There exists a constant c (independent of n and d(G)) such that every 
gossip scheme in G requires at least end(G) time units. 
Conclusions 
We presented a gossip scheme working under the assumption that every node of the 
communication network can either send or receive one letter containing one gossip in 
a unit of time and that letters reach their distinations with constant probability 
0 < q < 1, independently of one another. Our scheme works with probability con- 
verging to 1 as the number of nodes grows and its execution time is of least possible 
order of magnitude for many important families of graphs, such as rings, grids, trees, 
hypercubes and complete graphs. It is an open problem if order-optimality of our 
scheme holds for every class CC,,: n > 1) of n-node graphs. As far as the total number 
of letters is concerned, our scheme uses O(n2) of them, and fl(n’) letters are needed, 
even without failures, for all graphs. 
References 
[l] P. Berman and J. Simon, Investigations of fault-tolerant networks of computers, in: Proceedings of the 
20th Annual ACM Symposium on Theory of Computing (1988) 66-77. 
[Z] D. Bienstock, Broadcasting with random faults, Discrete Appt. Math. 20 (1988) l-7. 
24 B.S. Chlebus et al. I Discrete Applied Mathematics 53 (1994) 15-24 
[3] P. Billingsley, Probability and Measure (Wiley, New York, 1979). 
[4] B.S. Chlebus, K. Diks and A. Pelt, Optimal broadcasting in faulty hypercubes, Digest of Papers, 
FTCS-21 (1991) 266-273. 
[S] B.S. Chlebus, K. Diks and A. Pelt, Sorting on a mesh-connected computer with delaying links, SIAM 
J. Discrete Math., to appear. 
[6] N. Cot, Extensions of the telephone problem, in: Proceedings of the Seventh SE Conference on 
Combinatorics, Graph Theory and Computing, Utilitas Mathematics, Winnipeg (1976) 239-256. 
[7] K. Diks and A. Pelt, Reliable gossip schemes with random link failures, in: Proceedings of the 28th 
Annual Allerton Conference on Comm. Control and Comp. (1990) 978-987. 
[S] K. Diks and A. Pelt, Almost safe gossiping in bounded degree networks, SIAM J. Discrete Math. 
5 (1992) 338-344. 
[9] L. Gargano, Tighter time bounds on fault tolerant broadcasting and gossiping, Networks 22 (1992) 
4699486. 
[lo] D. Gross and C.M. Harris, Fundamentals of Queuing Theory (Wiley, New York, 1985). 
[ll] R.W. Haddad, S. Roy and A.A. Schaffer, On gossiping with faulty telephone lines, SIAM J. Algebraic 
Discrete Methods 8 (1987) 439-445. 
[12] SM. Hedetniemi, ST. Hedetniemi and A.L. Liestman, A survey of gossiping and broadcasting in 
communication networks, Networks 18 (1988) 319-349. 
[13] D.W. Krumme, Fast gossiping for the hypercube, SIAM J. Comput. 21 (1992) 3655380. 
1141 D.W. Krumme, G. Cybenko and K.N. Venkataraman, Gossiping in minimal time, SIAM J. Comput. 
21 (1992) llll139. 
[15] R. Labahn, The telephone problem for trees, Elektron. Informationsverarb. Kybernet. 22 (1986) 
4755485. 
[16] A. Pelt, Reliable communication in networks with Byzantine link failures, Networks 22 (1992) 
441-459. 
[l7] E.R. Scheinerman and J.C. Wierman, Optimal and near-optimal broadcast in random graphs, 
Discrete Appl. Math. 25 (1989) 289-297. 
