In this paper, we develop a priori and a posteriori error estimates for wavelet-TaylorGalerkin schemes introduced in Refs. 6 and 7 (particularly wavelet Taylor-Galerkin scheme based on Crank-Nicolson time stepping). We proceed in two steps. In the first step, we construct the priori estimates for the fully discrete problem. In the second step, we construct error indicators for posteriori estimates with respect to both time and space approximations in order to use adaptive time steps and wavelet adaptivity. The space error indicator is computed using the equivalent norm expressed in terms of wavelet coefficients.
Introduction
The analysis of wavelet methods for partial differential equations is relatively recent development as compare to traditional methods like finite difference, finite element etc. The name wavelet or ondelette was coined some twenty five years ago by French researcher Grossmann and Morlet.
1 Since then, the growth of wavelet research in mathematics has been explosive with numerous contributing significantly due to its attractive features. The key idea is that wavelet bases combine the advantages of both spectral and finite element methods. Moreover, wavelet elements capture localized phenomena and compute a multiscale solution to partial differential equations with higher convergence rates than conventional finite element methods. Adaptive techniques are also widely used for the solution of stationary problems, where phenomena requiring an adapted mesh may also appear. Kevlahan et al. [2] [3] [4] and Dahmen et al. 5 provide an overview of recent progress in the development and use of adaptive wavelet methods in fluid mechanics. Numerically, the high order convergence rates and asymptotic analysis of a new class of wavelet based TG schemes have been established. 6, 7 The fundamental concept behind the Taylor-Galerkin (TG) schemes (time accurate schemes) is to incorporate more analytic information in the numerical scheme in the most direct and natural way, so that the technique may be regarded as an extension to PDEs of the Obrechkoff methods for ODEs. In this paper, we are interested in derivation of priori and posteriori estimates for the discretization of parabolic equations, which relies on a wavelet Galerkin method with respect to space variables and a high order time accurate scheme with respect to time. The main conceptual ingredients for prior estimates using the spectral decomposition of self adjoint operators and wavelet approximation theory. The priori estimates for third order Taylor-Galerkin schemes (E-TGS) has been reported in Ref. 8 by authors.
For posteriori estimates we introduce time and space error indicators. The idea of space-time finite element adaptivity has been already discussed in Refs. 9 and 10. In the wavelet setting, one may decide whether to refine or not, depending on the size of the wavelet coefficients. In order to design a rigorous strategy, space error indicator is then used to decide in a more precise way which function we have to add or remove from the approximation space. The idea of space error indicator for elliptic problem has been discussed in Ref. 11 . In this paper we follow an approach where the main idea consists of uncoupling of space and time errors for higher order time accurate schemes.
The paper is organized as follows. In Sec. 2, we summarize some basics of wavelet analysis. In Sec. 3, we consider the abstract formulation of the problem and discretization of problem. Sections 4 and 5 are devoted to priori error estimation and posteriori error analysis of the wavelet based time accurate schemes respectively.
General Setting
MRA is characterized by the following axioms
φ(x − k) k∈Z is an orthonormal basis for V 0 .
(2.1)
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We define W j to be the orthogonal complement of V j in V j+1 , i.e. V j ⊥ W j and
There exists a function, which is called a scaling function φ(x) ∈ V 0 , such that the sequence φ j,k (x) = 2 j/2 φ(2 j x − k) k∈Z is an orthonormal basis for V j and 
By Λ we will indicate the set of all admissible indexes λ, and we can write any distribution
The approximation space V N will be constructed by choosing somehow a subset of indexes Λ N ⊂ Λ and writing
Simple thresholding of the largest contribution in the wavelet composition provides a compressed solution f h such that f h = P h f , where P h is the projection defined on the space V N = λ∈ΛN u λ ψ λ and Λ N = Λ N (u, X) is the set of indices corresponding to the N largest contributions u λ ψ λ X for several interesting choices of X. We set h = 2 −j .
Higher-Order Taylor-Galerkin Schemes
Within the Hilbert space formulation the initial boundary value problem can be reinterpreted as an abstract Cauchy problem for a linear, self adjoint, positive definite, operator A.
For a variational formulation of this problem we introduce Sobolev spaces. Let Ω ⊂ R ν be a bounded domain with periodic boundary Γ = ∂Ω. We denote by H = L 2 (Ω) the usual square integrable functions with inner product (., .) and by H s (Ω), s ≥ 0, the corresponding Sobolev spaces. 15 We assume that A ∈ L(V ; V * ).
By (., .) V * ×V we denote the extension of (., .) as duality pairing in V * × V , and 
Then the form a(., .) is continuous,
and we assume that it is coercive in the sense that
. If the initial condition satisfies an additional reg-
We say then that u is a strict solution to the problem. We record now some fundamental results concerning operator A and the existence and uniqueness of weak solution u:
(i) Operator A is self adjoint and, therefore, its spectrum lies on the real line and consists of a point spectrum and continuous spectrum. For a bounded domain, the spectrum of A consists of eigenvalues only. Except for the 0-eigenvalue, all the eigenvalues are of finite multiplicity and the corresponding eigenspaces {u n } are orthogonal. (ii) Operator A admits a classical spectral decomposition
where E λ is a uniquely defined spectral family of A.
15
(iii) A real solution u exists and is unique. Moreover, it is of the form
In particular, it follows from (3.8) that the energy is conserved.
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Approximation in time and space
Low order time schemes do not allow a sufficiently accurate approximation of the exponential operator in (3.8), or, stated in other words, they do not properly account for the directional character of propagation of information in hyperbolic problems. Higher order time stepping schemes provide a better approximation to the exponential function in (3.8), and consequently allow a better account of the propagation of information along the characteristics. Such methods are based on third or higher in time thus the solution u must be sufficiently smooth. In order to obtain a second order method the Taylor series is taken as
(3.10)
Combining the above expressions gives
Which is a higher order wavelet-Taylor-Galerkin scheme based on Crank-Nicolson time stepping? First, using the original equations (3.1), we calculate the time derivatives in terms of spatial derivatives as follows
Now putting these values in (3.11), the initial boundary value problem (3.1) is converted into a sequence of boundary value problems (3.13),
To discretize in space we use the wavelet projection P h : V → V p N . We consider the spatial approximation in the form
(3.14)
Now, multiplying by a test function v h ∈ V p N , integrating over Ω, and integrating by parts, we arrive at a variational formulation of the wavelet Taylor-Galerkin scheme based on Crank-Nicolson (C-TGS) time stepping:
Given u
where the bilinear forms B, C and D are defined by
and B 1 (., .) is define by
Moreover, let us introduce the norm 
A Priori Error Estimation for Wavelet Based
Taylor-Galerkin Schemes
Temporal approximation error
Let u(t) be the solution of the Cauchy problem (3.1) and let u n (t) be its semidiscrete approximation at time t = nδt as in (3.13) . To estimate the error in TG schemes, we need the following lemmas.
Lemma 4.1. If T is a transient operator corresponding to different TG schemes, then T can be represented as a rational function of the underlying operator
Proof. We prove the above assertion for C-TGS scheme. For a C-TGS scheme
where r : Z → Z is given by
P 1 is a second order polynomial. Hence (4.1) follows. 
Proof.
The main consequence of the above lemmas can be formulated as follows.
Lemma 4.6. Let T is a transient operator corresponding to different TG schemes and (4.2) and (4.3) holds then the error estimate is bounded by
which completes the proof.
We also estimate temporal approximation error in the energy norm . E defined by the bilinear form . E = B 1 (., .)
1/2 where for C-TGS scheme
Corollary 4.7. Let T is a transient operator corresponding to different TGS schemes and (4.2) and (4.3) holds then,
Proof. Assume u ∈ D(A m+2 ) then one step error is estimated by
Consequently, assuming u 0 ∈ D(A m+2 ), estimate (4.5) is also valid in the energy norm.
Spatial approximation error
We now define E h = u N − u N h , the spatial approximation error. The rate of convergence of a wavelet scheme to the exact solution with respect to the number N of degrees of freedom i.e. the number of wavelets which are used to describe the solution is the same as the rate of convergence of the best N -term approximation which would be obtained by retaining the N largest wavelet coefficients of the exact solution. 
for all u ∈ H s (Ω), wherec is a constant independent of h and u.
This lemma shows that a smoothness property implies good approximation property of wavelet projection operator. Now we first record the following inequality using Theorem 4.8.
Lemma 4.9. Let T is a transient operator corresponding to different TG schemes, then
, where c * is a constant independent of h and u.
We note the uniform quasi-boundedness of T N h by,
Now, using the above lemmas spatial approximation error E h can be bounded as follows
Lemma 4.10. Let T is a transient operator corresponding to different TG schemes, then
where
Now we will prove the same wavelet error estimate for the energy norm in the subsequent lemmas. First, we prove the approximation error of the wavelet projection in the energy norm as follows
, wherec is a constant independent of h and u.
Now we first record the following inequality using lemma 4.11.
Lemma 4.12. Let T is a transient operator corresponding to different TG schemes, then
P h T u − T h P h u E ≤čh s u H s (Ω) (4.12) for all u ∈ D(A) ∩ H s (Ω), s ≥ 1
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We note that if the uniform quasi-boundedness of T N h is also true in the energy norm, then the spatial approximation error E h E is bounded as follows.
Lemma 4.13. Let T is a transient operator corresponding to different TG schemes, then
We are now in a position to prove the main theorem of this paper for priori estimates.
Theorem 4.14. Let T is a transient operator corresponding to different TG schemes, then the estimate of the total approximation error is bounded by
Corollary 4.15. Let T is a transient operator corresponding to TG schemes, then the estimate of the total approximation error in energy norm is bounded by
E E ≤ f (t * )[δt m A m+1 u 0 E + h s−1 u 0 H s (Ω) ] (4.16) for all u 0 ∈ D(A m+2 ) ∩ H s (Ω), s ≥ 2.
A Posteriori Estimation for Wavelet Taylor-Galerkin Schemes
Although the approach presented below is quite general, we restrict our attention to a simple heat diffusion problem which is a special case of (3.1) where A = −∆.
The time semi-discrete problem
In order to describe the (possibly adaptive) time discretization of Eq. (3.1), we introduce a partition of the interval
We denote by τ n the length t n − t n−1 , by τ the N -tuple (τ 1 , . . . , τ N ) and by |τ | the maximum of the τ n , 1 ≤ n ≤ N . When the mesh is uniform we can say τ n = δt. We also define the regularity parameter
With each family (v n ) 0≤n≤N , we agree to associate the function v τ1 on [0, T ] which is affine on each interval [t n−1 , t n ], 1 ≤ n ≤ N , and equal to v n at t n , 0 ≤ n ≤ N , as
The semi-discrete problem derived from the C-TGS scheme is now written as
By taking v equal to u n in (5.3), we get
We now define the norm on whole sequences (v m ) 1≤m≤n by 
Proof. Owing to definitions (5.5) and (3.17), we have to compare the quantities
2 ds and
It can also be noted that, for a.e x in Ω tm tm−1
and
So using the inequality ab ≥ −
whence the first inequality in (5.6). Similarly, by using the inequality ab ≤
we have
When m = 1, we keep it as such. When m > 1, we use the regularity parameter as introduced in (5.1) to obtain
By summing up the previous lines on m, we derive the second inequality in (5.6).
We are now interested in finding a time error indicator and studying its equivalence with the error. For each n, 1 ≤ n ≤ N , we define the time error indicator 
Thus, subtracting this line from original equation
(5.14)
We now take v equal to (u − u τ (t)), integrate this line on [t n−1 , t n ] and sum up on the n. By noting that u − u τ vanishes at t = 0, this yields 
