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An overview
Recent studies demonstrate that mechanical deformation of small volume systems can
be significantly different from those of the bulk. One such interesting length scale dependent
property is the increase in the yield stress with decrease in diameter of micrometer rods, par-
ticularly when the diameter is below a micrometer. Intermittent flow may also result when
the diameter of the rods is decreased below a certain value. The second such property is
the intermittent plastic deformation during nano-indentation experiments. Here again, the
instability manifests due to smallness of the sample size, in the form of force fluctuations or
displacement bursts. The third such length scale dependent property manifests as ’smaller
is stronger’ property in indentation experiments on thin films, commonly called as the in-
dentation size effect (ISE). More specifically, the ISE refers to the increase in the hardness
with decreasing indentation depth, particularly below a fraction of a micrometer depth of
indentation. The purpose of this thesis is to extend nonlinear dynamical approach to plastic
deformation originally introduced by Ananthakrishna and coworkers in early 1980’s to nano
and micro-indentation process. More specifically, we address three distinct problems : (a) in-
termittent force/load fluctuations during displacement controlled mode of nano-indentation,
(b) displacement bursts during load controlled mode of nano-indentation and (c) devising
an alternate framework for the indentation size effect. In this thesis, we demonstrate that
our approach predicts not just all the generic features of nano- and micro- indentation and
the ISE, the predicted numbers also match with experiments.
Nano-indentation experiments are usually carried-out either in a displacement controlled
(DC) mode or load controlled (LC) mode. The indenter tip radius typically ranges from few
tens of nanometer to few hundreds of nanometers-meters. Therefore, the indented volume
is so small that the probability of finding a dislocation is close to zero. This implies that
dislocations must be nucleated for further plastic deformation to proceed. This is responsible
for triggering intermittent flow as indentation proceeds. While several load drops are seen
beyond the elastic limit in the DC controlled experiments, several displacement jumps are
seen in the LC experiments. In both cases, the stress corresponding to load maximum on the
elastic branch is close to the theoretical yield stress of an ideal crystal, a feature attributed
to the absence of dislocations in the indented volume.
Hardness is defined as the ratio of the load to the imprint area after unloading and
is conventionally measured by unloading the indenter from desired loads to measure the
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residual plastic imprint area. Then, the hardness so calculated is found to increase with
decreasing indentation depth. However, such size dependent effects cannot be explained on
the basis of conventional continuum plasticity theories since all mechanical properties are
independent of length scales. Early theories suggest that strong strain gradients exist under
the indenter that require geometrically necessary dislocations (GNDs) to relax the strain
gradients. In an effort to explain the the size effect, these theories introduce a length scale
corresponding to the strain gradients. One other feature predicted by subsequent models
of the ISE is the linear relation between the square of the hardness and the inverse of the
indentation depth.
Early investigations on the ISE did recognize that GNDs were required to accommodate
strain gradients and that the hardness H is determined by the sum of the statistically
stored dislocation (SSD) and GND densities. Following these steps, Nix and Gao derived
an expression for the hardness as a function of the indentation depth z. The relevant
variables are the SSD and GND densities. An expression for the GND density was obtained
by assuming that the GNDs are contained within a hemispherical volume of mean contact
radius. The authors derive an expression for the hardness H as a function of indentation
depth z given by [ H
H0
]2 = 1 + z
∗
z
. The intercept H0 represents the hardness arising only from
SSDs and corresponds to the hardness in the limit of large sample size. The slope z∗ can be
identified as the length scale below which the ISE becomes significant. The authors showed
that this linear relation was in excellent agreement with the published results of McElhaney
et al for cold rolled polycrystalline copper and single crystals of copper, and single crystals
of silver by Ma and Clarke. Subsequent investigations showed that the linear relationship
between H2 verses 1/z breaks down at small indentation depths.
Much insight into nano-indentation process has come from three distinct types of studies.
First, early studies using bubble raft indentation and later studies using colloidal crystals
(soft matter equivalent of the crystalline phase) allowed visualization of dislocation nucle-
ation mechanism. Second, more recently, in-situ transmission electron microscope studies of
nano-indentation experiments have been useful in understanding the dislocation nucleation
mechanism in real materials. Third, considerable theoretical understanding has come largely
from various types of simulation studies such as molecular dynamics (MD) simulations, dis-
location dynamics simulations and multiscale modeling simulations (using MD together with
dislocation dynamics simulations). A major advantage of simulation methods is their ability
to include a range of dislocation mechanisms participating in the evolution of dislocation
microstructure starting from the nucleation of a dislocation, its multiplication, formation of
locks, junctions etc. However, this advantage is offset by the serious limitations set by short
time scales inherent to the above mentioned simulations and the limited size of simulated
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volumes that can be implemented. Thus, simulation approaches cannot impose experimental
parameters such as the indentation rates or radius of the indenter and thickness of the sam-
ple, for example in MD simulations. Indeed, the imposed deformation rates are often several
orders of magnitude higher than the experimental rates. Consequently, the predicted values
of force, indentation depth etc., differ considerably from those reported by experiments.
For these reasons, the relevance of these simulations to real materials has been questioned.
While several simulations, particularly MD simulation predict several force drops, there are
no simulations that predict displacement jumps seen in LC mode experiments. The inability
of simulation methods to adopt experimental parameters and the mismatch of the predicted
numbers with experiments is main motivation for devising an alternate framework to simu-
lations that can adopt experimental parameters and predict numbers that are comparable to
experiments.
The basic premise of our approach is that describing time evolution of the relevant
variables should be adequate to capture most generic features of nano and micro-indentation
phenomenon. In the particular case under study, this point of view is based on the following
observation. While one knows that dislocations are the basic defects responsible for plastic
deformation occurring inside the sample, the load-indentation depth curve does not include
any information about the spatial location of dislocation activity inside the sample. In fact,
the measured load and displacement are sample averaged response of the dislocation activity
in the sample. This suggests that it should be adequate to use sample averaged dislocation
densities to obtain load-indentation depth curve. Keeping this in mind, we devise a method
for calculating the contribution from plastic deformation arising from dislocation activity in
the entire sample. This is done by setting up rate equations for the relevant sample averaged
dislocation densities.
The first problem we consider is the force/load fluctuations in displacement controlled
nano-indentation. We devise a novel approach that combines the power of nonlinear dy-
namics with the evolution equations for the mobile and forest dislocation densities. Since
the force serrations result from plastic deformation occurring inside the sample, we devise a
method for calculating this contribution by setting-up a system of coupled nonlinear time
evolution equations for the mobile and forest dislocation densities. The approach follows
closely the steps used in the Ananthakrishna (AK) model for the Portevin-Le Chatelier
(PLC) effect. The model includes nucleation, multiplication and propagation of dislocation
loops in the time evolution equation for the mobile dislocation density. We also include
other well known dislocation transformation mechanisms to forest dislocation. Several of
these dislocation mechanisms are drawn from the AK model for the PLC effect. To illustrate
the ability of the model to predict force fluctuations that match experiments, we use the
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work of Kiely at that employs a spherical indenter. The ability of the approach is illustrated
by adopting experimental parameters such as the indentation rate, the radius the indenter
etc. The model predicts all the generic features of nano-indentation such as the Hertzian
elastic branch followed by several force drops of decreasing magnitudes, and residual plas-
ticity after unloading. The stress corresponding to the elastic force maximum is close to
the yield stress of an ideal solid. The predicted values for all the quantities are close to
those reported by experiments. Our model allows us to address the indentation-size effect
including the ambiguity in defining the hardness in the force drop dominated regime. At
large indentation depths where the load drops disappear, the hardness shows decreasing
trend, though marginal.
The second problem we consider is the load controlled mode of indentation where sev-
eral displacement jumps of decreasing magnitudes are seen. Even though, the LC mode
is routinely used in nano-indentation experiments, there are no models or simulations that
predict the generic features of force-displacement curves, in particular, the existence of sev-
eral displacement jumps of decreasing magnitudes. The basic reason for this is the inability
of these methods to impose constant load rate during displacement jumps. We then show
that an extension of the model for the DC mode predicts all the generic features when
the model is appropriately coupled to an equation defining the load rate. Following the
model for DC mode, we retain the system of coupled nonlinear time evolution equations for
mobile and forest dislocation densities that includes nucleation, multiplication, and propa-
gation threshold mechanisms for mobile dislocations, and other dislocation transformation
mechanisms. The commonly used Berkovich indenter is considered. The equations are then
coupled to the force rate equation. We demonstrate that the model predicts all the generic
features of the LC mode nano-indentation such as the existence of an initial elastic branch
followed by several displacement jumps of decreasing magnitudes, and residual plasticity
after unloading for a range of model parameter values. In this range, the predicted values
of the load, displacement jumps etc., are similar to those found in experiments. Further,
optimized set of parameter values can be easily determined that provide a good fit to the
load-indentation depth curve of Gouldstone et al for single crystals of Aluminum. The stress
corresponding to the maximum force on the Berkovich elastic branch is close to the theoret-
ical yield stress. We also elucidate the ambiguity in defining hardness at nanometer scales
where the displacement jumps dominate. The approach also provides insights into several
open questions.
The third problem we consider is the indentation size effect. The conventional definition
of hardness is that it is the ratio of the load to the residual imprint area. The latter is
determined by the residual plastic indentation depth through area-depth relation. Yet, the
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residual plastic indentation depth that is a measure of dislocation mobility, never enters
into most hardness models. Rather, the conventional hardness models are based on the
Taylor relation for the flow stress that characterizes the resistance to dislocation motion.
This is a complimentary property to mobility. Our idea is to provide an alternate way of
explaining the indentation size effect by devising a framework that directly calculates the
residual plastic indentation depth by integrating the Orowan expression for the plastic strain
rate.
Following our general approach to plasticity problems, we set-up a system of coupled
nonlinear time evolution equations for the mobile, forest (or the SSD) and GND densities.
The model includes dislocation multiplication and other well known dislocation transforma-
tion mechanisms among the three types of dislocations. The main contributing factor for the
evolution of the GND density is determined by the mean strain gradient and the number of
sites in the contact area that can activate dislocation loops of a certain size. The equations
are then coupled to the load rate equation. The ability of the approach is illustrated by
adopting experimental parameters such as the indentation rates, the geometrical quantities
defining the Berkovich indenter including the nominal tip radius and other parameters. The
hardness is obtained by calculating the residual plastic indentation depth after unloading
by integrating the Orowan expression for the plastic strain rate. We demonstrate that the
model predicts all features of the indentation size effect, namely, the increase in the hard-
ness with decreasing indentation depth and the linear relation between the square of the
hardness and inverse of the indentation depth, for all but 200nm, for a range of parameter
values. The model also predicts deviation from the linear relation of H2 as a function of 1/z
for smaller depths consistent with experiments. We also show that it is straightforward to
obtain optimized parameter values that give a good fit to polycrystalline cold-worked copper
and single crystals of silver. Our approach provides an alternate way of understanding the
hardness and indentation size effect on the basis of the Orowan equation for plastic flow.
This approach must be contrasted with most models of hardness that use the SSD and GND
densities as parameters.
The thesis is organized as follows. The first Chapter is devoted to background material
that covers physical aspects of different kinds of plastic deformation relevant for the thesis.
These include the conventional yield phenomenon and the intermittent plastic deformation in
bulk materials in alloys exhibiting the Portevin-Le Chatelier (PLC) effect. We then provide
background material on nano- and micro-indentation, both experimental aspects and the
current status of the DC controlled and LC controlled modes of nano-indentation. Results of
simulation methods are briefly summarized. The chapter also provides a survey of hardness
models and the indentation size effect. A critical survey of experiments on dislocation
xviii
microsructure that contradict / support certain predictions of the Nix-Gao model. The
current status of numerical simulations are also given.
The second Chapter is devoted to introducing the basic steps in modeling plastic deforma-
tion using nonlinear dynamical approach. In particular, we describe how the time evolution
equations are constructed based on known dislocation mechanisms such as nucleation, mul-
tiplication formations of junctions etc. We then consider a model for the continuous yield
phenomenon that involves only the mobile and forest densities coupled to constant strain
rate condition. This problem is considered in some detail to illustrate how the approach can
be used for modeling nano-indentation and indentation size effect.
The third Chapter deals with a model for displacement controlled nano-indentation. The
fourth Chapter is devoted to adopting these equation to the load controlled mode of nano-
indentation. The fifth Chapter is devoted to modeling the indentation size effect based
on calculating residual plastic indentation depth after unloading by using the Orowan’s
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CHAPTER 1
Background Material on Physical Systems
The thesis is an attempt to extend the nonlinear dynamical approach to model instabilities
during plastic deformation of bulk samples(originally developed by Ananthakrishna and
coworkers in early 1980s) to small volume systems.[1–3]. The approach has proved to be
very successful in predicting most generic features of the Portevin-Le Chatelier (PLC) effect,
a complex spatio-temporal instability. The approach is based on the recognition that plastic
deformation is intrinsically a nonlinear dissipative process and therefore nonlinear dynamical
methods offer a natural platform for their description. The PLC effect is found when dilute
alloys are deformed under constant strain rate condition [1, 2, 4]. Encouraged by the success
of the AK model in capturing most generic features of the PLC effect including the three
types of bands [1–13], here, we adopt the same line of approach to model the intermittent
flow in bulk materials.
The thesis proposes to develop a framework that can be applied to three distinct prob-
lems in nano- and micro-indentation of thin metallic films. The challenge in modeling the
deformation dynamics of small volume systems must be viewed against the background of
new and surprisingly different physical and mechanical properties exhibited by small vol-
ume systems compared to the bulk. Nano-indentation is generally carried out in two modes,
namely, the displacment controlled (DC) mode and load controlled (FC/LC) mode. While
several load drops of decreasing magnitudes are seen in the DC mode, several displacement
jumps of decreasing magnitudes are seen in the LC mode, thus requiring two distinct models
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to describe the experimental results for two cases[14]. The decreasing magnitudes of the load
drops or displacment jumps suggest that these two are examples of transient instabilities and
therefore nonlinear dynamical methods are expected to provide a proper basis for modelling.
The indentation depth in these two problems is typically a hundred nanometers. The third
problem is to model ’smaller is stronger’ property called the indentation size effect (ISE)
[14–17]. The indentation depth in this case is typically a few hundred nanometers to a few
microns. Here, hardness is defined as the ratio of the load to the imprint area after unload-
ing the indenter. One characteristic feature of hardness is that it increases with decreasing
indentation depth. While most hardness models are based on extending the Taylor relation
for the flow stress to include the contribution from the geometrically necessary dislocations,
the thesis proposes an alternate way to calculate the hardness. We propose to directly
calculate the imprint area after unloading by calculating the residual plastic contribution
to indentation depth after unloading exactly as in experiments. This is done by using the
Orowan equation for plastic strain.
Our approach is based on setting-up time evolution equations for the mobile and the
forest densities for the two nano-indentation problems while we include an additional den-
sity for the geometrically necessary dislocations. These equations are then coupled to an
equation defining the deformation mode. Unlike simulations, our approach to nano- and
micro-indentation problems has the ability to adopt various experimental conditions such as
the indenter geometry, rates of indentation, thickness of the sample etc. The model so de-
veloped for the DC mode nano-indentation is shown to predict not just the generic features
of experiments, even the predicted numbers match those from experiments [18]. The second
physical situation is the nano-indentation experiment in the load rate controlled mode. This
problem is conceptually more challenging compared to the first because enforcing constant
load rate during displacment jumps is not straightforward, both experimentally and theo-
retically. This difficulty is resolved and a model that imposes constant load rate has been
successfully developed [19]. This enables us to not just predict the characteristic features
of the LC mode indentation results, but also to predict correct values of load maximum on
the elastic branch, displacement jumps, residual plasticity after unloading etc., as reported
in experiments. The last problem considered in the thesis is the indentation size effect.
In this case, additional evolution equation for the GND density is included. Apart from
addressing the increasing trend of Hardness(H) for decreasing depth(zt), the challenge here
is to capture the H2 by 1/zt linearity experimentally reported over a range of depths[20].
The purpose of this chapter is to provide background material on the general area of
plastic deformation of bulk materials and small volumes systems with particular emphasis
on comparing and contrasting the physical mechanisms participating in the two cases. This
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will help us to identify the dislocation processes participating in nano- and micro-indentation
processes as well as the mechanics of deformation. In addition, we shall illustrate the
underlying dynamical principles employed in developing the time evolution equations for
the requisite dislocation densities with a view to use the same set of dislocation density
equations for the nano- and micro-indentation problems. The second chapter is devoted to
developing a dislocation dynamical model for a continuous yield. In doing so, we show how
to estimate the values of theoretical parameters, or equivalently the rate constants. This
exercise is useful in estimating parameter values in models of nano and micro-indentation.
1.1 Plastic deformation
Plastic deformation is intrinsically a highly dissipative, irreversible, nonlinear and far from
equilibrium phenomena. This is an open system into which energy is supplied from outside
in the form of mechanical work by the application of a force. This is dissipated in the
form of heat and only a small fraction is utilized in producing dislocations responsible for
plastic deformation. Such driven systems are known to give rise to new ordered structures
through cooperative behavior of their constituent elements or equivalently the internal de-
grees of freedom. Indeed, even during plastic deformation, starting from an initially uniform
state, different kinds of spatial and spatio-temporal patterns arise beyond a critical value
of control parameters. The nature of the ordered structure, however, depends on the de-
formation mode. The basis for understanding such patterns naturally should depend on
the constituent defects that lead to these patterns. At a microscopic level, the dominant
processes involved in the deformation are the mobility, multiplication and interaction of
dislocations with themselves and with point defects. When the mutual interaction between
dislocations is not significant, plastic flow can be assumed to result from the sum of a large
number of uncorrelated interacting events, ie., an ensemble average of such events. In this
case, a connection between the microscopic and the macroscopic scales is straight forward.
However, such a connection breaks down once the mutual interaction between the disloca-
tions becomes significant. As dislocations multiply, the interaction between them grows and
correlated events also grow. Beyond a certain level of correlated interacting events, collective
behavior often sets in. This collective behavior often manifests itself in the form of disloca-
tion patterns that can be seen as surface marks on the sample. From an atomic perspective,
plastic deformation corresponds to the breaking of bonds with original neighbors and then
re-establishing the bonds with the new neighbors. When the stress is removed, the atoms do
not return to their original positions. Plastic deformation in materials can either manifest
as smooth stress-strain curves or as serrations that reflect an intermittent flow. The PLC
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effect is a classic example of intermittent plastic deformation in bulk systems[2, 3, 21, 22].
Intermittent plastic flow is also observed in small volume systems. In small volume systems,
intermittent plastic deformation can manifest in nano-indentation experiments and also in
the deformation of micro- or nano-pillars.
The focus of this thesis, in part, is to understand such intermittent plastic flow seen in
nano-indentation experiments. So far, much understanding has come from various types
of simulation studies such as the molecular dynamics (MD), dislocation dynamics (DD),
finite element methods (FEM) and multi-scale modeling approaches that lift information
from smaller scale simulations and use them in DD simulations, often in conjunction with
FEM or crystal plasticity approaches. The suitability of these simulation methods depends
on what stage of evolution of dislocation microstructure in that is being targetted. For
example, the initial depths of indentation corresponding to nucleation of dislocation loops
that trigger pop-in events are best suited for the MD simulations. However, this advantage
is offset by the serious limitations set by short time scales inherent to these simulations and
the limited size of simulated volumes that can be implemented. Moreover, often, simulation
approaches cannot impose experimental parameters such as indentation rates or the radius
of the indenter and thickness of the sample. Indeed, the imposed deformation rates are
often several orders of magnitude higher than the experimental rates. Consequently, the
predicted values of force, indentation depth etc., differ considerably from those reported by
experiments. For these reasons, the relevance of these simulations to real materials has been
questioned. While there are several MD simulations for the DC controlled nano-indentation
where one finds several force drops, there are no simulations (not just MD, DD or FEM)
that predict displacement jumps in the LC mode of nano-indentation. The limitations of
the simulation methods motivated us to devise an alternate framework [18, 19] that has
the ability to adopt laboratory time and length scales to predict numbers that agree with
experiments.
1.2 Conventional yield point phenomenon
Most stress-strain (σ − ) curves fall into four types. Schematic plots of the four types are
shown in Fig. 1.1. Most commonly encountered stress-strain curves are smooth with the
stress increasing monotonically beyond the elastic limit with no discernible yield drop. The
yield stress is then defined as the value of stress at a specified nominal strain typically 0.2%
strain. The hardening rate dσ
d
usually shows a tendency to decrease. The second type is one
where there is a yield drop beyond which the stress increases with strain. In this case, both
upper and lower yield points are well defined. The third type is the serrated stress-strain
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curve. In this type, one finds that serrations start after a critical strain, usually found in
the deformation of dilute metallic alloys, ie., alloys exhibiting the PLC effect. The other
possibility is the occurrence of serrations following the lower yield point. The serrations are
caused by propagating bands seen in polycrystalline samples called the Lu¨ders bands[23].
These bands propagate from one end to the other at practically zero hardening rate dσa
d
∼ 0.
Once the band reaches the edge of the sample, the stress raises monotonically. Schematic





























Figure 1.2: Influence of applied strain rate on the stress-strain curves for LiF for three
different strain rates ˙a = 4× 10−5, 10−4 and 10−3/s. Adopted from Johnston [24].
It is now well established that the stress-strain curves are sensitive to changes in the
applied strain rate. In situation where upper and lower yield points are same, increasing
strain rate leads to increase in the upper yield point. This is shown in Fig. 1.2 for three
strain rates ˙a = 10
−5− 10−3/s for LiF [24]. Sample preparation methods also influence the
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σ−  curves because the stress-strain curves are sensitive to the initial density. For example,
a well prepared sample typically contains ρ ∼ 1010/m2 or less. On the other hand, strain
hardened samples contain at least one order higher density. It is now established that initial
dislocation density does affect the stress-strain curves. Higher the dislocation densities lower
the upper yield point.
1.3 Intermittent flow in bulk samples : The Portevin-
Le Chatelier effect
When metals and metallic alloys are subjected to tensile tests at a constant strain rate, σ−
curves usually do not show any noticeable yield drop beyond the elastic region or at best
exhibit a single yield drop. However, repetitive stress drops or serrations are often seen in
the stress-strain curves of dilute metallic alloys such as Al−Cu, mild steel, or commercial Al
when deformed under constant strain rate condition. These serrations are seen in a certain
range of temperatures and strain rates. Both dilute substitutional and interstitial solid
solutions exhibit this feature. The phenomenon was first recognized by Savart as early as
1837 [21], but the first detailed study was undertaken by Le Chatelier in 1909 on mild steel
specimens [22], and subsequently in Duralumin by Portevin and Le Chatelier in 1923, hence
the name Portevin−Le Chatelier (PLC) effect [22]. The phenomenon is also referred to as
jerky flow. Each stress drop corresponds to the nucleation, and often the propagation of a
band of localized plastic deformation along the specimen gauge length. Three generic types
of bands are identified with increasing strain rates or decreasing temperatures. On increasing
the applied strain rate ˙a or decreasing the temperature T , one first finds the type C band
[Fig. 1.3(a)], identified as randomly nucleated static bands with large characteristic stress
drops. The serrations are quite regular as shown in Fig. 1.3(a) [25]. At intermediate strain
rates, the type B ”hopping” bands are seen with each band forming ahead of the previous
one in a spatially correlated way [Fig. 1.3(b)] giving the visual impression of a hopping
propagation. The serrations are more irregular with amplitudes that are smaller than that
for the type C [Fig. 1.3(a)]. Finally, at high strain rates, one observes the continuously
propagating type A bands associated with small stress drops [Fig. 1.3(c)]. In this case, the
stress drop occurs from a point above the mean stress level corresponding to an uniform
deformation. The conventional explanation is that higher stress is required to nucleate a
new propagating band.




Figure 1.3: Stress-time curves for Al-5%Mg alloy at T = 300K showing change from
type C to type B to type A serrations with increasing strain rate. Right panel shows the
corresponding band types. (a) Type C, ˙a = 5× 10−6 s−1, (b) Type B, ˙a = 5× 10−4 s−1,
(c) Type A, ˙a = 5× 10−3 s−1 (after Ref. [25]).
These three different types of the PLC bands represent distinct correlated states of
dislocations in the bands. Given an alloy one can construct a phase diagram in the variable
˙a and 1/T [26]. The PLC effect is a strain rate softening instability.
From a dynamical point of view the jerky flow is a kind of stick-slip phenomenon related
to collective pinning(stick) and unpinning(slip) of dislocations by solute atmosphere. The
phenomenon is called the dynamic strain ageing(DSA) [27]. The DSA concept was first
introduced by Cottrell [27] and later extended by others [28–31]. In the current picture of
the dynamic strain aging, at low applied strain rate, solute atoms have sufficient time to
diffuse either by volume or pipe diffusion to the mobile dislocations arrested temporarily at
obstacles. Thus, the longer dislocations are arrested, the larger is the stress required to unpin
them. As a result, the critical stress to unpin dislocations increases with increasing waiting
time or decreasing imposed strain rate. When these dislocations are unpinned, they move at
large speeds till they are arrested again. At high strain rates(or low temperatures), the time
available for solute atoms to diffuse to dislocations to age them decreases; consequently the
stress required to unpin them decreases. Thus, the PLC instability manifests in a range of
strain rates and temperatures. The competition between the slow rate of aging and sudden
unpinning of the dislocations translates into negative strain rate sensitivity(SRS) of the flow
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stress as a function of strain rate. The negative SRS is the basic instability mechanism used
in most phenomenological models [2]. Penning [32] in his landmark paper was the first to
recognize that negative ‘stress rate sensitivity’ as a condition for repeated yielding. Even
though negative SRS is a function of macroscopic variables such as stress, strain, and strain
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Figure 1.4: (a) A schematic plot of stress vs strain rate in case of PLC. (b) The flow
stress at strain  = 8 × 10−2 for Al − 5%Mg tested at 300 K under constant strain rate.
Adopted from Ref. [33]
1.3.1 Negative strain rate sensitivity
While theories of dynamic strain aging recognize that the emergence of negative SRS is re-
lated to the competition between the diffusive time scale and the waiting time of dislocations
at obstacles [28, 29], there is no time dependence in these theories. From a dynamical point
of view, the PLC effect is an example of slow-fast dynamical system, a feature reflected
in the saw-tooth character of the stress-strain curves, particularly at low strain rates. In
general, relaxational oscillations having saw-tooth wave forms are a reflection of a slow time
scale corresponding to increasing load and fast time scale corresponding to the abrupt fall in
stress. A schematic diagram of the negative strain rate sensitivity is shown in Fig. 1.4(a). In
the language of stick-slip dynamics, the AB branch corresponds to the stick state and BC to
the slip state. The left branch AB corresponds to the dissipation arising from dislocations
dragging along the solute atoms. Dislocations are torn free of the solute atoms at some
critical stress only to jump to the high velocity right branch CD. The damping mechanism
arises from phonon’s, electrons and other dissipative mechanisms. Based on physical con-
siderations, these two stable branches are assumed to be separated by an unstable branch
with a negative slope to reflect the non-accessible nature of the branch BD.
There are a few attempts to ’measure’ the unstable branch of the yield stress as a function
of strain rate even though there is a full recognition of the limitations of such a measurement
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[33]. The flow stress is monitored keeping the strain rate fixed at  = 8× 10−2/s and using
the mean upper stress values of the serrations taken to represent the unstable branch the
negative SRS curve has been measured.
A plot of the flow stress as a function of the strain rate is shown in Fig. 1.4(b). The
alloy used is Al − 5%Mg tested at 300 K. Note the logarithmic scale along the x-axis.
The first attempt to describe the serrated nature of stress-strain curves in the PLC effect
was by Ananthakrishna and his co-workers in 1980s. A dislocation dynamical model was
proposed by Ananthakrishna and his colleagues that reproduces most generic features of the
PLC effect including the three types of bands. The original model did not include spatial
degrees of freedom. Yet, the model that used only the space averaged densities successfully
predicts a good number of temporal features such as the existence of serrated flow in a
window of strain rates, the existence of critical strain for its on set, and even negative strain
rate sensitivity of the flow stress [1, 2, 6]. The premise on the thesis is that even in the case
of nano-indentation and micro-indentation, it is adequate to use time evolution equations
for space averaged densities.
1.3.2 The machine equation for the constant strain rate deforma-
tion mode
Most commonly used testing condition is the deformation under constant cross-head pull
speed, usually called constant strain rate test. In this mode of testing, a specimen of a
metallic alloy is subjected to a constant applied strain rate. At any instant of time, the
total strain produced in the specimen is the sum of elastic and plastic components of the
specimen and the machine. The elastic component is itself the sum of the elastic strain of
the machine and the sample. For all purposes, we can ignore plastic strain from the machine
for a hard machine. Then, the total strain in the sample is given by
a = p + e−m + e−s, (1.1)
where the subscripts e and p refer to the elastic and plastic components, and s and m to
the sample and the machine, respectively.
Combining the elastic strain of the machine and the sample, the applied strain rate ˙a can
be written as
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where σ˙a is the stress rate and E
∗ is the effective elastic modulus of the specimen and the
machine. Since the plastic strain rate is not necessarily homogeneous, the above equation


















˙p(x, t)dx] = E
∗[˙a − ˙p(t)], (1.3)
where L is the length of the sample and ˙p(x, t) is the local plastic strain rate due to an
element dx. Eq. 1.3 acts as a constraint equation between the elastic and plastic components.
This is often called the machine equation. Using the Orowan equation, the plastic strain
rate ˙p produced by the mobile dislocations can be written as,
˙p(x, t) = bρm(x, t)Vm(σeff ), (1.4)
where ρm is the mobile dislocation density, b the magnitude of the Burgers vector and
Vm(σeff ) the average velocity of the dislocations. Here, σeff = σa−hρ1/2f (x, t) is the effective
stress that includes the back stress arising from hardening. Here ρf is the the forest density
and h = αGb is hardening parameter. α ∼ 0.3 is a constant, G is the shear modulus. Using






ρm(x, t)Vm(σ, x, t)dx] = K[˙a − ˙p(t)]. (1.5)
Thus, we see that whenever the plastic strain rate (second term) exceeds the applied strain
rate ˙a, a drop in the stress should occur. Furthermore, if ˙p exceeds ˙a in a repetitive way
as in the PLC effect, serrated stress-strain curve results. In experiments one finds that such
stress drop is associated with the nucleation of a band of localized plastic deformation, which
under certain conditions propagates along the sample. These deformation bands are seen
as surface markings on the sample visible to the naked eye as is clear from Fig. 1.3. The
strength of the dynamical approach is these serrations result as a competition between the
time scales corresponding to the three densities.
1.4 Nano- and micro-indentation
This section is devoted to providing background material on nano-indentation and micro-
indentation. It is a common experience that our sense of touch allows us to state if an object
is hard or soft. A scientific way of quantifying what we mean by hard or soft dates back
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to Mo¨hr. Testing the hardness of a material is based on the principle that harder material
leaves an imprint on a softer material when it is indented and therefore a known hard
material is used as an indenter. The measured imprint area after unloading the indenter
is used to calculate the hardness defined as the ratio of the load to the residual imprint
area. Nano-indentation, as the name suggests, refers to the length scale involved, which is
typically < 100nm. On the other hand micro-indentation depths are typically micrometers.
Indentation technique is useful in calculating other mechanical properties such as the elastic
modulus, fracture toughness, creep parameters and strain hardening exponent [14–17].
With the advent of miniaturization and technology involving nanoscale devises, a good
knowledge of the components requires methods to evaluate the mechanical properties of
involved components such as thin films. Nano-indentation is a technique that is commonly
used to measure the mechanical response of very thin samples. In view of the fact that the
plastic deformation of small-volume systems are very different compared to the bulk, the
method has become particularly useful in understanding the underlying dislocation mech-
anisms such as the nucleation of dislocations and the origin of intermittency. In the re-
cent years, the utility of this method has been fully exploited in conjunction with in situ
and ex situ Scanning electron microscope(SEM) and Tunnelling electron microscope(TEM)
studies[16, 17].
The basic components of a nano-indentation experiment are the sample, the indenter
that is usually made of diamond with a self-similar tip geometry, actuators and sensors that
apply and measure the load and displacment of the indenter. The indenter shapes used
are those with self-similar geometry such as conical, pyramidal, and even non self-similar
spherical indenters. Experiments are usually conducted in displacement controlled or load
controlled mode(that is, at some increment) using prescribed loading and unloading profiles.
The load-displacment curve is recorded. Usually, the initial loading will be elastic in the case
of nano-indentation, followed by elasto-plastic deformation. In the case of micro-indentation
the transition between elastic and elasto-plastic may not be visible. Unloading of the indenter
leaves a residual impression on the sample with a certain depth if the unloading starts from
a point beyond the elastic limit. If the unloading is initiated from a point within the elastic
region, the load-displacement curve is completely recovered.
1.4.1 Experimental technique
The conventional method of calculating the hardness involves loading and unloading the
indenter and recording the residual imprint area. The latter is measured with some ap-
propriate imaging technique. Due to the difficulties involved in measuring the unloaded
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indentation profile, a new method was developed by Oliver and Pharr [15, 16] to measure
the hardness of a material purely from the indentation load-displacement data. Its wide ap-
proval among the scientific fraternity is largely due to the fact that the mechanical properties
can be determined directly from indentation load and displacement measurements without
the need to image the residual impression. In their method, measurement of contact stiffness
by dynamic techniques allows for continuous measurement of the properties as a function of
depth. The method also provides a more accurate identification of the point of first contact
with the surface [16, 17].
Fig. 1.5 shows a schematic load-displacement profile obtained with a Berkovich indenter.
Here F is the load and z the displacement relative to the initial undeformed surface, Fmax the
maximum load, zmax the maximum displacement, zf the final depth which is the permanent
irreversible indented depth after the indenter is fully unloaded, and S = dF
dz
the elastic
unloading stiffness. The quantity S is the slope of the unloading curve during the initial
stages of unloading, also called the contact stiffness. Loading run is assumed to be both
elastic and plastic in nature because permanent hardness impression is formed. During
unloading, it is assumed that only the elastic displacement is recovered; it is the elastic
nature of the unloading curve that makes the analysis possible. The accuracy of the measured
hardness depends inherently on how well these parameters can be measured experimentally.

















Here ν and E refer to the Poisson’s ratio and Young’s modulus of the sample s and indenter
i. Since S is measured, A the area function is considered known, modulus E∗ is determined.
β is taken to be around unity.
A schematic diagram of the unloading processes is shown in Fig. 1.6. Here, it is assumed
that the behavior of the Berkovich indenter (having the same area as the conical indenter)
with a half-included angle φ = 70.3. Assuming, that pile-up is negligible, the amount of



















Figure 1.6: Schematic representation of unloading process. Adopted from Ref. [16]
Here  is a constant that depends on the geometry of the indenter. The values of 
depends on the geometry of the indenter, typically 0.75− 1.0[34].
From Fig. 1.6, the contact depth between the indenter and the specimen can be written
as,
zc = zmax − zs = zmax − Fmax
S
. (1.9)
Since zmax is known from experiments, the analysis depends on how well the displacment
of the contact perimeter zs can be obtained from load-displacment data. If F (zc) is an area
function that describes the projected area of the indenter at a distance zc measured from the
contact peripheri to the tip of the indenter, the contact area A can be written as A = F (zc)
The area function, also called the indenter shape function, must be carefully calibrated by
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Since the hardness defined in this way refers to the contact area under load, it may deviate
from the traditional hardness measured from the area of the residual hardness impression.
This is generally important only in materials with extremely small values of E/H [16].
1.4.2 Estimation of pile up contribution
Experiments show that the material pile-up or sink-in effects are seen in certain types of
materials. When pile-up occurs, the contact area is greater than that predicted by the
method, and hence the hardness estimated from Eq. 1.10 is over estimated. This sometimes
can be as much as 50% [16]. The above formalism cannot be used to describe the pile-up
since the analysis is entirely based on elastic contact theory. The types of materials and
conditions for which pile-up is most likely to occur have been examined by finite element
simulation [16]. It has been shown that pile-up is seen in materials where the ratio of the
effective modulus to the yield stress, E∗/σy is large and the work-hardening behavior low.
Finite element studies of pile-up and sink-in have demonstrated that an experimentally
measurable parameter, namely zmax, zf/zmax, can be used to characterize the nature of
indentation behavior [16]. The natural limits for the parameter are 0 < zf/zmax < 1.
The lower limit corresponds to fully elastic deformation and the upper limit to rigid-plastic
behavior. The FEM calculations suggest that pile-up is large only when zf/zmax is close to
1 and the degree of work hardening is small. When zf/zmax < 0.7 there is very little pile-up
irrespective of the work-hardening behavior of the material.
1.4.3 Nano-indentation
As stated earlier, in nano-indentation experiments, the depth of indentation is typically
∼ 100nm[14]. Similarly, typical thickness of the film is ∼ µm. To illustrate the underlying
concepts, it is useful to consider the indenter tip to be spherical with a radius R, say
∼ 50nm. The maximum contact area of the indenter with the sample(before the elastic
limit is reached) is A = pia2 where a is the contact radius. For a Hertzian indenter, the
contact radius is related to R by a2 = Rz. Here z is the indentation depth. This turns
out to be few hundred nm2. Since typical dislocation density in a well prepared sample is
ρ ∼ 1010/m2, the probability of finding a dislocation in the indented volume of ∼ a3 is close
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Figure 1.7: DC mode experiments showing force drops in the load-displacement curve
for single crystal of Au. Reproduced from Ref. [37].
to zero. Therefore, if the plastic deformation has to occur, dislocations must get nucleated
first.
It is now well established fact that mechanical properties of small-volume systems can
be significantly different from the bulk. For instance, intermittent plastic deformation is
observed when the diameter of micrometer rods is below a certain value while it is smooth
when it is large implying an instability manifests when the system size is reduced [35, 36].
Nano-indentation experiments fall into this class of experiments where plastic instability
manifests due to small sample size.
Nano-indentation experiments are carried out either in a displacement controlled(DC)
mode [37] or load controlled(LC) mode [37–41]. While several force drops are seen beyond
the elastic limit in the DC experiments [37, 39, 40], several displacement jumps are seen in
the LC experiments [14, 38, 41]. In both cases, the stress corresponding to force maximum
on the elastic branch is close to the theoretical yield stress, a feature attributed to the
absence of dislocations in the indented volume [37–41].
Fig. 1.7 shows the DC mode experiment for a tungsten indenter tip indenting onto Au
single crystals [37]. Fig. 1.8 shows the LC mode experiment where a diamond indenter
is forced onto Al single crystal film [38]. As can be seen from Fig. 1.7 force drops are
seen in DC mode experiments and displacement bursts are seen Fig. 1.8 for the LC mode
experiments.
Analysis of nano-indentation experiments crucially depends on two important physical
quantities, namely, the load and then the area. More specifically the dependence of load
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Figure 1.8: LC mode experiment showing displacement bursts for single crystals of Al.
Reproduced from Ref. [38].
and area on the indentation depth must be known. For an ideal spherical indenter, the




. The area function is given by pia2 = piRz.
However, calculation of load-displacment and area-displacment functions for commonly
used indenters such as the Berkovich, conical and Vickers is not straightforward due to
complicated geometry. On the other hand, several phenomenological load-displacment ex-
pressions have been proposed in the literature, some derived from elasticity theory consid-
erations. One commonly used expression for Berkovich indenter is[38]
F = 2.189E∗[1− 0.21νs − 0.01v2s − 0.41ν3s ]z2 = CE∗z2. (1.11)
Here z is the elastic depth measured from the undeformed surface z = 0.
Bei et al[42] have derived an analytical expression for the load as a function of z on the
basis of Snedden’s approach [34]. The authors show that the so derived F (z) fits a compact
expression for load given by
F = CE∗zq, (1.12)
where q = 1.5− 2. Here z is the elastic depth measured from the undeformed surface z = 0,
C a constant that depends on the nature of the material [42]. For Cr3Si single crystals,
C = 0.018 and q = 1.7 fits the experimental elastic F − z curve, which also matches the
derived analytical expression. In general however, the constants C and q depends on the
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nature of the material and must be fixed by fitting Eq. (1.12) to the experimental elastic
load-indentation depth curve.
Establishing A−z relation is still an active area of interest, for a real non-sharp Berkovich
(or Vickers) indenter because of the complicated geometry [42–44]. Further, the commonly
used Berkovich indenter usually have a blunter tip. The calibrated shape of the rounded tip
can to be approximated by a spherical shape of nominal radius R with an area A = 2piRzec .
Here zec is the contact depth(see Fig. 1.6). The tip radius R is determined by SEM or
AFM measurements [43, 44]. Then, one standard approximation is to assume that the area
function of real Berkovich indenter is the sum of the area of ideal three sided pyramidal
Berkovich indenter and a Hertzian spherical indenter of radius R. The area of a sharp
Berkovich indenter is given by A = 3
√
3 tan2φ z2ec , where φ is the internal angle with φ =
65.3o. Then, A = 24.54z2ec . The area function is taken to be
A(zc) = 24.54z
2
ec + 2piRzec . (1.13)
The geometry of the indenter also provides a relationship between ze and the depth from
the contact point zec , ie., ze = ze(zec) [42]. Note that Eqs. (1.11,1.12) and (1.13) are strictly
valid only in the elastic region.
As is clear Eq. (1.13) is expressed in terms of zc, the distance from the contact peripheri
to the tip of the indenter. The conversion factor relating z and zc can been obtained by
employing an analytical expression given in Ref. [42] (Eq. (8)). For the range of depth
in many nano-indentation experiments, the relationship is often nearly linear, ie., z = szc,
where s can be taken to be a constant. The area itself is calculated by the expression
A = [ pi
2S
16βE∗ ]
2 by measuring the contact stiffness S for a diamond indenter using fused quartz
as the test material and using E∗ for quartz. Note that these relations strictly hold in the
purely elastic region.
1.4.3.1 Insights from simulation on nano-indentation
Numerical modelling of nano-indentation has always served as an important tool in un-
derstanding dislocation mechanisms underlying any complex evolution of dislocation mi-
crostructure. A major advantage of simulation methods is their ability to include a range
of dislocation mechanisms starting from the nucleation of a dislocation, its multiplication,
formation of locks, junctions etc. [45–49]. Three different numerical simulation methods
are commonly used, namely, molecular dynamics(MD), dislocation dynamic(DD) and finite
element methods(FEM) simulations. The suitability of these simulation methods depends
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on what stage of evolution of dislocation microstructure is being targetted. In the context of
nano-indentation, since the tip of indenter is a few tens of nanometers, the initial indented
volume is known to be free of dislocations. Thus, the initial depths of indentation corre-
sponds to nucleation of dislocation loops that trigger pop-in events. Then, MD simulations
are most suitable for the initial stages of deformation, and therefore represent elastic to
plastic transition. The typical size of the simulated volume is a few million atoms. However,
for simulating indentation effects for larger depths where further development of plastic flow
due to multiplication of already nucleated dislocations and their mutual interaction occur,
MD is not useful. Here, dislocation dynamics(DD) simulations are better. The results of
MD simulations are incorporated as local rules for the DD simulations. FEM methods are
continuum methods that are suitable for describing plastic deformation at large depths in-
cluding depths at which indentation size effects become pronounced. FEM methods can be
combined with crystal plasticity constitutive equations for dislocation densities [49].
There are a number of simulations that capture the evolution of dislocation microstruc-
ture to various degrees[45–49]. Features that emerge from these simulations include the
nucleation of dislocation loops, their expansion, detachment from the source and their prop-
agation [49]. Here, we summarize the results of Chang et al[49] since the authors present
multi-scale modelling involving abstracting information from simulations at smaller length
scale to the next stage. For instance, the authors use the results from MD simulations into
DD simulations [49]. They also carry-out a continuum level simulations using FEM and
crystal plasticity constitutive equations.
The simulated volume in their MD simulations is ∼ 1.5× 106 atoms of nickle. They use
EAM-type of interatomic potential typical to several other MD simulations. The authors
use a repulsive sphere of atoms that is pressed into the sample at a rate of 0.1A at each
step. The top surface is traction-free and the atoms located on the bottom surface are fixed.
Periodic boundary conditions are applied in the direction perpendicular to the indentation
axis. At each step of the simulation, the potential energy is minimized to ensure a sequence
of equilibrium states as indentation proceeds. Fig. 1.9 shows the load-displacement curve
with several pop-in events. The first load drop corresponds to the nucleation of three
prismatic interstitial dislocation loops as can be seen from Fig. 1.11. The evolution of
dislocation microstructure with indentation depth consists of the expansion of the loops,
their multiplication followed by detachment from the surface. Fig. 1.11 shows these stages.
Thereafter, loops propagate to boundary. This feature is generally seen in several MD
simulations [45–49]. Another load-displacment curve obtained by Van Vliet et al using MD
simulations of 2×106 atoms is shown in Fig. 1.10. The figure shows several load drops. One
can also notice small scale fluctuations that should not be confused with small load drops.
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z
Figure 1.9: Load-displacment curve obtained from MD simulation. Reproduced from
Ref. [49].
They are due to effects of small system size, an effect well known in MD simulations, even in
simulation of equilibrium properties. Such fluctuations tend to smoothen out as the system
size is increased.
As stated earlier, the MD simulation are useful when the indentation depths are small
or equivalently the operating dislocation mechanisms are in the initial stages of 100nm
indentation depth. If one wants to simulate indentation for larger depths, one way is to
assimulate the MD results into DD simulations in conjunction with finite element methods
that take into account the boundary conditions relevant for the loading conditions. The
authors use Edge-screw code with a FEM solver. The information about nucleation of
dislocation loops seen in MD simulation are accounted for by a set of rules that specify the
shape of loops. For more details see Ref. [49]. The results obtained are shown in Figs.
1.11(a-f). The third type simulations they carry out use 3-D FEM calculation that uses
crystal plasticity constitutive equations. For details, see Ref. Chang et al [49].
1.4.4 Indentation size-effect
One other interesting small-scale phenomena that has received considerable attention among
material scientists is the steep increase in the hardness as the indentation depth is decreased
below a few hundred nanometers. This is a manifestation of ’smaller is stronger’ property
in the indentation experiments on thin films, commonly called as the indentation size effect
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z
Figure 1.10: Load-displacement curve obtained through MD simulations. Reproduced
from Ref. [46].
Figure 1.11: Various stages of indentation in MD simulation. Reproduced from Ref.
[49].
(ISE). This effect is somewhat different from the large increase in the flow or yield stress
when the diameter of rods is small [35, 36]. While the increase in hardness with decreasing
depths is due to the high strain gradients existing under the indenter at smaller scales,
the increase in the yield or flow stress as the diameter of the rods are decreased is due
to dislocation starvation effect. The latter results from a competition between the length
scale corresponding to the diameter of the sample and dislocation glide distance. In nano-
indentation, the increase in hardness is often more than a factor two to three over the bulk
value [17, 50–54]. Over the past few decades, numerous reports have shown that hardness H
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Figure 1.12: Evolution of dislocations microstructure in DD coupled to FEM simulations.
Reproduced from Ref. [49].
increases with decreasing depth, especially at depths of less than a micrometers (see Ref.[17]
and references there-in). The ISE is now a well established result.
While ISE has been studied for more than half a century, the interest in ISE was rekindled
by the advent of improved experimental techniques for measuring hardness based on purely
load-displacement data. Of the more recent studies, two of the most cited examples of
ISE data are those of McElhaney et al. [54] for cold worked polycrystalline Cu and singles
crystals of Cu, and single crystals of silver due to Ma and Clarke [52]. Fig. 1.13, shows
results of experiments performed on a carefully prepared (111) Cu single crystal with a
Berkovich indenter. The figure shows H increases more rapidly below a micrometer which
represents the characteristic length at which the hardness starts to increase. Also clear is
the fact that H increases by more than a factor of two at the smallest depth of 0.1µm.
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z
Figure 1.13: Indentation size effect observed in Cu single crystal indented with a
Berkovich indenter. Reproduced from Ref. [54]
1.4.5 Models of indentation size effect
Such a size dependent effect, in particular, the ISE cannot be explained on the basis of
conventional continuum plasticity models since all mechanical properties are independent
of length scales. Two different approaches have been taken to explain the indentation size
effect. Fleck and Hutchinson [55–58] suggested that strong strain gradients exist at small
indentation depths requiring the geometrically necessary dislocation (GND) to relax the
strain gradients. In their early theory, ISE was explained by introducing a single length
scale corresponding to the strain gradients. The GNDs act as extra storage mechanism in
addition to the homogeneously distributed statistically stored dislocations (SSDs). It must
be noted here that SSDs are the conventional hardening mechanism in plasticity. Later
modifications of strain gradient theories include three additional length scales [57–59].
The second type of models are based on using the Taylor relation for hardening in a
fundamental way. The Taylor relation is extended to include the GND contribution to the
hardness [60–66]. In fact, early investigations on the ISE did recognize [50–53] that GNDs
were required to accommodate strain gradients and that the hardness H is determined by
the sum of the SSD and GND densities [50–53]. Using an expression for GNDs in terms of
(mean) strain gradient in the Taylor expression for the flow stress, Ma and Clarke [52] and
Poole et al [53] were able to provide satisfactory explanation of their results.
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1.4.5.1 Nix-Gao model
Most commonly used model for hardening is due to Nix and Gao [60]. Following the steps
by earlier studies [50–53], these authors derive an expression for the hardness as a function
of the indentation depth z. The relevant variables are the SSD density ρs and the GND
density ρG. An expression for the GND density ρG was obtained by assuming that GNDs
are contained within a hemispherical volume of mean contact radius linking the mean strain





where φ is the internal angle of the indenter.
As emphasized by earlier studies [50–53, 55–58], the geometrically necessary dislocations
play a central role in all hardness models that extend the Taylor relation for hardness.
The basic premise is that GNDs are dislocations that must be present underneath the
indenter to accommodate the strain gradients. Nix-Gao model assumes that the GNDs
contribute additional contribution to the shear flow stress(τ). Therefore, the dislocation
density entering in the Taylor relation should be the total dislocation density ρT = ρs + ρG.
Using the Tabor factor 3 for conversion of the flow stress to the compressive stress and the
factor
√










ρs + ρG (1.15)
where α is a constant ∼ 0.5, G the shear modulus and b the magnitude of the Burger’s
vector. Using Eq. 1.14, the authors obtain an expression for the hardness H as a function






















is the depth below which size effects becomes appreciable determined by the slope z∗. Note
that the characteristic depth is not strictly a material constant. The authors showed that
this linear relation was in excellent agreement with the published results of McElahaney et
al [54], and Ma and Clarke [52]. It is clear from Fig. 1.14 that the data fits remarkably well
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Figure 1.14: (a) Plot of H2 verses 1/z for single crystals of Cu adopted from Ref. [54].
(b) Ag single crystal adopted from Ref. [52].
with the linear relation between H2 and 1/z for all but small depth below 100 nm. This has
led to the wide spread acceptance of the Nix-Gao model.
1.4.6 Breakdown of linear scaling relation between H2 and 1/z
Later investigations showed that the linear relationship between H2 verses 1/z breaks down
at small indentation depths [63, 64, 67, 68]. For illustration consider the Fig. 1.15 that
shows H2 vs 1/z plots of Ir(Fig. 1.15(a)) and MgO(Fig. 1.15(b)) obtained with a Berkovich
indenter[64, 68]. It is clear that the linear relation between H2 and 1/z holds only for large
depths. Indeed, there is a significant deviation for smaller depths. The Nix-Gao model
clearly over-estimates the hardness values. Fig. 1.15 has also been interpreted as being bi-
linear. Such an identification suggests another mechanism operating at very small depths.




Figure 1.15: (a) Plot of H2 verses 1/z for Ir adopted from Ref. [64]. (b) MgO adopted
from Ref. [68]. The deviation from the predicted linear relation is evident.
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Several reasons for this deviation has been identified including the basic assumption
that the GND density is contained in hemispherical volume. It has been argued that there
would be repulsive force if all the GNDs are of the same type forcing the GNDs to spread
out into much bigger volume than the assumed semi-spherical volume [64]. Consequently,
the GND density is over estimated. The Nix-Gao model also predicts increasing GND
density with decreasing depths. This result is at variance with experimental results obtained
using electron back scattered diffraction(EBSD) and TEM [69–73]. These experiments show
that the GND density is actually smaller at smaller depths with increasing indentation
depth. Corrections to the GND density that accounts for how GNDs spread out into larger
volumes has also been suggested [68]. The effect of rounding of the indenter tip has also
been studied and found to account partially for the deviation from the linear law [66, 74].
Another refinement introduces a maximum permissible GND density below a certain depth
[65]. These modifications partially explain the deviation of H2 verses 1/z linearity. There
are several simulations(mostly 2-dimensional) that show GNDs occupy significantly larger
volume [75, 76].
1.4.7 Micro-structural observations
One way to get insight into the mechanisms contributing to hardness and the ISE is through
direct observation of dislocation microstructure. Even though imaging dislocations at sub-
micron level is not easy nor straightforward, several techniques have been used to measure
dislocation microstructure and its evolution with depth. They are : Electron back scatter
diffraction(EBSD) in high-resolution scanning electron microscopes(SEM) [69–73, 77], and
convergent beam electron diffraction(CBED) in scanning electron microscopes(SEM) [78]
and microfocus X-ray diffraction with synchrotron X-ray source [79–81]. In addition, mi-
crostructural information has also been obtained using etch pitting technique [82]. Since
GND microstructure has to reflect itself as lattice rotations, efforts have been made to study
the GND structure and its evolution with respect to indentation depth. Several observations
show that the GNDs are organized into small-angle boundaries, far from the assumed uni-
form distribution confined to a hemispherical volume in the Nix-Gao model. In case of self
similar indenters, several studies [69–71, 73] show that the evolution of the GND structure
occurs gradually in a nonself- similar way as shown in Fig.1.16 [71]. These experiments
show that the GND density is smaller at smaller depths and have a tendency to move far
into the sample in the initial stages of indentation. Further, when dislocation loops are
nucleated from the limited number of sources, they may travel long distances into the ma-
terial without entanglement. This points to a different mechanism operating at small depth
and is some what similar to the dislocation starvation mechanism in compression studies of
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Figure 1.16: Misorientation map for Cu for different depths. Reproduced from Ref. [71].
micro-pillars [69, 71, 72]. The measured GND density using EBSD tomography also shows
that it increases with indentation depth, quite the opposite of the Nix-Gao model prediction
although the depth in these measurements was limited to 450 nm at the lower end [73]. The
magnitude of the GND density appears to be ∼ 1015/m2, almost one order less than that
is estimated based on Nix-Gao model or its variants. These studies suggests that there are
two distinct mechanisms contributing to hardness, one at small scales that crosses-over to
another when the contact area becomes large enough for dislocation multiplication.
In contrast, synchrotron-based microdiffraction X-ray experiments in Cu [81] and etch
pitting studies on CaF2, show that the dislocation density increases for smaller indentations.
Note that etch pitting studies cannot distinguish between GNDs and SSDs, but the entire
dislocation structure. This suggests that behavior of the SSDs may be equally important.
Figure 1.17: Simulation geometry with a wedge indenter. (a) Three slip planes for the
edge dislocation to move are shown. (b) Dislocation configuration resulting from evolution
of dislocations on the three slip planes. Reproduced from Ref. [76].
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Figure 1.18: (a) Lattice misorientation produced resulting from dislocations. (b) Hard-
ness as a function of depth. Reproduced from Ref. [76].
1.4.8 Insights from simulation studies
As stated earlier, in general, much insight into indentation process has come from different
types of simulations. However, small scale simulation methods such as MD cannot be of
much use when simulating micro-indentation process of typical length scale of a micrometer
where the ISE features become evident. Even dislocation dynamical (DD) simulations have
mostly been limited to two dimensional simulations Balint et al [76]. Even so, the DD
simulations have given some insight into the hardening mechanism.
Here, we briefly summarize the method and results of DD simulation carried out by
Balint et al [76]. The authors work in 2-D and allow edge dislocations to move on three slip
planes, two at an angle to indented direction and one at right angles. The initial distribution
of dislocations is allowed to multiply from sources placed randomly in the simulated volume.
Figs. (1.17,1.18) show the results of their simulation [76]. As can be seen from Fig. 1.17, the
equilibrium distribution of dislocations is far from random. In fact, one kind of dislocation
is in dominance in each sector. This also leads to misorientation of the lattice that is well
localized with clear boundaries as shown in Fig. 1.18 in a color coded fashion. However, the
simulation does not distinguish between GNDs and SSDs. The corresponding depth depen-
dency of the hardness is shown in Fig. 1.18(b). The simulation results reveals that the ISE is
largely source limited. This would require large stresses to activate the dislocation sources in
the initial stages of indentation. Once dislocation activity begins, dislocation multiplication
ensues. As dislocation microstructure evolves due to allowed dislocation mechanisms such
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as nucleation, multiplication and annihilation begin to operate, the flow stress reaches its
steady-state value. While the simulation results reveal that the ISE is largely source limited,
the evolution of dislocation microstructure in three dimensions requires inclusion of all the
slip systems inherent to three dimension. To this extent 2-D simulations are of limited value.
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CHAPTER 2
General Considerations for Modeling Stress-strain Curves using
Dislocation Dynamical Approach
The purpose of this chapter is to illustrate how time evolution equations for requisite types of
dislocation densities are developed based on established dislocation mechanisms. In general,
setting-up appropriate set of time evolution equations for requisite types of (space averaged)
dislocation densities depends on the kind of plastic deformation that is being described.(See
for instance Refs. [1–5] for a model for the PLC effect and see Ref. [5] for a model for the case
of conventional yield phenomenon exhibiting a smooth stress-strain curve.) In particular, we
consider the case of conventional yield in some detail with an idea to illustrate the following
points: a) devising a dislocation density evolution model based on dislocation mechanisms,
b) estimation of the ’rate constants’ in the evolution equations and c) to demonstrate how
different types of stress - strain curves are predicted by the model.
Traditional methods in plasticity use constitutive equations relating stress, strain and
strain-rates, and do not include any length scale. By themselves, stress-strain curves may or
may not reflect if the plastic deformation is spatially uniform or not. A good example is the
stress-strain curves of F.C.C materials exhibiting the three stages of deformation seen under
tensile loading. They remain smooth, yet, dislocation microstructure gradually develops into
a well defined cell pattern. Nevertheless, gradients of plasticity exist. Interestingly, the gross
features reflected in the stress-strain curves and other salient features may still be amenable
to modeling in terms of space averaged dislocation densities that abstracts the length scale
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corresponding to the cell size, as demonstrated by the ’storage-recovery model’ originally due
to Kocks [6, 7]. The other possibility is that the stress-strain curves may exhibit serrations,
which reflects intermittent bursts of plasticity corresponding to strain localization length
scale, as in the case of the PLC effect. Such gradients of plasticity may manifest in course
of deformation as in the case of the PLC effect or due to the very mode of deformation, as
in the case of nano- and micro-indentation. Interestingly, in the case of the PLC effect, it
was shown by Ananthakrishna and coworkers that the serrated nature of stress-strain curves
can be modeled in terms of space averaged dislocation density evolution equations without
making any reference to the length scale corresponding to strain localization [3, 8, 9]. The
underlying reason why purely time dependent dislocation density equation is able to predict
the temporal features of the PLC effect is due to the fact that the phenomenon can be
described as an instability. Indeed, it is well known in the area of chemical instabilities
(oscillating chemical reactions [10]) that the time dependent features of phenomenon can be
well captured by describing it in terms of coupled nonlinear equations for the relevant space
averaged densities. This is often the first step. This point of view illustrates the fact that
much insight can be obtained from modeling the phenomenon using space averaged time
dependent densities. These two examples underscore the power of ’rate equation approach’
used routinely in chemical kinetics [10]. In a way, the spirit of thesis is conveyed by the two
examples.
2.1 The storage-recovery model
The spirit of devising models for nano- and micro-indentation where the deformation is
essentially inhomogeneous, is similar to the mean field storage-recovery model for the cell
structure formation in F.C.C materials [6, 7]. Very briefly we recall the steps in formulating
the storage-recovery model. The model applies to deformation under tensile loading in high
symmetry orientation. It represents essentially a kind of mean field approximation. The cell
structure begins at late stage II or early stage III where recovery processes become important.
Here, the cross-slip probability of screw dislocations reaches close to unity. Indeed, cross-slip
is the leading dislocation annihilation mechanism. The cell structure is well-formed in stage
III. So, the conditions for obtaining a cell structure are the formation of junctions in crystals
with high symmetry orientation together with a critical cross slip stress τIII . Since cross-slip
probability beyond τIII is high, cross slip helps the cell pattern to stabilize into a 3D pattern
by removing the redundant dislocations from the cell walls. Kocks storage-recovery model
is based on two hypothesis. First, the total dislocation density is entirely due to stored
dislocations, here, the forest type. Second, mobile dislocations though exist in a transient
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manner, they contribute to the growth of stored density. As the recovery rates is expressible
in terms of stored density, all terms are expressed in terms of forest density. The storage
- recovery model abstracts the average mean free path of dislocation L and uses it in the
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Here ys is a critical annihilation distance of two screw segments. The factor f is intro-
duced to obtain proper fit to experiments. This parameter represents an average annihilation
distance ys that is different in different slip systems. The mean free path is related to the
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One can express shear strain in terms of mobile dislocation density using dγ = bvm(τ)dρm











This equation predicts number of known experimental results such as the saturation
stress, hardening rate in stage II (in the absence of recovery term) etc.
2.2 Ananthakrishna model for the Portevin-Le Chate-
lier effect
Early theories based on Dynamic strain ageing(DSA) do not deal with the temporal aspect
[7, 11–15] and thus are unsuitable for analyzing the time dependent and dynamical aspects
of the PLC effect. Even models developed subsequently use local strain, strain rate, neg-
ative SRS of the flow stress, activation enthalpy of dynamic strain aging, waiting time etc
[16–19]. On the other hand, relating irregular stress signals to the collective pinning and
unpinning of dislocations had remained a difficult task for a long time till the introduction
of the AK model[1–3]. This can be attributed to lack of techniques for describing the coop-
erative behavior of dislocations and lack of dislocation based models. The natural ability of
nonlinear dynamical approaches to describe collective effects is the basic reason for the AK
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model capturing most generic features of the PLC effect including the three types of bands
[2–4, 20–23].
In the early eighties, Ananthakrishna and coworkers introduced a model [2, 3] that uses
time evolution equations for space averaged dislocation densities, developed on the basis of
well known dislocation mechanisms for explaining the serrated nature of stress-strain curves.
The authors derive a set of rate equations for different types of dislocation populations
starting from a statistical treatment of dislocations [1–3]. The original AK dynamical model
[2, 3] uses three types of dislocation densities, namely, the fast mobile, the slow immobile and
the intermediate ’decorated’ Cottrell type dislocations. Indeed, even today, this is the only
model in the literature that uses dislocation densities that captures most generic features
of the PLC effect. Henceforth, we shall refer to the original AK model that ignores spatial
degrees of freedom as the ODE version of the AK model, or simply the ODE-AK model.
The basic premise of the AK model is that most generic features of the PLC effect such
as the existence of the instability in a window of strain rates and temperatures, negative
SRS of the flow stress etc., emerge from the nonlinear interaction of a few collective degrees
of freedom assumed to be represented by a few dislocation populations [2, 3, 9, 20, 24].
One prediction that is specific to the original ODE-AK model is that stress drops could be
chaotic at low strain rates [8]. This prediction has been subsequently verified by analysing
experimental signals from single and polycrystals [25–27]. Further analysis of the experi-
mental stress-strain curves at high ˙a(corresponding to type A bands) showed a scale free
power law distribution for the stress drop magnitudes and durations [26–28]. Clearly, this
cross-over in the nature of the dynamics cannot be explained by the ODE version of the AK
model. In view of this, the model was extended to include the spatial degrees of freedom,
which then not only predicts the different types of bands, but also recovers the power law
distribution of stress drop magnitudes observed at high ˙a [1, 4, 21, 24, 28].
The AK model uses three types of dislocation populations, namely, the mobile ρm, the
immobile ρim, and dislocations with solute atoms ρc. As we shall see ρim includes not just
immobile dislocations arising from the formation of locks and junctions, it also includes
dislocations immobilized by solute atoms. The conceptual framework of DSA is represented
by dislocations with solute atoms ρc. We will also discuss how most of the theoretical
parameters that go in to the model equations can be estimated.
Using the notation m for mobile dislocations, im for immobile and c for dislocations
with clouds of solute atoms, the following dislocation mechanisms displayed in the form of
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In essence, there is a feed-back loop m −→ c −→ im −→ m. which intuitively explains the
oscillatory solutions in the set of differential equations.
The evolution equations for the three densities and stress take the form
∂ρm
∂t


















= βρ2m − fβρmρim − γρim + αcρc, (2.5)
∂ρc
∂t
















= E∗[˙a − ˙p(t)]. (2.7)
The first term in Eq. (2.4) refers to the immobilization of two mobile dislocations due to
the formation of dipoles and junctions. The second term refers to the annihilation of a
mobile dislocation with an immobile one. β has a dimension of the rate of area swept by a
dislocation, while f is a dimensionless parameter. The third term γρim is the reactivation
of the fraction of ρim that has been immobilized due to solute pinning(see below).
In conformity with the concept of DSA, the fourth term αmρm in Eq. (2.4) corresponds
to solute atoms diffusing to mobile dislocations temporarily arrested at immobile(or forest)
dislocations. In other words, aging starts at the moment when mobile dislocations are
immobilized. While this is a slow process, we consider those mobile dislocations that start
acquiring solute atoms as dislocations with solute atoms ρc. Thus, the loss term αmρm Eq.
(2.4) is a gain term for ρc. αm can be expressed in terms of the solute concentration c at the
core of the dislocations, Dc the diffusion constant of the solutes and λ an effective attractive
distance for the solute diffusion. Then, αm = Dc(T )c/λ
2. As dislocations progressively
acquire more solute atoms at a rate αc, they are eventually pinned strongly, at which point
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they are considered as ρim. Thus, the loss rate αcρc in Eq. (2.6) is a source term for ρim
in Eq. (2.5).(Note that 1/αc represents the aging time.) Thus, ρim includes dislocations
that are pinned by solute atmosphere as well. Therefore, the loss term γρim in Eq. (2.5)
is considered to represent the unpinning of that fraction of immobile dislocations from the
solute clouds.
The slow process of aggregation of solute atoms can be regarded as the definition of the






For the sake of simplicity, the authors use a single time scale with K(t) = αme
−αc(t−t′). The
convoluted nature of the integral physically implies that the mobile dislocations to which
solute atoms aggregate earlier will age more than those which acquire the solute atoms later
(see Ref. [1, 9]).
The fifth term represents the rate of multiplication of dislocations due to cross-slip given
by θvm(σeff )ρm = θv0[σeff/σy]
mρm, where m is a velocity exponent. Here vm(σeff ) is the
mean velocity of the mobile dislocations taken to have a power law dependence on the
effective stress σeff = σa − hρ1/2im [29]. σy is the yield stress and hρ1/2im the back stress. The
parameter h = αGb is the hardening coefficient with α ∼ 0.3, G the shear modulus and b
the magnitude of the Burgers vector.
The spatial coupling(the sixth term in Eq. (2.4)) in this model arises from the double
cross-slip process that allows dislocations to move into neighboring spatial elements. Note
that 1/ρim factor prevents the occurrence of cross-slip into regions of high back stress.(See
[21] for details of the derivation of the diffusive coupling.) The first two terms in Eq. (2.4)
are the source terms for ρim while γρim is a loss term. The spatial coupling is absent in the
original ODE formulation [3].
Eqs. (2.4-2.6) are coupled to the machine equation Eq. (2.7) that imposes a constant
strain rate deformation condition. In Eq. (2.7), E∗ is the effective modulus of the machine
and the sample, and L the length of the sample. We emphasize that the approach has the
ability to impose strain rates used in experiments unlike in most simulations where the strain
rates used are often orders of magnitude higher than experimental strain rates.
The orders of magnitudes of most parameters can be fixed easily since they are either
experimental or theoretical. Since we wish to work at laboratory time and length scales,
˙a, E
∗, b and h can be adopted from experiment.
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Mathematical analysis of above type of equations starts with calculating the steady state
solutions obtained by setting the right hand side Eqs. (2.4-2.7) to zero. Then, it is straight
forward to show that ρm, ρim and ρc are functions of the parameters fβ, ˙a, γ, αm, αc. This
means that given ρm, ρim and ρc, the orders of magnitude of the parameters are determined
or vice versa. However, we need to first provide the value of θV0, which serves as a basic
time scale in the model. This is set to unity(one second) to ensure that the time scale
corresponding to ρm matches the experimental time scale.




βρ2m − fβρmρim − γρim − αmρm = 0. (2.10)
These two equations provide solution for ρm and ρim as a function of the parameters. We
also have ρm = ρc. It can be easily shown that, to the leading order ρim ∼ 1/2fβ. Given
the order of magnitude of ρim, fβ is fixed. For example, if we assume ρim ∼ 1014/m2, we
have fβ ∼ 10−14m2/s. This can be used to determine ρm.
Other physical considerations can also be used to estimate the rate constants. For
example, using αm = Dcc/λ
2 with typical values for Dc ∼ 10−17m2/s, c ∼ 0.01, and λ ∼
10−9m, we get αm ∼ 0.1. Then, using the steady state condition of Eq. (2.6) gives αc ∼
10−2/s. The parameter Γ should be of the order of ρim, and has been taken to be Γ ∼ 1012.
While the values used here do not represent any material, they correctly predict the orders
of magnitudes of stress, strain, length and time scales. We emphasize that the values of
ρm, ρim and ρc in the instability domain will oscillate between upper and lower values and
therefore would be very different from the steady state values.
A stability analysis of the above equations around the steady state shows that the above
set of coupled nonlinear differential equations describing the dynamics of dislocation densities
gives oscillatory solutions for a range of parameters of β, f, αm, αc, γ [3, 4, 9, 21–24, 28].
The stress dependence of the parameters is through σeff . Temperature dependence comes
through αm, αc and Vm. The instability region evaluated ranges a few orders of magnitude
around the values mentioned above. The simplest periodic solution is the limit cycle, reached
through a Hopf bifurcation. Limit cycle solutions are the steady state solutions which are
eventually approached independent of the initial conditions. Physically, we can see that
periodic solutions result from the feed back loop m→ c→ im→ m.
As stated earlier, the original model does not contain spatial degrees of freedom [3, 8, 9].
Yet, many generic features of the PLC effect such as the existence of a window of strain
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rates and temperatures within which it occurs, the existence of a critical strain for the onset
of serrations etc., are correctly predicted. More importantly, the negative SRS was shown to
emerge naturally in the model as a result of nonlinear interaction of the participating defects
[3, 9]. One feature that is specific to the AK model is that it predicts chaotic serrations
at low and medium strain rates, which has been later confirmed by analyzing experimental
time series [25–27]. Once the spatial degrees of freedom are included as above, the model
also recovers the three types of bands mentioned above. For details of the band types C,
B and A predicted by model, we refer to a recent paper Ref. [4]. Here, it is pertinent to
mention (to those with no background in dynamics) that the inclusion of spatial degrees of
freedom automatically introduces fluctuations in the stress-strain curves. As an illustration,
Fig. 2.1(a) shows stress-strain curves obtained from the ODE-AK model and the model
with spatial degrees of freedom for ˙a = 1 × 10−5/s. Other parameter values are shown
in the caption. It is clear that the ODE solution is nearly regular while the model with
spatial degrees of freedom shows fluctuations in both the amplitude and frequency. The
corresponding mobile dislocation density plot as a function of space and time is shown in
Fig. 2.1(b). Further, the inclusion of spatial degrees of freedom automatically predicts the
dynamic cross-over phenomenon from chaotic to power law state observed in experimental
signals [20, 21, 24, 26–28].
t (s)











Figure 2.1: (a) Stress - strain plots obtained from the ODE-AK model (blue) and
with spatial degrees of freedom (red) for ˙a = 10
−5/s,E∗ = 50GPa, αm = 0.8/s, αc =
0.08/s, γ = 5 × 10−5/s, β = 5 × 10−14/s and m = 3. (b) Space-time plot of mobile
dislocation density for 1000 s starting from 1500 s.
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2.3 A dislocation dynamical model for a continuous
yield point phenomenon
Quite early, Johnston investigated yield phenomena in LiF [30]. He was successful in explain-
ing his experimental observations by proposing a model based on strong stress dependence
of the velocity of dislocations and the linear dependence of dislocation density with strain.
The mean velocity of dislocations was assumed to be given by the expression V (τ) = [ τ
τ0
]m.
Here τ0 and m are constants that were determined by fitting it to LiF data. For example,
m = 16.5 and τ0 = 0.54MPa. Similarly, the linear relationship between dislocation density
and strain was written as ρm = ρ¯ with ρ¯ = 10
13/m2. Using these two relations in the
Orowan equation gives ˙p = 2bρ¯[
τ
τ0
]m. Johnston used these equations along with the ma-
chine equation imposing constant strain rate condition to demonstrate the model explained
most experimental results. In addition, he also reported the dependence of stress-strain
curves on applied strain rate, the velocity exponents and on the initial density. In fact sev-
eral text books cite these results while discussing yield point phenomenon [31, 32]. However,
dislocation density enters into these equations only as a parameter. However, since dislo-
cations are the basic defects contributing to stress-strain curves and since the flow stress
depends on forest density through the Taylor relation, it is desirable to construct a model
that can predict different types of stress-strain curves using dislocation evolution equations.
This is one of the objectives of this chapter.
Another motivation for considering dislocation density based model for stress-strain
curves is that it allows us to illustrate how to develop appropriate set of evolution equations
for the relevant dislocation densities and to illustrate the estimation of the model param-
eters. Moreover, as we shall see the basic evolution equations for the mobile and forest
density serve as a starting point for nano-indentation model considered in the next chapter.
By doing so, we also show different regions of the model parameter space lead to different
types of stress-strain curves. Further, the dependence on initial dislocation densities can
easily be investigated.
In a recent study on acoustic emission during a continuous yield, a dislocation dynamical
model was constructed, which when coupled to the elastic modes reproduced the generic
features of acoustic emission [5]. It was shown that the model could capture the stress-strain
curve for an alloy and the acoustic emission spectra that was simultaneously recorded. The
study suggested that model had the ability to predict different types of stress-strain curves
for different parameter values. This however was not examined in Ref. [5]. Such a study is
attempted in this chapter.
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Here, we shall use the same set of dislocation evolution equations for the mobile ρm and
the forest density ρf . Most dislocation mechanisms used in the model are drawn from the AK
model for the PLC effect [1, 3, 4, 20, 21, 24, 28]. In addition, forest hardening mechanism is
included [6, 7, 15]. The dislocation mechanisms used in the model can be broadly categorized
into dislocation multiplication and transformation processes. As dislocations multiply(due
to double cross-slip process or Frank-Read source), they interact with each other to form
dipoles, locks and junctions [15]. They can also annihilate. Each of these mechanisms
act as growth or loss mechanisms for ρm and ρf . The general form of multiplication of
dislocations can be written as θVm(σeff )ρm with Vm(σeff ) representing the mean velocity
of dislocations. In general, dislocations travel in the medium of other dislocations and
form locks and junctions where they are arrested. They are also arrested by other pinning
points. Therefore, their motion is intermittent with waiting periods at junctions followed
by near free flight between them once they get unpinned beyond a certain stress. The mean
travel time between any two points is dominated by the waiting periods. Thus, the mean
velocity Vm is the average over the distance covered during the time interval. which will
be a function of stress, ie., Vm = Vm(σ). See [29]. Here, θ is the inverse of a length scale
that physically represents points from which the line length of dislocations multiply (see
Ref. [1, 4] for details) and σeff = σa−hρ1/2f is the effective stress. Several phenomenological





m is a velocity exponent, h = αGb is a hardening parameter. α is a constant ∼ 0.3, b
the magnitude of Burgers vector and G the shear modulus. Indeed, one can rewrite the




ρm, where ν0 = θV0. The formation of dipoles
occurs when two dislocations moving in nearby glide planes approach a minimum distance
(typically a few nanometers) acts as a loss term to ρm. This is represented by βρ
2
m, where β
has dimensions of the rate of area swept-out by dislocations. Similarly, the annihilation of a
mobile dislocation with an immobile one is represented by the term fβρmρf with a rate fβ,
where f is a dimensionless parameter. This term is generally small compared to other loss
terms for ρm and therefore f << 1. Finally, dislocations moving in different glide planes
intersect each other to form junctions. This is a loss term to ρm given by Λρmρf . Here, Λ
is a parameter that however, depends on the mean separation between junctions themselves
and therefore Λ also evolves as deformation proceeds (ie., ρf increases). Then, Λ ∝ 1/ρ1/2f or
Λ = δρ
−1/2
f . Here δ is considered constant since main contribution to Λ has been absorbed.
Then, the loss term for ρm is δρmρ
1/2
f . (δ has the dimension of velocity.) This represents
the forest mechanism [6, 7, 15]. The term δρmρ
1/2
f , called the storage term is a loss term in
Eq. (2.11), but is a gain term for ρf in Eq. (2.12). Note also that unlike the common loss




f are the storage terms for the forest
density that contribute to the growth of ρf . Thus, a competition between the parameters
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fβ corresponding to the common loss terms, and β and δ corresponding to dipole and forest







]m − βρ2m − fβρmρf − δρmρ1/2f , (2.11)
dρf
dt
= βρ2m − fβρmρf + δρmρ1/2f . (2.12)




= E∗[˙a − bV0[σeff
σy
]mρm]. (2.13)
2.3.1 Estimation of parameter values
At the outset, we note that in dislocation based plasticity models, the number of parameters
in a model is determined by the number of dislocation mechanisms included to model the
phenomenon. The more complicated the phenomenon is, the more the number of parameters
(see for example PLC model[1, 3–5]). Even in simple models like the steady-state storage-
recovery model [6] and the model for plasticity of micro-pillars [33], there are quite a few
parameters, three and six respectively. In the current model, theoretical parameters can
take a range of values. The particular choice in the range leads to a particular type of
stress-strain curve.
The parameters used in the model equations are either experimental or theoretical. Since
the model attempts to work at laboratory (length and time) scales, values of experimental
parameters such as the strain rate ˙, E∗, b and G can be adopted from experiments. (We
emphasize here that the ability to adopt experimental deformation rates is common to
dislocation dynamical approach to plastic deformation that includes instabilities such as the
PLC effect [1, 4, 5].)
The parameter θV0 essentially constitutes a time scale. We set this to unity (ie., one
second) to ensure that the time scale for the time evolution of dislocation densities matches
the experimental time scale as was done in [1, 4, 5, 34, 35]. The parameter θ has inverse
dimension of length. In the context of plastic deformation, the order of magnitude of such
length scales is usually taken to be ∼ 1/√ρf . Using the asymptotic value of ρf to be 1012/m2
gives θ ∼ 106/m, which implies that V0 ∼ 10−6m/s.
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One simple way to estimate the orders of magnitudes of fβ, β and δ is through dimen-
sional analysis. If we assume that each of these terms contribute to the steady(asymptotic)
state values of ρm and ρf in Eqs. (2.11,2.12), then each term should be of the order of unity.
Then, we have β ∼ 1/ρm, fβ ∼ 1/ρf and δ ∼ 1/√ρf .(This assumption is based on the fact
that theorists prefer to use dimensionless form of the evolution equations for both analytical
and numerical analysis. See Eqs. (9-12) of Refs. [9, 22, 23, 34].) Assuming ρf ∼ 1014/m2
and ρm ∼ 1011/m2, we get β = 10−11m2/s and fβ = δ2 ∼ 10−14/m2. Or f = 10−3 and
δ ∼ 10−7m/s.
As in the case of the AK model for the PLC effect, a standard way to estimate the orders
of magnitudes of the ’rate constants’ such as fβ, β and δ is to use the steady state equations
(obtained by setting the right hand side to zero) as demonstrated in several earlier papers
where dislocation density equations have been employed [1, 3–5]. Combining the steady




βρ2m − fβρmρf − δρmρ1/2f = 0. (2.15)
These two equations can be solved to obtain ρm and ρf as a function of the parameters. In
principle, the asymptotic values depend on all the parameters f, β and δ. However, leading
order estimates can be easily obtained. For example, using bV0[σ/σy]
mρm = ˙a and noting
that [σ/σy]
m ∼ 1 in the asymptotic limit, to the leading order, we get ρf ∼ 1/2fβ. Thus,
given the order of magnitude of ρf , fβ is fixed. For example, if we assume ρf ∼ 1014/m2,
we have fβ ∼ 10−14m2/s. This can be used to determine ρm. Further, it is easy to show
that to the leading order, ρm ∼ θ˙ab . Numerical solution of the above equations show that
10−4 ≤ f ≤ 1, 10−14 ≤ β10−11 and 10−11 ≤ δ ≤ 10−7. The range of applied strain rate is
10−6 to 10−3/s. In the study reported below, we use E∗/σy ∼ 300.
2.3.2 Results
Having determined the orders of magnitude of the parameters, we now study the influence of
these parameters on the stress-strain curves. Important parameters identified in Johnston’s
studies are the velocity exponent m, yield stress σy, applied strain rate ˙a and the initial
dislocation density. Other than this, we investigate the influence of theoretical parameters
such as β and δ as these parameters determine the relative proportion of the mobile and the
forest densities.
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The expression for mean velocity Vm = V0[
σeff
σm
]m has two parameters, namely, the yield
stress σy and the velocity exponent m. Usually, σy is typically in the range ∼ E∗/1000 to
E∗/100. The range of velocity exponent m can be as from small values to as large as 50.
For LiF, Johnston has estimated m to be m = 16.5 [30, 36].
We first consider predicting the experimental stress-strain curves for LiF shown in Fig.
10 of Ref. [30]. We use the reported values of m and σy given in the paper, ie., we use
m = 16, σy ∼ 0.43MPa. The calculated stress-strain curves are shown in Fig. 2.2 for a range
of values of ˙a = 1.5×10−3/s, 1.5×10−4/s and ˙a = 6×10−6/s labeled 1-3 respectively. The
initial dislocation density used in our calculation is ρm0 ∼ 106/m2 and ρf0 ∼ 105/m2. Other
parameter values used are shown in the caption. The shape of the stress-strain curves are
seen to be similar to those in Ref. [30]. While the feature of the upper yield stress increasing
with ˙a is similar to experiments, in our model, the magnitudes of the yield drops increases
with ˙a. This is in contrast to experiments where this remains nearly constant.
The hardening rate in model σ −  curves is more nonlinear in our model compared to
the LiF σ− a experimental curves. This feature is related to the differences in the underly-
ing hardening mechanisms in our model and in LiF. In LiF, the hardening has been shown
to be due to dipole formation and there is very little forest hardening [30, 36]. Indeed,
this is reflected in the linear reduction of the velocity of dislocations in strained samples
compared to the unstrained samples. The reduction in velocity is proportional to the dislo-
cation density (see Fig. 3 of [36]) and therefore the hardening is proportional to dislocation
density rather than its square root as for the forest hardening. In fact, this linear relation
between dislocation density and strain is used by Johnston in his plastic strain rate equa-
tion. Ananthakrishna and Sahoo provided an explanation of the linear relation between
dislocation density and velocity reduction thus explaining the hardening law, starting from
a distribution function theoretic approach [37]. These authors also derive a number of results
including a creep law that is consistent with the measured creep curve for LiF [37].
For the sake of completeness, we also calculated the dislocation densities. This is shown
Fig. 2.3 for these three strain rates.
We have examined the influence of the velocity exponent m on σ −  curves. This is
shown in Fig. 2.4. m has been varied from 2-16. As can be seen, stress at the upper yield
increases as we decrease m and concomitantly, the stress drop magnitude increases. This
feature is consistent with Johnson’s model predictions.
The above types of stress-strain curves show noticeable yield drop, which in fact is not
common. One usually finds stress-strain curves that make smooth transition from the elastic
region. This type of σ−  curves are predicted by our model for a range of parameter values.
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Figure 2.2: Stress - strain plots showing the influence of applied strain rate for ˙a =
1.5 × 10−3, 1.5 × 10−4, 6 × 10−6/s. The strain rate values are obtained by converting
inches/min to per second from Ref. [30]. Other parameter values used are σy = 0.43MPa,
E∗/σy = 300, β = 10−13m2/s, δ = 1.58× 10−8m/s, f = 10−4 and m = 16.
Two sets of such σ −  curves for m = 2 and 10 are shown in Fig. 2.5(a,b) for a range of
strain rates. The parameters used are different from those used in the previous case. In
particular, the parameters β and δ are very different. The values of all the parameters are
shown in the caption of the figure. One can notice that as ˙a is increased, σ− curve develops
a yield drop for m = 10, but not for smaller m, for example m = 2. The corresponding
dislocation densities have also been calculated. For illustration, ρm and ρf plots are shown
in Fig. 2.6(a,b) for m = 10.
Now consider the influence of the parameter δ on σ− curves. As stated in the discussion
about the dislocation mechanisms, this parameter is a forest hardening parameter. Fig. 2.7
shows stress-strain curves for three different values of δ for ˙a = 10
−4/s. Other parameter
values are the same as for Fig. 2.5(b). It is clear that increasing δ increases the hardening
rate. In addition, for higher values we see an yield drop that is not seen for lower values.
In summary, detailed analysis of the estimation of the range of values of the theoretical
parameters and the influence of both experimental and theoretical parameters illustrates
that the model predicts different types of stress-strain curves. As we shall see, this analysis
gives us insight into nano-indentation problem since the dislocation evolution equations for
nano-indentation includes these dislocation mechanisms.
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Figure 2.3: (a) Plots of ρm for ˙a = 1.5×10−3, 1.5×10−4, 6×10−6/s. (b) Corresponding




















Figure 2.4: Stress - strain plots showing the influence of the velocity exponent m keeping


































Figure 2.5: (a) Stress-strain curves for ˙a = 1 × 10−3, 1 × 10−4,×10−5/s for m = 2
σy = 300MPa, E
∗/σy = 300, β = 10−11m2/s, δ = 1 × 10−10m/s, f = 10−3. (b) Stress-
strain curves for ˙a = 1 × 10−3, 1 × 10−4, 1 × 10−5, 1 × 10−6/s for m = 10. Rest of the
parameters are the same.
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Figure 2.6: (a,b) Plots of ρm and ρf for ˙a = 1× 10−3, 1× 10−4, 1× 10−5, 1× 10−6/s for















Figure 2.7: Plots of stress-strain curves for δ = 3.16×10−10, 3.16×10−7, 3.16×10−7m/s
for ˙a = 1× 10−4/s and m = 10. Rest of the parameters are the same as in Fig. 2.5(b).
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CHAPTER 3
A Dislocation Dynamical Approach to Force Fluctuations in
Nano-indentation Experiments
As stated in Chapter 1, nano-indentation is considered as an instability. From a dynamical
point of view, spatio-temporal instabilities result from a competition between length scales
and time scales. This is also applicable to plastic deformation of small volume systems. For
instance, intermittent flow is observed when the diameter of micrometer rods are below a
certain value while it is smooth when it is large implying an instability manifests when the
aspect ratio is reduced [1–3]. Nano-indentation experiments fall into this class of experiments
where plastic instability manifests due to small sample size where force fluctuations dominate
[4–9]. As a tool, nano-indentation technique is well suited for probing mechanical properties
at small length scales [4].
As stated in Chapter-1 nano-indentation experiments are carried-out either in a displace-
ment controlled(DC) mode or force controlled(FC) mode [5–9]. The indenter size is typically
a few tens to few hundred nanometers and the thickness of the sample range from a few hun-
dred nanometers to microns. Therefore the indented volume is so small that the probability
of finding a dislocation is close to zero. While several force drops are seen beyond the elastic
limit in the DC controlled experiments [5, 7, 8], several displacement jumps are seen in the
FC experiments [4, 6, 9]. In both cases, the stress corresponding to force maximum on the
elastic branch is close to the theoretical yield stress, a feature attributed to the absence of
dislocations in the indented volume [5–9].
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Considerable attention has been devoted to elucidate the underlying mechanisms leading
to the intermittent deformation. Much insight has been obtained by studying indentation of
equivalent crystalline soft matter systems such as colloidal crystals [10] and bubble rafts [9].
Further insight has come from molecular dynamics(MD) simulations, FEM and multiscale
modeling simulations [11–14].
However, interpretation derived from force-indentation depth curves is saddled with am-
biguities even for the simplest case of single crystal with no surface defects or pre-existing
dislocations [5]. This is attributed to the complex dynamical evolution of dislocation mi-
crostructure starting from the nucleation of a dislocation, its multiplication, formation of
locks, junctions etc. Due to the absence of dislocation based models, theoretical understand-
ing of nano-indentation process has largely come from simulations that can include a range
of dislocation mechanisms [11–14]. However, these simulations suffer from a limitation of
using small length and time scales. Consequently, the imposed rates of deformation are
several orders of magnitude higher than the experimental rates raising questions about the
relevance of these simulations to real materials [15]. For the same reason, simulation ap-
proaches cannot impose the experimental indentation rate nor can they adopt the indenter
radius used in experiments. Therefore, the predicted values of the force, indentation depth
etc., differ considerably from the experimental values. So far, there is no alternate theoretical
framework that predicts correct values of the experimentally measured quantities. Here, we
propose a novel approach that combines the power of nonlinear dynamics with the disloca-
tion density evolution equations constructed on the basis of various dislocation mechanisms.
The model predicts not just all the generic features of nano-indentation, but the predicted
numbers match with experimental values as well. For the sake of concreteness, we focus our
attention on displacement controlled nano-indentation mode.
Despite a large body of work several questions remain to be addressed. For instance,
which of the dislocation mechanisms control the force drops ? Second, how many dislocations
participate in any given force drop, not just the first one[16]? This question has been
addressed by Shibutani et. al [16] by appealing to energy balance arguments coupled with
collective dislocation nucleation process. However, their study was restricted to only the
first ’pop-in’ event. Third, what is the physical cause of decreasing magnitudes of the force
drops? At a mathematical level, the question translates to whether the intermittent bursts
of plasticity is a true or a transient instability. The instability itself is believed to arise
from collective effects of dislocations, which however has not been addressed in the existing
studies. Our dynamical approach[17, 18] clarifies all these issues since it automatically
describes the collective effects .
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We use nonlinear dynamical approach similar to the Ananthakrishna(AK) model [17–
22] for the Portevin-Le Chatelier(PLC) effect [18, 23, 24]. Since serrations are common
to the PLC effect and nano-indentation, and since we plan to adopt several dislocation
mechanisms used in the AK model for the PLC effect, we briefly consider the similarities
and differences between the PLC effect and nano-indentation process. The PLC effect is a
spatio-temporal instability seen when samples of dilute alloys are deformed under constant
strain rate conditions. Three types of dislocation bands and the associated serrations are seen
with increasing strain rates or decreasing temperatures. The instability arises from collective
pinning and unpinning of dislocations from solute atmosphere. The serrations persist in the
PLC instability as long as the applied strain is maintained, a signature of a true instability.
In contrast, the nano-indentation instability is attributed to a competition between the
evolving contact area and normal load with decreasing amplitude of force serrations. The
latter is a signature of transient instability.
For the sake of concreteness, we consider the sample to be free of defects(such as surface
steps, grain boundaries, preexisting dislocations, etc.) and target the salient features of DC
mode experiments such as the presence of the elastic response followed by a large force drop
and subsequent sequence of force drops of decreasing magnitudes. The stress corresponding
to the elastic force maximum should also be close to the theoretical yield stress. Another
important feature is the residual plasticity after unloading. We also discuss the possibility
of the model displaying the indentation size effect. Here, we devise a minimal model that ex-
plicitly uses various dislocation mechanisms to obtain the force-displacement curves. Here,
we adopt several dislocation mechanisms used in the AK model [22] apart from those that
are specific to the nano-indentation process. Our approach also has the ability to adopt
to the experimental conditions, which is not possible in most simulations. We develop a
novel approach that combines the power of nonlinear dynamics with the evolution equations
for the mobile and immobile dislocation densities, and force to explain force fluctuations
in nano-indentation experiments. The model includes nucleation, multiplication and propa-
gation thresholds for mobile dislocations, and other well known dislocation transformation
mechanisms. The model predicts all the generic features of nano-indentation such as the
Hertzian elastic branch followed by several force drops of decreasing magnitudes, and resid-
ual plasticity after unloading. The stress corresponding to the elastic force maximum is close
to the yield stress of an ideal solid. The predicted values for all the quantities are close to
those reported by experiments.
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3.1 Model
In our approach, the depth of indentation, which is an essential degree of freedom, is used as
a dynamical variable. We assume a Hertzian indenter of radius R that is being driven into a
thin sample of thickness T at a rate r˙(m/s). Then, the total indentation depth zt is the sum
of the elastic displacement ze and plastic displacement zp, ie., zt = ze + zp. The problem
reduces to calculating ze and zp consistently since these dynamical variables evolve in a
coupled manner. While it is easy to calculate the elastic displacement from the Hertzian
relation between the normal force and ze, a major difficulty is in calculating the plastic
displacement zp. Our idea is that the plastic displacement can be calculated by setting up
appropriate evolution equations for dislocation densities. Taking the time derivative of zt,
we have
z˙t = r˙ = z˙e + z˙p. (3.1)
In our approach, since we calculate the plastic strain rate and not displacement directly,
we convert Eq. (3.1) into a strain rate balance equation. Since plastic deformation occurs
within the sample, the sample thickness T is a suitable length scale for defining the strain
variable  = z/T . Then, we have t = e + p which is equivalent to zt = ze + T p. Taking
the time derivative, we get the machine equation
˙t =
r˙
T = ˙e(t) + ˙p(t). (3.2)
A more transparent equation would be
z˙t = r˙ = z˙e(t) + T ˙p(t), (3.3)
although both Eqs. (3.2) and (3.3) are equivalent.





the elastic strain rate z˙e/T determines the time dependence of the force. Here E∗ is the











where ν and E refer to the Poisson’s ratio and Young’s modulus respectively, of the sample
s and indenter i. In our approach, the plastic strain rate ˙p will be calculated from the
evolution equations for the dislocation densities.
To calculate the plastic strain rate(or the plastic displacement rate), we set-up time evo-
lution equations for the mobile density ρm(t) and immobile or forest density ρf (t) based on
known dislocation mechanisms, and couple them to the machine equation. Then, all these
variables evolve in a coupled manner. In the following, we consider the physical basis for
identifying relevant dislocation mechanisms. In the case of nano-indentation, in general the
contact area in the elastic region is so small that the probability of finding a dislocation
in such small volumes is close to zero. Thus, for plastic deformation to occur, dislocation
loops must be nucleated. This can only happen when the the stress exceeds the nucleation
stress. Once nucleation occurs, other dislocation mechanisms such as the multiplication of
dislocations, formation of dislocation locks and junctions(immobile or forest dislocations)
will take over as deformation proceeds. Many of these dislocation mechanisms are common
to other situations as well [18, 25]. In the case of nano-indentation, simulation studies do
identify nucleation of dislocation loops and their expansion(which is equivalent to line length
increase, which is essentially a multiplication process). These two mechanisms are seen in
most MD simulations [11–13]. In addition, multiscale simulations of Ref. [14](see Fig. 5)
show that as the deformation proceeds, the loops get detached from the source and prop-
agate to the boundary of the sample. Clearly, nucleation, multiplication, detachment from
the source and propagation are all threshold phenomenon.(Generally, detachment and prop-
agation are both threshold processes. But, for simplicity, we club both these mechanisms as
a single threshold process.) We denote the nucleation threshold stress by σn, multiplication
threshold by σm and propagation threshold by σp. The rate of nucleation of dislocations




. Here νn is the frequency of nucleation that has a form
νn = ν0exp−G0/kT and b(= 0.25nm) the magnitude of the Burgers vector. For simplicity,
we assume that a single dislocation loop is nucleated and we set νn/pib
2 = 1(m−2s−1).(It
is straight forward to consider the dependence of the nucleation process on contact area.)
The dominant contribution to the growth of ρm comes from multiplication of dislocations.
This is often written as θVm(σ)ρm with Vm(σ) representing the mean velocity of disloca-
tions [26] and θ the inverse of an appropriate length scale(see Ref. [18] for details). Within
our framework, expansion of loops or the line length increase are described by this term.







f is the back stress that can become significant as inden-
tation proceeds. Here, h = αGb where α = 0.3 is a constant and G the shear modulus. Once
dislocation loops get detached from the source(beyond a certain stress), they propagate to
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the boundary through the undeformed region of the sample(as in Fig. 2 of Ref.[14]). Rep-
resenting both detachment and propagation as a single threshold processes, we have a loss
term due to propagation to boundary. Clearly, this should depend on the velocity of near
free propagation in the undeformed medium vp(σ) (as in Fig. 5 of Ref. [14]), which therefore
is different from the mean velocity of dislocations Vm(σ) [26]. Then, the corresponding loss




T is the time required for the loops of velocity vp(σ) to reach
the boundary located at z = T . Though Neuha¨user’s group [27] has reported velocity of
individual and groups of dislocations under specific conditions, there is considerable ambi-
guity about the functional form of vp(σ) that must be used in our context. Here, we use a
power law of the form vp = vp0[
σ
σp









We also include other dislocation processes that transform ρm to ρf already used in the AK
model for the PLC effect[17, 18] and in other models[25].
Finally, for a Hertzian indenter, the radius of contact a is related to the depth z by
a2 = Rz in the elastic region. We shall assume that this expression holds even during
plastic deformation. Then, stress is given by σ = F/piRzt. Using the above mechanisms,
























= βρ2m − fβρmρf + δρmρ1/2f . (3.7)
Here, ρ2m corresponds to the formation of a dipole when two dislocations moving in nearby
glide planes approach a minimum distance (typically a few nanometers). The rate constant
β has the dimension of the area swept-out by the dislocations. The term ρmρf corresponds
to the annihilation of a mobile dislocation with an immobile one with a rate fβ. The
dimensionless parameter f (typically ∼ 1− 3) represents the relative strengths of the these
two loss terms for ρm. ρmρf is a common loss term for both mobile and immobile densities.
Another mechanism that must be taken into account is the formation of junctions when
dislocations moving in different glide planes intersect each other. As shown in Chapter 2,
this term is written as δρmρ
1/2
f with a parameter δ taken as a constant and has dimension
of velocity. This represents the forest mechanism(formation of junctions) [25] that is a loss
term in Eq. (3.6), but is a gain term in Eq. (3.7). Note also that unlike the common loss




f are loss terms for ρm but gain terms
for ρf contributing to the growth of ρf . Thus, the competition between the parameters fβ
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corresponding to the common loss term and, β and δ corresponding to dipole and forest
hardening terms control the relative magnitudes of ρm and ρf (Appendix). It may be noted
that while ρf grows at the expense of ρm, there is no equivalent transformation from ρf to
ρm. This implies eventual saturation of both densities. Even so, ρm, ρf and the force F
evolve in a coupled manner.



















Eqs. (3.6,3.7) and Eq. (3.8) constitute a set of nonlinear dynamical equations for the nano-
indentation problem. Note that the second term on the right hand side gives the plastic
displacement rate z˙p = T ˙p.
Most of these parameters can be fixed quite easily since they are either experimental or
theoretical parameters. Since the model attempts to work at laboratory (length and time)
scales, values of experimental parameters such as indentation rate r˙, R, T , E∗, b and h (the
last three being material parameters) can be adopted from experiments. For illustration,
we use the experimental parameters used in Ref. [5] corresponding to gold samples. We
have assumed the thickness of the sample T to be the same order as R inferred from Fig.
1 of Ref. [5]. Note also that h is known since G is known. Now, consider estimating the
theoretical parameters θV0, fβ, δ and νp0. We note that θV0 essentially gives a time scale
which we set to unity to ensure that the time scale for the evolution of dislocation densities
matches the experimental time scale. (Here we use V0 ∼ 10−6m/s or θ ∼ 106/m.) However,
the prefactor vp0 in the expression for
vp0
T is difficult to estimate. But, the upper limit for











. This implies that vp0 ≤ V0. Even
so, we consider it to be a free parameter. While the exponent value is not known, we fix it to
be p = 1. As for the parameters fβ and δ, it is easy to show that the orders of magnitudes
of the two parameters are determined once the asymptotic(long time) values of the two
densities(denoted by ρm0 and ρf0) are given or vice versa(see Appendix). Indeed, we have
derived approximate expressions for ρf0 ≈ (δ/fβ)2 (Eq. 3.21) and ρm0 ≈ (r˙θfβ/2T bδ2)
(Eq. 3.20) in Appendix. Using the asymptotic value of ρf ∼ 1014/m2 and ρm ∼ 1011m−2
gives fβ ∼ 10−13m2/s and δ ∼ 10−6m/s. Lastly, the three stress values σn, σm and σp need
to be fixed based on other studies or on physical grounds. The absence of dislocations in
the initial indentation volume implies that nucleation should occur first for further evolution
60
Chapter 3. A Dislocation Dynamical Approach to Force Fluctuations in Nano-indentation
Experiments
to proceed. This implies σn > σm. The nucleation threshold is known to be σn ∼ E∗/10.
Similarly, the threshold for multiplication of dislocations is known to be closer to the bulk
yield stress of non ideal samples, typically two orders smaller than E∗. Thus, for all practical
purposes, these two parameters will also be regarded as given parameters. While propagation
threshold is not known, we assume σm < σp. This leaves the parameters fβ and δ as
adjustable parameters. The precise values of the parameters used in the our calculation are
given in the Table 1.
The numerical integration of Eqs. (3.6-3.8) poses problems since the magnitude of the
parameters and variables range from 10−13 to 1013. It is therefore convenient to work with
dimensionless variables which reduces the range of the variables to 10−13 − 10. In addi-
tion, the procedure reduces the number of theoretical parameters from seven to five. The
dimensionless variables are defined by
t = τ/θV0, R¯ =
R








, i = n,m, p. (3.9)





















= ρ¯2m − fρ¯mρ¯f + ∆ρ¯mρ¯1/2f , (3.11)
dφ
dτ



















; R¯ = R/T
¯˙r =
r˙








Table 3.1: Parameter values used for the model. The experimental values used are drawn
from Ref. [5].
E∗(GPa) σn(GPa) σp(GPa) σm(GPa) v0(m/s)
75 7.5 1.91 0.955 1 ∗ 10−6
r¯(A˚/s) R = T (A˚) δ(m/s) β(m2/s) f
0.5 1075 3.92 ∗ 10−6 10−13 2.5
























Figure 3.1: (a) Plots of force as a function of zt in the loading(blue) and unloading(red)
runs. (b) Plot of stress for the loading run. Parameters used are given in the table.

























Figure 3.2: (a,b) Plots of ρm and ρf verses zt. Inset in (a) shows bursts of ρm beyond
the second. Parameters used are given in the table.
3.2 Results
While we use the scaled Eqs. (3.10-3.12) for obtaining numerical solutions, we present
our results in proper units to allow for comparison with experimental results. Using the
values of the unscaled parameters given in Table 1, we get the scaled parameter values to
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Figure 3.3: (a) Plot of F − zt for the forward run and four unloading runs. The first
unloading run starts from the second force maximum and the second from the bottom of
the force drop. The first two unloading curves are not distinguishable. The inset shows a
magnified view of the region of second force drop. The third and fourth unloading runs
are from the third and sixth force maximum. (b) Scaled hardness corresponding to point
on the force maxima and force minima. Parameters used are given in the table.

















Figure 3.4: (a) Plot of F − zt for the forward run and several unloading runs for large
zt. (b) The corresponding scaled hardness. Parameters used are given in the table.
be ∆ = 12.4, f = 2.5, p = 1,Σn = 0.2356,Σm = 0.03,Σp = 0.06, h¯ = 0.0186, ν¯p = 9.3, ν¯n =
10−13, ¯˙r = 4.65× 10−4 and b¯ = 0.0025.
Eqs. (3.10-3.12) have been solved numerically using an adaptive time step Runge-Kutta
solver (ODE15S MATLAB) with initial conditions ρm = 0 and ρf = 0 compatible with
the absence of dislocations in the indentation volume. We first begin by considering the
force-displacement plot that should be predicted by the model. Here we target the results
of Kiely et. al [5] for Au. Using the experimental parameters r˙, R, E∗, b, T given in Ref.
[5](see Table 1), we calculate the force as a function of depth of indentation. A plot of F −zt
is shown in Fig. 3.1(a) is for the loading run(blue curve). The initial Hertzian response is
evident in the figure beyond which a large force drop is seen. The force maximum on the
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Figure 3.5: Comparative plots for three different values of δ keeping fβ = 2.4 ×
10−13m2/s. The solid line (blue) is for δ = 3.92 × 10−6m/s, the red line (dashed) is
for 3.16× 10−6m/s and black (dot-dashed) line is for 5.06× 10−6m/s. Other parameters
used are the same as given in the table.












Figure 3.6: Plot of log(˙p) as a function of zt. Solid black line corresponds to r˙/T =
4.65× 10−4s−1. Parameters used are given in the table.
Hertzian branch is F = 15.1µN and the magnitude of the force drop is large(∼ 10.6µN).
These numbers are close to the experimental values of 15µN and 10µN , respectively [5].
The force drops can be seen to be quite sharp as well. Subsequent force drops of decreasing
magnitudes are also seen, a feature normally seen in most experiments. The corresponding
stress as a function of zt is shown in Fig. 3.1(b). The maximum stress on the Hertzian
branch σy is ≈ 7.5GPa(see Fig. 3.1(b)), again same as used in Ref. [5]. This is also the
same as the nucleation stress σn. We have verified that σy is always close but larger than or
equal to σn for all values of σm < σn.
We have also studied the force response during unloading of the indenter. When the
indenter is retracted(at the same rate) before the elastic limit is reached, the F − zt curve
is retraced completely as should be expected(not shown). However, when the indenter is
64
Chapter 3. A Dislocation Dynamical Approach to Force Fluctuations in Nano-indentation
Experiments
withdrawn from a point beyond the first force drop, we find the depth of indentation or the
area of contact remains finite even after the indenter is completely withdrawn. This again is
an important feature of nano-indentation experiments. The unloading F − zt curve starting
from a point marked • (after the fifth force drop) is shown in Fig. 3.1(a) (red curve). The
area of contact after the indenter is completely withdrawn is pia2 ∼ 18.78 × 10−16m2 (the
residual depth is zpr ∼ 5.56nm). This value is also comparable to the estimated residual
contact area(from Fig. 2(a) of Ref. [5]) after unloading from an equivalent point after the
fifth force drop. The corresponding stress plot is shown in Fig. 3.1(b). The asymptotic
value of the stress approaches ∼ 4GPa.
We now consider estimating the asymptotic stress value of σ(σ0). This appears difficult
since the asymptotic state is reached after a series of force drops, it would amount to
estimating all the force drops.( In general analytical expressions, even approximate ones,
are difficult to obtain when one is dealing with a coupled systems of nonlinear differential
equations.) However, considering the fact that we identify the large zt state with the steady
state solution, this is indeed possible. Now consider the exponential term on the right hand






. This term is σ−σb
σm
, where the back stress is
σb = hρ
1/2
f . Denoting the asymptotic values of σb and σ by σb0 and σ0 respectively, it is
easily seen that σ0 ∼ 50MPa, a number that is significantly smaller than the asymptotic
stress value σ0 ∼ 4GPa (Fig. 3.1(b)). Then, setting the right hand side of Eq. (3.8) to zero
gives r˙θT b = ρm0e
σ0/σm . Using the steady state value ρm0 =
r˙θfβ







Using the values of δ and fβ given in Table 1, we get σ0 = 4.8× σm = 4.58GPa, which
is a reasonable estimate considering the approximations made.
Our approach automatically allows us to track the dislocation densities continuously,
which in turn allows us to examine the growth features of the two densities. This has been
done over the entire duration of indentation [16]. Fig. 3.4(a) shows a plot of ρm − zt. The
figure shows that ρm grows in bursts with the bursts occurring at each force drop. The
magnitude of the first burst is ≈ 7×1013m−2. The successive burst sizes decrease rapidly to
a value 2.3× 1011m−2 at zt = 11nm. These bursts occur every time ˙p exceeds the imposed
rate as can be seen in Fig. 3.6. In contrast, ρf increases in steps at each force drop typically
reaching a value of ∼ 8 × 1013m−2 at zt = 12nm as shown in Fig. 3.4(b). This value is
a factor three less than the steady state value calculated from the approximate expression
(Appendix) for ρf0 ∼ 2.4×1014/m2. Considering the approximations made in obtaining the
expression, the agreement is reasonable.
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A comment is desirable here about how the values of fβ and δ have been fixed. Recall
that ρm and ρf at any given time are determined by a competition between the common




f in Eq. (3.6),
which are the gain terms in Eq. (3.7). Since ρf grows at the expense of ρm, the choice
of the parameter values are determined by demanding the successive force peaks remain at
least as high as the first (or higher as the case may be), a feature that is common to most
experiments. The values of the parameters obtained this way are presented in Table 1. This
physically amounts to values that disallow too fast or too slow a growth for ρf . Thus, for a
given fβ varying δ around the optimum value (given in the table) leads to the second and
several successive peaks in F − zt curve to lie lower than the first peak. For the sake of
illustration, we have shown three plots (blue, black and red) in Fig. 3.5 corresponding to
δ = 3.16, 3.92×10−6m/s and 5.06×10−6m/s respectively keeping fβ = 2.5×10−13m2/s. It
is clear that several force peaks beyond the first corresponding to δ = 3.16 and 5.06×10−6m/s
lie lower. Similar changes are seen when fβ is varied for a fixed δ.
3.3 Summary and Discussion
In summary, we have constructed a dislocation dynamical model that not only predicts all
the generic features of nano-indentation but also the correct values for the experimentally
measured force, stress, depth of indentation, the maximum stress on the Hertzian branch,
and residual plasticity under unloading. These results emerge due to the fact that our ap-
proach allows for a direct adoption of experimental parameters such as r˙, R, T , b, E∗ and
h (b, E∗ and h being material parameters). Further, the method also provides a consis-
tent scheme to match the time scale and length scale governing the evolution of dislocation
densities with those set by experimental indentation rate r˙ and the total indentation depth
zt respectively. While the elastic part ze is easily calculated using the Hertz’s expression
(function of R and E∗), the calculation of plastic displacement zp poses two kinds of difficul-
ties. First, an appropriate method for calculating zp needs to be devised. Second, the time
scale for the so calculated plastic contribution must be consistent with the total indentation
depth zt = ze + zp. Note that zt = r˙ × t. The strength of our approach lies in providing an
innovative method for calculating zp from the evolution equations for ρm in such a way that
the time scale of evolution of dislocation densities matches that of the experimental time
scale. Since these densities are coupled to the machine equation, the time scale of evolution
of the densities, namely θV0 in Eq. 3.6 is set to unity (ie., one second) whereby it matches
the experimental time scale. Consequently, the corresponding length scale zp automatically
satisfies the relation zt = ze + zt.
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The dynamical approach taken here clarifies several open questions raised in the intro-
duction since our model uses dislocation densities as collective degrees of freedom. Consider
elucidating which dislocation mechanism controls the first force drop. Since there are no
initial dislocations, nucleation of a dislocation loop occurs only when F (t=tn)
piRze(t=tn)σn
exceeds
unity (I term in Eq. 3.6). This gives σ(t) = σn =
F (t=tn)
piRze(t=tn)
at t = tn. However, since σ = σn
is much larger than the multiplication threshold σm, the dislocation multiplication term in
Eq. 3.6 (II term) is activated for t ≥ tn. Indeed, this term ρm(t = tn)exp (σ(tn)/σm) =
ρm(t = tn)exp (σn/σm) is already large at t = tn. (Note σn/σm ∼ 8.) Consequently, a large
burst of ρm ensues in a very short time(Fig. 3.6). The resulting burst of ˙p far exceeds r˙/T
leading to a large first force drop(Fig. 3.1(a) and Fig. 3.6). Thus, the first force drop is
controlled by multiplication mechanism although nucleation is a necessary trigger.
Now consider the physical origin of decreasing magnitudes of the force drops, a feature
seen in simulations, experiments and in our model. This feature cannot be due to the back
stress σb = αGbρ
1/2
f since ρf ranges from ∼ 5 to ∼ 7 × 1013m−2 giving σb ∼ 40 − 47MPa.
On the other hand, it is related to the decreasing magnitudes of ˙p bursts(or ρm bursts).
This in turn, is due to the fact that, a large part of every ρm burst is transformed to ρf
making ρm reach its asymptotic value in a short time. As noted earlier, the asymptotic
steady state is reached because the loss terms in ρm equation feed the growth of ρf while
there is no equivalent mechanism that transforms ρf into ρm, thus exhausting the growth of
mobile dislocation. Reaching a steady state also implies that the nano-indentation process
instability is a transient one. Generally speaking the decreasing magnitudes of the force
serrations is a typical feature of a transient instability. A stability analysis of the asymptotic
state shows that the nano-indentation process is a transient instability. Thus, both physical
and mathematical mechanisms for the instability are made transparent.
The question about the number of dislocations participating in a given force drop is
straightforward since it is related to the burst size of ρm for the given force drop.
Finally, a few remarks are in order. The model equations are completely determinis-
tic nonlinear coupled differential equations. While the depth of indentation zt is the z-
coordinate, described as a dynamical variable, the model does not include spatial degrees of
freedom explicitly. This may be necessary for addressing certain features of nano-indentation
that critically depend on the spatial distribution of dislocations. Therefore, it might come
as a surprise that despite using space averaged densities, the model is able to capture a
number of experimental features quantitatively. The reason for this is not difficult to see
since all experimentally measured quantities such as the force, stress, depth of indentation,
residual plasticity under unloading etc., are all space averages of the dislocation activity
in the sample. But, in general averages are well known to be insensitive to details of the
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distribution. This statement is also applicable to spatial averages as well. This point is
amply illustrated in another plastic deformation instability that is a significantly more het-
erogeneously deforming instability, namely the PLC effect. In the PLC effect, the serrations
are caused by the nucleation of dislocations bands, localized or propagating.(In compari-
son, the radial distribution of dislocations in the nano-indentation case is significantly less
heterogeneous than the PLC effect where dislocations are nucleated into bands.) The orig-
inal bare AK model [22] used only space averaged densities [17] and attempted to capture
the serrated nature of the stress-strain curves. Yet, the bare AK model was surprisingly
successful in predicting several generic features of the PLC effect such as the occurrence of
serrated flow in a window of strain rates and temperatures, the existence of a critical strain
for the onset of serrations, the decreasing amplitude of serrations with increase in strain
rates etc. It is pertinent to state here that inclusion of spatial degrees of freedom recovers
all the three band types and many other features related to spatio-temporal nature of the
instability [18–21].(This fact supports the premise that the essential dislocation mechanisms
were included in the bare model. See Ref. [18–21].) This also suggests that once the spatial
degrees of freedom are included in the present model, we should expect to recover several
other features that crucially depend on the spatial distribution of dislocations. Work in this
direction is in progress.
We now discuss the possibility of extending the model equations to the force controlled
indentation experiments since the equations appear general enough. One may be tempted
to replace the present machine Eq. 3.1 or Eq. 3.3 with an equation for constant force rate.
This turns out to be incorrect. Indeed, this case is conceptually more difficult. Recall that
a number of displacement jumps are seen after the initial Hertzian elastic branch. However,
since force is a function of elastic displacement only and there is no way of associating a
force with plastic displacement, a question arises as to how a constant force rate is to be
maintained during plastic displacement bursts. While the feed back loop in the DC mode
is given by the conservation of the total displacement or displacement rate, the equivalent
relation is absent for the FC mode of indentation. Since the evolution of the dislocation
densities are coupled to how the force changes, the way the feed back loop must be enforced
needs to be resolved first before the model can be extended to the FC mode indentation.
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Appendix
In this appendix, we show how to estimate the orders of magnitudes of the parameters
fβ and δ given the asymptotic values of ρm and ρf . To do this, we calculate the steady state
solutions of our model equations (Eqs. (3.6-3.8)) that can be obtained by setting the left
hand side of Eqs. (3.6-3.8) to zero. However, exact analytical expressions are not possible
since these equations are transendental equations. Approximate analytical expressions can
be derived by making some reasonable approximations. We first note that while the nucle-
ation term in Eq. (3.6)(I term) is necessary for triggering subsequent evolution, this term
makes no contribution to the steady state. Therefore, we can drop this term. Denoting the
steady state values of the variables by ρm0, ρf0, ze0, zp0, F0, and σ0, we have
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Further, as argued earlier, the last term in Eq. (3.6) is significantly smaller than the
production term (II term). Therefore, for simplicity of calculation we shall drop this term
as well. Then, a simple manuplation leads to
ρm0ρf0 − r˙θ
2T bfβ = 0. (3.18)




f0 = 0. (3.19)
Even these Eqs. (3.17-3.19) can not be solved exactly without further approximation.
In most plastic flow situations, the steady state value of ρm0 is typically two to three orders
of magnitude less than ρf0. Then, we can drop the first term in Eq. (3.19) giving
ρf0 ≈ ( δ
fβ
)2. (3.20)
Using this in Eq. (3.19), we get
ρm0 ≈ r˙θfβ
2T bδ2 . (3.21)
Now, if we take ρf0 ∼ 1014/m2, we get δ/fβ = 107.
Consider estimating the values ρm0 and ρf0 using the values given in Table 1. Using
fβ = 2.4 × 10−13m2/s and δ = 3.92 × 10−6m/s in the approximate expression for ρf0 =
( δ
fβ
)2 gives ρf = 2.45 × 1014/m2. Similarly, using θ, r˙, T , b, fβ and δ in ρm0 = r˙θfβ2T bδ2 , gives
ρm0 = 1.5× 1010/m2. Noting that the values in the figures have not reached the asymptotic
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Dynamical Approach to Displacement Jumps in Nano-indentation
Experiments
4.1 Introduction
Recall that the nano-indentation model for the DC mode developed in Chapter 3 was suc-
cessful in predicting all the generic features of nano-indentation and the predicted numbers
were also consistent with experiments of Kiely et al [1, 2]. The purpose of this paper is
to extend the dynamical approach to the load controlled (LC) mode of indentation where
commonly used Berkovich indenter is employed. In the LC mode of nano-indentation, exper-
iments report an intial elastic branch followed by several displacement jumps of decreasing
order. Further, as in the DC mode, the maximum force on the elastic branch corresponds
to the yeild stress of an ideal crystal.
Our basic premise is that the time evolution equations for the (space averaged) dislo-
cation densities developed in Chapter-1 are general enough that they can be adopted for
any deformation mode and hence they can be used to compute the plastic strain rate and
the plastic contribution to the depth of indentation. Indeed, these equations were adopted
for the case of displacement controlled nano-indentation in Chapter-3 [4]. However, cou-
pling these dislocation density equations to the equation governing the load controlled mode
of indentation is conceptually more difficult compared to the DC mode [4] as can be seen
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from the following considerations. In the LC mode, displacement jumps are seen beyond
the initial elastic branch. However, since force is a function of elastic displacement only,
a natural question is how does one enforce a constant force rate during such displacement
jumps? In fact, most simulations target displacement controlled nano-indentation [5–11],
except for Fivel et al work[12]. The authors interpret the so called displacment jump by its
slope change. Even so, this at best constitutes a single jump. In view of these comments, the
inability to enforce constant force rate during LC mode simulations appears to be the reason
for the absence of any LC mode simulations that predict displacement jumps of magnitudes
reported in experiments.
This situation may be contrasted with the DC mode of indentation where the constancy
of the total displacement rate provides a feed-back loop so that every time the plastic
displacement rate exceeds the applied displacement rate, a force drop ensues(see Eq. 2
of Chapter 1). On the other hand, since the time evolution equations for the dislocation
densities or equivalently plastic displacement jumps need to be coupled to how the force
changes, we need to first devise a way of enforcing a constant force rate. The question here
is - despite the absence of feed back control as in the DC mode case, would a simple constant
force rate equation suffice? Our idea is that by expressing force and area as functions of the
elastic displacement supplemented by a suitable method for describing plastic displacement
jumps that accounts for the inherent time scales of plastic deformation, imposing force rate
may prove to be adequate. This point will be demonstrated here.
In this Chapter, we demonstrate the ability of the model to predict all the salient features
of experimental load-displacement curves such as the presence of elastic branch followed
by several displacment jumps of decreasing magnitudes, for a range of values of model
parameters. This exercize allows us to find an optimized set of parameter values that gives a
good fit to the experimental load-indentation depth curve displayed in Fig. 7 of Gouldstone
et al[3]. The method also provides a natural platform for describing collective behavior of
dislocations that is recognized to play an important role in intermittent bursts of plasticity
during nano-indentation. In addition, we show that the model has the ability to answer
several open questions such as : (a) which are the dislocation mechanisms that determine
the first displacement jump, (b) subsequent displacement jumps? (c) how many dislocations
participate in a given displacement jump? and (d) what are the physical and mathematical
mechanisms contributing to the decreasing magnitudes of displacement jumps and force
steps?
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4.2 Background and Approach
4.2.1 Background
Consider LC mode of indentation where dF
dt
is held constant. Theoretical analysis of any
indentation process requires a knowledge of (a) force-depth of indentation (F − z) relation
and (b) area function relating area and depth i.e., A− z relation. While these relations are
well known for an ideal Hertzian indenter, establishing A− z relation is still an active area
of interest for real non-sharp Berkovich (or Vickers) indenter because of the complicated
geometry [13–16]. Here we use one such relation that characterizes the commonly used
Berkovich indenter. For our purpose, we use the phenomenological expression for the force
[3] given by
F = 2.189E∗[1− 0.21νs − 0.01v2s − 0.41ν3s ]z2e = CE∗z2e . (4.1)
Here ze is the elastic depth measured from the undeformed surface z = 0 and E
∗ is the










where ν and E refer to the Poisson’s ratio and Young’s modulus of the sample s and indenter
i. Eq. (4.1) is a function of ze. However, the area-depth relations(available in the literature)
are usually expressed in terms of contact depth zec , the depth measured from the contact
point. Thus, we need to convert Eq. (4.1) into an expression in terms of zec . Unlike Eq.
(4.1), the area function for a Berkovich indenter is complicated since the tip of the indenter
is always rounded. The calibrated shape of the rounded tip can to be approximated by
Hertzian indenter of nominal radius R with an area AH = 2piRzec . The expression is
applicable for small depths of penetration, ie., zec < R. The tip radius R is determined by
SEM or AFM measurements [14, 16]. However, the area of a sharp Berkovich indenter is
given by A = 3
√
3 tan2φ z2ec , where φ is the internal angle. For a Berkovich indenter with
φ = 65.3o, A = 24.54z2ec . Then, the area function is taken to be
A(zc) = 24.54z
2
ec + 2piRzec . (4.3)
(Note that Eqs. (4.1) and (4.3) are strictly valid only in the elastic region.) The geometry
of the indenter also provides a relationship between ze and the depth from the contact point
zec , ie., ze = ze(zec) [15]. This is used to express Eq. (4.1) in terms of zec . The conversion
factor relating ze and zec has been obtained by employing an analytical expression given in
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Ref. [15] (Eq. (8)). For the range of depth of indentation in experiments, the relationship
turns out to be nearly linear, ie., ze = szec , where s is taken to be a constant.
4.2.2 Approach
Since nano-indentation process is well recognized as an instability, we follow a completely
dynamical approach[4]. We begin with some background information. The total depth of
indentation z in any indentation mode is the sum of elastic ze and plastic displacement zp,
ie., z = ze + zp. The elastic displacement ze is straight forward to calculate provided the
force-depth relationship for the indenter is known. On the other hand, calculating the plastic
displacement zp is not straight forward. The strength of our approach is that it provides
a way of calculating zp by first calculating the plastic strain rate ˙p [4] using the Orowan
equation ˙p = bV (σeff )ρm. Here, b is the magnitude of the Burgers vector, V (σeff ) is the
mean velocity of dislocations, ρm the mobile dislocation density and σeff is the effective
stress. Then, z˙p is calculated by supplying the thickness of the sample T , ie., z˙p(t) = T ˙p(t)
and hence zp. (Note that since our approach calculates ˙p from the dislocation evolution
equations, it is natural to define the strain variable as  = z/T , and then calculate the
displacement by multiplying strain with the thickness of the sample T , ie., z = T.) The
plastic strain rate is calculated by setting-up the time evolution equations for the mobile
ρm and forest ρf densities, which are coupled to ’machine’ equation that specifies the mode
of deformation. The time evolution equations are set-up based on well known dislocation
mechanisms, an approach similar to that for the Ananthakrishna model for the Portevin-Le
Chatelier effect [17–20].
4.3 Model
For simplicity, we consider a sample that is free of defects such as surface steps, pre-existing
dislocations, grain boundaries etc., and attempt to explain the salient features of load con-
trolled experiments. These are: (a) the presence of an initial elastic response followed by
several displacement jumps of decreasing magnitudes, (b) the stress corresponding to the
maximum force on the initial elastic branch should be close to the theoretical yield stress of
the material, and (c) the existence of finite residual plasticity after unloading. The applied
load rate is given by
dF (z)
dt
= F˙0 = constant. (4.4)
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Here, we have assumed that the dependence of force on the indentation depth specific to
the geometry of the indenter, is known. Both the force response F of the sample and the
depth of indentation z are dynamical variables in the model. This simple looking equation
contains substantial information. For instance, for a Hertzian indenter (for which F =
4E∗R1/2z3/2/3), Eq. (4.4) imposes a constraint that the total depth of indentation increases
as t2/3, where t the duration of indentation. Similarly, for a Berkovich indenter, the total
depth of indentation increases as
√
t. Eq. (4.4) is assumed to hold over the entire duration
of indentation that includes plastic displacement jumps. But how exactly this relation holds
during plastic displacement excursions will be elucidated.
As stated earlier, while the elastic depth of indentation is determined by the force ex-
pression appropriate to the geometry of the indenter, the plastic displacement is obtained by
calculating the plastic strain rate ˙p using the time evolution equations for the dislocation
densities. Thus, the problem boils down to setting-up appropriate time evolution equations
for the dislocation densities, which is then coupled to the machine equation Eq. (4.4).
4.3.1 General form of time evolution equations for dislocation
densities
In general, setting-up appropriate set of time evolution equations for requisite types of
(space averaged) dislocation densities depends on the kind of plastic deformation that is
being described. (See for instance Refs. [17–20] for a model for the PLC effect and see
Ref.[20, 21] for a model for the case of conventional yield phenomenon exhibiting a smooth
stress-strain curve. Similar equations for space averaged time dependent dislocation densities
have been effectively used in the literature to explain specific features of several spatio-
temporal plastic deformation instabilities and patterns. For example, the ’storage recovery
model’ for the evolution with respect to shear strain for the forest dislocation density has
been used to obtain good insight into several characteristic features of cell pattern seen
in stage III deformation of F.C.C materials [22]. More recently Nix and Lee have used
time evolution equation for mobile dislocation density to explain the inverse power law
dependence of the yield stress on the diameter of nano-pillars [23]. Indeed, this kind of
mean field approach is routinely used in several areas of physics.)
For the nano-indentation problem, it is adequate to consider two types of space averaged
dislocation densities, namely, the mobile ρm and the forest ρf . The time evolution equa-
tions for the two dislocation densities for the DC mode nano-indentation were developed in
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Chapter-3 and Ref. [4]. For the sake of completeness, we will recall the relevant disloca-
tion mechanisms. Since the sample is expected to be dislocation free within the indented
nanometer volume, nucleation of dislocation loops has to occur first before their expansion
(seen in several MD simulations) which is essentially a multiplication. A few simulations also
show detachment of the loops from the source [5, 7, 10, 24] and their propagation toward the
boundary [10](see Fig. 5) and [7] (Fig. 9). Each of the dislocation mechanisms is activated
when the stress exceeds the corresponding threshold value. We denote the thresholds for
nucleation, multiplication and propagation respectively by σn, σm and σp. We now consider
the functional forms of these mechanisms. The rate of nucleation of a dislocation per unit
area is given by ν0
pib2
exp−Gn/kT where Gn is the Gibbs free energy. Using Gn = Fn − σVa
where Fn is the Helmholtz free energy and Va the activation volume, it is straightforward
to show that the expression can be rewritten as νn
pib2




and the nucleation stress σn can be identified with kT/Va. While σn depends on tempera-
ture, it is adequate to disregard this since there are no reports of temperature dependent
nano-indentation studies. For the sake of simplicity, we shall further assume that a single
loop is nucleated, ie., νn
pib2
= 1, but it straightforward to relax this condition. The rate of
multiplication of dislocations is traditionally written as θVm(σ)ρm with Vm(σ) representing
the average velocity of dislocations [25] and θ inverse of an appropriate length scale [4, 17].





, where m is a velocity exponent and hρ
1/2
f is the back stress with
h = αGb. Here, α ∼ 0.3 and G is the shear modulus. The next operating mechanism is the
detachment of dislocations from their source and their subsequent propagation. The rate
of propagation of dislocation loops to the boundary is proportional to the time required for








is an exponent. We note here that vp(σ) refers to the propagation velocity of dislocations
through an undeformed part of the specimen and therefore vp(σ) is necessarily different from









These dislocation mechanisms must be supplemented by some well known dislocation















− βρ2m − δρmρ1/2f − fβρmρf , (4.5)
ρ˙f = βρ
2
m − fβρmρf + δρmρ1/2f . (4.6)
The first two terms in Eq. (4.5) refer respectively to the nucleation and multiplication of
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dislocations. The third term refers to the propagation of dislocation to the boundary. The
next three terms are dislocation transformation mechanisms. Since, these terms are the
same as used in the DC mode of indentation [4], we will be brief in explaining each of these
’reaction’ terms. The loss term βρ2m in Eq. (4.5) corresponds to the formation of a dipole
when two dislocations moving in nearby glide planes approach a minimum distance(typically
a few nanometers). fβρmρf is the recovery term arising from the annihilation of a mobile
dislocation with a forest dislocation at a rate fβ (same mechanism as in Kocks model, except
for the notation). This is a common loss term for both the mobile and forest densities. The
parameter f is dimensionless constant typically ∼ 10−2 − 10. The term δρmρ1/2f represents
the formation of junctions, also called storage term, when two dislocations moving in two
slip planes intersect [17, 20–22]. This is a loss term in Eq. (4.5), but is a gain term in Eq.





f are the storage terms for the forest density contributing to the growth of ρf . Thus,
the competition between the parameters fβ corresponding to the common loss terms, and
β and δ corresponding to dipole and forest storage terms controls the relative magnitudes
of ρm and ρf . Equations (4.5,4.6) are coupled to Eq. (4.4). (One can easily identify the
parameters fβ and δ used in the above equations with the co-efficients used for ρ
1/2
f ρm and
ρfρm terms in the storage-recovery model [22]. )
4.3.2 Model equations for Berkovich indenter
Eqs. (4.4,4.5) and (4.6) are functions of stress. Therefore, stress should be expressed in
terms of load and area supporting the load as both evolve in time. However, the area-depth
relation holds only in the elastic region, we assume that this relation also holds for the
elasto-plastic region, ie., A(z) = A(zec + zpc), where zpc is the contact depth contribution
from plastic deformation. (Note that a conversion factor ze ≈ szec should be used in Eq.
(4.1)). Using Eq. (4.1) and Eq. (4.3) in Eqs. (4.5) and (4.6), the evolution equations for
































m − fβρmρf + δρmρ1/2f (4.8)
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Note that we have used zpc = zp/s. Using the value of νs in Eq. (4.1) we get C
‘ = 5.12704.
The parameter s relating z with zc is obtained by using Eq. (8) of Ref. [15]. Although this
relation is marginally nonlinear, for indentation depths considered (< 100nm), s turns-out
to be 1.6.
Eqs. (4.7-4.10) constitute a set of nonlinear ordinary differential equations for the nano-
indentation problem. Such equations often exhibit instabilities for a domain of values of
the model parameters. In the present case of constant force rate, the instability domain of
parameter values has been determined numerically which shows that the (transient) insta-
bility occurs over a wide range of values of parameters(see Table 4.1). The transient nature
is clear from the decreasing magnitudes of displacement jumps, both in experiments and in
our model. We confine our numerical work to a restricted range within instability domain
of parameters. (See also Appendix of Ref. [4] where details of stability analysis is given.)
4.3.3 Estimation of parameter values
The parameters used in the model equations can be classified as experimental or theoretical.
As stated in the introduction, the strength of our model is that we can adopt experimental
parameters such as E∗, F˙0, R, b, T and h = αGb. and other shape parameters defining the
indenter geometry. (We emphasize here that the ability to adopt experimental deformation
rates is common to dislocation dynamical approach to plastic deformation that includes other
types of instabilities such as the Portevin-Le Chatelier effect [17, 19, 20].) This requires that
we consider a specific experimental result. Here we consider the load-displacement curve
(Fig. 7 of Ref.[3] ) for single crystals of Aluminum with (110) orientation for a Berkovich
indenter. Therefore, we adopt experimental parameters given in Ref. [3]. This is shown in
Table 4.1.
The range of values of several of the theoretical parameters used in the model can be
estimated based on physical arguments. This for some parameters is smaller than the
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instability domain. We then study the influence of the parameters on the model F − z
curves to demonstrate that there is wide range of values for which the model F − z curves
capture the characteristic features of nano-indentation such as the existence of an elastic
branch followed by several displacement jumps of decreasing magnitudes, in addition to
exhibiting residual plasticity. This also helps us to evaluate the relative importance of
various dislocation mechanisms. Further, such a study shows that it is straightforward to
obtain an optimized set of parameters values that provides a good fit to an experimental
F − z curve. Here, it is worth noting that the ranges of the parameters have been evaluated
in our earlier paper on nano-indentation (Ref. [4]), see also related papers where these
parameters appear [17–21]. (Here, we note that in dislocation based plasticity models, the
number of parameters in a model is determined by the number of dislocation mechanisms
included to model the phenomenon. The more complicated the phenomenon is, the more
the number of parameters (see for example PLC model[17–20]). Even in simple models like
the steady-state storage-recovery model [22] and the model for plasticity of micro-pillars
[23], there are quite a few parameters, three and six respectively.)
Approximate values of some of these parameters (ranges in the others), can be fixed
quite easily as we shall see. For example, the values of the two threshold stresses σn and σm
can be fixed based on other studies or on physical grounds. For instance, absence of initial
dislocations in the indented volume implies that nucleation should occur first for further
deformation to proceed. The nucleation stress is known to be σn ∼ E∗/10−E∗/2pi. On the
other hand, if one is interested in fitting a particular experimental F − z curve, one can use
the value of σn calculated from the experimental F −z curve. (The latter can be determined
in two ways. The maximum value of F on the elastic branch can be used to obtain ze using
Eq. (4.1), which then gives the area through Eq. (4.3). Or, the value of ze at which the
first displacement jump occurs can be read off and used to calculate σn using Eqs. (4.1)
and (4.3).) For instance, in the case of Fig. 7 of Ref [3], we get σn ≈ 7.0GPa. Thus, when
attempting to provide a good fit to the desired experimental F − z curve, σn can be taken as
fixed.
The fact that several of the dislocation mechanisms occur in a time sequence can be
made use of to derive an anaytical expression relating the nucleation stress σn and the depth
at which the nucleation occurs. This can be done by noting that nucleation can only occur
when the stress exceeds σn, or equivalently, the quantity in the exponential of the first term







] = σn (4.11)
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Note that at this point, the supporting area is purely elastic. Using Eq. (4.1) for F (z) and
Eq. (4.3) gives an expression for the contact depth zec in terms of σn/E
∗ and R at which














(As mentioned earlier, the value of s relating z and zec calculated using Eq. (8) in Ref. [15]
is 1.6.) Thus, the depth of indentation z = zn at which the nucleation occurs is completely
determined for a given value of σn/E
∗ and R. Note that this statement is independent of
the mode of deformation. Eq. (4.12) allows determination of either σn or zn given the other
assuming a typical value of R is taken from experiments(As mentioned above, σn can either
be used as a parameter within known bounds or a value extracted from experimental F − z
curve can be used). For example, if we use σn/E
∗ = 1/10 and R = 40 taken from Ref. [3],
we get zn = 14.9nm. Conversely, given zn = 14.9nm, we get σn/E
∗ = 1/10. On the other
hand, a choice of σn = 7.0GPa gives zn ≈ 14nm. (see Table 4.1).
Furthermore, given a value of σn, we can use z = zn so obtained in Eq.(4.1) to determine
F . Then, Eq. (4.4) determines the time t = tn at which nucleation occurs. Once dislocations
are nucleated, the multiplication mechanism takes over. Thus, both F and zn can be uniquely
determined.
On the other hand, the depth at which the elastic branch terminates with the onset of
dislocation nucleation also depends on the next activated process, namely, dislocation mul-
tiplication process. In fact, the elastic branch is terminated by the nucleation of dislocation
loops followed by their multiplication. Now, we discuss how to obtain some estimate of σm.
It is useful to use specific values for illustration. For this purpose, we shall use σn ∼ E∗/10
and σm ∼ E∗/100 (a typical range cited in the literature is σm ∼ E∗/100−E∗/300). Even at
the nucleation point, the stress at z = zn (or at t = tn) σ(zn(tn)) is equal to the nucleation
stress σn, which however, is at least a factor 10 larger than σm. Since the growth of the mo-
bile density is determined by the dislocation multiplication term in Eq. (4.7) ( the II term),





can be large and σn/σm ∼ 10. Moreover, the growth of ρm is exponential and consequently,
a large burst of ρm ensues in a short time. Then, the magnitude of the first plastic displace-
ment jump zp is given by the integral of Eq. (4.10). Thus, the first displacement jump is
completely controlled by the ratio of the nucleation stress σn to the multiplication stress σm
and the exponent m. Indeed, in our numerical solution, we see the first displacement jump
occurs at a time when σ/σn exceeds unity and the magnitude of the displacement jump is
controlled by σn/σm.
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While σm is usually taken to be of the order of the bulk yield stress (ranging from
E∗/100− E∗/300), it can be significantly larger than the bulk value for small system sizes.
For example, the yield stress of micro-pillar increases with decreasing diameter [27–31]. For
this reason, for investigating the sensitivity of the model F − z curves to the changes in σm,
we consider σm to be larger than E
∗/100 to 1GPa , ie., from 0.73 - 1 GPa.
The velocity exponentm is inversely related to the strain rate sensitivity exponent defined
by S = [ dln˙
dlnσ
]1/m measured at constant temperature. Physically, high values of m correspond
to materials that are rather insensitive to strain rate changes. However, this identification
breaks down in the case of nano-indentation where displacement jumps dominate. In view of
this, we allow m to range from 2-15 with the upper limit set by tolerance issues in numerical
integration of the equations. What is important here is that the characteristic features of
experimental F − z curves are exhibited in this interval as we shall show in the next section.
Now, consider estimating the range of allowed values of other theoretical parameters
θV0, fβ, δ and νp0. Even among these parameters, some parameters are approximately fixed
based on the physical requirements. In other cases, only the range of physically allowed
values can be estimated.
The parameter θV0 essentially constitutes a time scale. We set this to unity (ie., one
second) to ensure that the time scale for the time evolution of dislocation densities matches
the experimental time scale as was done in [4] and in the dislocation density based models
[17–20, 32]. The parameter θ has inverse dimension of length. In the context of plastic
deformation, the order of magnitude of such length scales is usually taken to be 1/
√
ρf .
Using the asymptotic value of ρf to be 10
12/m2 gives θ ∼ 106/m, implies that V0 ∼ 10−6m/s.
Estimating the prefactor νp0 in the expression for νp0 =
vp0
T
is difficult. However, the






smaller than the production term θV0ρm[
σ−hρ1/2f
σm
]m. We therefore use νp0 as a free parameter
(and therefore vp0), that can vary over three orders of magnitude(see Table 4.1). Again, very
little is known about the propagation velocity exponent p, but we use a range from 1-10 for
investigating the sensitivity of the model F − z curve.
As for the parameters fβ and δ, it is easy to show that the orders of magnitudes of the
two parameters are determined once the asymptotic (long time) values of the two densities
(denoted by ρm0 and ρf0) are given or vice versa (see Appendix of Ref. [4]). However, using
typical values of ρf ∼ 1012/m2 already provides an order of magnitude estimate for β and
δ ( fβ = 10−12m2/s and δ ∼ 10−6m/s). When the values of asymptotic densities are not
known, f can be varied over three orders of magnitude (keeping β fixed or vice versa) and δ
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over two orders of magnitude. Table 4.1 lists the range of allowed values of the parameters.
The optimized parameter values used for a good fit for the experimental F − z curve fall in
this range and are listed in Table 4.2.
Table 4.1: Range of parameter values in the model equations using Berkovich indenter
keeping R = 40nm and σn = 7.0GPa.
E∗(GPa) σm(GPa) σp(GPa) F˙0(µN/s)
73.7 0.73− 1.0 σm − 6.5 0.3
vp0(m/s) β(m
2/s) δ(m/s) f
10−9 − 5 ∗ 10−6 10−13 0.01− 2 ∗ 10−6 10−2 − 10
Table 4.2: Optimized parameter values used for best fit with experimental load-
displacement curve. Other parameters are fixed at σn = 7.0GPa, σm = 0.91GPa and
m = 11. See text.
σp(GPa) vp0(m/s) β(m
2/s) δ(m/s) f
1.5 4 ∗ 10−7 10−13 1.58× 10−6 10
4.4 Results
Equations (4.7,4.8,4.9,4.10) are solved using adaptive step Runge-Kutta solver (MATLAB
’15s’) with initial conditions ρm = 0 and ρf = 0 to mimic the absence of dislocations.
4.4.1 Influence of parameter variation of model force-displacement
curves
As stated in the previous section, the initial elastic branch and the first displacement jump
are controlled by the values of σn (in a small range, but for all practical purposes can be
considered as fixed) and σm. However, the nature of force-displacement curve beyond the
first displacement jump is controlled by other parameters listed in Table 4.1, in particular
f and δ as we shall show.
We first focus our attention on demonstrating that the characteristic features of exper-
imental F − z curve (such as the existence of an elastic branch followed by displacement
jumps of decreasing magnitudes), are predicted by the model, for a range of values of each
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of the parameters keeping other parameters fixed in the instability range. Since it is a multi
parameter space, we use the values of the parameters shown in Table 4.2 and examine the
influence of specific parameters.
First consider the influence of σm on F − z curve with all other parameters fixed as in
Table 4.2. As stated in the last section, we have varied σm from E
∗/100 to 1GPa. Plots
of F − z for σm = 0.73, 0.8, 0.91 and 1GPa are shown in Fig. 4.1(a). It is clear that all
the F − z curves show displacement jumps of decreasing magnitude when σm is increased.
Note that the load remains nearly constant during the first displacement jump. We have
also investigated the influence of the phenomenological velocity exponent m on model F − z
curves. Plots of F − z curve for m = 4, 7, 11 are shown in Fig. 4.1(b). It is clear that higher
the value ofm, the larger is the first displacement jump with smaller subsequent displacement
jumps. Further, note that increasing σm and increasing m have opposite effect. This feature
is helpful in a obtaining a proper choice of σm and m that matches the magnitude of the first
displacement jump ∼ 34nm in the experimental plot([3]). This gives σm = 0.91GPa and
m = 11. Note that σm = 0.91GPa obtained here is marginally lower than σm = 0.96GPa
used in DC mode of indentation[4] for matching the experiments of Kiely et al [1, 2].
As explained in section 4.3.3, the parameters fβ and δ control the growth of ρm and
ρf . Further, these two parameters have opposing effect on the growth of ρm and ρf . This
implies that the range of δ for which the characteristic features of F − z curve is predicted
depends on the value of f . (We shall keep β fixed at 10−13m2/s and vary f rather than
vary fβ.) We have examined the influence of δ, for f varying in the range 10−2 to 10. For
small f , say 0.01 or 0.1 (keeping β fixed), the model F − z curve has all the features of
experimental F − z curve with several displacement jumps when δ is varied in the range
δ = 0.06, 0.158, 0.32, 3.16 × 10−6m/s as shown in Fig. 4.2(a) keeping f = 0.01. For high
values of f , the range of δ is reduced. Similarly, we have studied the influence of f on the
model F − z by varying it from 0.01 to 10. Plots of the F − z curves are shown in Fig.
4.1(b). This study also shows that while larger values of δ lead to more rapid increase in the
load after each jump with smaller displacement jumps, larger f leads to larger displacement
jumps with smaller load increase.
On the other hand several other parameters such as νp0 , p and σp have very little influence
on the F − z curves. For instance, we found that the F − z curves are insensitive to vp0
when it is varied over three order of magnitude (from 4×10−9−4×10−6m/s). We have also
studied the influence of σp on the model F − z curves. For σp less than σm, the magnitude
of the first displacement marginally comes down while for σp larger than σm the curves
practically coincide. Further, F − z curves nearly overlap when the exponent p is varied
from 1-10.
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Figure 4.1: Variation of one parameter keeping other parameter values fixed as in Table
4.2 unless otherwise specified(at f = 10,m = 11, p = 4, σn = 7.0GPa, σm = 0.91GPa, σp =
1.5GPa, νp0 = 1.0). (a) Plots of F − z for σm = 0.73, 0.8, 0.91, 1.0GPa (b) Plots of F − z
for velocity exponent m = 4, 7, 11. The arrow shown in both the figures indicate increasing
parameter values.
This study also provides insight into the relative importance of different dislocation
mechanisms on nano-indentation process. First, nucleation followed by dislocation multipli-
cation mechanisms (ie., σn and σm and the velocity exponent m) are important mechanisms
in determining the F − z curve till the end of the first displacement jump. Further, since
the parameters f an δ control the F − z curve beyond the first displacement jump, disloca-
tion transformation processes such as formation of locks, junctions and recovery processes
are also important dislocation processes. Interestingly, dislocation loss mechanism (to the
boundary) due to propagation controlled by the parameters νp0 , p and σp - that were difficult
to estimate -have turned out have very little influence on the model F − z curve.
Finally, the decreasing magnitudes of displacement jumps, a mathematical signature of
a transient instability and a characteristic feature of nano-indentation experiments is well
capture by the model.
4.4.2 Optimized values for best fit to experimental force-displacement
curve
It is useful to summarize the results of the previous section. First, there is a range of values
of the parameters in the instability regime for which the model F − z curves show all the
characteristic features of experimental load-displacement curves. More importantly, two
points are useful when one wishes to fit an experimental F − z plot. First, the magnitude of
the elastic branch up to the onset of the first pop-in event is determined by σn (∼ E∗/10)
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Figure 4.2: Variation of one parameter keeping other parameter values as in Table 4.2
unless otherwise specified (at f = 10,m = 11, p = 4, σn = 7.0GPa, σm = 0.91GPa, σp =
1.5GPa, νp0 = 1.0). (a) Plots of the load as a function of depth of indentation z for three
values of δ = 0.06, 0.158, 0.32, 3.16 × 10−6m/s keeping f = 0.01. (b) Plots of F − z for
f = 0.01, 1, 10 for δ = 1.58 × 10−6m/s. The arrow shown in both the figures indicate
increasing parameter values.
and σm. The magnitude of the first displacement jump is determined by (σn/σm)
m. The
rest of F − z curve with multiple displacement jumps is determined by f and δ.
Thus, only if one is interested in obtaining a good fit for an experimental curve do we need
to use certain features of the experimental F −z that is being targeted. For example, for our
study, we wish to get a good fit for Fig. 7 of Ref.[3]. Then, two experimental features that we
use are the extent of the elastic branch and magnitude of the first displacement jump. The
first feature gives the nucleation stress σn = 7.0GPa (Calculated from experimental F − z
curve). The extent of the first displacement jump of 34nm essentially fixes σm = 0.91GPa
and m = 11. Here, we have used the fact that σm and m have opposite influence on F − z
curves. These two features gives a good fit for the experimental F − z curve till the end of
first displacement jump. Since the influence of other parameters are negligible on the model
F − z curves as demonstrated in the last section, what is left is to optimize f and δ to fit
the rest of the curve. This is done easily by noting the opposing influence of δ and f on
F − z curve mentioned in the last section. We further demand that we use those values of δ
and f such that the maximum load and maximum depth F ≈ 44mN and z ≈ 60nm (in the
experimental plot) is captured by model F − z curve (see Fig. 7 of Ref. 12). The values of
f and δ that satisfy this condition are listed in Table 4.2.
Fig. 4.3(a) shows the model load-displacement curve so obtained along with experimental
points •.(These points are extracted from Fig. (7) of Ref. [3] for the (110) orientation.) The
initial elastic branch ends at ∼ 14nm with a force value of ∼ 30µN and a first displacement
jump is ∼ 34nm. Note also that the force remains practically constant. Subsequently,
load increases rapidly suggesting that it is nearly elastic. The magnitudes of the successive
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Figure 4.3: (a) Plot of the force as a function of depth of indentation along with exper-
imental points(•) extracted from Ref.[3]. (b) Plot of stress as a function of depth.































































Figure 4.4: (a,b) Plots of ρm and ρf as a function of depth of indentation respectively.
The inset in (a) shows secondary bursts on an expanded scale. The inset in (b) shows the
plots of ρf and ρm. Note that the first burst of ρm overshoots the scale in the inset. This
shows that ρm transforms during the duration of burst to ρf and that the magnitude of
ρm significantly lower than ρf after the first burst.
displacement jumps decrease and so do the magnitudes of steps on the F − z curve. It is
clear from Fig. 4.3(a) that experimental points fall on the predicted curve for most part of
the F−z curve except for the last few nanometers. Thus, the model F−z curve captures not
only the general features of the experimental F −z curve for a range of parameter values, the
model F − z curve corresponding to the optimized parameter values match the experimental
values very well. The maximum force of 45µN at maximum depth of indentation of 60nm
is marginally higher than that in the experiment. Again, this difference is seen to be due to
fact that the model curve raises faster than the experiment in the last few nanometers. We
shall comment on possible factors contributing to the mismatch later.
We have also computed stress as a function of the indentation depth. This is shown in
Fig. 4.3(b). As can be seen, the maximum stress on the initial elastic branch ∼ 7.1GPa
is close to the theoretical strength of the material. Thereafter, stress relaxes largely during
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the first displacement jump eventually reaching an asymptotic value of ∼ 1GPa. It should
be noted that this value is higher than the multiplication stress σm = 0.91GPa.
Our approach automatically allows us to compute the mobile and forest dislocation den-
sities. The two densities are shown as a function of time in Figs. 4.4(a) and (b) respectively.
As can be seen, the first burst of ρm is large ∼ 2.5× 1014/m2 and sharp. The magnitude of
successive bursts decreases rapidly to a value 2.3× 1011m−2 with increasing burst duration
as is clear from the inset of Fig. 4.4(a). In contrast, Fig. 4.4(b) shows that ρf exhibits a
first burst and thereafter decreases in steps to an asymptotic value of ∼ 3× 1012/m2. This
feature is in sharp contrast to nature of ρf seen in the DC mode of indentation where ρf
increases in steps (see Fig. 2(b) of Ref. [4]). To understand this difference, we have plotted
ρm and ρf on the same scale (inset of Fig. 4.4(b)). Then, the sharp first burst of ρf can
be attributed to the short time scale over which the first burst of ρm occurs during which
most of ρm gets transformed to ρf . Further, since f is large, the common loss term fβρmρf
dominates thereby transforming most of ρm to ρf . Thus, ρm falls below the value of ρf .
Then, ρf remains flat till the next burst of ρm when the same mechanism dominates. This
explains decreasing stepped nature of ρf .
We have also performed unloading runs both for non-optimized and optimized sets of
parameter values. Since the salient features are the same we illustrate this by considering
the F − z curve for optimized parameter values. Fig. 4.5(a) show three such unloading
curves(dashed curves) starting from the end points of the pop-in events (◦) and from points
marked • at the top of the following elastic branch. The residual plastic displacements zpr,
for the first three unloading curves are ∼ 33, 37 and 40nm respectively as can be seen from
the Fig. 4.5(a). These values also match with the residual plastic displacements deduced
from the experimental curve [3].
Our model is well suited to address questions about the indentation-size effect (ISE), a
topic that has attracted considerable attention for quite sometime [23, 33–37]. This is clear
from the fact that the model allows us to calculate the plastic contribution to indentation
depth based on the dislocation density evolution equations. However, since we are dealing
with indentation at nanometer length scales where displacement jumps dominate, there is
an ambiguity in using the standard definition of hardness given by H = F
Ar
. Here, Ar is
the residual area after unloading. This is given by Ar = 24.54(zpr/s)
2 + piR(zpr/s). The
fact that there is an ambiguity in the value of H is clear from Fig. 4.3(a) itself since points
before and after the displacement excursions have very different residual depth while the
force values are nearly the same. Similarly, force values from two different points can be
significantly different for nearly same residual plastic depth zpr. This is illustrated in Fig.
4.5(a). The figure shows a loading (continuous) curve and three unloading curves (dashed).
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Figure 4.5: (a) Plot of F − z for loading run along with three unloading curves. (b)
Hardness calculated in the two different ways stated in the text. Note that the last few
points are for larger depths than in experiment.
The second curve actually has two overlapping curves that are not distinguishable on this
scale. However, on an expanded scale two distinct curves become visible. This is shown in
the inset. As can be seen, one unloading curve starts from a point just after a pop-in event
(◦) and another from a point at the top of the subsequent force branch (•). As is clear,
the residual plastic depth zpr are nearly the same while the corresponding force values differ
substantially. Then, the natural question is - which force or residual area should be used for
calculating the hardness?
We have calculated the hardness using (F, zpr) values for all the unloading curves. Fig.
4.5(b) shows a plot of hardness for both these sets of points shown by ◦ and • respectively.
While the former ◦ shows an increasing trend, the latter • shows a decreasing trend, both
approaching a limiting value for large z since the magnitudes of the displacement jumps
decrease. The analysis illustrates the ambiguity in defining the true hardness in the dis-
placement jump dominated region at nanometer scales. This ambiguity however gradually
disappears for large z where the magnitude of the displacement jumps disappear. The ex-
istence of this ambiguity has been noted by Ref. [33], but glossed over by others [36] (see
their comments in their Fig.6(a)). For large z where displacement jumps disappear, the
hardness decreases, though marginally. The asymptotic values of H = 1.98GPa, a value
that is almost twice the stress at large z(see Fig. 4.3(b)) Thus, our model does predict the
indentation-size effect as well.
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Figure 4.6: Plot of σn
dA(z)
dt as a function of time during the first four pop-in events. The
red line corresponds to the applied force rate F˙0 = 0.3× 10−6N/s.
4.5 Discussion and synthesis of the results
The dynamical approach taken here clarifies several open questions raised in the introduc-
tion. We consider each of these issues below.
4.5.1 Common mechanism underlying all displacement jumps
The above discussion attempts to elucidate the dislocation mechanisms participating in the
first displacement jump. They are different from those underlying the secondary displace-
ment jumps. However, from a view point of dynamics, there is a common mechanism that
explains why displacement jumps occur. To appreciate this issue better consider a careful
analysis of all the relevant plots. A mechanistic view point is provided by looking at stress
shown in Fig. 4.3(b). It is clear that the stress relaxes to ∼ 0.98GPa during the first pop-in
event itself eventually reaching its asymptotic value of ∼ 1GPa. However, from Eq. (4.5), it
is clear that the factor responsible for multiplication of dislocations (or a burst of z˙p ) is that
the ratio of σ/σm should exceed unity. Since the stress remains higher than σm after the first
pop-in event, one should expect a continuous increase in ρm or equivalently a continuous
increase in zp. In contrast, Fig. 4.3(a) shows that the force increases quite sharply beyond
the first pop-in event suggesting a dominant elastic contribution. Indeed, the plastic contri-
bution is rather minimal is clear from the inset of Fig. 4.5(a) that shows the two unloading
curves starting from points marked ◦ and • almost coincide. This raises the question- why
should the force increase in a near elastic manner just beyond the first pop-in event when
stress remains higher than threshold stress for multiplication? This question is also relevant
for subsequent displacement jumps.
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To understand this, we first note that the area increase can occur either due to elastic
loading or due to plastic deformation. However, the time scale over which these two processes
occur are very different. The former is a smooth function of time with a rate given by
Eq. (4.4). In contrast, area increase due to plastic deformation can be discontinuous at
nanometer scales. Within the scope of our framework, the durations over which this happens
can be calculated using Eq. (4.10). In order to compare these two quantities, we need
to supply a suitable multiplicative factor σm (stress threshold beyond which dislocation
multiplication can occur) to make A˙(z) dimensionally consistent with force rate. Further,
this factor makes these two quantities to be of comparable magnitudes. Fig. 4.6 shows a
plot of σmA˙(z) as a function of time. Also shown is the applied force rate (red line). As
can be seen from Fig. 4.6, the quantity σmA˙(z) is of burst type. It is clear that whenever
σmA˙(z) overshoots F˙0, we see a burst of ρm or equivalently, a displacement jump. Otherwise,
the elastic component over takes the plastic contribution. This feature is very similar to
the mechanism underlying force drops in the DC mode of indentation where a force drop
occurs whenever the plastic displacement rate exceeds the applied displacement rate. Note
that the duration of the first pop-in event is very small. In contrast, the duration of the
subsequent pop-in events gets longer and longer till F˙0 and σmA˙(z) are comparable. There
after, the displacement jumps are smoothened-out. This discussion explicitly demonstrates
that the physical mechanism for the displacement jumps is that it arises due to a competition
between the applied force rate and the rate at which area increases due to plastic deformation.
Thus, from a theoretical point of view, a simple force rate equation would be sufficient as
long as the applied force is much larger than the plastic displacement bursts. However, in
experiments, enforcing constant force rate condition during displacement jumps may not be
easy due to finite response time of the machine.
4.5.1.1 Underlying dislocation mechanisms for secondary pop-in events
From a dislocation point of view, the decreasing magnitudes of the force steps or the dis-
placement jumps might suggest that it could be due to increasing back stress. However, this
is not the case as can be seen from the fact that the back stress σb = αGbρ
1/2
f . Then, σb
is ∼ 8− 25MPa since ρf ranges from ∼ 3× 1013/m2 at its peak to its asymptotic value of
∼ 3× 1012m−2.
To elucidate the dislocation mechanism, consider Fig. 4.4(a). We note that a large part
of the first ρm burst is transformed to ρf in a short time. Further, each burst of ρm is
quickly transformed to ρf thus exhausting the growth of ρm. Thus, in course of deformation
ρf decreases due to recovery mechanism (−fβρmρf ) to its asymptotic value. The fact that
4.6. Conclusions 93
an asymptotic state is reached also implies that steps on the F − z curve decreases. Finally,
the question about the number of dislocations participating in a given displacement jump is
straightforward since it is related to the burst size of ρm for the given displacement jump.
4.5.2 Mathematical mechanism of the instability
The above discussion establishes that the physical mechanism underlying the instability
is a competition between the imposed force rate and rate at which the area changes due
to plastic deformation. Further, Fig. 4.6 shows that the magnitudes of σmA˙(z) decreases
as indentation proceeds. Indeed, several other measurable quantities such as decreasing
magnitudes of the displacement jumps and step sizes of load are all standard signatures of
a transient instability.
4.6 Conclusions
The primary aim of this work is to provide an alternate theoretical framework to explain the
displacement jumps in the load controlled nano-indentation experiments. The conclusions
drawn from the study are summarized below.
a) The model predicts all the generic features of nano-indentation such as the existence
of an elastic branch followed by several displacement jumps of decreasing magnitudes, and
residual plasticity under unloading for a range of values of the parameters. In this range
the predicted values of load, the magnitude of displacement jumps etc., are similar to those
seen in experiments.
b) The influence of various parameters on the model F − z shows that its straight-
forward to obtain optimized values of the parameters that matches the experimental force-
displacement curve closely. Further, the maximum stress on the elastic branch is close to the
theoretical strength of the material. The residual plasticity under unloading also matches
experimental values.
c) This kind of dislocation density based approach opens the possibility to study nano-
indentation on experimental length and time scales that cannot be reached by finer scales
simulation techniques.
d) The strength of our approach lies in providing an innovative method for calculating
the contribution from plastic deformation zp to the total depth of indentation using the time
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evolution equations for ρm and ρf in such a way that the time scale of evolution of dislocation
densities matches that of the experimental time scale. Since these (space averaged) densities
are coupled to the constant force rate equation, the time scale of evolution of the densities,
namely θV0 in Eq. (4.5) is set to unity (ie., one second) whereby it matches the experimental
time scale. Consequently, the length scale corresponding to the maximum force Fmax, namely
zmax can be mapped with experimental values.
e) The fact that the model F−z curves exhibit the characteristic features of experimental
curve for a range of parameter values can only be attributed to the fact that our approach
allows for a direct adoption of experimental parameters such as F˙0, R, T, b, E
∗ and h(αGb).
Our approach also provides a consistent scheme to match the time scale and length scale
(total depth) governing the evolution of dislocation densities with those set by experimental
indentation rate F˙0.
f) Our approach allows us to elucidate the underlying mechanisms involved in the first
displacement and subsequent displacement jumps. The mechanism controlling the magni-
tude of the first displacement jump is the ratio of the nucleation stress to the multiplication
stress. The model explicitly demonstrates that displacement jumps result from a compe-
tition between the applied force rate and the rate of increase in the area increases due to
plastic deformation.
g) The decreasing magnitudes of displacement jumps on the F − z curve as well as the
load steps are shown to be due to the transient nature of nano-indentation instability.
h) The model provides a theoretical basis for elucidating the ambiguity involved in defin-
ing the hardness in the nanoscale region where displacement jumps dominate. For larger
depths where displacement jumps disappear, the hardness shows a decreasing trend, though
marginally. Thus, our model also displays the indentation-size effect. Indeed, since our
model uses dislocation density for calculation of plastic contribution, our method offers an
alternate approach to strain gradient theories [23, 34, 35]. The yield stress is also ill defined
at nanometer scales since displacement jumps dominate.
i) Even though there is no feed back mechanism in load controlled experiments, a simple
force rate equation is adequate to describe the load controlled experiments provided the force
rate is significantly larger than plastic strain rate bursts or plastic displacement bursts.
While the depth of indentation z is used as a dynamical variable, the model does not
include spatial degrees of freedom explicitly. This may be necessary for addressing certain
features of nano-indentation that critically depend on the spatial distribution of dislocations.
Therefore, it might come as a surprise that despite the absence of spatial degrees of freedom,
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the experimental points fall on the model F − z curve for most part. To appreciate this, it
is important to recognize that dislocation densities used here represent the spatial averages
over indented volume. Much the same way, all experimentally measured quantities such as
the force, stress, depth of indentation, residual plasticity under unloading etc., are all space
averages of the dislocation activity in the sample. Since both theoretically computed and
experimentally measured quantities represent spatial averages, the good match is not all
that surprising. Moreover, it is well known that averages are quite insensitive to details of
the distribution. This statement is applicable to spatial averages as well. However, if spatial
degrees of freedom are introduced, displacement jumps will exhibit some stochasticity, ie.,
secondary displacement jumps as well as steps on the force will be different in different runs.
This is a general result in dynamical systems that has been well illustrated in the case of the
Portevin-Le Chatelier effect (see Fig. 1 of Chapter-2 [17]). In the case of nano-indentation,
inclusion of spatial degrees of freedom is nontrivial since this involves moving contact point.
Finally, it would be interesting to explore the possibility of using the current approach with
finite element methods that calculate the stress distribution under the indenter. This al-
lows the possibility of obtaining spatial distribution of the dislocation activity in the sample.
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CHAPTER 5
An Alternate Framemwork for Hardness and Indentation Size Effect
Based on Residual Plastic Depth: A Dislocation Dynamical Approach
Two kinds to size dependent mechanical properties have been reported in studies of small
volume systems. One that is relatively more recent is the increases in the yield stress with
decreasing diameter of micrometer or submicrometer rods [1–4]. This is attributed to a
competition between a basic length scale in plastic deformation such as the glide distance
with the dimension of the sample. The other property known for a long time is the ’smaller
is stronger’ effect in indentation experiments on thin films, commonly called as the inden-
tation size effect(ISE). More specifically, the ISE refers to the increase in the hardness with
decreasing indentation depth, particularly below a micrometer depth of indentation [5–9].
The ISE is now a well established result. This is attributed to the existence of strain gradi-
ents under the indenter. The purpose of this Chapter is to provide an alternate framework
for calculating the hardness that follows exactly the experimental procedure for calculating
the hardness where the residual imprint area is measured after unloading the indenter.
However, these size dependent effects, in particular, the ISE cannot be explained on
the basis of conventional continuum plasticity models since all mechanical properties are
independent of length scales. Fleck and Hutchinson [10–12] suggested that strong strain
gradients exist at small indentation depths requiring geometrically necessary dislocation
(GND) to relax the strain gradients. The size effect was described by introducing a length
scale corresponding to strain gradients in the phenomenological plasticity theory. The GNDs
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then act as extra storage mechanism in addition to the homogeneously distributed statisti-
cally stored dislocations (SSDs) contributing additional hardening mechanism. Subsequent
improvements in strain gradient theories include three length scales [12–14].
Early investigations on the ISE did recognize [5–8] that GNDs were required to accom-
modate strain gradients and that the hardness H is determined by the sum of the SSD and
GND densities [5–8]. Using an expression for GNDs in terms of (mean) strain gradient in
the Taylor expression for the flow stress, Ma and Clarke [7] and Poole et al [8] were able
to provide satisfactory explanation of their results. Following these steps, Nix and Gao [15]
derived an expression for hardness as a function of the indentation depth z. The relevant
variables are the SSD and GND densities. An expression for the GND density was obtained
by assuming that GNDs are contained within a hemispherical volume of mean contact radius.
The authors derived an expression for the hardness H as a function of indentation depth
z given by [ H
H0
]2 = 1 + z
∗
z
, and showed that this linear relation was in excellent agreement
with the published results of McElhaney et al [9], and Ma and Clarke [7]. The intercept H20
identifies the hardness H0 in the limit of large sample size. Then H0 represents the hardness
arising only from SSDs. The slope z∗ can be identified as the length scale below which the
ISE becomes significant. The inverse depth dependence of the GND density on indentation
depth points to an unbounded increase in the GND density, which obviously is unphysical.
The authors use the model to derive a strain gradient law for plasticity that resembles the
phenomenological law of Fletcher and Hutchinson when recast [10]. Refinements have been
suggested by including the Nye factor into the Taylor relation. An equivalent relation for
spherical indenters has also been suggested[16].
Later investigations showed that the linear relationship between H2 versus 1/z breaks
down at small indentation depths [16–19]. Several reasons for this deviation has been iden-
tified. The basic assumption that the GND density is contained in hemispherical volume
has received considerable attention. It has been argued that there would be repulsive force
if all the GNDs are of the same type forcing the GNDs to spread out into much bigger
volume than the assumed semispherical volume [16]. Consequently, the GND density is
over estimated. The model also predicts increasing GND density with decreasing depths.
This result is at variance with experimental results obtained using EBSD and TEM [20–24].
These experiments show that the GND density is actually smaller at smaller depths and
have a tendency to move far into the sample with increasing indentation depth. Correction
to the GND density that accounts for how GNDs spread out into larger volumes has also
been suggested [18]. The effect of rounding of the indenter tip has also been studied and
found to account partially for the deviation from the linear law [25, 26]. Another refinement
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introduces a maximum permissible GND density below a certain depth [27]. These modifica-
tions partially explain the deviation of H2 verses 1/z linearity. There are several simulations
(mostly 2-dimensional) that show GNDs occupy significantly larger volume [28, 29].
Much insight into indentation process has come from different types of simulations.
However, small scale simulation methods such as molecular dynamics(MD) are not suitable
for simulating micro-indentation process where the ISE features become evident. Even
dislocation dynamical simulations have mostly been limited to two dimensional simulations.
On the other hand, finite element methods (FEM) are well suited for micro-indentation
process. The method has been employed in conjunction with crystal plasticity constitutive
laws or their equivalent. (See for example [30–32].)
While models for hardness and ISE such as Nix and Gao or its extensions are appealing
and well suited for the analysis of experimental data, these models employ Taylor relation
for the flow stress in a fundamental way [5–9, 15–19, 25, 26]. Hardness, however depends
inversely on the residual imprint size, which is determined by the residual plastic indenta-
tion depth. Unlike the flow stress which is a measure of resistance to dislocation motion,
residual plastic indentation depth is a measure of the ease with which dislocations move, a
complimentary property to the flow stress. However, residual indentation depth never enters
into most models of hardness and ISE. Then, a natural question is whether it is possible to
devise a model that calculates indentation depth for a given load, which then can be used to
calculate hardness. From this point of view, it appears that a more fundamental and natural
starting point is to develop a theoretical framework that relies on mobile dislocations that
act as a source to both SSDs and GNDs as the deformation proceeds. However, so far there
has been no such theory or model that allows calculation of the residual plasticity directly
from mobile dislocation density that also provides tracking the SSD and GND densities as a
function of depth.
The purpose of this Chapter is to devise a dislocation dynamical model as an alternate
way to understand hardness dependence on indentation depth and indentation size effect.
More specifically, we propose a simple phenomenological dislocation dynamical model for
the time evolution of (sample averaged) dislocation densities. The model is based on our
previous experience in modeling significantly more complex spatio-temporal phenomenon,
namely, the Portevin-Le Chatelier (PLC) effect [33–37]. This approach has also been recently
extended to displacement controlled nano-indentation [38]. The model successfully explains,
not just the generic features of force drops of decreasing magnitudes, the numbers predicted
by the model are comparable to those measured in experiments [38]. The model has been
extended to explain the salient experimental features of load controlled nano-indentation
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such as several displacement jumps of decreasing magnitudes [39]. Further, these two models
predict the ISE for larger depths where intermittent plastic flow becomes extinct.
Our model uses three types of dislocation densities, namely, the mobile, forest (or equiv-
alently SSD) and GND densities. As deformation proceeds, mobile dislocations multiply
forming junctions and locks that act as a source to the forest dislocations which contribute
to hardening of the material. We include mean strain gradient mechanism that accomodate
dislocation forming source for the GNDs. The approach has also the ability to follow the
entire time development of the indentation process, which in turn helps us to compute load
as a function of depth, both during loading and unloading runs. The latter allows us to
record the residual plasticity. The approach automatically allows us to calculate not only
mobile dislocation density, but also the SSD and GND densities as a function of indentation
depth. This approach must be contrasted with most models of hardness that use the SSD
and GND densities as parameters.
We model the force response of the sample as a function of indentation depth (measured
from the undeformed surface to the tip of the indenter) exactly as in experiments. Here, it
is pertinent to note that while one knows that dislocations are the defects responsible for
plastic deformation occurring inside the sample, the load-indentation depth curve does not
include any information about spatial location of dislocation activity inside the sample. This
suggests that it should be adequate to use sample averaged dislocation densities to obtain
load-indentation depth curve. Keeping this in mind, we devise a method of calculating
the contribution from plastic deformation arising from dislocation activity occurring in the
entire sample by setting up rate equations for three types of (sample averaged) dislocation
densities, namely, the mobile, the forest and the geometrically necessary dislocations. We
show that the model predicts: (a) hardness decreasing with indentation depth and (b) the
linear relation between the square of the hardness and the inverse of depth of indentation
for most part, deviating from linearity below 200nm. Both these results hold for a range
of values of model parameters. We also show it is straightforward to find an optimized
set of parameter values that gives a good fit to the hardness-depth plots for cold rolled
polycrystalline copper [9] and single crystals of silver [7].
5.1 Background and Approach
The basic idea is to provide a way of calculating the plastic strain rate and then calculate
the plastic contribution to the depth of indentation during the entire period of indentation.
This requires that we set-up the time evolution equations for the mobile, forest and GND
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densities on the basis of known dislocation mechanisms which then can be used to calculate
plastic strain rate and hence the plastic indentation depth. This is done by following an
approach similar to the PLC effect [33, 35–37]. These equations are then coupled to the
equation defining the experimental condition for further calculations.
5.1.1 Background
Consider LC mode of indentation where dF
dt
is held constant. Theoretical analysis of any
indentation process requires a knowledge of (a) force-indentation depth (F − z) relation and
(b) area function relating area and depth i.e., A − z relation. While these relations are
well known for an ideal Hertzian indenter, establishing A− z relation is still an active area
of interest for real non-sharp Berkovich (or Vickers) indenter because of the complicated
geometry [40–43]. We shall use one such relation that characterizes the commonly used
Berkovich indenter.
Several phenomenological expressions have been proposed in the literature that express
force as a function of the indentation depth, which has either a quadratic dependence or
power law dependence. A compact expression for load can be written as
F = CE∗zqe , (5.1)
where q = 1.5−2. Here ze is the elastic depth measured from the undeformed surface z = 0,
C a constant that depends on the nature of the material [43] and E∗ the effective modulus










where ν and E refer to the Poisson’s ratio and Young’s modulus of the sample s and indenter
i. Eq. (5.1) is a function of ze. This expression has been shown to give a good fit to the
analytical expression for F (z) derived on the basis of Snedden’s approach[44]. The constants
C and q depends on the nature of the material and must be fixed by fitting Eq. (5.1) to
elastic load-indentation depth curve. For single crystals of Cr3Si, C = 0.018 and q = 1.7
fits the experimental elastic F − z curve. However, the area-depth relations(available in the
literature) are usually expressed in terms of contact depth zec , the depth measured from
the contact point. Thus, we need to convert Eq. (5.1) into an expression in terms of zec .
Unlike Eq. (5.1), the area function for a Berkovich indenter is complicated since the tip of the
indenter is always rounded. The calibrated shape of the rounded tip can to be approximated
by Hertzian indenter of nominal radius R with an area AH = 2piRzec . The expression is
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applicable for small depths of penetration, ie., zec < R. The tip radius R is determined by
SEM or AFM measurements [41, 42]. However, the area of a sharp Berkovich indenter is
given by A = 3
√
3 tan2φ z2ec , where φ is the internal angle. For a Berkovich indenter with
φ = 65.3o, A = 24.54z2ec . Then, the area function is taken to be
A(zc) = 24.54z
2
ec + 2piRzec . (5.3)
(Note that Eqs. (5.1) and (5.3) are strictly valid only in the elastic region.) The geometry
of the indenter also provides a relationship between ze and the depth from the contact point
zec , ie., ze = ze(zec) [43]. This is used to express Eq. (5.1) in terms of zec . The conversion
factor relating ze and zec has been obtained by employing an analytical expression given in
Ref. [43] (Eq. (8)). For the range of depth of indentation in experiments, the relationship
turns out to be nearly linear, ie., ze = szec , where s is taken to be a constant.
Most indentation experiments are performed under load controlled experiments where
the applied load rate is held constant, ie.,
dF (z)
dt
= F˙0 = constant. (5.4)
Here, we have assumed that the dependence of force on the indentation depth specific to
the geometry of the indenter, is known. Both the force response F of the sample and the
depth of indentation z are dynamical variables in the model.
As stated earlier, while the elastic depth of indentation is determined by the force ex-
pression appropriate to the geometry of the indenter, the plastic displacement is obtained by
calculating the plastic strain rate ˙p using the time evolution equations for the dislocation
densities. Thus, the problem boils down to setting-up appropriate time evolution equations
for the dislocation densities, which is then coupled to the machine equation Eq. (5.4).
5.1.2 Approach
We follow a completely dynamical approach as in Refs. [38, 39]. We begin with some
background information. The total depth of indentation z in any indentation mode is the
sum of elastic ze and plastic displacement zp, ie., z = ze + zp. The elastic displacement
ze is straight forward to calculate provided the force-depth relationship for the indenter is
known. On the other hand, calculating the plastic displacement zp is not straight forward.
The strength of our approach is that we provide a way of calculating zp by first calculating
the plastic strain rate ˙p [38] using the Orowan equation ˙p = bV (σeff )ρm. Here, b is the
5.2. Dislocation dynamical model 105
magnitude of the Burgers vector, V (σeff ) is the mean velocity of dislocations, ρm the mobile
dislocation density and σeff is the effective stress. Then, z˙p is calculated by supplying the
thickness of the sample T , ie., z˙p(t) = T ˙p(t) and hence zp. (Note that since our approach
calculates ˙p from the dislocation evolution equations, it is natural to define the strain
variable as  = z/T , and then calculate the displacement by multiplying strain with the
thickness of the sample T , ie., z = T.) The plastic strain rate is calculated by setting-up
the time evolution equations for the mobile ρm, forest ρf and ρG the GND densities, which
are coupled to the equation that specifies the mode of deformation. The time evolution
equations are set-up based on well known dislocation mechanisms, an approach similar to
that for the Ananthakrishna model for the Portevin-Le Chatelier effect [33, 35–37].
5.2 Dislocation dynamical model
Following our earlier work, we extend the time evolution equations for the (space averaged)
dislocation densities developed in Ref. [38, 39] to compute the plastic strain rate ˙p and hence
the plastic contribution to the indentation depth zp. It is worthwhile mentioning here that
the idea of using space averaged time dependent dislocation densities is not new. Such space
averaged dislocation density equations have been effectively used in the literature to explain
specific features of several spatio-temporal plastic deformation instabilities and patterns. For
example, the ’storage-recovery model’ for the evolution(with respect to shear strain) of forest
dislocation density has been used to obtain good insight into several characteristic features
of cell pattern seen in stage III deformation of F.C.C materials [45]. Similarly, in the case
of the PLC effect, a spatio-temporal instability, we have used time evolution equations for
three types of dislocation densities for explaining some generic features of the PLC effect
[35, 46]. Recently Nix and Lee have used time evolution equation for mobile dislocation
density to explain the inverse power law dependence of the yield stress on the diameter of
nano-pillars [47]. Indeed, this kind of ’rate equation or mean field approach’ is routinely
used in several areas of science and engineering.
5.2.1 General form of time evolution equations for dislocation
densities
For the indentation problem, we need to consider three types of dislocation densities, namely,
the mobile ρm and the forest ρf and the geometrically necessary dislocations ρG. The relevant
dislocation mechanisms used to model the ISE can be broadly categorized into dislocation
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multiplication and transformation mechanisms. In addition, we need an additional storage
mechanism for dislocations to compensate the strain gradient under the indenter.
The dominant contribution to the growth of ρm comes from multiplication of dislo-
cations. Within scope our approach, expansion of loops or the line length increase due to
Frank-Read source and cross-slip process are considered as dislocation multiplication process
and are described by this term. The multiplication of an initial dislocation density requires
that the stress should increase beyond a dislocation multiplication threshold σm. The rate
of multiplication of dislocations is traditionally written as θVm(σeff )ρm with Vm(σeff ) rep-
resenting the average velocity of dislocations and θ inverse of an appropriate length scale
(see Ref. [33, 38, 39] for details). Several phenomenological expressions have been suggested







, where m is a velocity
exponent and hρ
1/2
f is the back stress with h = αGb. Here, α ∼ 0.3− 0.5 and G is the shear
modulus. Once dislocations multiply, several dislocation transformation mechanisms such
as the formation of dipoles, junctions and locks, and recovery processes ensue. Then, the
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The first term in Eq. (5.5) refers to the multiplication of dislocations when the stress ex-
ceeds beyond multiplication threshold σm. (σm is known to be close but lower than the yield
stress. See Ref. [48]. The next three terms are dislocation transformation mechanisms.
Since, several of these terms have been discussed in several earlier papers, we will be brief in
explaining each of these ’reaction’ terms. (Recall that some of these dislocation mechanisms
were used to construct a model for obtaining different types of stress-strain curves for a con-
stant strain rate case [37].) The loss term βρ2m in Eq. (5.5) corresponds to the formation of
a dipole when two dislocations moving in nearby glide planes approach a minimum distance
(typically a few nanometers). fβρmρf is the recovery term arising from the annihilation of
a mobile dislocation with a forest dislocation at a rate fβ. This is a common loss term for
both the mobile and forest densities. The parameter f is dimensionless constant typically
∼ 10−4. The term δρmρ1/2f represents the formation of junctions (often called the storage
term) when two dislocations moving in two slip planes intersect [33, 37, 45, 49]. This is a
loss term in Eq. (5.5), but is a gain term for ρf . Note also that unlike the common loss term
5.2. Dislocation dynamical model 107




f are the storage terms for the forest density
that contribute to the growth of ρf . Thus, in the absence of the last term in Eq. (5.5),
a competition between the parameters fβ corresponding to the common loss terms, and β
and δ corresponding to dipole and forest storage terms controls the relative magnitudes of
ρm and ρf . The last term in Eq.(5.5) represents the capture rate of ρm that transforms ρm
to ρG. The basis for this term is explained below.
Now consider the possible dislocation mechanisms that contribute to the growth of the
GND density. Within our framework, we translate the standard explanation that GNDs are
required to accommodate the strain gradient, in terms of dislocation mechanisms. Following
the standard picture, we suggest that mobile dislocations that multiply when stress exceeds
σm are captured at a rate that is determined by the strain gradient. Recent experiments
also suggest that the evolution of the GND density is source limited., ie., the number of
dislocation loops of a certain size that can be active in the contact area A. Based on this, we
propose that ρm transforms to ρG with a rate that is proportional to the product of the mean
strain gradient times the number of loops of a certain size that are activated in the contact
area A. For instance, if we use the mean strain gradient tanφ
a
as a measure of the capture




dislocation density ρm. Here, φ is the angle between the indenter and undeformed surface,
and a =
√
A/pi is the contact radius. However, the contact area A where dislocations are
activated is small for small indentation depths increasing as indentation proceeds. Further,
we assume dislocation(half) loops are generated by the stress concentrations under the tip of
the indenter, ie., the tip of the indenter acts as a source for dislocation loops. However, since
the tip of indenter is blunted with a nominal Hertzian radius R, we assume that the size of
the loops activated is controlled by the indenter tip radius R. Then, using the fact that the
size of loops for Hertzian indenter is given by a2H = Rz, the number of (half) loops activated
under the contact area is given by A(z)/piRz. Using this factor, the loss rate to ρm in Eq.(5.5)





ρm. Here V0 is introduced for dimensional consistency. In principle, the
velocity prefactor need not be V0 already introduced in dislocation multiplication mechanism.
This has been done to keep the number of parameters small. Clearly, the growth rate of ρG
is equal to loss rate ρm.
Recall that experiments using EBSD and TEM show that a limited number of disloca-
tions are activated at small depths that propagate well into the sample unhindered [20–24].
As the indentation proceeds, the number of sources increase. Our picture is somewhat sim-
ilar to the physical model proposed by Rester et. al [23]. Note also that while the standard





is small at small depths as well as at large depths.
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In principle, Eq. (5.7), should contain contributions that include growth, storage and
recovery processes. These mechanisms have not been considered for two reasons. First,
our approach requires only residual plastic depth and load for calculating hardness and
does not require the GND density. Second, these terms become dominant only at high
GND density. As we shall show, the value of the GND density in our model is ∼ 1014/m2.
Ignoring additional dislocation mechanisms also limits the number of model parameters.
Eqs. (5.5,5.6) are coupled to Eq. (5.4).
5.2.2 Model equations for Berkovich indenter
Eqs. (5.4,5.5,5.6,5.7) are functions of stress. Therefore, stress should be expressed in terms
of load and area supporting the load as both evolve in time. In our calculations, we use force
expression F = CE∗zqe with q chosen appropriately for a given material ( q ∼ 1.7 is used
in Ref. [43].) Further, the area-depth relation holds only in the elastic region, we assume
that this relation also holds for the elasto-plastic region, ie., A(z) = A(zec + zpc), where zpc
is the contact depth contribution from plastic deformation. (Note that a conversion factor
ze ≈ szec should be used in Eq. (5.1).) Using Eq. (5.1) and Eq. (5.3) in Eqs. (5.5,5.6) and
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The component of plastic deformation to indentation depth zp is calculated by integrating
z˙p = TbV0ρm
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Note that we have used zpc = zp/s. The value of s depends on the particular indentation
test considered.
Eqs. (5.8,5.9,5.10,5.11)together with Eq. (5.12) constitute a set of nonlinear differential
equations for nano- and micro-indentation problems. These equations allow us to compute
the load as a function of indentation depth both during loading and unloading of the indenter.
In the following, two types of investigations are carried out. First, we investigate the
influence of model parameters on load-displacement curve during loading and unloading
periods. These investigations show that for a range of values of the model parameters, the
model predicts generic results such as : (a) hardness increasing with decreasing indentation
depth, (b) the linear relation betweenH2 and 1/z for all but small scales and (c) the deviation
from the linear relationship for length scale below 200 nm or so. In addition, it is straight
forward to obtain optimized set of values of the parameters for any given experiments. In
particular, we determine optimized set of parameter values that fit the results of hardness
on cold worked polycrystalline copper [9] and single crystals of silver [7].
We begin by first determining the allowed range of values for both experimental and
model parameters.
5.2.3 Estimation of parameter values
The parameters used in the model equations are either experimental or theoretical. As stated
in the introduction, the strength of our model is that we can adopt experimental parameters
such as E∗, F˙0, R, b, T, tan φ and h = αGb and other shape parameters defining the indenter
geometry. Often some of these parameters are not given in experimental investigations. For
example, the load rate or maximum load, or both are not given. Similarly, the blunting
nominal radius of the indenter and the thickness of the sample T are often not given. In
such cases, typical values are chosen.
In dislocation based plasticity models, the number of parameters used is determined
by the number of dislocation mechanisms included to model the phenomenon. The more
complicated the phenomenon, the more the number of parameters since more number of
dislocation mechanisms needs to be included. Even in simple models such as the storage
recovery model [45] and the model for plasticity deformation of micro-pillars [47], there
are quite a few parameters. In the problem at hand, we have θV0, σm,m, β, f and δ corre-
sponding to the five dislocation mechanisms. We determine the approximate ranges of these
parameters on the basis of steady state analysis of the evolution equations for the dislocation
densities. When required, we shall also supplement this by physical arguments. Using these
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values, we study the influence of these parameters on the model F − z curves. The latter
then helps us to easily obtain the optimized values of the parameters that provides a good
fit to the experimental F − z curve.
The parameter θV0 essentially constitutes a time scale. We set this to unity (ie., one
second) to ensure that the time scale for the time evolution of dislocation densities matches
the experimental time scale as was done in [33, 36–39]. The parameter θ has inverse dimen-
sion of length. In the context of plastic deformation, the order of magnitude of such length
scales is usually taken to be ∼ 1/√ρf . Using the asymptotic value of ρf to be 1014/m2 gives
θ ∼ 107/m, which implies that V0 ∼ 10−7m/s.
Table 5.1: Ranges of the parameter values in the model equations using Berkovich
indenter.
σm(GPa)/E
∗ F˙0(µN/s) R(nm) m
1/1000− 1/100 300− 700 50− 200 1− 3
β(m2/s) δ(m/s) f V0
10−11 − 10−13 10−12 − 10−10 10−5 − 10−3 10−6 − 10−7
As illustrated in Chapter 2, a standard way to estimate the orders of magnitudes of the
’rate constants’ such as fβ, β and δ is to use the steady state equations as demonstrated
in several earlier papers where dislocation density equations have been employed [33, 35–
38].(See Appendix of Ref. [38] where details are presented for the nano-indentation model,
which is closer to the present model.) In the present case, we fist note that ρG equation
is essentially decoupled from ρm and ρf . Therefore, we drop the term corresponding to ρG
and solve the steady state solutions of Eqs. (5.8,5.9). Then, it is easy to obtain the steady
state(asymptotic) values of ρm and ρf as a function of the model parameters. Then, the
order of magnitude of ρm and ρf determines the orders of magnitudes of fβ, β and δ, or
conversely, the orders of magnitudes of fβ, β and δ, determines the asymptotic values of ρm
and ρf [38]). The range of values of the parameters so obtained has been listed in Table 5.1.
Note however that since ρG equation is decoupled from ρm and ρf , and the contribution from
ρG has been neglected, the asymptotic value of ρm is likely to be smaller than the estimates
obtained.
The expression for mean velocity Vm = V0[
σeff
σm
]m has two parameters, dislocation multi-
plication threshold σm and the velocity exponent m.(There is a factor of exp−G0/kT , where
G0 is the activation energy, k the Boltzmann constant, and T the temperature. exp−G0/kT
can be thought of as being absorbed in the reference velocity V0. ) Usually, the yield stress
σy is considered to be the upper bound to σm. The former depends on the material, but is
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Table 5.2: A selected set of parameter values for studies of the influence of each parameter





10−11 3.16× 10−10 10−4
typically in the range ∼ E∗/1000 to E∗/100. (Thinner samples have higher σy.) For our
purpose, we use σm ∼ σy. For the case of Cu[9] and Ag[7] samples, we use approximate
values of σy for these two metals.

















Figure 5.1: (a) The influence of σm on load-indentation depth curve. The arrow shown
in the figure above indicates increasing values of σm. (b) Unloading curves starting from
various values of load to obtain plastic contribution to depth.
The exponent m in the phenomenological expression for the mean velocity of dislocations
is difficult to estimate for two reasons. First, this phenomenological expression has been
suggested based on the good fit obtained for velocity of dislocations in experiments performed
in tension. In such experiments, the stress is known to be nearly homogeneous throughout
the sample(except for local stress concentrations) and the stress also equilibrates very rapidly.
In nano-indentation, stress is nonuniform and keeps changing as indentation progresses. The
second reason is that the indentation depths range from few 100nm to micron, which is
significantly smaller than the macroscopic size of the sample where the velocity expression
is considered valid. For this reason, we use m as a parameter that ranges m = 1 to 5.
5.3 Results
Eqs. (5.8,5.9,5.10,5.11,5.12) are solved using adaptive step Runge-Kutta solver(MATLAB
’ode15s’) with initial conditions ρm and ρf to be ∼ 108 − 1010/m2. Note that Eq.(5.10)
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does not depend on its initial value. However, for numerical solutions, we use a nominal
value 10 − 100/m2. Well prepared samples usually have low dislocation density, typically
∼ 108 − 1010/m2. In our numerical solutions, we use ρm and ρf to be ∼ 108 − 1010/m2.
Physically, we expect ρG = 0, but for numerical solutions, we use a nominal value 10 −
100/m2. Cold worked samples have high dislocation densities in the range ∼ 1012−1013/m2
or even more. Most of this is in the form of forest dislocation, which also implies that low
mobile dislocation densities. For instance, the case of cold worked polycrystalline Cu sample
is expected to high dislocation density [9] while single crystals Ag sample [7] is expected
have low density.
5.3.1 Influence of parameter variation of model force-displacement
curves
Before proceeding further, we emphasize that in our framework, force-displacment curve
plays the same role as in experiments, namely, the calculation of the hardness is based on
unloading the indenter from desired force values to record the residual plastic depth. This
is then used to calculate the residual imprint size. Keeping this in mind, we first begin by
examining the influence of parameter variation on force -displacement F − z curve. Since it
is a multiparameter space, for the sake of convenience of illustration, we fix the values of the
parameters at suitable values and examine the influence of each of parameters by varying it
in a certain range. Table 5.2 gives the values of the parameter used for our current study.
The basic premise is that the characteristic features of experiments (such as the loading
and unloading F − z curves, the decreasing dependence of H with z and the linear relation
between H2 and 1/z are predicted by the model equations for a range of values of each
of the parameters. We then show that it is reasonably straightforward to obtain optimized
parameter values that give a good fit to a given experimental load-displacement curve. This
is used to calculate other predicted features of ISE to be compared with experiment.
We have investigated the influence of σm on the F−z curve. As stated in the last section,
σm is typically in the range E
∗/1000 to E∗/100 depending on the thickness of the sample(σy
is known to increase with decreasing thickness). For illustration, plots of F − z curves for
three values of σm = E
∗/700, E∗/500 and E∗/300 are shown in Fig.5.1(a), keeping all other
parameter values fixed (Table 5.2). It is clear that while the maximum load Fmax remains
the same, increasing σm decreases the maximum indentation depth zmax. (Note that Fmax
is fixed by construction since q and C in Eq. (5.1) are fixed. ) Fig. 5.1(b) shows unloading
curves starting from desired values.
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We now calculate hardness as a function of z by unloading the indenter from a range
of values of the load. Fig. 5.2(b) shows the hardness plots as a function of z for σm =
E∗/700, E∗/500 and E∗/300. Several features are evident. First, H decreases with z for all
values of σm, a features that is consistent with experiments. Second, the hardness curves for
higher values of σm are placed higher than those for lower σm. This feature physically reflects
the fact that harder materials are known to have higher σy. But the difference between H
at minimum z = zmin(fixed at z = 50nm in this study) and H at z = zmax increases with
σm, ie., H(zmin)−H(zmax) increases. Note that while zmax increases with σm, in each case,
H has reached its near asymptotic value.
The corresponding H2 verses 1/z plots are shown in Fig. 5.2(c). It is clear that all
these plots exhibit linear dependence of H2 on 1/z for the range shown [15]. Further, the
slopes increase with σm. Finally, Fig. 5.2(d) shows plots of H
2 verses 1/z for the extended
range zmax ≤ z ≤ 50nm. It is clear that each of these plots exhibit deviation from linearity,
a feature that is seen in several experiments [16–19, 50]. Further, the deviation from the
linearity occurs for smaller indentation depths with σm.














































Figure 5.2: The influence of σm on (a) load-indentation depth curve, (b) Hardness as a
function of indentation depth and (c) H2 vs 1/z plot for σm = E
∗/700.E∗/500 and E∗/300
for z ≥ 200nm keeping all other parameters as in Table 5.2. (d) The corresponding values
of H2 as a function 1/z for an extended range down to z = 50nm. The arrows shown in
the figures above indicate increasing values of σm.
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Figure 5.3: The influence of the velocity exponent m on (a) load-indentation depth
curve, (b) hardness as a function of indentation depth, (c) H2 versus 1/z plot for m = 1 to
2.5 at intervals of 0.5 for z ≥ 200nm keeping all other parameters as in Table 5.2 and (d)
H2 as a function 1/z for the same values of m for the extended range down to z = 50nm.
The arrows shown in the figures above indicate increasing values of m.
Now consider the influence of the velocity exponent m on the characteristic features of the
ISE. We have varied m from 1 to 3 at intervals of 0.5. Figure 5.3(a) shows the corresponding
F − z plots for m = 1, 1.5, 2 and 2.5. It is clear that increasing m increases zmax. The
corresponding hardness curves are shown in Fig. 5.3(b). Again, as in experiments, H
decreases with z for all m. While the hardness plots appear similar to Fig. 5.3(b), the curves
for smaller m are placed higher than those for higher m. Further, zmax increases with m. In
addition, both H(zmin) and H(zmax) decrease along with the difference H(zmin)−H(zmax)
with increasing m. These features are exactly opposite to that of the influence of σm on
F − z curves. We further note that the increase in the hardness is significantly steeper as
z decreases suggesting that H is sensitive function of m. The corresponding H2 verses 1/z
plots shown in Fig. 5.3(c) exhibit the linear behaviour with their slopes decreasing with m.
Plots of H2 verses 1/z that include smaller z upto 50nm exhibit deviation from linearity for
smaller z for all m, a feature seen in several experiments [16–19, 50].
As explained in section 5.2.3, the parameters fβ and δ control the growth of ρm and ρf .
Further, these two parameters have opposite effect on the growth of ρm and ρf . This implies
that the range of δ depends on f or vice versa. (We keep β fixed at 10−11m2/s and vary f
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rather than vary fβ.) We have examined the influence of f , keeping for δ fixed at 3.16×10−9
and varying f in the range 10−5 − 10−3. Fig. 5.4 shows plots for f = 10−5, 10−4 and 10−3.
It is clear that F − z curves are not affected much by the variation of f , particularly for
f < 10−4. Clearly, while H decreases with z and H2 is linear as a function of 1/z, they are
insensitive to changes in f as suggested by the insensitivity of F − z curves on f .
We have also examined the influence of δ, keeping f fixed at 10−4 and varying δ in the
range 3.16× 10−10− 3.16× 10−8. Our study shows that F − z curves are even less sensitive
to the variation of δ than f , particularly for δ ≤ 10−9m/s.
The above studies demonstrate that the characteristic features of ISE features are pre-
dicted for a wide range of parameter values.
5.3.2 Determining optimized parameter values for a given exper-
iment
In this section, we show that it is straightforward to obtain best parameter values to a given
experimental ISE features based on our studies in the previous section. These studies show
that there is a range of values of the parameters σm,m, f and δ for which the model predicts
that H decreases with z and H2 scales linearly with 1/z for z ≥ 200nm. In addition, H2
verses 1/z plots show pronounced deviation from linearity when the range is extended down
to z = 50nm. All these features are consistent with experiments.
The study also shows that F − z curves are sensitive to σm and m. In particular, while
H(z) curves for larger σm are placed higher than those for lower σm, zmax decreases. In
contrast, increasing m has the opposite effect. On the other hand, F−z curves are relatively
insensitive to the influence of f and δ. As we shall see, these features suggest simple ways
to find optimized values of parameters that fit a given experimental F − z curve.
Getting a good fit to experiments on hardness involves four steps: (a) The constants q and
C in Eq. (5.1) should be determined by demanding a good fit with the experimental elastic
load-indentation depth curve F − ze. (b) Similarly, we require that the area function given
by Eq. (5.3) gives a good fit to experimentally determined area. (c) Using this information,
Eqs. (5.8,5.9,5.10,5.11,5.12) are solved to obtain the F − z curve. If the model F − ze curve
matches the experimental F − ze curve, and the model area fits well with the experimental
area, the expectation is that the predicted F − z curve would match the experimental F − z
curve well. (d) The final step is to calculate H by solving these equations by unloading the
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Figure 5.4: The influence of f on load-indentation depth curve for f = 10−5, 10−4 and
10−3 keeping δ = 3.16×10−9m/s. The arrow shown in the figure above indicates increasing
values of f .
indenter from different loads to obtain the residual plastic depth zpr, which then can be used
to calculate H(z).
The first difficulty arises from the fact that most experiments do not provide the elastic
F −ze curve and experimentally determined area as a function of indentation depth. In fact,
most experiments report F − z curves that extend well into elasto-plastic region. Noting
that the evaluation of q and C in Eq. (5.1) is achieved by varying both these constants to
fit the entire F − ze curve, lack of availability of F − ze data limits the evaluation of either
q or C. This also limits the ability of the model to predict the experimental hardness-depth
values. However, some experiments[7, 9] report both the loading and unloading part of the
F − z curve. This allows to read off the relaxed elastic contribution, which is adequate to
fix either C or q. However, since Eqs. (5.8,5.9,5.10,5.11,5.12) are solved subject to constant
load rate condition (Eq. 5.4), the predicted F − z curve valid for the elasto-plastic region
may not match the experimental F − z curve to desired level. It is however possible to
vary q and C for a given (Fmax, zmax) to obtain a better fit with the experimental F − z
curve. Similarly, our approach requires that the area function Eq. (5.3) be fitted to the
experimentally measured area. Lack of information on this point adds to the limitation in
reproducing numbers that match experiments.
5.3.2.1 Comparison with experiments of McElhaney et al [9]
This section is devoted for predicting the often cited experimental results of McElhaney et
al [9] for the cold worked polycrystalline Cu. This indentation experiment has been chosen
primarily because the authors provide both the loading and unloading part of the F − z
curve (see figure 3b of Ref. [9]), which is used for determining the constant C in Eq. (5.1)
for a chosen trial value of q. Here, we note that q has been suggested to be between 1.5 and
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2 corresponding to the Hertzian and pure Berkovich values. Based on this, for this study,
we use q = 1.7 as trail value that is mid way between 1 and 2. The maximum load Fmax
for the strain hardened polycrystalline Cu ∼ 93.7mN at zmax ∼ 1.98µm which includes
a holding period of ∼ 0.05nm. The residual plastic depth after unloading is ∼ 1.775µm.
Using q = 1.7 and Fmax = 93.7mN at ze = 215nm in Eq. (5.1), we get C = 0.164. (ze
is evaluated by assuming that plastic flow continues to occur during the holding period.
Therefore, ze = 2.03− (1.775 + 0.05) = 0.215nm.) We have also verified that Eq. (5.3) for
R = 50nm fits the experimental area (Fig. 5 of [9]) well. A plot of Eq. (5.3) along with the
extracted experimental points are shown in Fig. 5.5.
The next step is to obtain optimized set of parameter values that gives a good fit to
the experimental F − z curve. Recall that studies in the previous section show that model
F − z curves are sensitive to the changes in σm and m, while they are practically insensitive
to the changes in f and δ. Considering this, we use the general trends on the sensitivity
of the model F − z curve to changes in σm and m keeping f = 10−4, β = 10−11m2/s and
δ = 3.16 × 10−10m/s fixed. As σm increases, while Fmax remains fixed at ∼ 93.7mN ( by
construction), zmax increases. Further, the H − z curves for larger values of σm are placed
higher. In addition, H(zmin)−H(zmax) increases with σm. In contrast, the influence of the
velocity exponent m is exactly the opposite.
These features along with the F − z curves shown in Fig. 5.2(a) and 5.3(a) can be used
to arrive at optimized values of the parameters. Fig. 5.2(a) for m = 2 and σm = E
∗/500
has zmax significantly smaller than the experimental value of zmax ∼ 1.98µm while Fig.
5.3(a) shows that zmax = 2µm for m = 1.5 keeping σm = E
∗/500 (Table 5.3) is close
to the experimental value of zmax = 1.98µm. Further, the H(zmax) = 1.0GPa value is
close to the uncorrected (for pile-up) experimental value of 1.1GPa, although the value of
Hmin) = 2.05GPa is lower than the experimental value of Hmin ∼ 2.45GPa. Considering
these observations, we find that σm = 0.237GPa (close to ∼ E∗/500) and m = 1.5 gives
zmax = 1.98µm. The optimized set of parameters used for further calculations of hardness
is given in Table 5.3.
Table 5.3: Optimized parameter values used for best fit with experimental load-
displacement curve for strain hardened polycrystalline copper [9]. See text.
E∗(GPa) σm(GPa) F˙0(µN/s) R(nm)
120 0.237 650 50
β(m2/s) δ(m/s) f m
10−11 1.58× 10−8 10−4 1.5
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Figure 5.5: Comparison of (a) model area function with experimental area. [9]. (b) Load
indentation depth plot using C = 0.75, q = 1.8 showing the loading, holding and unloading
curve along with the experimental points extracted from Ref. [9]. Optimized parameters
used are given in Table 5.3.
We have solved Eqs. (5.8,5.9,5.10,5.11) along with Eq. (5.12) with appropriate initial
conditions to obtain the F − z curve. The initial conditions on the dislocation densities
depend on the type of the sample and its history. The strain hardened samples are known
to have a high network dislocations, meaning that forest density is high. Consequently the
mobile dislocation density is low.(Segments between junctions are the segments that respond
to stress and therefore are shorter when ρf is higher.) Based on this, we have used the initial
values for ρm and ρf to be ρm ∼ 108/m2 and ρf ∼ 1012/m2 respectively. On the other hand,
the initial GND density is expected to be low when the flow stress is not high. Based on
this, we have used ρG ∼ 1012/m2. However, we note that Eq. (5.10), in its present form,
does not depend on the initial condition and therefore, in principle, the initial condition for
ρG does not affect the results.
As stated above, computing the loading curve is straightforward. Since the unloading
F − z curve in experiment [9] is stated to be purely elastic, we have implemented the same
by solving Eq. (5.11) using Fmax as the initial condition. However, we state here that we can
solve Eq. (5.11) along with Eqs. (5.8,5.9,5.10,5.12) with the final values of these variables
(at Fmax and zmax) as initial values. Further, in our approach, it is also straightforward
to impose constant load condition leading to holding period. The match between model
F − z curve and experimental curve using (q, C) = (1.7, 0.164) can be improved by using
(q, C) = (1.8, 0.75). Fig. 5.5(b) shows the loading, holding and unloading model F −z curve
along with the experimental points. The match is reasonable considering the fact that the
values of (q, C) used have not been determined by best fit to the entire experimental F − ze
curve. The unloading model curve is more curved than the experimental curve. It is clear
from Fig. 5.5(b) that the deviation of the model unloading curve from experimental points
is more than that for the loading curve. This may also be indication that the (q, C) values
used are not optimal since the unloading curve is purely elastic.
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Computing hardness requires that we obtain the residual indentation depth after un-
loading the indenter from various loads. To do this, we have solved Eqs. (5.8,5.9,5.10,5.11)
and Eq. (5.12) starting from various load values(close to vales in Fig. 7 of Ref. [9]) to
obtain the residual plastic depth zpr and obtain the residual imprint area. The so computed
H as a function of z is shown as the blue line (•) along with the area corrected H − z
curve (red •) in Fig. 5.6(a). The figure also shows the area corrected experimental hardness
points (black line ).( Note that we have extracted experimental points from the original
reference Fig. 7 of McElhaney et al [9] and not Nix and Gao [15]. The latter shows many
more points not shown in Ref. [9].) The predicted value of H0 ∼ 1.0GPa (area corrected)
at zmax ∼ 1.803µm is close to the experimental value of H = 0.95. It may be noted that
the model H − z curve remains close to the experimental curve for z ≥ 0.5µm deviating for
smaller depths. The computed ( H
H0
)2 as a function of 1/z for the model (red line •) along
with the experimental points ( black line ) is shown in Fig. 5.6(b). It is clear that the
linearity of ( H
H0
)2 verses 1/z predicted by the model holds down to 200nm. The intercept
H0 is ∼ 0.949GPa comparable to the predicted value of 0.834GPa [15]. However, the slope
of the curve is z∗ = 0.19µm, a value that is nearly half the experimental value of z∗ = 0.484
[15]. We have also computed ( H
H0
)2 as a function of 1/z for z down to 50nm. The deviation
form linearity is evident both in the model and experimental points.
Our approach automatically allows us to compute the mobile, forest and GND densities.
Plots of the three densities as a function of depth are shown in Figs. 5.7(a), (b) and (c)
respectively. As can be seen, ρm peaks at small depths decreasing rapidly thereafter. The
asymptotic value is ∼ 1011/m2. (We note here that in our framework, mobile density plays
a fundamental role in determining the plastic contribution to the indentation depth through
the Orowan equation.) In contrast to ρm, the stored densities ρf and ρG steadily increase
with the indentation depth as is clear from Figs. 5.7(b) and (c). The magnitude of ρf
which determines the hardness in the absence of strain gradients is ∼ 1.4 × 1014/m2 while
ρG reaches a value ∼ 2 × 1014/m2. These densities are one order lower than the values
originally reported [15]. We shall revert to this point in the Section 5.4.
5.3.2.2 Comparison with experiments of Ma and Clarke [7]
We now consider predicting the ISE features of single crystal of Ag [7]. As in Ref. [9],
these authors also provide the loading and unloading part of the F − z curve, and the
experimentally measured area (see figures 2 and 7 respectively of [7]). The maximum load
Fmax is ∼ 35.6mN at zmax ∼ 1.923µm. In this case, the deformation is almost entirely due
to plastic flow. The residual plastic depth after unloading is ∼ 1.881µm, which gives the
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Figure 5.6: Comparison of model predicted features of ISE with experiment [9]. Pa-
rameter values used are as listed in Table 5.3. (a) Comparative plots of hardness as a
function of z: blue curve (•) corresponds to the model prediction while the red curve
(•) corresponds to the area corrected model curve and the area corrected experimental
points are shown by the black curve (). (b) Plots of ( HH0 )
2 as function of 1/z pre-
dicted by the model (area corrected) along with the experimental points () for the range
zmax(∼ 1.83nm) ≤ z ≤ 200nm as in experiment. (c) Plots of ( HH0 )2 as function of 1/z
predicted by the model along with the experimental points (black ) for the extended
range zmax(∼ 1.83nm) ≤ z ≤ 50nm.
relaxed elastic component ze = 41nm. As in the previous case, we use a trail value of q = 1.7
and (Fmax, ze) = (35.55mN, 41nm) in Eq. (5.1) to get C = 8.78. We have extracted points
from the experimentally measured area as a function of depth(Fig. 7 of Ref. [7]) and found
that Eq. (5.3) for R = 50nm fits the experimental area well as is clear from Fig. 5.8(a).
Following the procedure adopted in the previous case, we determine optimized parameter
values for this case. Studies in Sec. 5.3.1 show that for a fixed Fmax, the influence of all
parameters is change zmax. In addition, zmax in Fig. 2 of Ref. [7] is close to the previous
case, (∼ 2µm) and Fmax ∼ 35.6mN is determined by C for a given value of q. Therefore,
the general trends displayed in Figs. (5.2) and (5.3) are equally useful for the present case.
Note also that zmax ∼ 1.923µm falls within the range of zmax values as the parameters are
varied. Fig. 5.2(a) for m = 2 and σm = E
∗/500 shows that zmax is significantly smaller
than the experimental value of zmax ∼ 1.923µm while Fig. 5.3(a) shows that m = 1.5 and
σm = E
∗/500 has zmax = 2µm, a value that is close to the experimental value. Using this
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Figure 5.7: (a,b,c) Plots of ρm, ρf and ρG as a function z respectively.
we find m = 1.5 and σm = 237MPa ∼ E∗/500 are optimized values for (σm,m) keeping all
other parameters fixed. These are listed in the Table 5.4.
Table 5.4: Optimized parameter values used for best fit with experimental load-
displacement curve for single crystal of Ag[7]. See text.
E∗(GPa) σm(GPa) F˙0(µN/s) R(nm)
88 0.105 300 50
β(m2/s) δ(m/s) f νG
10−11 1.58× 10−8 10−4 10−3
Using the optimized parameter values (Table 5.4), and using a tentative value of q = 1.7
and C = 8.78, we have solved Eqs. (5.8,5.9,5.10,5.11,5.12) with appropriate initial conditions
to obtain the loading F − z curve. Dislocation densities of well prepared single crystals are
known to be typically in the range 108−1010/m2. Based on this we have used ρm0 ∼ 108/m2
and ρf0 ∼ 108/m2. On the other hand, the initial GND density is expected to be very low.
Further, based on the fact that Eq. (5.10) does not depend on the initial condition implies,
we have used very low value of ρG = 10
2/m2. Changing the initial values of ρm and ρf by
one order of magnitude does not affect our results. As for ρG, several orders of magnitude
change in the initial values has no effect on our results.
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The unloading F − z curve has been obtained by solving Eq. (5.1) using Fmax as the
initial condition to simulate elastic unloading.(As stated for the earlier case, we can solve
Eqs. (5.8,5.9,5.10,5.11) and Eq. (5.12) with the final values of these variables at (Fmax, zmax)
as initial values.) For this case, changing q and evaluating C using (Fmax, ze) does not affect
the calculated F − z curve. Fig. 5.8 shows the loading and unloading model F − z curve
along with the experimental points. The match between the predicted F − z curve and
experimental points is reasonable considering the fact that the values of (q, C) have not
been determined by fit to the entire experimental F − ze curve. As can be seen, there is a
deviation in the mid region of the loading curve, but the unloading curve is well matched




























Figure 5.8: Comparison of (a) model area function with experimental area for Ref. [7].
(b) Load indentation depth plot using C = 8.75, q = 1.7 showing the loading and unloading
curve along with the experimental points extracted from Ref. [7]. Optimized values of
the parameters used are E∗ = 87.8GPa,R = 50nm, F˙0 = 300µN/s, σm = 105MPa,m =
1.5, f = 10−4, δ = 3.16× 10−10m/s.
We have computed hardness as a function of z by unloading the indenter from desired
loads. The procedure followed is the same as in the previous case. The so computed H
as a function of z is shown in Fig. 5.9(a) as the blue line (•) along with the extracted
experimental points (red line ). It is clear that H matches the experimental values for
depths z ≥ 0.5µm. For smaller depths, the predicted hardness progressively falls below
the experimental values. At smallest depth the difference between experimental and model
value at the lowest depth ∼ 100nm is 0.2GPa. We have computed ( H
H0
)2 as a function of
1/z (blue line •). The predicted values (blue •) along with the experimental points ( red )
are shown in Fig. (5.9)b. It is clear that the linearity of ( H
H0
)2 verses 1/z predicted by the
model holds down to 200nm. The intercept H0 is ∼ 0.387GPa comparable to the predicted
value 0.361GPa [15]. The slope of the model curve gives z∗ = 0.18µm which is more than a
factor of 2 smaller than the experimental value z∗ ∼ 0.423µm [15]. We have also computed
( H
H0
)2 as a function of 1/z for z down to 100nm. As is clear from Fig. 5.9(c), the deviation
form linearity is evident both in the model and experimental points.
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Figure 5.9: Comparison of model predicted features of ISE with experiment [7]. Pa-
rameter values used are as listed in Table 5.4. (a) Comparative plots of hardness as a
function of z. The model shown by the blue curve (•), and the experimental points shown






as function of 1/z predicted by the model blue curve with (•) along with






as function of 1/z predicted by the model(blue curve) along with the
experimental points (red ) for the extended range zmax(∼ 1.8nm) ≤ z ≤ 100nm.
5.4 Discussion and Conclusions
The basic premise of the approach is that the measured force-indentation depth data has
no information about the inhomogeneous stress field and consequent inhomogeneous plastic
deformation. Both load and indentation depth are specimen averages of the dislocation ac-
tivity in the indented volume. This also means that it should be adequate to use an approach
that calculates the sample averaged load-depth curve, with the explicit understanding that
all length scale dependent dislocation mechanisms are correctly accounted for in developing
the time evolution equations for three space averaged densities. In our approach, we use
time evolution equations for the three space averaged dislocation densities to calculate load
and displacement. Moreover, in our approach, we follow the same procedure for calculat-
ing the hardness as in experiments by unloading the indenter from various load values to
obtain the residual indentation depths. The model dislocation density evolution equations
are used to obtain the plastic indentation depth by integrating the Orowan equation for the
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plastic strain. This in turn allows us to calculate the hardness exactly as in experiments
by using the ratio of the load to the residual indentation area. For a range of values of the
parameters of the model, the model predicts the characteristic features of the ISE, namely,
H increasing with decreasing z, the linear scaling of H2 with 1/z for all but small depths
and its deviation for smaller depths reported in experiments. In our approach, ideally we
require experimentally measured elastic loading curve and the area as a function of inden-
tation depth is available. Indeed, the constants C and q in the expression for the load as a
function of depth is valid only for the elastic region and therefore these constants need to
be fixed by demanding a good fit with the experimentally measured elastic load-depth data.
However, this is not given in most reports on hardness measurements. The two data sets
considered for illustration of the ability of the model to provide a good fit to experiments,
namely, the strain hardened ploycrystalline Cu [9] and single crystals of Ag [7], also do not
provide the elastic load-depth data. On the other hand, these authors do provide the full
loading and unloading curve (that includes the elasto-plastic region). This data has been
used to fix the values of the constants C and q only approximately. Despite this, not only
all the qualitative features of the ISE are predicted by the model, the model automatically
predicts the deviation from the linearity of H2 verses 1/z plot for depths smaller than 200
nm. Even the values of H0 and z
∗ predicted by the model are in reasonable agreement with
experiments.
At a macroscopic level, plastic deformation is characterized by stress and strain. While
the flow stress is a measure of the resistance for dislocation motion, plastic strain is a mea-
sure of the ease with which dislocations move. Conventional hardness models are based on
the first concept. The Taylor relation for the flow stress is used to include the additional
resistance arising from the GNDs leading to ’extra’ hardening. Then, the modified Taylor






ρs + ρG. In contrast, our approach uses the compli-
mentary concept, namely, the strain. In the context of hardness calculation, our model
independently computes the plastic indentation depth after unloading and then calculates
the hardness.
To illustrate the differences between our approach and Nix-Gao model or its variants,

























Then, Eq. (5.14) defines H0 as the limiting hardness for large depths. This in turn deter-
mines the statistically stored density ρs identified with the forest density ρf in our model.
Or given ρs, H0 can be determined. Then, Eq. (5.13) can be used to determine ρG pro-
vided the values of H are given from experiments. The slope of ( H
H0
)2 as a function of
1/z determines z∗, the length scale characterizing the hardness, which itself depends on H0
through Eq. (5.15). We note here that it is usually difficult to experimentally determine
the two densities accurately (let alone distinguish them) and therefore, given H(z), H0, the
two densities are determined. For the same reason, the two densities should be treated as
parameters. These models of hardness do not calculate the two densities independently.
A few more observations can be made on the Nix-Gao model. The SSD density ρs is






, identified as the intercept at large
z in the H2 verses 1/z plot. Therefore, ρs is assumed to be constant as a function of z.
This is contrary to known dislocation processes. As mobile dislocations multiply, they form
locks and junctions, which act as sources for the growth of ρs. Therefore ρs is changing
continously from the begining. Moreover, the hardness expression contains ρs + ρG. If ρs
remains constant as a function of depth, then the decrease in hardness has to come entirely
from the dependence of ρG with depth. This conclusion is at variance with experiments.
The evolution of the GND microstructure and its density has been a subject of several
investigations. Experiments using EBSD and TEM show that a limited number of disloca-
tions are activated at small depths that propagate well into the sample unhindered [20–24].
The resulting microstructure at small indentation depths is very different from that at larger
depths when the number of dislocation sources increase. These studies also suggest that the
GND density decreases with depth [24]. Our picture is somewhat similar to the physical
model proposed by Rester et . al [20–24]. The measured ρG increases with depth is in con-
trast to the predictions of the Nix-Gao model [15]. Moreover, for the hardness to decreases
with depth, it is the total dislocation density that should decrease with depth and not just
ρG for the hardness to decrease.
Contrary to the above observations, experiments using white beam synchrotron X-ray
microdiffraction experiments support the basic premise of the Nix-Gao model that the GND
density increases with decreasing depth at least as a first approximation. Thus, the topic
still remains to be resolved although, the general consensus is that the prediction of the
Nix-Gao model is at variance with experiments.
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At the first sight, it appears that we can calculate the hardness using the calculated
dislocation densities in the Taylor relation. This is strictly not possible as we do not have
any spatial degrees of freedom. However, two relevant comments can be made. Our model
predicts that ρG is small at small depths, increasing to ∼ 1014/m2 at z ∼ 2µm. This trend
is similar to what is reported in ESBD measurements[24]. The magnitude of ρf (or ρs) also
increases with depth and is of the same order as ρG. However, it must be pointed out that
the densities calculated using our equations of motion and the Orowan expression assumes
that dislocations are distributed uniformly in the sample. The deformed volume is ill defined
in our model. This is also true in Nix-Gao model. In the absence any further information,
Nix-Gao assume that dislocations are confined to hemispherical volume. Note that there is
no time or depth dependence information in Nix-Goa model either. On similar lines to Nix-
Gao’s assumption, it may be useful to assume that plastic deformation is confined to some
volume. We first note that we calculate the indentation depth. Then, we may interpret that
the model includes one space dimension in the direction of indention. In addition, we note
that the implicit assumption about the dislocation density that enters the Orowan equation
is that it is the density calculated with reference to volume of the entire deformed sample.
Then, assuming that indented depth constitutes one spatial dimension, it is natural to our
model to assume that the indented volume is the entire cylindrical volume determined by
the contact area A times the film thickness T , ie., V = AT . (Note that the hemispherical
volume assumed in Nix-Gao model is based on contact radius.)
To compare the density calculated with those from Nix-Gao model, we need to provide
a conversion factor which is the ratio of the cylindrical volume to the hemispherical volume.










, where ρci refers to corrected dislocation density, the
subscript i = m, f,G for model densities. Note that this has an inverse z dependence
which alters the dependence of the corrected densities on depth. ( To the leading order,
a =
√
piA(z) ∝ z.) This does give a decreasing dependence at large depth and not at
small depths. Even so, the calculated hardness using the corrected densities does not match
the experimental hardness. This is the price one pays for describing an inhomogeneous
deformation using only time space averaged dislocation densities. Yet, the model predicts
good number of results of the ISE. Therefore, the fact that the hardness calculated using
dislocation densities in the Taylor relation does not match experiments can only be attributed
to the ill defined volume to which dislocation activity is confined. This deficiency, in principle
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CHAPTER 6
Summary, Discussion and Conclusions
The central theme of the thesis is to devise an alternate framework to simulation meth-
ods to deal with some long standing problems in nano- and micro-indentation. Modeling
plastic deformation of small volume systems is challenging since the physical properties, in
particular, mechanical properties are surprisingly different from the bulk. Even here, there
are two types of small volumes systems. One, that is known for a long time in indentation
experiments where hardness increases with decreasing depths. This is attributed to strain
gradients under the indenter. The second, increase in the yield stress attributed to a com-
petition between a basic length scale in plastic deformation such as glide distance with the
dimension of the sample. The thesis is focused on the nano- and micro-indentations. Three
distinct problems are considered in the thesis. Two problems are related to the intermittent
plastic flow arising from smallness of the deformed volume under displacement controlled
and load controlled modes of nano-indentation, and the third one corresponds to ’smaller
is stronger’ property, ie., indentation size effect. Our approach to these three problems
adopts the nonlinear dynamical approach to plastic deformation originally developed by
Ananthakrishna and coworkers [1–3].
The motivation for constructing minimal models for these three problems is two fold.
First, most theoretical understanding of nano- and micro-indentation have come from various
simulation methods and, second is the absence of dislocation based models. While small
scale simulation methods such as the molecular dynamics are popular due to their ability
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to include range of dislocation mechanisms, they suffer serious limitations from short length
and time scales intrinsic to such simulations. They cannot also adopt experimental rates
of deformation, and time scales. Therefore, these methods cannot impose experimental
indentation rates nor can they adopt length scales in experiments such as the indenter size or
the sample dimensions. For this reason, the predicted values of the force, indentation depth
etc., differ considerably from experimental values. So far, there is no alternate theoretical
framework that predicts correct values of the experimentally measured quantities. Our idea
is to develop a dislocation based model that can adopt experimental parameters such as the
rates of indentations, length scales in experiments etc.
The basic premise of our approach is that the measured force-indentation depth curves
do not have any information about the inhomogeneous stress field and consequent inhomoge-
neous plastic deformation in the sample. Indeed, both load and displacement are specimen
averages of the dislocation activity in the indented volume. This also means that it should
be possible to describe the phenomenon in terms of time evolution equations for space av-
eraged dislocation densities with the explicit understanding that such evolution equations
can be developed on the basis of known dislocation mechanisms. This procedure then allows
us to calculate the plastic indentation depth by integrating the Orowan equation for the
plastic strain. This thesis proposes a novel approach that combines the power of nonlinear
dynamics with time evolution equations for space averaged dislocation densities constructed
on the basis of various dislocation mechanisms. The approach is best suited to describe any
type of instability.
One important feature of the dynamical approach is that it can adopt experimental
parameters such as the indenter size, the thickness of the sample, the indentation rate etc.
Indeed, the method provides a consistent scheme to match the time scale and length scale
(here the indentation depth) governing the evolution of dislocation densities with those set
by experimental indentation rate r˙ and the total indentation depth zt respectively. The
elastic part, ze is easily calculated using the expression for the load in terms of depth. On
the other hand, calculating plastic contribution to the indentation depth zp, requires that
we devise an appropriate method. Here, we require that the time scale for the so calculated
plastic contribution must be consistent with the total indentation depth zt = ze+zp = r˙× t.
The strength of our approach lies in providing an innovative method for calculating zp from
the evolution equations for dislocation densities, in particular the mobile density ρm, in such
a way that the time scale of evolution of dislocation densities matches the experimental time
scale. Since these densities are coupled to the machine equation, the time scale of evolution
of the densities is set to unity (ie., one second) whereby it matches the experimental time
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scale. Consequently, the corresponding length scale zp automatically satisfies the relation
zt = ze + zp.
The first problem we model is the nano-indentation experiment in displacement control
mode using a Hertzian indenter [4]. In this mode of indentation, experiments show several
load drops of decreasing magnitudes. The maximum force on the elastic branch corresponds
to a stress close to the theoretical strength of an ideal crystal. More specifically, we com-
pare the predicted numbers by the model with the numbers reported by Kiely et al for Au
that uses a spherical indenter [5]. To do this, we set up time evolution equations for the
mobile and immobile (forest) densities and couple them to an equation that defines constant
displacement rate, 1A˚/s used in Kiely et al[5]. Our model includes nucleation, multiplica-
tion and propagation thresholds for mobile dislocations, and other well known dislocation
transformation mechanisms.
The model predicts all the generic features of nano-indentation such as the Hertzian
elastic branch followed by several force drops of decreasing magnitudes, and residual plas-
ticity after unloading. The stress corresponding to the elastic force maximum is close to the
yield stress of an ideal solid. The predicted values for all the quantities are close to those
reported by experiments [5]. The fact that the predicted numbers match well with those
measured can only be attributed to the fact that our approach allows for a direct adoption
of experimental parameters such as imposed indentation rate, radius of the indenter, thick-
ness of the sample etc. The model also clarifies the ambiguity in defining the hardness in
force drop dominated regime due to two equivalent values for the same depth of indentation.
Lastly, for larger depths where intermittent load drops disappear, the hardness decreases
with increasing depth, ie., the indentation-size effect is predicted by model[4]. The model
also demonstrates the ambiguity in defining the hardness in the force dominated regime and
the ISE effect for depths where intermittent load fluctuations are absent.
The dynamical approach taken here also clarifies several open questions. Since there are
no initial dislocations, nucleation of dislocation loops occur only when the stress exceeds the
nucleations stress. Even at the nucleation point, the stress is much larger than the multi-
plication threshold σm. Indeed, the ratio of stress at the point of nucleation (= nucleation
stress) to the dislocation multiplication stress is larger than a factor of 10. Consequently,
a large burst of ρm ensues in a very short time. Thus, the first force drop is controlled by
multiplication mechanism although nucleation is a necessary trigger.
The underlying mechanism for subsequent force drops is however different. From a
dislocation point of view, the decreasing magnitudes of the load drops is due to the fact
that a large part of every burst of mobile density (correlated with every load drop) is
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quickly transformed to ρf making ρm reach its asymptotic value in a sequence of rapidly
decreasing bursts of ρm thus exhausting the growth of mobile dislocation. Thus, the physical
explanation for decreasing load drops also implies nano-indentation is a transient instability.
The next problem we consider is to model the reported displacement jumps in load con-
trolled nano-indentation experiments [6]. It is tempting to think that it should be straight-
forward to extend the model for DC mode to LC mode. However, the load controlled mode
of indentation is conceptually more difficult. Recall that several displacement jumps are
seen after the initial elastic branch. But, since force is a function of elastic displacement
only and there is no way of associating a force with plastic displacement, a question arises
as to how a constant force rate is to be enforced during plastic displacement bursts. While
the feed back loop in the DC mode is given by the fact that the total displacement is the
product of the displacement rate times the duration of indentation, the equivalent relation
is absent for the FC mode of indentation. Since the evolution of the dislocation densities are
coupled to how the force changes, how exactly load rate is kept constant during displace-
ment jumps needs to be resolved first. In this context, one might note that most simulations
target displacement controlled nano-indention [7–10] and not load controlled experiment.
The inability to enforce constant force rate during simulations appears to be the reasons for
the absence of any LC mode simulations. In our approach, the constant load rate posed no
problems since the time scale of each burst of mobile dislocation density is significantly fast
compared to loading rate.
In most LC mode of indentation, Berkovich indenter is commonly used. Unlike the
spherical indenter used for the earlier problem, the geometry of a Berkovich indenter is
complicated. Further, usually the tip of the indenter is rounded. Any modeling effort
requires two important inputs. These are expressions for load as a function of depth and
the second an expression for the area as a function of depth. These relations are taken from
the literature. As an illustration of the efficacy of the model, we consider predicting the
specific experimental result from Gouldstone et al [11]. However, fitting any experimental
result requires understanding of the influence of various parameters on the load-displacement
curve. For this reason, we first demonstrate that the general features of the LC mode such
as the initial elastic branch followed by displacement bursts of decreasing magnitudes are
captured for a range of values of the parameters. This allows us to find optimized set of
parameter values that gives us a good fit to a given experimental load-displacement curve,
which in our case is the load-indentation depth curve from Al single crystals (Fig.7 of
Ref. [11]). As demonstrated in Chapter 4, the fit to the experimental data is remarkable.
Finally, as in the model for displacement controlled nano-indentation, the present model
clarifies the ambiguity in defining the hardness in displacement jump dominated regime due
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to two equivalent load values for the same displacement. However, for larger depths where
the displacement jumps disappear, the hardness decreases with increasing depth, ie., the
indentation-size effect is predicted by model [6].
The underlying dislocation mechanism for displacement jumps in this model is the same
as in DC mode. Indeed, displacement jumps are well correlated with the bursts of mobile
dislocation densities. Similarly, the first displacement jump is controlled by the ratio of
nucleation threshold stress to the multiplication threshold stress. Again, the decreasing
magnitudes of displacement jumps correlate well with the rapid transformation of the bursts
of ρm to ρf . From a dynamical point of view, the displacement jumps occur when the product
σmA˙(z) exceeds the applied force rate. This is an equivalent relation to plastic displacement
rate exceeding the imposed indentation rate for a load drop to occur in the DC mode of
indentation.
The third problem we consider is the indentation size effect [12]. Hardness is tradition-
ally defined as the ratio of the load to the residual imprint area, with the latter determined
by the residual plastic indentation depth through the area-depth relation. Yet, the residual
plastic indentation depth never enters into most hardness models. Rather, most hardness
models are based on the Taylor relation for the flow stress. The latter is a measure of the
resistance to dislocation motion. In contrast, the residual indentation depth after unloading
is a measure of the ease with which dislocations move in the medium, which is a compli-
mentary property to the flow stress. In view of these observation, we propose an alternate
way of calculating the hardness by directly calculating the residual plastic indentation depth
using the plastic strain rate. The latter calculated by setting-up a system of coupled nonlin-
ear time evolution equations for the mobile, forest and geometrically necessary dislocation
densities. Our model includes dislocation multiplication and other well known dislocation
transformation mechanisms among the three types of dislocations. Major contribution to
the growth of GND density is the capture of mobile dislocations in the strain gradient field.
The equations are then coupled to the load rate equation. The ability of the approach
is illustrated by adopting experimental parameters such as the indentation rates, the ge-
ometrical quantities defining the Berkovich indenter including the nominal tip radius and
other parameters. The hardness is obtained by calculating the residual plastic indentation
depth after unloading by integrating the Orowan expression for the plastic strain rate. For
a range of parameter values, the model predicts the generic features of indentation size ef-
fect, namely, the increase in the hardness with decreasing indentation depth and the linear
relation between the square of the hardness and inverse of the indentation depth for all but
200nm [13–16]. In addition, the model also predicts deviation of the linear relation of H2
with 1/z for depths smaller than 200nm reported in a number of experiments for a range of
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parameter values [17–20]. Then, it is straightforward to obtain optimized parameter values
that gives a good fit to any experimental data.
The phenomenological expressions for load and area as a function of depth used in the
model contain constants that must be determined by best fit with experimentally measured
load and area as a function of depth. However, the elastic loading curve is not generally given.
On the other hand, the area function is given in some cases. Two distinct sets of commonly
used data for hardness measurements and ISE features are considered. These are strain
hardened polycrystalline data of Cu due to McElhaney et al [21] and single crystal data of
Ma and Clarke [15]. These two data sets are chosen primarily because these authors provide
loading and unloading curve that includes the elasto-plastic region. Even though the authors
do not provide the elastic loading curve, the constants can be determined approximately.
Even with this approximate values of the constants, the numbers predicted by the model
are in reasonable agreement with experiments.
Despite the fact that we use space averaged densities through out the thesis, the three
models are able to capture a number of experimental features quantitatively as well as
qualitatively. This might come as a surprise. However, it must be noted that all the
experimentally measured quantities such as the force, stress, depth of indentation, residual
plasticity under unloading etc., are space (sample) averages of the dislocation activity in
the sample. Therefore, the result is not surprising. Moreover, in general, averages are well
known to be insensitive to details of the distribution. This statement is also applicable
to spatial averages as well. This point is amply illustrated in the case of the PLC effect
where the serrations are caused by the nucleation of dislocations bands, localized and/or
propagating. In comparison, the radial distribution of dislocations in the nano-indentation
case is significantly less heterogeneous than the PLC effect where dislocations are nucleated
into bands. The original ODE-AK model [1, 2] used only space averaged densities and
attempted to capture the serrated nature of the stress-strain curves. Yet, the model was
surprisingly successful in predicting several generic features of the PLC effect such as the
occurrence of serrated flow in a window of strain rates and temperatures, the existence
of a critical strain for the onset of serrations, the decreasing amplitude of serrations with
increase in strain rates etc. These observations also justify the use of space averaged densities
to predict load-displacement curves. It is pertinent to state here that inclusion of spatial
degrees of freedom recovers all the three band types and many other features related to
spatio-temporal nature of the instability[3, 22–24]. This also suggests that once the spatial
degrees of freedom are included in the present model, we should expect to recover several
other features that crucially depend on the spatial distribution of dislocations. For example,
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our approach can be coupled to FEM calculation that provides the stress distribution which
then predict features that are specific to heterogeneous deformation.
The approach opens up a new method of dealing with nano- and micro-indentation
problems. The current model for ISE uses a pyramidal indenter. However, for a spherical
indenter, hardness is not affected by depth. Swadener et al [18] suggested that one can
envisage the equivalent of ISE for spherical indenter by demonstrating that the hardness
increases with decrease in indenter radius. It would be interesting to check this result.
Another possible extension of the approach is to model the occurrence of steps over-riding
the load-depth curve when specimens of dilute alloys exhibiting the PLC effect are subjected
to nano-indentation [25]. In this case, when dilute alloys such as Al-Cu or Al-Mg are indented
at constant load rate, the load-depth curve shows steps over riding the curve. It would be
interesting to model this phenomenon.
Finally, the approach introduced here is general enough to be applicable to other prob-
lems. For example, a sharp indenter is used in scratch tests of polyester and metal sheets
[26, 27]. In these cases, the scratch track has a wavy structure resulting from the plastic
deformation of the surface due to a stick-slip instability. A proper understanding of the
instability requires inclusion of plastic deformation in the presence of a normal load with a
simultaneous enforcement of constant pull speed in the tangential direction. A model for
this kind of stick-slip instability has been recently proposed [28]. However, this model uses a
phenomenological expression for plastic deformation in the normal and tangential directions.
Now that a model for plastic deformation under normal load has been formulated, it should
be possible to extend the current approach to the stick-slip observed in scratch tests.
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