Abstract: As is well known in systems theory, the parameter space of most dynamic models is stratified into subsets, each of which supports a different kind of dynamic solution. Since we do not know the parameters with certainty, knowledge of the location of the bifurcation boundaries is of fundamental importance. Without knowledge of the location of such boundaries, there is no way to know whether the confidence region about the parameters' point estimates might be crossed by one or more such boundaries. If there are intersections between bifurcation boundaries and a confidence region, the resulting stratification of the confidence region damages inference robustness about dynamics, when such dynamical inferences are produced by the usual simulations at the point estimates only.
Introduction
During the past 30 years, the literature in macroeconomics has moved from comparative statics to dynamics, with many such dynamical models exhibiting nonlinear dynamics. The core of dynamics is bifurcation theory, which is fundamental to systems theory. The parameter space is stratified into subsets, each of which supports a different kind of dynamic solution. But dynamic econometric inferences are usually produced from simulations with the parameters set only at the point estimates, rather than at various settings within confidence regions around the point estimates. Without knowledge of the location of bifurcation boundaries, there is no way to know whether the confidence region about the parameters' point estimates might be crossed by such a boundary, thereby stratifying the confidence region itself and damaging inference robustness regarding dynamics.
Bifurcation refers to a change in qualitative features of the solution dynamics
as parameter values change. Without bifurcation, we observe a change in quantitative features of dynamic solutions, such as change in period or amplitude of cycles, as parameters change, rather than qualitative features of dynamics, such as change from monotonic convergence to damped convergence to a steady state. A parameter-space point at which change in a quality of the solution occurs defines a point on a bifurcation boundary within the space of parameters. Close to a bifurcation boundary the system quantitative features become more sensitive to changes in the parameters on one side of the bifurcation boundary. Small alternations of parameters can cause large changes in quantitative characteristics of the solution dynamics, but qualitative changes occur only when the parameters cross a bifurcation boundary.
There are different types of bifurcation, such as flip, fold, singularity, transcritical, and Hopf. Each of these bifurcations produces a different type of qualitative change in dynamics. Hopf bifurcation is the most commonly seen type among economic models, since the existence of a Hopf bifurcation boundary is accompanied by regular oscillations in an economic model, when the parameters 3 are within a neighborhood of the boundary, and where the oscillations may damp to a stable steady state or may never damp, depending upon the side of the bifurcation boundary on which the parameters might lie. 1 Clearly the precision of the point estimates of parameters is critical, when the point estimate is near a bifurcation boundary, since different qualitative properties of the solution can exist within the confidence region, if a bifurcation boundary crosses the confidence region.
The first theoretical work on Hopf bifurcation appeared in Poincaré (1892) .
The first formulation of a theorem on Hopf bifurcation appeared in Andronov (1929) , who, with his coauthors, developed important tools for analyzing nonlinear dynamical systems. A famous general theorem on the existence of Hopf bifurcation was proved by Hopf (1942) . While the work of Poincaré and Andronov was concerned with two-dimensional vector fields, the theorem of Hopf is valid in n dimensions. When parameters cross a bifurcation boundary such that the solutions change from damped stable to unstable limit cycles, it is common in mathematics to refer to the resulting bifurcation as Poincaré-Andronov-Hopf bifurcation.
Hopf bifurcation boundaries have been found in many economic models, such as Torre (1977) and Benhabib and Nishimura (1979) . These were among the first works on Hopf bifurcation in the field of economics. Torre studied Keynesian systems and found the appearance of a limit cycle associated with a Hopf bifurcation boundary. Benhabib and Nishimura analyzed a multi-sector neoclassical optimal growth model and showed that a closed invariant curve might emerge as the result of optimization. Historically, optimal growth theory received the most attention as the subject of bifurcation analysis. Hopf bifurcations were also found in overlapping generations models. 2 These studies illustrate that the existence of a Hopf bifurcation boundary in an economic model results in a solution following closed curves around the stationary state, with the solution paths being stable or unstable, depending upon which side of the bifurcation boundary contains the parameter values.
More recent studies finding bifurcation in econometric models include Barnett and He (1999 , 2001 , 2004 , 2006 New Keynesian models have become increasingly popular in policy analysis.
The usual New-Keynesian log-linearized model consists of a forward-looking IScurve, describing consumption smoothing behavior, and a New Keynesian Phillips curve, derived from price optimization by monopolistically competitive firms in the presence of nominal rigidities. The third equation is a monetary policy rule. This paper continues and substantially extends our initial more-limited bifurcation analysis of New Keynesian functional structure in Barnett and Duzhak (2008) . We use eigenvalues of the linearized system of difference equations to locate Hopf bifurcation boundaries. We also investigate the effects of different monetary policy rules on bifurcation boundary locations. In each case, we solve numerically for the location and properties of the bifurcation boundary and its dependency upon policy rule parameter settings. We use two types of New Keynesian models. One type can be reduced to produce a 2 × 2 Jacobian. The other type produces a 3 × 3 Jacobian.
To our knowledge there is no theoretical literature for the 3 × 3 case in the economics literature. In the 3 × 3 case we employ the theorem on Hopf bifurcation from the engineering literature.
The rest of the paper is structured as follows. In section 2 we lay out the basic New Keynesian model and monetary policy rules used. Monetary policy rules include different specifications of Taylor's rule and inflation targeting. Section 3 introduces the basic definitions and theorems of bifurcation theory employed in this paper and applies bifurcation theory to New Keynesian models. We consider ten cases, with different monetary policy rules incorporated into the model. We formulate and prove propositions establishing the existence of Hopf bifurcation.
Beyond that analytical analysis, we use numerical techniques to identify existence of period doubling bifurcation in some of the cases. Section 4 concludes.
Model
We base our analysis on the New Keynesian functional structure described in this section. The main assumption of New Keynesian economic theory is that there 5 are nominal price rigidities preventing prices from adjusting immediately and thereby creating disequilibrium unemployment. Price stickiness is often introduced in the manner proposed by Calvo (1983) . The model below, used as the theoretical background for our log linearized bifurcation analysis, is based closely upon Walsh (2003), section 5.4.1, pp. 232 -239, which in turn is based upon the monopolistic competition model of Dixit and Stiglitz (1977) . 3 The model consists of consumers, firms, and monetary policy authority.
Consumers derive utility from the composite consumption good, Ct, real money balances, and leisure. Consumers supply their labor in a competitive labor market and receive labor income, tt WN . Consumers own the firms producing consumption goods and receive all profits, t  . The representative consumer can allocate wealth to money and bonds and choose the aggregate consumption stream by solving the utility maximization problem.
Firms operate in a monopolistically competitive market. Each firm has pricing power over the goods it sells. Price rigidity by the firm results from the fact that a random fraction of firms does not adjust its product price in each period. The remaining firms adjust prices to their optimal levels. Firms make their production and price-setting decisions by solving the cost minimization and pricing decision problems, such that xt = Etxt+1 -(it -Etπt+1)/σ, (2.1) 4 We initially center our analysis on the following specification of the current-looking Taylor rule:
where a1 is the coefficient of the central bank's reaction to inflation and a2 is the coefficient of the central bank's reaction to the output gap. We also consider the forward-looking, backward-looking, and the hybrid Taylor rules.
Among targeting rules, the recent literature proposes many ways to define an inflation target. 5 We consider inflation targeting policies of the form:
which is a current-looking inflation targeting rule. Forward-looking and backwardlooking inflation targeting will also be considered.
7
When we use the current-looking Taylor rule, we are left with these three equations: 
This 3-equation system constitutes a New Keynesian model.
Determinacy and Stability Analysis
In order to analyze the models' determinacy and stability properties, we need to display it in the standard form:
where δt is a vector of disturbances and is the expectations operator conditional upon information in period t. With the current-looking Taylor Obtaining the matrix C = A -1 B in this case is impossible, because A is a singular matrix.
Therefore, we reduce the system of three equations to a system of two log- Premultiply the system by the inverse matrix A -1 ,
we get
where C = A -1 B.
We have two forward-looking variables, 11 and tt x   . Therefore uniqueness and stability of the solution require both eigenvalues to be outside the unit circle.
The eigenvalues of C are the roots of the characteristic polynomial
we can write the eigenvalues as 1 = prescribes that the interest rate should be set higher than the increase in inflation.
Monetary policy satisfying the Taylor's principle is thought to eliminate equilibrium multiplicities. Assuming uniqueness of solutions, the dynamical properties of the system can be explored through bifurcation analysis.
Bifurcation Analysis
The New Keynesian model has both a continuous time and a discrete form.
To define our notation for the discrete form, we consider a continuously differentiable map
Where x is an n-dimensional vector of variables, φ is an m-dimensional parameter vector, and f is continuously differentiable, mapping into n-dimensional Euclidean space. We will study the dynamic solution behavior of x as φ varies. System (3.1) undergoes a bifurcation, if its parameters pass through a critical (bifurcation) point, defined as follows.
Definition 3.1: Appearance of a topologically nonequivalent phase portrait under variation of parameters is called a bifurcation.
In other words, bifurcation occurs once a free parameter φi crosses through a critical bifurcation value, and the quality features of the solution for map (3.1) change. Varying a parameter, thus, results in a transition from a quantitative change to a qualitative change. At the bifurcation point the structure may change its stability, split into new structures, merge with other structures, or produce even more complex behavior. After conducting bifurcation analysis, one can split a parameter set into several subsets. Each of these subsets represents a different type of dynamics.
There are two possible bifurcation analyses: local and global. We linearize and look at small neighborhoods of a fixed point, x* = f(x*, φ), to conduct local bifurcation analysis. In the case of global analysis, bifurcation boundaries are located without linearization.
Definition 3.2: A local bifurcation is a bifurcation that is identified conditionally upon linearization around a single invariant set or attractor.
The local bifurcations of a map (3.1) can be characterized by the eigenvalues of the Jacobian of the first derivatives of the map, computed at the bifurcation point.
Let J = f(x, φ)x be the Jacobian matrix with respect to x. The eigenvalues, 1, 2 ,…, n, of the Jacobian are also referred to as multipliers. Bifurcation will occur, if there are eigenvalues of J on the unit circle that violate the following hyperbolicity condition.
Definition 3.3: The equilibrium is called hyperbolic, when the Jacobian J has no eigenvalues on the unit circle.
Non-hyperbolic equilibria usually are not structurally stable and often lead to bifurcations as a parameter is varied. There are three possible ways to violate the hyperbolicity condition. They give rise to three codimension-1 types of bifurcations. However, it is not always the case that nonhyperbolicity induces the appearance of bifurcations. One needs to look at derivatives conditions in addition to hyperbolicity, as we shall see in the theorems below.
In the 2-dimensional case, we shall need the following theorem, based upon the version of the Hopf Bifurcation Theorem presented in Gandolfo (1996, ch. 25, p. 492 ). 1, 
≠ 0 for the complex conjugates with j = 1,2.
Then there is an invariant closed curve Hopf-bifurcating from *.
Proof: Since x has dimension 3, Lemma 3.1 applies. Hence if conditions (a), (b), and (c) hold, the Jacobian matrix J has a pair of complex conjugate eigenvalues having modulus equal to 1 and another eigenvalue inside the unit circle. That follows from Lemma 3.1.
If the tranversality condition (d) also holds, then according to the classical Hopf bifurcation criterion in Iooss (1979, p. 33) , there exists a Hopf bifurcation. 
Current-Looking Taylor Rule
The Jacobian of the New Keynesian model can be written in the form:
14 We apply the Hopf bifurcation existence theorem (3.1) to the Jacobian of the loglinearized New Keynesian model, AEtxt+1 = Bxt.
We need to choose a bifurcation parameter to vary, while holding other parameters constant. The model is parameterized by:
Candidates for a bifurcation parameter are coefficients for the monetary policy rule, 
     
We can combine the critical value for 2 a with the condition on the discriminant of the characteristic polynomial to provide the condition defining the Hopf bifurcation boundary. The bifurcation boundary is the set of parameter values satisfying the following condition:
Forward-Looking Taylor Rule
A forward-looking Taylor rule sets the interest rate according to expected future inflation rate and output gap, in accordance with the following equation: Given the standard calibration (see Appendix, Table 1 ), we locate the bifurcation boundary, displayed in Figure 1 . Location of the period-doubling bifurcation boundary is implemented using the software continuation package
CONTENT. This dynamical system software is developed by Yuri Kuznetsov and V.V.
Levitin.
To locate a bifurcation boundary, we need to choose an initial parameter to vary. We select parameter a2 to be a free parameter for numerical bifurcation analysis of the new Keynesian model with forward-looking Taylor's rule. We find a period-doubling bifurcation point at a2 =2.994 with the other parameters set as in the appendix table. We begin with that setting, in numerically locating the bifurcation boundary as we also vary a1. In Figure 1 , we display a period-doubling bifurcation boundary that we located as a function of two control parameters: a1
and a2, with the other parameters set in accordance with Table 1 Consider the Taylor rule of the following form:
where the interest rate is set according to forward-looking inflation and currentlooking output gap. A rule of that form was proposed in Clarida, Gali and Gertler (2000) and is purported to capture the central bank's existing policy.
Candidates for bifurcation parameters are the coefficients of the monetary policy rule, 
Current-Looking Inflation Targeting
We now use the inflation targeting equation 
Forward-Looking Inflation Target Rule
Now we use the following forward-looking inflation targeting rule, We can combine the critical value for  with the condition on the discriminant of the characteristic polynomial to provide the condition defining the
Hopf bifurcation boundary. The resulting bifurcation boundary is the set of parameter values satisfying the following condition:
Parameter  is the discount factor from the firm's optimization problem and is also a coefficient in the Phillips curve scaling the impact of expected inflation.
Some authors assume for simplicity that  = 1. 7 Surprisingly we find that that setting can put the New Keynesian model with forward-looking inflation targeting directly on top of a Hopf bifurcation boundary, and hence can induce instability.
This conclusion is conditional upon the assumption that the log-linearized New
Keynesian model is a good approximation to the economy and that the discriminant of the characteristic equation is negative. In such cases, setting the discount factor  equal to unity is not appropriate.
If the model is parameterized by discount factor  = 0.98, then the dynamic 7 See, e.g., Roberts (1995) and Gali and Gertler (1999) .
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solution in phase space (inflation rate plotted against output gap) will be periodic, as is demonstrated on Figure 3 . It is interesting to see what happens to that solution path, if the parameter value is located directly on the bifurcation boundary. In that case, the solution in phase space will become an invariant limit cycle, as shown in Figure 4 . 
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Note, that the modulus condition (b) is equivalent to only one algebraic condition, unlike modulus condition (a), which is equivalent to the two conditions, We have proved that conditions (a)-(c) are of the correct form. Therefore, according to Theorem 3.2, the system consisting of equations (2.1), (2.2), and (3.6)
will have a pair of complex conjugate eigenvalues on the unit circle and one eigenvalue inside the unit circle. 
We apply Theorem 3.2 to the Jacobian, J. Conditions (a), (b), and (c) below correspond to the three conditions that are necessary for a Hopf bifurcation in Theorem 3.2:
Condition (b.1) is redundant again, as in the proof of Proposition 3.6.
Assuming that condition (a.1) holds, we can re-write (2.1) as:
Rearranging the coefficients, gives the following:
Thus, assuming that (a.1) holds and that all of the coefficients are nonnegative, condition (b.1) will hold. Therefore, we do not need to consider that condition separately, and we can limit our attention to condition (b.2).
Condition (a.2) will always hold, because of the nonnegativity of the coefficients. Condition (b.2) is equivalent to 
Current-Looking Taylor Rule with Interest Rate Smoothing Term
If the interest rate path is computed from the optimal interest rate rule, it will be much more volatile than the one observed in practice. Central bankers prefer to avoid volatility in interest rates. To smooth interest rates in models, some economists include a lagged interest rate term in the interest rate rule, as follows:
This type of rule produces a Taylor rule with interest rate smoothing. In this case, we have the following set of parameters:
Parameter a 3 describes the degree of interest rate smoothing by the central bank and is assumed to be between zero and one.
The new Keynesian model with current-looking Taylor rule and interest rate smoothing has the following matrix form: This system produces the following characteristic polynomial: Assuming that the transversality condition holds, it follows from Theorem 3.2 that parameters satisfying conditions (a)-(c) will produce a Hopf bifurcation.  By numerical procedures, we found the existence of a period-doubling bifurcation in this case. In this procedure, we vary parameter a 2 , while holding other parameters fixed. Under the standard calibration in the appendix, we found the first period doubling bifurcation point at a2 = 5.7. Starting at this point, we then vary a2 and a3 simultaneously. The resulting period-doubling bifurcation boundary is shown in Figure 7 . The hybrid rule with interest rate smoothing is proposed in Clarida, Gali and Gertler (1998) . This rule specification is widely believed to match the empirics of the monetary policy for the main countries of the European Union, Japan, and the United States. Based on this rule, the central banker sets a short-term interest rate in accordance with a forecast-based value of inflation, the current value of the output gap, and a past value of the interest rate, as follows: The characteristic polynomial of the Jacobian J is given by:
Consequently, for some φ * satisfying conditions (1) 
Conclusion 39
In this paper, we develop the formulas, prove the propositions, and provide the numerical procedures we are currently using to detect bifurcation boundaries in the parameter spaces of New Keynesian models.
We find two types of bifurcation within the considered New Keynesian functional structures. Our analytical bifurcation analysis detected the possibility of Hopf bifurcation. The numerical bifurcation procedure revealed the possibility of period doubling bifurcation and located that bifurcation boundary. Points along the bifurcation boundaries depend upon the settings of the policy parameters, specifying the central banker's reaction to inflation and output gap. We also introduce a parameter specifying the degree of interest rate smoothing within the corresponding monetary policy rules. The numerical analysis revealed that period doubling bifurcation is most likely to arise in New Keynesian models with the forward-looking monetary policy rules, and in those cases usually occurs for large values of the parameter a 2 , which specifies the central bank's reaction to inflation.
We have been analyzing the reduced log-linearized system. Study of the full nonlinear system will require different tools and will be the subject of future research. In cases in which we did not locate Hopf bifurcation within the theoretically feasible region of the log-linearized system, we cannot conclude that
Hopf or other types of bifurcation might not arise in the original nonlinear system.
When we find Hopf bifurcation with the linearized system, the result is locally sufficient but not necessary for existence of a bifurcation boundary.
Our future research in this area will also include bifurcation analysis of continuous-time New Keynesian models. There are more tools available for bifurcation analysis of continuous time models than discrete time models. Not only is there more theory, but also there is specialized software for conducting bifurcation analysis with continuous time models. Thus, the results that we expect to acquire will be more precise and complete.
We anticipate that nonlinear analysis and continuous-time analysis will reveal more New Keynesian bifurcation boundaries, not less.
