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Abstract. For W a finite (2-)reflection group and B its (generalized) braid
group, we determine the Zariski closure of the image of B inside the corre-
sponding Iwahori-Hecke algebra. The Lie algebra of this closure is reductive
and generated in the group algebra CW by the reflections of W . We deter-
mine its decomposition in simple factors. In case W is a Coxeter group, we
prove that the representations involved are unitarizable when the parameters
of the representations have modulus 1 and are close to 1. We consequently
determine the topological closure in this case.
MSC 2000 : 20C99,20F36.
1. Introduction
Let V be a finite-dimensional complex vector space. A reflection of V
is an element of GL(V ) of order 2 whose fixed points form an hyperplane
of V , called the reflecting hyperplane of the reflection. A central (finite)
hyperplane arrangement A in V is called a reflection arrangement if there
exists a set R of reflections, whose set of reflection hyperplanes is A, and
which generate a finite group W . If this is the case, R and W are uniquely
determined by A (see [Ma09] prop. 2.1).
Topological structures associated to such a reflection arrangement in-
clude the fundamental group P of the complement X = V \ ⋃A and
B = π1(X/W ). In case A is the complexification of a real arrangement,
W is a finite Coxeter group and conversely every finite Coxeter group oc-
cur, through their classical reflection representation. In this case, B is the
so-called Artin-Tits or generalized braid group associated to W . If W is of
Coxeter type An−1 then B is the classical braid group on n strands.
Another well-known algebraic structure associated to a central arrange-
ment of hyperplanes is its holonomy Lie algebra g. It admits a nice pre-
sentation discovered by Kohno, with one generator tH for each hyperplane
H ∈ A. By definition, W -equivariant representations of g yields by mon-
odromy (linear) representations of B. The representations induced by the
natural projection B →W correspond to trivial representations of g.
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A seminal remark of Cherednik is that these representations can be de-
formed into a 1-parameter family by making tH act as hsH , where h is a
formal parameter and sH ∈ R denotes the reflection associated to H ∈ A. It
has been shown in most cases that one gets in this way all representations of
the generic Iwahori-Hecke algebra associated toW , as monodromy represen-
tations of B over the field K0 = C((h)) of Laurent series. The remarkable
phenomenon here is that the reflections fulfill in the group algebra CW the
defining Lie-theoretic relations of g.
A natural object to consider is thus the Lie subalgebra of CW generated
by R, that we call the infinitesimal Iwahori-Hecke algebra H associated to
the reflection group W — or to A, since A determines (W,R). It turns
out to be a reductive Lie algebra, whose center is easily determined. The
determination of its simple factors enables to determine the Zariski hull of
P and B in the corresponding representations (see §6).
This task has been already accomplished for W of dihedral type and for
the symmetric group (see [Ma03b, Ma07a]). More precisely, infinitesimal
Iwahori-Hecke algebras were first introduced in [Ma03b] in case W is a fi-
nite Coxeter group, as a generalization of the Lie algebra of transpositions
introduced in [Ma01] and fully decomposed in [Ma07a].
The purpose of this work is to extend this achievement to arbitrary re-
flection arrangement.
1.1. Structure of infinitesimal Hecke algebras. We let ǫ : W → {±1}
denote the sign character of W , defined by ǫ(s) = −1 for s ∈ R, or equiv-
alently as the restriction to W of the determinant GL(V ) → C×, and let
k ⊂ C denote the field of definition ofW , namely the algebraic number field
generated by the traces of elements of W on GL(V ). It is well-known (see
[Bd, Bes, MM]) that all the ordinary representations of W are defined over
k. The group W is a Coxeter group iff k ⊂ R, and a crystallographic group
iff k = Q.
An intermediate Lie algebra between H and kW is the Lie subalgebra
Lǫ(W ) of kW spanned by the g − ǫ(g)g−1 for g ∈ W , introduced and de-
composed in [Ma08]. We have H ⊂ Lǫ(W ) ⊂ kW since s− ǫ(s)s−1 = 2s for
s ∈ R.
A common feature of the three Lie algebras H, Lǫ(W ) and kW is that
they are reductive and that we get irreducible representations for them by
restriction of the irreducible representations of W . Moreover
(1) the corresponding Lie ideals are simple
(2) all simple Lie ideals are obtained this way
This is shown in [Ma08] in the case of Lǫ(W ) and will be a consequence of our
results in the case of H. A consequence is that the simple Lie ideals of these
Lie algebras define an equivalence relation on the irreducible representations
of W , hence a partition of the set Irr(W ) of irreducible representations of
W .
In case of Lǫ(W ), this equivalence relation is defined by ρ ∼ ρ∗ ⊗ ǫ,
where ρ∗ denotes the dual representation of ρ. The ideal L0(ρ) of Lǫ(W )
attached to the class of ρ ∈ Irr(W ) is either of linear or orthosymplectic
type, depending on whether ρ is isomorphic to ρ∗ ⊗ ǫ or not. Denoting Vρ
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the vector space attached to ρ ∈ Irr(W ), we thus have
kW ≃
⊕
ρ∈Irr(W )
gl(Vρ), Lǫ(W ) ≃
⊕
ρ∈Irr(W )/∼
L0(ρ),
In order to describe the decomposition of H, we need to define a set
Ref(W ) of what we call reflection representations (see def. 2.12),
QRef = {η ⊗ ρ | ρ ∈ Ref , η ∈ Hom(W, {±1})}
ΛRef = {η ⊗ Λkρ | ρ ∈ Ref, η ∈ Hom(W, {±1}), k ≥ 0}
and we define an equivalence relation ≈ on Irr(W ) by
ρ1 ≈ ρ2 ⇔ ρ2 ∈ {ρ1 ⊗ η, ρ∗1 ⊗ η ⊗ ǫ | η ∈ X(ρ1)}
with
X(ρ) = {η ∈ Hom(W, {±1}) | ∀s ∈ R η(s) = −1⇒ ρ(s) = ±1}.
In case ρ∗⊗ ǫ ≃ ρ⊗η for some η ∈ X(ρ), then ǫ⊗η embeds in either S2ρ∗
or Λ2ρ∗. This defines an orthogonal or symplectic Lie algebra osp(Vρ) ⊂
gl(Vρ) that contains ρ(H′). We denote L(ρ) = osp(Vρ) in this case, and
L(ρ) = gl(Vρ) otherwise.
Note that ρ1 ≈ ρ2 iff ρ1 ∼ ρ2, and L(ρ) ≃ L0(ρ), whenever there is a
single conjugacy class of reflection, notably when W is a Coxeter group of
type ADE
We let Irr′(W ) = Irr(W ) \ ΛRef(W ). For a special situation that occur
only then W has type H4, we actually need a refinement ≈′ of ≈.
Theorem 1. The Lie algebra H is reductive, its center has for dimension
the number of reflection classes R/W , and
H ≃ kR/W ⊕
 ⊕
ρ∈QRef/≈′
sl(Vρ)
⊕
 ⊕
ρ∈Irr′(W )/≈′
L(ρ)

The special situation occuring for H4 is related simultaneaously to triality
and to the fact that H4 is the only complex reflection group which admits
ρ ∈ Irr(W ) of dimension 8 whose symmetric square contains ǫ. The two
representations having this property are equivalent under ≈′. For all the
other groups, ≈′ and the relation ≈ described above coincide.
We finally show that the real Lie subalgebra Hc of CW generated by the√−1s, s ∈ R is a compact form of H.
The sketch of proof of theorem 1 is as follows. In §2 we prove that
it is only needed to prove it with k replaced by C, and that it is true
provided that H(ρ) = L(ρ) for all ρ ∈ Irr(W ) \ ΛRef. Since in general
H(ρ) ⊂ L(ρ) ⊂ slN where N = dim ρ, we need several Lie-theoretic lemmas,
proved in §3, in order to deal with the situation h ⊂ g ⊂ slN , where h, g
are complex semisimple Lie algebras acting irreductibly on CN , h being
known and g having to be described. Then §4 establishes basic facts on
the representation theory of W when W belongs to the main general series
G(e, e, n), and in particular determines ΛRef in this case.
The core of the proof is then §5, which sets up the induction process,
assuming that W contains a proper reflection subgroup W0 for which the
theorem is known. We prove there this induction step when W0 has a single
4 IVAN MARIN
class of reflections, under some conditions on the branching rule of the pair
(W,W0) ; we use that to reduce our problem to the case where W has a
single class of reflections, and then apply these results to the general series,
withW0 = G(e, e, n) andW = G(e, e, n+1). The case of exceptional groups
(except H4) is then tackled, using a combination of the previous results and
ad-hoc (sometimes computer-aided) methods.
We then turn (§6) to the applications described below and also deal with
the special case of H4. The proofs of a few technical results needed in the
proof of theorem 1 are postponed at the end of the paper (§7).
1.2. Applications. By the Cherednik monodromy construction, to each
ρ ∈ Irr(W ), ρ : W → GL(Vρ) is associated a linear representation R over
K0 = C((h)) of the (generalized) braid group B attached to W . Letting P
denote the pure braid group Ker (B ։ W ), a first consequence of this work
is the following.
Theorem 2. Let R : B → GLN (K0) be the monodromy representation
associated to ρ ∈ Irr(W ). Then the Zariski closure of R(P ) is connected
with Lie algebra ρ(H).
We actually make more precise the above statement by computing the
closure of R(B). Depending on ρ, it coincides with the closure of R(P ) or
contains it as an index 2 subgroup.
Such representations of B factorizes through a morphism B → H(q)×
where H(q) denotes the so-called Hecke algebra of W , with (transcendant)
parameter q = exp(iπh) ∈ K0. It is a natural quotient of the group algebra
K0B. In the cases where this Hecke algebra is known to be isomorphic to
the group algebra K0W we more generally compute the Zariski closure of
the image of P and B inside H(q)× ≃ (K0W )×.
We say that the groups for which this assumption is already known to
hold are tackled. This includes all Coxeter groups by Tits theorem.
Theorem 3. (see theorem 6.9) Assume that W is irreducible and tackled.
The Zariski closure of the image of P inside H(q)× is connected and has
Lie algebra H⊗K0. It is contained in the Zarisi closure of the image of B
as an index 2 subgroup.
We now assume that W is a Coxeter group, and consider the representa-
tion R : B → GLN (K0) of H(q) attached to some ρ ∈ Irr(W ). Such a ρ is
a complexification of a real representation ρ0 of W . It is known that R ad-
mits a matrix model over R[q, q−1], hence any u ∈ C× defines a specialized
representation Ru : B → GLN (C). We prove the following (theorem 6.12).
Theorem 4. For u ∈ C with |u| = 1 and u close enough to 1, the represen-
tation Ru is unitarizable. If in addition u is a transcendental number, then
the topological closure of Ru(P ) is a connected compact Lie group, with Lie
algebra ρ(Hc).
In particular, for the caseW = Sn, we recover the results of M. Freedman,
M. Larsen, Z. Wang in [FLW] (for generic parameters). Recall that, in this
case, the unitarizability is known by Wenzl unitary matrix models. Such
models can be obtained in type A by using a rational Drinfeld associator,
as in [Ma06].
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1.3. Generalizations. In case W has several conjugacy classes of reflec-
tions, the Hecke algebra can be defined with one parameter qc for each
class. In the generic case, these parameters are distinct indeterminates.
Such representations are obtained by monodromy construction, with qc =
exp(iπλch), the λc being complex numbers linearly independant over Q
(then the qc ∈ K0 are algebraically independant over C). In particular
λc 6= 0. Then the relevant Lie algebra, being spanned by the λcs, for
s ∈ c ⊂ R, is still H, and the results above can be easily extended to
this case.
The case of non-transcendantal parameters (or algebraically dependant
parameters in the case of several parameters), and the specially interesting
case of roots of 1, cannot a priori be dealt with by the methods used here
(although the knowledge of the generic case should be useful for dealing with
the specialized ones).
The natural generalization of this work is thus to deal with the pseudo-
reflection groups. In that case, several parameters immediately arise, and
the general preliminary study is more complicated than the (2-)reflection
case. We will deal with this more general setting in a forthcoming paper
(which will built on the combinatorical case-by-case arguments and the re-
sults exposed here).
Throughout this paper, the name CHEVIE refers to the corresponding
GAP package, which can be downloaded at http://www.math.jussieu.
fr/~jmichel.
Acknowledgements. I thank C. Cornut and J. Michel for numerous fruit-
ful exchanges. I also thank C. Bonnafe´, N. Matringe, D. Mauger and J.-F.
Planchat for useful discussions.
2. Infinitesimal Iwahori-Hecke algebras
Let W be a finite complex (2-)reflection group, and ǫ : W → {±1} its
sign character, afforded by the determinant.
2.1. Definitions and basic properties. For now, we only assume that k
is a field of characteristic 0.
Definition 2.1. The infinitesimal Iwahori-Hecke algebra associated to a
finite complex (2-)reflection group W is the Lie subalgebra HW of kW gen-
erated by the set of reflections of W .
Note that, if W0 is a reflection subgroup of W , that is if W0 is generated
by reflections of W , then HW0 embeds in HW as a Lie subalgebra. If W ≃
W1 ×W2 as complex reflection groups, then HW ≃ HW1 ×HW2 .
Let R denote the set of all reflections inW , and S ⊂ R a subset satisfying
(1) S generates W
(2) Every reflection of W is conjugated in W to some element of S.
A typical example for S is the set of simple reflections attached to some Weyl
chamber when W is a Coxeter group. We let W act on R by conjugation,
and R/W the corresponding set of equivalence classes. It is the set of
conjugacy classes of W whose elements are reflections. For c ∈ R/W we
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denote Tc =
∑
s∈c s ∈ kW , and introduce p : kG → Z(kG) defined by
p(x) = (1/#G)
∑
g∈G gxg
−1.
For an arbitrary finite group G, Lie subalgebras of kG generated by gen-
erating sets of G have noticeable properties, that we recall from [Ma04],
lemme 3.
Proposition 2.2. Let S be a generating set of the finite group G. Then the
Lie subalgebra L of kG generated by S is reductive, and every irreducible
representation of G is irreducible for the action of L. Moreover, the center
of L is contained in the sub-vector space of L spanned by the Tc for Tc ∈ L
and c∩S 6= ∅. If S is the union of some conjugacy classes, then Z(L) = p(L)
and L′ is generated by the elements s− Tc(s)/#c(s) for s ∈ S.
Proof. The fact that irreducible representations of G gives rise to irreducible
representations of L comes from the fact that S generates both L (as a
Lie algebra) and G (as a group). Now any faithful representation of kG
restricts to a faithful, semisimple representation of L, so L is reductive.
Another consequence of the fact that S generates both L and G is that
Z(L) ⊂ Z(kG).
We define p : kG ։ Z(kG) by p(x) = (1/#G)
∑
g∈G gxg
−1. It is easily
checked (see e.g. [Ma08]) that (kG)′ = Ker p = ∩cKer δc for c a conjugacy
class of G and δc the characteristic linear form associated to it. Let E be
the vector space spanned by S and L′ the vector space generated by iterated
brackets of elements of L. Obviously L = E + L′ and L′ ⊂ (kG)′ = ∩Ker δc
so δc(L) = δc(E) for any conjugacy class c. It follows that δc(L) = {0} for
every class such that c∩ S = ∅. Since Z(kG) is spanned by the elements Tc
the conclusion follows.
Finally, if S is the union of conjugacy classes then L is stable under con-
jugation by W hence p restricts to a linear endomorphism of L. Since
Z(L) ⊂ Z(kG) we know that p acts identically on Z(L). From L′ ⊂
(kG)′ = Ker p and L = Z(L) ⊕ L′ we thus deduce p(L) = Z(L). Now
the collection s − Tc(s)/#c(s) for s ∈ S generates a Lie algebra that clearly
contains L′ (because each Tc(s) lies in Z(kG)) and is contained in L. Since
p(s− Tc(s)/#c(s)) = 0 it is contained in L′, which concludes the proof. 
The following facts are mostly recollected from [Ma03b]. We provide a
proof for the convenience of the reader. For s ∈ R we let s′ = s−Tc(s)/#c(s),
where c(s) ∈ R/W denotes the conjugacy class of s, and recall from the
introduction that Lǫ(W ) is the Lie subalgebra of kW spanned by the w −
ǫ(w)w−1, w ∈W .
Proposition 2.3. Let W be a finite complex reflection group. Then
(1) HW is a reductive Lie algebra.
(2) The center of HW has dimension #R/W with basis {Tc; c ∈ R/W}.
(3) The derived Lie algebra H′W of HW is generated by the s′ = s −
Tc(s)/#c(s) for s ∈ R.
(4) HW ⊂ Lǫ(W )
(5) HW is stable in kW for the adjoint action of W , and is generated
by S.
INFINITESIMAL HECKE ALGEBRAS II 7
(6) H′W is stable in kW for the adjoint action of W , and is generated
by {s′ | s ∈ S}.
Proof. The first three claims are consequences of proposition 2.2, since W
is generated by R. If s ∈ R, then ǫ(s) = −1 hence s = s−ǫ(s)2 ∈ Lǫ(W ).
It follows that HW ⊂ Lǫ(W ). Finally, since R is stable under conjugation
then so is HW . For s ∈ R let Ad(s) : y 7→ sys−1 = sys and ad(s) : y 7→ [s, y]
associated endomorphisms of HW . It is easily checked that, for all s ∈ R,
ad(s)2 = 2(Id−Ad(s)). In particular, since S generates W , the Lie algebra
generated by S is stable under the action of W . Since the orbit under
conjugation of S is R it follows that this Lie algebra contains R hence
equals HW . The proof of (7) goes along the same lines. 
From now on, we assume that W is irreducible, and that k contains the
field of definition ofW . Multiplicative characters will play a special role. We
recall a consequence of Stanley theorem (see [Sta], theorem 3.1), denoting
{±1}R/W the set of maps from the set R/W of reflection classes to {±1}.
Lemma 2.4. There is a natural bijection {±1}R/W → Hom(W, {±1}) which
associates to each f ∈ {±1}R/W a character η : W → {±1} such that
η(s) = f(c) whenever c ∈ R/W and s ∈ c.
Although we do not use it now, we recall that a consequence of the
Shephard-Todd classification is that #R/W ≤ 3 when W is irreducible,
with moreover #R/W ≤ 2 if rk(W ) ≥ 3. For ρ ∈ Irr(W ) we let
X(ρ) = {η ∈ Hom(W, {±1}) | ∀s ∈ R η(s) = −1⇒ ρ(s) = ±1}.
We first need a lemma
Lemma 2.5. Let E be a finite-dimensional k-vector space, for an arbitrary
characteristic 0 field k. If E admits a nondegenerate symmetric bilinear
form < , > and an involutive skew-isometry, i.e. s ∈ End(E) with s2 = 1
and < sx, sy >= − < x, y > for every x, y ∈ E, then < , > is hyperbolic.
Proof. Whenever x 6= 0 we have < sx, x >=< sx, ssx >= − < x, sx >
hence < sx, x >= 0. Since < , > is nondegenerate, it admits a non-isotropic
x ∈ E with < x, x > 6= 0. If sx = λx for some λ ∈ k, then − < x, x >=<
sx, sx >= λ2 < x, x > and λ2 = −1, contradicting s2 = 1. Thus x, sx are
linearly independant. Let u = x+ sx, v = (x − sx)/2 < x, x >. The plane
H spanned by u, v is hyperbolic, E is an orthogonal direct sum of H and
its orthogonal, which is s-invariant because H is so. The conclusion then
follows by induction on the dimension of E. 
Proposition 2.6. If there exists η ∈ X(ρ) such that ρ∗ ⊗ ǫ ≃ ρ ⊗ η, this η
is unique. The associated embedding ǫ⊗ η →֒ ρ∗ ⊗ ρ∗ defines (up to scalar)
a bilinear form on Vρ, and we denote by osp(Vρ) ⊂ sl(Vρ) the Lie subalgebra
preserving it. We have ρ(H′) ⊂ osp(Vρ). If the bilinear form is symmetric,
then it is hyperbolic (provided dim ρ > 1).
Proof. Let η1, η2 ∈ X(ρ) with ρ⊗ η1 ≃ ρ⊗ η2, and let s ∈ R. If ρ(s) 6∈ {±1}
then η1(s) = 1 = η2(s). If ρ(s) ∈ {±1} then ρ(s)η1(s) = ρ(s)η2(s) hence
η1(s) = η2(s). Since R generates W we get η1 = η2.
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Let now η ∈ X(ρ) with ρ∗⊗ǫ ≃ ρ⊗η and < , > the corresponding bilinear
form on Vρ. Recall that ρ(H′) ⊂ sl(Vρ) is generated by the ρ(s′), s ∈ R. For
all s ∈ R we have < ρ(s)x, ρ(s)y >= ǫ(s)η(s) < x, y > for all x, y ∈ Vρ.
Since s2 = 1 this means < ρ(s)x, y >= ǫ(s)η(s) < x, ρ(s)y >. When
ρ(s) 6∈ {±1} we get < ρ(s)x, y > + < x, ρ(s)y >= 0 hence < ρ(s′)x, y >
+ < x, ρ(s′)y >= 0 and ρ(s′) ∈ osp(Vρ).. When ρ(s) ∈ ±1 we have ρ(s′) = 0
hence again ρ(s′) ∈ osp(Vρ) and ρ(H′) ⊂ osp(Vρ). The last assertion is
a consequence of lemma 2.5 as involutive skew-isometries are provided by
the s ∈ R with η(s) = 1. If not such s exists, then ρ(W ) is abelian and
dimVρ = 1. 
Obviously osp(Vρ) is either a special orthogonal Lie algebra, when ǫ⊗η →֒
S2ρ∗, or a symplectic one, when ǫ⊗ η →֒ Λ2ρ∗. Note that the hyperbolicity
property implies that the orthogonal Lie algebras possibly involved here are
even ones.
Any representation ρ of W restricts to a representation ρH of HW , and in
particular to a representation ρH′ of H′W . We denote Irr(HW ) and Irr(H′W )
the set of (classes of) irreducible representations of HW and H′W , respec-
tively.
The following proposition is a generalization of [Ma07a], prop. 2.
Proposition 2.7. Let W be a finite reflection group. Then
(1) If ρ ∈ Irr(W ) then ρH ∈ Irr(HW ).
(2) If ρ1, ρ2 ∈ Irr(W ) then ρ1 ≃ ρ2 ⇔ ρ1H ≃ ρ2H.
(3) If ρ1, ρ2 ∈ Irr(W ) with dim ρ1 > 1 then ρ1H′ ≃ ρ2H′ if and only if
ρ1 ≃ ρ2 ⊗ η for some η ∈ X(ρ2) = X(ρ1).
(4) (ρ⊗ ǫ)H ≃ (ρH)∗.
Proof. For R/W = {R1, . . . ,Rk}, we let Ti = TRi and let ηi : W → {±1}
be defined by ηi(Ri) = −1 and ηi(Rj) = 1 for j 6= i.
The first two claims are immediate consequences of the fact that R gen-
erates W . The last one is a consequence of H ⊂ Lǫ(W ) (see prop. 2.3), and
of the corresponding statement for Lǫ(W ).
Now assume ρ1H′ ≃ ρ2H′ . H′W is generated by the elements s − Ti/#Ri
1 ≤ i ≤ #R/W and s ∈ Ri. Since all irreducible representations of W over
k are absolutely irreducible, we know that ρ1(Ti) and ρ
2(Ti) are scalars. It
follows that there exists P ∈ Hom(ρ1, ρ2) such that Pρ1(s)P−1 = ρ2(s)+ωi,
with ωi =
ρ2(Ti)−ρ1(Ti)
#Ri
∈ k for all 1 ≤ i ≤ #R/W and s ∈ Ri. From s2 = 1
we get 1 = 1+2ωiρ
2(s)+ω2i . Let I = {i | ωi 6= 0}. For i ∈ I we have ρ2(s) =
−ωi
2 ∈ k hence ρ1(s) = ωi2 = −ρ2(s) and Pρ1(s)P−1 = −ρ2(s). For i 6∈ I we
have Pρ1(s)P−1 = ρ2(s) hence ρ1 ≃ ρ2 ⊗ η where η = ∏i∈I ηi, because R
generates W . Moreover, if ωi 6= 0 and s ∈ Ri, then s2 = 1 implies ωi = ±2
and this concludes the proof. Conversely, if ρ2 ≃ ρ1 ⊗ η and ρ1(s) = ±1
whenever η(s) = −1, then for such s we have that s− Tc(s)/#c(s) has zero
image under both ρ1 and ρ2, and these images are obviously conjugated if
η(s) = 1. It follows that ρ1H′ ≃ ρ2H′ . 
The following consequence is obvious.
Corollary 2.8. If W admits a single conjugacy class of reflections and
ρ1, ρ2 ∈ Irr(W ), then ρ1 ≃ ρ2 iff ρ1H′ ≃ ρ2H′.
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We use X(ρ) to define an equivalence relation on Irr(W ).
Definition 2.9. For ρ1, ρ2 we define ρ1 ≈ ρ2 by ρ2 ∈ {ρ1⊗η, ρ∗1⊗η⊗ǫ | η ∈
X(ρ1)}.
Notice that X(ρ) is a subgroup of Hom(W, {±1}) and that ρ1 ≈ ρ2 ⇒
X(ρ1) = X(ρ2). It follows that ≈ is an equivalence relation on Irr(W ),
in general coarser than the relation ∼ of the introduction, generated by
ρ∗ ⊗ ǫ ∼ ρ. Also notice that ǫ ∈ X(ρ) if and only if ρ(s) = ±1 for all s ∈ R.
This is possible only when dim ρ = 1. In particular, if W has a single class
of reflections and ρ1, ρ2 ∈ Irr(W ) whith dim ρi > 1, then ρ1 ≈ ρ2 iff ρ1 ∼ ρ2.
Definition 2.10. If ρ ∈ Irr(W ), we let H(ρ) denote the orthogonal of
Ker ρH′ with respect to the Killing form of H′, and let L(ρ) = sl(Vρ) if
ρ⊗ η 6≃ ρ∗ ⊗ ǫ for every η ∈ X(ρ), and L(ρ) = osp(Vρ) otherwise.
It is clear that H(ρ) is an ideal of H′, isomorphic to ρ(H′) as a Lie algebra.
We prove that all L(ρ) are semisimple. By their definition, this amounts to
saying that the exceptional case L(ρ) ≃ so2 ≃ k with dim ρ = 2 never occurs
(however the non-simple case so4 ≃ sl2×sl2 do occur, see lemma 2.22 below).
The reason is that, if dim ρ = 2, then Λ2ρ∗ = det ◦ρ∗ ∈ Hom(W, {±1}) can
be written as ǫ ⊗ η for some η ∈ Hom(W, {±1}), and we have η ∈ X(ρ),
as ρ(s) 6= ±1 implies det ρ(s) = −1 = ǫ(s). Also notice that ρ(H′) is
semisimple and nonzero, otherwise ρ(s) ∈ {±1} for all s ∈ R and dim ρ = 1.
By sl2(k) ≃ sp2(k) this implies the following.
Lemma 2.11. Let ρ ∈ Irr(W ) with dim(ρ) = 2. Then L(ρ) = sl(Vρ) =
ρ(H′) ≃ H(ρ).
2.2. Reflection representations. From now on we assume that W is an
irreducible reflection group of rank at least 2. We need a slightly nonstan-
dard definition.
Definition 2.12. An irreducible representation R : W → GL(VR) with
dimR ≥ 2 is called a reflection representation if, for all s ∈ R, if R(s) 6= Id
then R(s) is a reflection of VR.
By the irreducibility assumption onW , such representations exist as soon
as rk(W ) ≥ 2, and at least one of them is faithful. All faithful reflection
representations of W have for dimension the rank of W by the classification
theorem of Shephard and Todd, and they are all deduced from the defining
representation by Galois action (see [MM]).
It is a classical fact due to Steinberg (see [Bo456], ch. V §2 exercice 3)
that the alternating powers ΛkR of R for 1 ≤ k ≤ dimR of a reflection
representation are distinct irreducible representations of W , thus leading
to distinct simple ideals of kW as an associative algebra ; indeed, it is
straightforward to check that the proof of [Bo456] applies to our more general
definition of a reflection representation.
Taking k-th alternating powers gives rise to two representations of HW
on ΛkVR, namely (Λ
kR)H and Λ
k(RH). Likewise, suppose we are given
η ∈ Hom(W, {±1}). Then, to any x ∈ k one can associate a character γηx of
HW defined by s 7→ η(s)(x − 1) for s ∈ R. Letting Rη = R ⊗ η, one may
then define two twisted representations (η⊗ΛkR)H and Λk(RηH). Identifying
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k ⊗ ΛkVR with ΛkVR, all these representations as well as γηx ⊗ (η ⊗ ΛkR)H
act on ΛkVR.
Proposition 2.13. Let R : W → GL(VR) be a reflection representation
of a finite irreducible reflection group W and η ∈ Hom(W, {±1}). For any
k ∈ [0,dim VR],
(1) Λk(RηH) = γ
η
k ⊗ (η ⊗ ΛkR)H
(2) Λk(RηH′) = (η ⊗ ΛkR)H′
and, in particular, ΛkRH′ = (Λ
kR)H′ .
Proof. Let s ∈ R. If R(s) = 1, then (η ⊗ ΛkR)(s) = η(s) and (ΛkRηH)(s) =
kη(s) = η(s)(k − 1)Id + (η ⊗ ΛkR)(s). Otherwise, there exists a basis
e1, . . . , en of VR such that s.e1 = −e1 and s.ei = ei if i 6= 1, where we
make W act on VR through R. One has a natural basis (eI) of Λ
kVR which
is indexed by the subsets of size k in {1, . . . , n} : if I = {i1, . . . , ik} with
i1 < · · · < ik then eI = ei1 ∧ · · · ∧ eik . Then{
(η ⊗ ΛkR)(s)(eI) = η(s)eI if 1 6∈ I
= −η(s)eI if 1 ∈ I{
(ΛkRηH)(s)(eI) = kη(s)eI if 1 6∈ I
= (k − 2)η(s)eI if 1 ∈ I
and it follows that (ΛkRηH)(s) = η(s)(k− 1)Id + (η⊗ΛkR)(s), thus proving
(1). Statement (2) follows immediately. 
Remark 2.14.
It is a standard fact that, if R is faithful, then ǫ⊗ΛkR∗ = Λn−kR, where
n = dimVR. In general, we easily check that Λ
n−kR = η ⊗ ǫ ⊗ ΛkR∗ with
η ⊗ ǫ(g) = detR(g)−1 for g ∈ W . For s ∈ R, this means that η(s) = −1 iff
detR(s) = 1. In particular, η ∈ X(R).
Let L(VR) =
⊕∞
k=0 sl(Λ
kVR), and Λ
• : sl(VR) → L(VR) be the natural
representation of sl(VR) on the exterior algebra of VR. By considering Λ
kVR
as the underlying vector space of ΛkR, there is a natural embedding ι :
L(VR) →֒ (kW )′ ⊂ kW and, more generally, to any η ∈ Hom(W, {±1}) is
associated a natural embedding ιη : L(VR) →֒ (kW )′ by identification of
ΛkVR with the underlying vector space of η ⊗ ΛkR.
Proposition 2.13 leads to considering the following diagram
H′W //
$$I
II
II
II
II
R
H′

kW
sl(VR)
Λ•
// L(VR)
ι
OO
where the morphism H′W → L(VR) is defined in the obvious way such that
the upper right triangle commutes. Proposition 2.13 implies that the lower
left triangle also commutes. We showed in [Ma04] by a case-by-case analysis
that the morphism H′W → sl(V ) is surjective for finite irreducible Coxeter
groups. More generally, we have the following result.
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Proposition 2.15. Let R : W → GL(VR) be a reflection representation
of a finite irreducible reflection group W and η ∈ Hom(W, {±1}). Then
RηH′ : H′W → sl(VR) is surjective.
To prove this, we will need the following classical lemmas.
Lemma 2.16. A root system of type An admits no proper subsystem of rank
n.
Proof. We realize a root system of type An as the elements ei − ej in the
euclidean vector space Rn+1 with basis e1, . . . , en+1. We let sij denote the
reflection corresponding to the root ei − ej . Let E be a subsystem of rank
n and let E = {i | e1 − ei ∈ E}, F = {2, . . . , n + 1} \ E . Assume F 6= ∅.
Then ei− ej 6∈ E for all i ∈ E and j ∈ F otherwise s1i(ei− ej) = e1− ej ∈ E
and j ∈ E ∩ F = ∅. Let E ′ = E ∪ {1}. Then E is contained in the vector
space generated by the ei − ej for i, j ∈ E ′ or i, j ∈ F , whose dimension is
at most n − 1. By contradiction, it follows that F = ∅ and E contains all
e1− ei. Since the permutations (1 i) generate Sn+1, the Weyl groups of the
two subsystems are the same. Since this Weyl group acts transitively on the
set of roots and E 6= ∅ it follows that E is not proper. 
For V a finite-dimensional C-vector space and W ⊂ GL(V ) a finite group
acting irreducibly, we endow V with aW -invariant hermitian scalar product.
If H ⊂ V is a hyperplane with orthogonal spanned by eH ∈ V , we let
WH = {w ∈W | w.eH = eH}. We recall the following lemma from [Ma09].
Lemma 2.17. (see [Ma09], cor. 3.2) Let W ⊂ GL(V ) be a finite group
generated by pseudo-reflections and acting irreducibly on V . Let R denote
its set of pseudo-reflections. There exists an hyperplane H of V such that
WH acts irreducibly on H and such that its image in GL(H) is generated by
the images of R∩WH .
We are now in position to prove proposition 2.15.
Proof. Since, for all s ∈ R, we have Rη(s) = η(s)R(s), it suffices to show
that RH′ is surjective. We will thus assume η = 1. Since R(W ) ⊂ GL(VR)
is an irreducible reflection group admitting as reflections the image of R, we
can assume that R is faithful and is the defining representation of W , that
is VR = V and W ⊂ GL(V ).
Under these assumptions, we prove the proposition by induction on n =
rkW = dimV . For convenience here, we drop the implicit assumption
dimV ≥ 2 in the statement and start the induction at the trivial case
n = 1. We proceed by assuming n ≥ 2. Let H ⊂ V an hyperplane and
W0 = WH ⊂ W being afforded by lemma 2.17. We have HW0 ⊂ HW hence
H′W0 ⊂ H′W and ImRH′ ⊃ ImRH′W0 = sl(H) by the induction hypothesis. It
follows that there exists a Cartan subalgebra of rank n− 2 of ImRH′ inside
sl(H). We are going to exhibit a semisimple element x ∈ sl(V ) \ sl(H)
centralizing sl(H) that belongs to the image of H′W : this will provide a
Cartan subalgebra of rank n − 1 for this image, which then equals sl(V )
since it is a semisimple Lie subalgebra of sl(V ) and the root system of type
An−1, corresponding to sl(V ), contains no proper subsystem of rank n − 1
by lemma 2.16.
12 IVAN MARIN
We now construct x. Let R0 denote the set of reflections of W0, and
define the following elements in HW
T =
∑
s∈R
s, T0 =
∑
s∈R0
s, X = (#R)T0 − (#R0)T
It is clear that X belongs to HW and that it commutes to HW0 . Let x =
RH(X). We know that T acts on V by the scalar
n−2
n #R, because trR(s) =
n−2 for all s ∈ R and R is irreducible. Similarly, T0 acts on H by n−3n−1#R0
and on D by #R0. It follows that x acts on H by (#R)(#R0) −2n(n−1) and
by (#R)(#R0) 2n on D. Thus x 6∈ sl(H) but x ∈ sl(V ) and x is semisimple.
Since HW is reductive, the intersection of sl(V ) with its image in gl(V ) is
the image of H′W . It follows that x belongs to the image of H′W , which
concludes the proof. 
2.3. Reflection ideals. We define the following subsets of Irr(W ).
Ref = {reflection representations}
QRef = {η ⊗ ρ | ρ ∈ Ref , η ∈ Hom(W, {±1})}
ΛRef = {η ⊗ Λkρ | ρ ∈ Ref, η ∈ Hom(W, {±1}), k ≥ 0}
and we let QRef = QRef/ ≈. By choosing an arbitrary system of rep-
resentatives, we identify QRef with a subset of QRef. Notice that, since
Ref 6= ∅, then Hom(W, {±1}) ⊂ ΛRef. More generally, representations of
small dimension belong to ΛRef.
Lemma 2.18. Let ρ ∈ Irr(W ). If dim ρ ≤ 3 then ρ ∈ ΛRef. If moreover
dim ρ 6= 1 then ρ ∈ QRef.
Proof. Since Hom(W, {±1}) ⊂ ΛRef it is sufficient to show the second part of
the statement. Assume dim ρ = 2. Let R0 = {s ∈ R | ρ(s) = Id},R1 = {s ∈
R | ρ(s) = −Id},R2 = {s ∈ R | Spρ(s) = {−1, 1}}. Since ρ(s)2 = Id for all
s ∈ R we have R = R0 ⊔ R1 ⊔ R2, and each Ri is stable by conjugation.
Using lemma 2.4 we define f : R → {±1} by f(s) = 1 if s ∈ R0 ⊔ R2,
f(s) = −1 is s ∈ R1, and denote η ∈ Hom(W, {±1} the corresponding
character. Then η⊗ρ ∈ Ref hence ρ ∈ QRef. Similarly, if dim ρ = 3, letting
R0,R1,R2 as before, we define R±2 to be the set of all s ∈ R2 such that ±1
appear in the spectrum of ρ(s) with multiplicity 2 ; we define f as before on
R0 ⊔R1, f(s) = ±1 for s ∈ R±2 , and again η⊗ ρ ∈ Ref hence ρ ∈ QRef. 
Definition 2.19. The reflection ideal of H′ is
I = H′ ∩
⊕
ρ∈ΛRef
End(Vρ).
It is clear that I is an ideal ofH′, and we have a natural projectionH′ → I
factorizing the inclusion H′ → kW . Let ρ ∈ QRef. We have H(ρ) ≃ sl(Vρ)
by proposition 2.15. Now, proposition 2.7 and proposition 2.13 imply that
I is the sum of the ideals H(ρ) for ρ ∈ QRef, since semi-simple Lie algebras
are direct sums of their simple ideals and sl(Vρ) is a simple Lie algebra.
Finally, if ρ1, ρ2 ∈ QRef, H(ρ1) = H(ρ2) implies ρ1H′ ≃ ρ2H′ or ρ1H′ ≃ (ρ2H′)∗,
since sln admits at most two irreducible representations of dimension n. It
follows that H(ρ1) = H(ρ2) ⇒ ρ1 ≈ ρ2 ⇒ ρ1 = ρ2 by definition of QRef,
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hence I is the direct sum of the ideals H(ρ) ≃ sl(Vρ) for ρ ∈ QRef. In
particular we get
Proposition 2.20. The reflection ideal I is isomorphic to⊕
ρ∈QRef
sl(Vρ).
Example : the reflection ideal of G13. We illustrate this decomposition
for W of type G13. This group has 4 multiplicative characters 1, ǫ, η, η ⊗ ǫ,
among 16 irreducible characters. Its field of definition is k = Q(µ24). A
computer computation shows that dimH′ = 51.
This group admits 4 faithful 2-dimensional reflection representations, num-
bered ρ5, ρ7, ρ8, ρ10 in CHEVIE, and two non-faithful ones, ρ6 in dimension
2 and ρ12 in dimension 3. We have ρ6(W ) ≃ G(1, 1, 3) ≃ S3 and ρ12(W ) is
the Coxeter group of type B3.
There are two natural actions on the 4 faithful ones, the action by tensor
product of Hom(W, {±1}) and the action of Gal(k|Q). Both are transitive,
and we have ρ ≃ ρ∗⊗ ǫ and X(ρ) = {1} for all of them. It follows that they
all belong to QRef, and that no other representation of QRef arise from
them. Moreover, we have ι(L(Vρ)) = sl(Vρ) for all of them.
In dimension 2, the other one is ρ6 ≃ ρ6 ⊗ η ⊗ ǫ. We have ρ9 ≃ ρ6 ⊗ ǫ ∈
QRef, and both are defined over Q. In particular ρ9 ≃ ǫ ⊗ ρ∗6 and we
can assume QRef ∩ {ρ6, ρ9} = {ρ6}. Another reason for ρ9 ≈ ρ6 is that
ρ9 = ρ6 ⊗ η and X(ρ6) = {1, η}.
Finally, the 3-dimensional one has a real-valued character and induces 3
other representations ρ11 = ρ12 ⊗ η, ρ13 = ρ12 ⊗ ǫ, ρ14 = ρ12 ⊗ η ⊗ ǫ. Since
X(ρ12) = {1}, we can choose QRef = {ρ5, ρ6, ρ7, ρ8, ρ10, ρ11, ρ12}. It follows
that I = sl52 × sl23 and dimI = 31
This example shows in particular that we cannot assume QRef ⊂ Ref in
general, since ρ11, ρ14 6∈ Ref. Moreover, note that these four last representa-
tions of W have the same alternating square, although they may represent
different simple ideals of H′.
2.4. Decomposition in semisimple components. We define the follow-
ing subsets of Irr(W ).
E = {ρ ∈ Irr(W ) | ρ 6∈ ΛRef and ∀η ∈ X(ρ) ρ∗ ⊗ ǫ 6≃ ρ⊗ η}
F = {ρ ∈ Irr(W ) | ρ 6∈ ΛRef and ∃η ∈ X(ρ) ρ∗ ⊗ ǫ ≃ ρ⊗ η}
We identify E/ ≈ and F/ ≈ with subsets of E and F , respectively.
Proposition 2.7 and proposition 2.13 imply that the inclusion H′ ⊂ (kW )′
factorizes through an injective morphism
Φ : H′ →֒ I ⊕
 ⊕
ρ∈E/≈
sl(Vρ)
⊕
 ⊕
ρ∈F/≈
osp(Vρ)
 .
The central result of this article is the following
Theorem 2.21. Unless if W = H4 the morphism Φ is an isomorphism.
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For dihedral goups, all irreducible representations except the 1-dimensional
ones are 2-dimensional reflection representations, hence H′ ≃ I. This theo-
rem has been proved for Coxeter types An in [Ma07a], and I2(m) in [Ma04].
It is sufficient to prove this theorem for k = C, which we assume from now
on.
We will show that, in order to prove this theorem for a given W 6= F4,
it is sufficient to show the following : for all ρ ∈ Irr(W ) \ ΛRef such that
dim ρ > 1, we have ρ(H′) = L(ρ) (see corollary 2.24). For this we need a
few preliminary results.
Using the classification of complex reflection groups and of their repre-
sentations, we will provide later a proof of the following lemma (see lemmas
7.3, 7.6, 7.4).
Lemma 2.22. Let ρ ∈ Irr(W ).
(1) If dim ρ = 4 and η ⊗ ǫ →֒ S2ρ∗ for some η ∈ X(ρ) then W is a
Coxeter group of type F4.
(2) If dim ρ = 8 and η ⊗ ǫ →֒ S2ρ∗ for some η ∈ X(ρ) then W is a
Coxeter group of type H4.
Moreover, if dim ρ = 6 and η ⊗ ǫ →֒ S2ρ∗ for some η ∈ X(ρ), then W has
rank 4 and ρ ∈ ΛRef.
Proposition 2.23. Assume W 6∈ {F4,H4}. If ρ ∈ Irr(W ) satisfies L(ρ) ≃
H(ρ) then H(ρ) is a simple ideal. If ρ1, ρ2 ∈ Irr(W ) \ ΛRef satisfy L(ρi) ≃
H(ρi) for i ∈ {1, 2} , then ρ1 ≈ ρ2 ⇔H(ρ1) = H(ρ2).
Proof. The first part of the statement comes from the fact that the excep-
tional (nonsimple) cases so2 and so4 ≃ sl2 × sl2 do not occur when W is
not of type F4, by lemmas 2.11 and 2.22. Assume now ρ1, ρ2 6∈ ΛRef. If
ρ1 ≈ ρ2 then (ρ1)H′ ≃ (ρ2)H′ or (ρ1)H′ ≃ ((ρ2)H′)∗ by proposition 2.7 hence
H(ρ1) = H(ρ2). Assume now L(ρi) ≃ H(ρi) and H(ρ1) = H(ρ2). Then
dim ρ1 = dim ρ2 = N , because the exceptional case so6 ≃ sl3 is excluded
by the condition ρi 6∈ ΛRef, by lemma 2.22, and the case so3 ≃ sl2 is also
excluded because only so2n occur, by the hyperbolicity property. We first
consider the case H(ρ1) = H(ρ2) ≃ slN (k) with N ≥ 3. This Lie algebra
admits only two non isomorphic irreducible representations of dimension N .
But ρ1, ρ
∗
1 ⊗ ǫ and ρ2 are non-isomorphic irreducible representations of H′
that factorize through H(ρ1) = H(ρ2), unless ρ1 ≈ ρ2. We now assume
N = 2 or H(ρ1) = H(ρ2) is either orthogonal or symplectic. Then this Lie
algebra admits only one irreducible representation of dimension N , hence
ρ1 ≈ ρ2, except if it is of Cartan type D4. But this does not happen here
by lemma 2.22, since W is not of type H4. 
Corollary 2.24. Assume W 6∈ {F4,H4}. If ∀ρ ∈ Irr(W ) \ ΛRef H(ρ) ≃
L(ρ), then Φ is an isomorphism.
Proof. Being semisimple, H′ is a direct sum of its simple ideals. Moreover Φ
is injective and factorizes, by definition of ≈, through the sum of the H(ρ),
for ρ ∈ Irr(W ). We first prove that, if ρ1 ∈ ΛRef and ρ2 6∈ ΛRef, then
H(ρ1) 6= H(ρ2). Firstly we have ρ1 6≈ ρ2 since, by remark 2.14, ΛRef is the
union of equivalence classes for≈. By definition of ΛRef and proposition 2.13
we can assume ρ1 ∈ QRef, hence H(ρ1) ≃ sln with n = dim ρ1. If H(ρ2) ≃
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sln then n = dim ρ2 since by lemma 2.22 the situation sl3 ≃ so6 is excluded
by ρ2 6∈ ΛRef. Since sln admits at most two irreducible representations of
dimension n, H(ρ1) = H(ρ2) implies that, as a representation of H′, ρ2 is
isomorphic either to ρ1 or its dual, hence ρ1 ≈ ρ2, a contradiction.
If ρ1, ρ2 6∈ ΛRef, then proposition 2.23 says ρ1 ≈ ρ2 ⇔ H(ρ1) = H(ρ2).
By proposition 2.20 it follows that H′ is the direct sum of the H(ρ) for ρ ∈
QRef ⊔ (E/ ≈)⊔ (F/ ≈). Since H(ρ) ≃ L(ρ) for these ρ by proposition 2.20
and the hypothesis, we get that H′ is isomorphic to the direct sum of these
L(ρ). By equality of dimension this proves that Φ is an isomorphism. 
2.5. Further Lie-theoretic properties. The following general lemma on
H(ρ) will be technically useful for our purpose.
Lemma 2.25. Let W be an irreducible complex reflection group whose re-
flections are all conjugated. Assume furthermore that, for all ρ ∈ Irr(W ),
dim ρ ≤ 3 implies dim ρ = 1. Then, for all ρ ∈ Irr(W ), H(ρ) does not admit
a simple ideal of rank 1.
Proof. Let ρ : W → GL(Vρ) be an irreducible representation of W . We let
g = ρ(H′) ≃ H(ρ), and assume by contradiction that g = sl2(C) × g0 as a
Lie algebra. We thus have sl2(C) ⊂ g ⊂ gl(Vρ). Under the action of W ,
the Lie algebra g is an invariant subspace of gl(Vρ) = Vρ ⊗ V ∗ρ . Moreover,
since sl2(C) is an ideal of g, it is invariant by the adjoint action of g hence
by W because of the relation ad(s)2 = 2(Id − Ad(s)) for s ∈ R. It follows
that sl2(C) is a 3-dimensional representation of W . By assumption, it is a
direct sum of 1-dimensional ones. On the other hand, the multiplicity of a
1-dimensional representation of W in Vρ ⊗ V ∗ρ is at most 1 by irreducibility
of Vρ and Schur’s lemma. It follows that sl2(C) can be decomposed as
a direct sum of 3 distinct 1-dimensional representations of W . But there
are at most two such representations since #Hom(W, {±1}) = 2, hence a
contradiction. 
The argument to prove the theorem is by induction. For this we need to
relate the induction table between two reflection groups with the induction
table of the corresponding Lie algebras. This is partly done by the follow-
ing general lemma. Recall that, when W has a single (conjugacy) class of
reflections, then X(ρ) = {1} as soon as dim ρ > 1.
Lemma 2.26. Let W be an irreducible reflection group. Assume that it
admits an irreducible reflection subgroup W0 ⊂ W , different from H4 and
F4, which has a single class of reflections, and for which the statement
of theorem 2.21 holds true. Let ρ ∈ Irr(W ) and r ≥ 1 such that ∀ϕ ∈
Irr(W0) (ResW0ρ|ϕ) ≤ r. Then, for any simple Lie ideal h of ρ(H′W0), there
exists J ∈ Irr(h) such that dimHomh(J,ReshρH′) ≤ r.
Proof. For convenience we denote here H′0 = H′W0 , H′ = HW and let H0(ϕ)
denote the orthogonal of Ker (ϕH′
0
) for the Killing form of H′, for ϕ ∈
Irr(W0). Let h be a simple Lie ideal of ρ(H′0). We let a1ρ1 + . . . atρt be
a decomposition of ResW0ρ in nonisomorphic simple components, with 1 ≤
ai ≤ r. By proposition 2.7 (1) we know that each ρiH′
0
is irreducible. We can
assume that dim ρi > 1 for i ≤ s and dim ρi = 1 for s < i ≤ t. The simple
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Lie ideals of ρ(H′0) are the H0(ρi) for i ≤ s by proposition 2.23, since W0 6∈
{F4,H4} and theorem 2.21 holds forW0. Assuming that there exists a simple
Lie ideal h of ρ(H′0), we have s ≥ 1 and we can assume h = H0(ρ1). We have
ρ1H′
0
≃ ρiH′
0
iff ρi = ρ1 by proposition 2.7 (3), since Hom(W0, {±1}) = {1, ǫ}.
Since ρ1H′
0
is irreducible and ρiH′
0
factorizes through a well-defined simple
Lie ideal when i ≤ s, it follows that dimHomh(Reshρ1H′
0
,Reshρ
i
H′
0
) = 0 for
i 6= 1. In, particular, letting J be an irreducible component of Reshρ1, we
get dimHomh(J,ReshρH′) = a1 ≤ r. 
2.6. Compact form. In this section, for k = C, we investigate the compact
real form of the reductive Lie algebra HW .
Let HRW ⊂ RW denote the infinitesimal Hecke algebra defined over R,
and HcW the real Lie subalgebra of CW generated by the elements is, for
s ∈ R. Note that conjugation by s ∈ R can be written Id + (1/2)ad(is)2,
hence HcW is also generated by the elements is for s ∈ S, for S ⊂ R as
above. In particular, if W is a Coxeter group, it is also generated by the is
for s running among the simple reflections w.r.t. a chosen Weyl chamber.
We let W± = {w ∈ W | ǫ(W ) = ±w}. Clearly, W = W+ ⊔W− and
RW = RW+ ⊕RW−.
Proposition 2.27. HcW is a compact real form of HW , and
HcW =
(HRW ∩RW+)⊕ i (HRW ∩RW−) .
Proof. Let Hc′W = (HRW ∩ RW+) ⊕ i(HRW ∩ RW−), and let L be the real
linear span of the w − ǫ(w)w−1, w ∈ W inside RW . It is easily checked
that L is a Lie subalgebra of RW . One clearly has L = (L ∩RW+)⊕ (L ∩
RW−). The Lie algebra HW is spanned over C by elements of the form
[s1, [s2, . . . , [sr−1, sr] . . . ] for si ∈ R. Such elements belong either to RW+
(r even) or RW− (r odd). We thus get HRW = (HRW ∩RW+)⊕(HRW ∩RW−)
and HRW ⊗R C = Hc
′
W ⊗R C = HW . Moreover, HcW ⊂ Hc
′
W . Since the is for
s ∈ R generate HW over C, we get equality of dimensions hence HcW = Hc
′
W .
It remains to show that this real Lie algebra is compact.
Consider the naturalW -invariant quadratic form onRW given by (w1, w2) =
δw1,w2 if w1, w2 ∈ W . We extend it to an hermitian form still denoted ( , )
over CW . It defines a real bilinear form over CW , for which CW+ and
CW− are orthogonal (real) subspaces. Finally, we restrict it to RW+ ⊕
iRW−. It is easily checked to be symmetric and positive definite. In order
to prove that HcW is compact, we prove that this form is invariant under the
adjoint action of HcW ⊂ RW+ ⊕ iRW−.
SinceHcW ⊂ (L∩RW+)⊕i(L∩RW−), it is enough to prove its invariance
under the elements of the Lie algebra CW of the form w − w−1 and i(w +
w−1), for w ∈W . This calculation is straightforward and left to the reader.

3. Inductive properties of semisimple Lie algebras
Let h, g be semisimple complex Lie algebras such that h ⊂ g, and choose an
irreducible faithful representation of g. Equivalently, one may assume that
g is a Lie subalgebra of sl(U), for some finite-dimensional complex vector
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space U . Note that this implies rk g ≤ dim(U) − 1, where rk g denotes the
semisimple rank of g.
We will use the following lemma to show that g = sl(U).
Lemma 3.1. (see [Ma07b], proposition 3.8) Let U be a finite-dimensional
complex vector space, and g be a sub-Lie-algebra of sl(U) acting irreductibly
on U . If rk(g) > dim(U)2 then g = sl(U).
In order to identify g with an orthogonal or symplectic Lie algebra, we
will first use the following two lemmas in order to show that g is simple, and
then use the classification of simple Lie algebras and of their representations.
Lemma 3.2. (see [Ma07a], lemme 15) Let U be a finite-dimensional C-
vector space, and h ⊂ g be two semisimple Lie subalgebras of sl(U). Assume
the following properties
(1) U is irreducible as a g-module.
(2) The restriction of U to every simple ideal of h admits an irreducible
component of multiplicity 1.
(3) One has rk(g) < 2 rk(h).
Then g is a simple Lie algebra.
In more subtle cases, we will use the following stronger form.
Lemma 3.3. Let U be a finite-dimensional C-vector space, and h ⊂ g be
two semisimple Lie subalgebras of sl(U). We let r = rk h, and h =
∏
j∈J hj
the decomposition of h as a product of its simple ideals. For all j ∈ J , we
let
mj = gcd{dimHomhj(R,ReshjU) | R ∈ Irr(hj)}, rj = rk hj
If U is an irreducible g-module and dim(U) < (r + 1)2, then g is a simple
Lie algebra if either
(I)∀j ∈ J mj = 1 or (II)
{
1) ∀j ∈ J mj ≤ 2
2) g does not have a simple ideal of rank 1
Proof. We decompose g =
∏
i∈I gi as a product of simple ideals. We let qi
be the composite of h →֒ g։ gi, and we let g(i) =
∏
j 6=i gj. We say that gi
is special if Ker qi 6= {0}.
Assume that there are no special ideal. Then h embeds into every gi. By
decomposing the irreducible g-module U as a tensor product of irreducible
gi-modules Ui, we get dimUi ≥ rk gi + 1 ≥ r + 1 hence
dimU =
∏
i∈I
dimUi ≥ (r + 1)#I ⇒ #I ≤ log dimU
log(r + 1)
<
log(r + 1)2
log(r + 1)
= 2.
It follows that #I = 1, which shows that g is a simple Lie algebra. We are
thus reduced to show that g has no special ideal.
If gi is such a special ideal, then Ker qi contains one of the simple ideals
hj of h. Since U is an irreducible g-module, it can be decomposed as U ≃
Ui⊗U (i) with Ui and U (i) irreducible faithful representations of gi and g(i),
respectively. In particular, dimUi ≥ 2. Moreover,the image of hj in gi is {0},
thus hj act trivially on Ui and ReshjU = (dimUi)ReshjU
(i). It follows that
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dimUi divides every dimHomhj(R,ReshjU) for R an irreducible hj-module,
hence their gcd mj.
Under assumption (I), this implies dimUi = 1, a contradiction. Hence
(I) implies that there are no special ideal. We now assume (II). We have
dimUi = 2. But only rank 1 simple Lie algebras admit an irreducible rep-
resentations of dimension 2, so we get a contradiction.

Our conventions on the numbering of heighest weights are the ones of
[FH].
Lemma 3.4. (see [Ma07a], lemme 14) The couples (g,̟) with g a rank n
simple complex Lie algebra and ̟ the highest weight of a N -dimensional
irreducible representation of g such that 2n ≤ N < 4n are, for all n ≥ 2,
(Bn,̟1) if N = 2n+ 1, (Cn,̟1) if N = 2n, and, for all n ≥ 3, (Dn,̟1) if
N = 2n plus, for n ≤ 6, the following exceptional couples.
Rank 1 : (A1,̟1) for N = 2, (A1, 2̟1) for N = 3.
Rank 2 : (G2,̟1) for N = 7, (B2,̟2) for N = 4, (C2,̟1) for N = 5.
Rank 3 : (B3,̟3) for N = 8, (A3,̟2) for N = 6.
Rank 4 : (D4,̟3) and (D4,̟4) for N = 8, (A4,̟2) and (A4,̟3) for N = 10.
Rank 5 : (A5,̟2) and (A5,̟4) for N = 15, (D5,̟4) and (D5,̟5) for N =
16.
Rank 6 : (A6,̟2) and (A6,̟5) for N = 21.
For further use, we note the following facts in the above list of exceptions.
Starting from rank 4 we have N ≥ 8, and the representations are not selfdual
except for (D4,̟3) and (D4,̟4) : their dual is a different exception also
noted in the list. On the contrary, before rank 4 we have N ≤ 8 and all
representations are selfdual. In particular, if the representation is self dual
then the rank is at most 4 and N ≤ 8, otherwise the rank is at least 4 and
N ≥ 10.
Moreover, note that some of the exceptions noted above are simply rem-
iniscent from the well-known exceptional isomorphisms A3 ≃ D3, B2 ≃ C2.
When we know in advance that the rank of g is large enough, we will use
the following lemma.
Lemma 3.5. Let g be a simple (complex) Lie subalgebra of sl(U) which acts
irreductibly on U , and such that rk g > dimU5 . Then
(1) if rk g ≥ 10 and U 6≃ U∗, then g = sl(U);
(2) if rk g ≥ 6 and U ≃ U∗, then g ≃ sp(U) or g ≃ so(U).
Proof. It is easily checked that, for n ≥ 11, sln(C) admits no other irre-
ducible representation of dimension less than 5(n+1) than Cn and its dual.
Similarly, only the n-dimensional irreducible representations of the Lie alge-
bras of Cartan type Bn, Cn,Dn have dimension less than 5n, provided that
n ≥ 6 ; moreover, these representations are selfdual. This proves (1), as
there are no exceptional simple Lie algebra of rank at least 10. Moreover,
the irreducible representations of sln(C), 6 ≤ n ≤ 9, which have dimension
at most 5(n + 1), are easily checked not to be selfdual. In order to prove
(2) we thus only need to exclude the exceptional types E6, E7, E8. The rep-
resentations of E7 and E8 corresponding to the fundamental weights have
INFINITESIMAL HECKE ALGEBRAS II 19
dimension at least 56 > 5×8, so these are excluded. The simple Lie algebra
of type E6 admits exactly two representations in this range, which are dual
one to the other, and thus do not satisfy the assumptions of (2). 
In small rank, we will need a specific result for 6-dimensional representa-
tions.
Lemma 3.6. Let g → sl(U) be a faithful 6-dimensional irreducible repre-
sentation of a semisimple Lie algebra g. Assume that there exists h ⊂ g with
h ≃ sl2 such that ReshU admits multiplicities and also an irreducible com-
ponent occuring with multiplicity 1. Then g is simple. Moreover, g→ sl(U)
is not selfdual iff g ≃ sl(U) and otherwise either g ≃ so(U) or g ≃ sp(U).
Proof. Let g = g1 × · · · × gp be a decomposition of g in simple factors.
Then U can be decomposed as U1 ⊗ · · · ⊗ Up with gi acting faithfully and
irreducibly on Ui. Since g
i is simple we have dimUi ≥ 2 and get dimU ≥ 2p
hence p = 2 if g is not simple. In that case, since dimU = 6 we can assume
dimU1 = 2 and dimU2 = 3. It follows that g
1 ≃ sl2. Let πi : g ։ gi and
ι : h →֒ g denote the canonical morphisms, and let ϕi = πi ◦ ι. If ϕ1 = 0, we
would have h ⊂ g2 and
ReshU = ReshResg2U = Resh(dimU1)U2 = (dimU1)ReshU2
contradicting the existence of a multiplicity 1 component. It follows that
ϕ1 6= 0 and similarly we show ϕ2 6= 0. Since h ≃ sl2 is simple it follows that
ϕ1 and ϕ2 are injective.
We let [p] denote the (p + 1)-dimensional irreducible representation of
h ≃ sl2. Since ReshU1 and ReshU2 are faithful we have ReshU1 = [1] and
ReshU2 ∈ {[2], [0] + [1]}, hence
ReshU1 ⊗ U2 ∈ {[1] ⊗ [2], [1] ⊗ ([0] + [1])} = {[1] + [3], [1] + [0] + [2]}
contradicting the presence of multiplicities in Reshρ.
By contradiction, it follows that g is simple. Since g ⊂ sl6 we have
1 ≤ rk g ≤ 5. If rk g = 1 we would have g = h contradicting either the
irreducibility of the action of g or the presence of multiplicities in ReshU . If
rk g > 3 then g = sl(U) by lemma 3.1 and we get the conclusion.
We can thus assume rk g ∈ {2, 3}. If rk g = 3, g cannot be of type B3
because so7 does not admit an irreducible representation of dimension 6,
hence is either of Cartan type A3 ≃ D3 or C3. The only possibilities for
U to be 6-dimensional and irreducible imply U ≃ U∗ as g-modules and
g ≃ so(U) or g ≃ sp(U).
There remains to rule out the case rk g = 2. The cases G2 and C2 = B2
are excluded because they do not admit 6-dimensional irreducible represen-
tations. We thus have g ≃ sl3. Now an embedding sl2 →֒ sl3 corresponds to
a 3-dimensional faithful representation of sl2, either [2] or [0] + [1]. Letting
U0 denote one of the standard (3-dimensional) representations of sl3 ≃ g
we have ReshU0 ∈ {[2], [0] + [1]}. On the other hand, 6-dimensional irre-
ducible representations of sl3 are isomorphic either to S
2U0 or its dual. But
S2[2] = [4] + [0] and
S2 ([0] + [1]) = S2[0] + [0] ⊗ [1] + S2[1] = [0] + [1] + [2]
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are both multiplicity-free, contradicting our assumption. This concludes the
proof of the lemma. 
4. Representations of G(e, 1, r), G(e, e, r) and G(2e, e, r)
Recall from the Shephard-Todd classification that an irreducible (finite)
pseudo-reflection group W of rank at least 2 belongs either to a finite list
of 34 exceptions, labelled from G4 to G37, or to an infinite series G(de, e, r)
with 3 integral parameters with (d, e, r) 6= (1, 2, 2). The group G(de, e, r)
is defined to be the set of r × r monomial complex matrices with entries in
µde = µde(C) whose product of nonzero entries belongs to µd. It has order
r!drer−1, and rank r if (d, e) 6= (1, 1).
The reflection groups in this infinite series are the groups G(e, e, r) and
G(2e, e, r). The pseudo-reflection groups G(e, 1, r) are used as auxiliary
tools in the construction of their representations, as G(e, e, r) is a normal
index e subgroup of G(e, 1, r). Similarly, G(2e, 2e, r) is an index 2 subgroup
of G(2e, e, r), which has index e in G(2e, 1, r). The number of conjugacy
classes is given by the following lemma, which is standard and easy to check.
Lemma 4.1. If W is an irreducible reflection group of type G(e, e, r) then
#R/W ≤ 2, and #R/W = 1 for r ≥ 3. If it has type G(2e, e, r) then
#R/W ≤ 3 and #R/W ≤ 2 if r ≥ 3.
4.1. Preliminaries. Let r ≥ 1. As usual, we label irreducible representa-
tions of the symmetric groupSr by partitions λ = [λ1, . . . , λs] with λi ∈ Z>0
and λi ≥ λi+1 of total size |λ| =
∑
λi = r, choosing for convention that [r]
labels the trivial representation of Sr. We let λ
′ denote the conjugate par-
tition of λ, defined by λ′i = #{j ; λj ≥ i}. We denote ∅ the only partition
of r, identify when needed a partition with its Young diagram, using the
convention that the diagram [3, 2] has two rows and three columns. When
convenient, we also identify partitions with the irreducible representation of
the adequate symmetric group labelled by it.
Letting λ, µ be two partitions, we use the notation µ ⊂ λ if ∀i µi ≤ λi
and µ ր λ for µ ⊂ λ and |λ| = |µ| + 1. In terms of Young diagrams,
this means that µ is deduced from λ by removing one box. Young’s rule
states that, under the usual inclusion Sr ⊂ Sr+1, the restriction of an
irreducible representation λ of Sr+1 to Sr is the direct sum of all µ ր λ,
and in particular the number of irreducible components of this restriction is
δ(λ) = #{i | λi > λi+1}.
Let then e ≥ 1. The group is isomorphic to the wreath product Z/eZ ≀
Sr = Sr ⋉ (Z/eZ)
r, whence its irreducible representations are indexed by
multipartitions λ = (λ0, . . . , λe−1) of total size |λ| = |λ0|+ · · ·+ |λe−1| = r.
We let p(λ) = #{i | 0 ≤ i ≤ e− 1, λi 6= ∅}, and define δ(λ) =∑ δ(λi). It is
the number of irreducible compoents in the (multiplicity-free) restriction of
λ to its natural subgroup G(e, e, r−1), if |λ| = r. Indeed, these components
corresponds to multipartitions µ of r − 1 such that µi = λi for all but one
i, for which µi ր λi. We use the notation µր λ in that case.
The cyclic group Z/eZ acts on the set of irreducibles of G(e, 1, r) by
cyclically permuting the parts of a multipartion λ, and so does its subgroup
2Z/eZ when e is an even integer. We denote Aut(λ) the fixer of λ under
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the former action, and Aut0(λ) the fixer under the latter. Let A(λ) and
B(λ) denote the orders of Aut(λ) and Aut0(λ), respectively. By Clifford
theory, A(λ) is the number of irreducible components of the restriction to
G(e, e, r) of the irreducible representation λ of G(e, 1, r). Similarly, if λ
is an irreducible representation of G(2e, 1, r), then B(λ) is the number of
irreducible components of its restriction to G(2e, e, r). Starting from λ ∈
Irr(G(2e, 1, r)), we clearly have A(λ)/B(λ) ∈ {1, 2}. Moreover, if ρ is an
irreducible component of the restriction of λ to G(2e, e, r), then B(λ) =
A(λ) if and only if ρ has irreducible restriction to G(2e, 2e, r), and otherwise
has two distinct components.
If ρ is an irreducible representation of G(e, e, r), it is an irreducible com-
ponent of the restriction of some λ = (λ0, . . . , λe−1) of G(e, 1, r). We leave
to the reader to check that ρ∗ ⊗ ǫ is then an irreducible component of
((λe−1)′, . . . , (λ0)′).
4.2. Basic facts. We fix e ≥ 1. In order to make estimates of dimensions,
we will make special use of binary representations associated to a subset I of
{0, 1, . . . , e − 1}. The corresponding representation b(I) = λ of G(e, 1,#I)
is defined by λi = [1] is i ∈ I and λi = ∅ otherwise. Letting r = #I, the
restriction of b(I) to G(e, 1, r − 1) is the sum of all b(I ′) for I ′ ⊂ I with
#I ′ = r−1. By induction we get dim b(I) = r! = (#I)!. We define a partial
order µ ⊂ λ on multipartitions by µi ⊂ λi for all 0 ≤ i ≤ i− 1.
From the branching rule, the following three facts are clear. Removing
the empty parts of λ, we get a representation of G(p(λ), 1, |λ|) of the same
dimension ; also, the dimension increases with respect to ⊂ ; finally, since
any λ contains a (unique) binary multipartition b(I) with #I = p(λ), we get
dimλ ≥ p(λ)! by restriction to G(e, 1, p(λ)), with equality only if λ itself is a
binary multipartition. Similarly, if 0 ≤ i ≤ e−1 is such that λi 6= ∅, then the
restriction to G(e, 1, |λi|) of λ contains at least (p(λ)− 1)! copies of µ such
that µi = λi and µj = ∅ if j 6= i. In particular dim(λ) ≥ (p(λ)−1)! dim(λi).
In order to deal with the automorphism group of λ, we will need the
following lemma.
Lemma 4.2. Let λ be a irreducible representation of G(e, 1, r).
(1) A(λ) divides e, r and p(λ).
(2) If A(λ) 6= {1} and µր λ then A(µ) = {1}
Proof. A(λ) divides e because Aut(λ) is a subgroup of Z/eZ. Let A(λ) =
e/b. Then λi+b = λi hence r = A(λ)
∑b−1
i=0 |λi| and p(λ) = A(λ)#{i | 0 ≤
i|eqb−1, λi 6= ∅}, whence the conclusion of (1). Part (2) is proved in [Ma07c],
prop. 3.1. 
As a consequence, we get the following rough estimates on the dimensions
of irreducible representations of G(e, e, r).
Lemma 4.3. Let ρ be an irreducible component of the restriction to G(e, e, r)
of a representation λ of G(e, 1, r). Then dim ρ ≥ (p(λ) − 1)! and dim ρ ≥
p(λ)! as soon as ∃i λi 6∈ {∅, [1]}.
Proof. If A(λ) = 1 we have dim ρ = dimλ ≥ p(λ)! and we are done. We
thus can assume A(λ) 6= 1.
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e r dim ρ A(λ) p(λ) λi1 or (λi1)′ λi2 or (λi2)′ λi3 or (λi3)′
e ≥ 1 r ≥ 3 r − 1 1 1 [r − 1, 1]
e ≥ 2 r ≥ 3 r 1 2 [r − 1] [1]
e ≥ 2 4 2 1 1 [2, 2]
3|e 3 2 3 3 [1] [1] [1]
2|e 4 3 2 2 [2] [2]
Table 1. Quasi-reflection representations of G(e, e, r) for
r ≥ 3.
By lemma 4.2 for all µ ր λ we have A(µ) = 1. It follows that the
restriction to G(e, e, r − 1) of ρ contains the restriction of all these µ ր λ,
for which dim(µ) ≥ p(µ)!. Moreover, p(µ) = p(λ) unless µ is deduced
from λ by removing a box at some place i with λi = [1], in which case
p(µ) = p(λ)− 1. The conclusion follows. 
Finally, the following is lemma is standard and easily proved.
Lemma 4.4. If W has type G(e, e, 2) or G(2e, e, 2), then dim ρ ≤ 2 for all
ρ ∈ Irr(W ). In particular Irr(W ) = ΛRef(W ).
4.3. Quasi-reflection representations of G(e, e, r), r ≥ 3. Recall from
lemma 4.1 that G(e, e, r) admits only one conjugacy class of reflections for
n ≥ 3. The goal of this section is to determine the representations in ΛRef
for the groups G(e, e, r).
We first recall that the groups G(e, e, r) admit a distinguish set of gener-
ating reflections s′1, s1, s2, . . . , sr, where sk is the permutation matrix corre-
sponding to the transposition (k, k+1) and s′1 is the conjugate of s1 by the
diagonal matrix diag(exp(2iπe ), 1, . . . , 1). If e1 divides e2, there exists a natu-
ral morphism fromG(e2, e2, r) to G(e1, e1, r) that maps each generator to the
generator with the same name. In matrix terms it is deduced from the ring
homomorphism of Z[ζ] that maps ζ to ζ
e2
e1 , where ζ = exp(2iπ/e2). If λ is
an irreducible representation of G(e1, 1, r) which is restricted to G(e1, e1, r),
then the representation of G(e2, e2, r) deduced from this morphism is the re-
striction of µ ∈ IrrG(e2, 1, r) described by µ
e2
e1
k
= λk for all k, and µk = ∅ if k
is not divisible by e2/e1. Conversely, the restriction of µ ∈ IrrG(e2, 1, r) fac-
torizes through G(e1, e1, r) iff j− i is divisible by e2/e1 whenever µi, µj 6= ∅.
All this is easily checked from the explicit formulas of [Ar] or [MM] (see for-
mulas (3.2) there). Obviously, through these natural morphisms, elements
of ΛRef for G(e1, e1, r) induce elements of ΛRef for G(e2, e2, r).
We prove the following.
Proposition 4.5. The quasi-reflection representations ρ of G(e, e, r) for r ≥
3 are given in table 1, where λ is an irreducible representation of G(e, 1, r)
whose restriction to G(e, e, r) contains ρ.
Proof. If ρ is a representation of G(e, e, r), we let a(ρ) and b(ρ) denote the
multiplicity of 1 and −1, respectively, in the spectrum of a reflection. By
abuse of notation, if λ is a representation of G(e, 1, r), we denote a(λ) and
b(λ) the multiplicities for the restriction to G(e, e, r).
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First note that a(λ) and b(λ) are increasing functions of λ for the order
⊂. Also note that they only depend on the collection of non-empty parti-
tions (with multiplicities) that form λ. Finally, note that, if ρ1, ρ2 are two
components of the same < λ >, then it readily follows from the formulas
3.3 of [MM] that a(ρ1) = a(ρ2) and b(ρ1) = b(ρ2).
We assume that ρ is a quasi-reflection representation. If ρ =< λ > is
irreducible then this case has been dealt with in [MM] – specifically, the
arguments in §5 there justify the first three lines of table 1. Otherwise, ρ
embeds in some representation λ of G(e, 1, r) with a = A(λ) 6= 1. We let
α = e/a, hence λ = (λ0, . . . , λα−1, λ0, . . . ).
Assume that there exists distincts i, j ∈ [0, α − 1] such that λi 6= ∅ and
λj 6= ∅. We refer to [ArKo] or [MM] for the definitions of multitableaux and
standard multitableaux of shape λ, and recall that the representation λ of
G(e, 1, r) has a basis indexed by all standard multitableaux of shape λ. We
also recall that s1 acts by 1 (resp. −1) on such a standard multitableau T if
1 and 2 are placed on the same line (resp. the same column) of some part of
T, and that otherwise the multitableau T′ deduced from T by exchanging
1 and 2 is also standard, the plane spanned by T and T′ is stable under s1,
which acts with eigenvalues 1,−1 on this plane.
We define 2α standard multitableaux Tu,± of shape λ, for u ∈ [0, a−1], in
the following way. For Tu,+, we place 1 in position i+αu and 2 in position
j + αu. For Tu,−, we place 1 in position j + αu and 2 in position i + αu.
Then we fill in the remaining boxes, with numbers from 3 to r, in a uniform
way. The subspace of λ generated by these is stable under s1 ∈ G(e, 1, r),
and 1,−1 are eigenvalues with multiplicity a. Since a ≥ 2 we can also choose
multitableaux T+ and T− such that 1 lies in position i and 2 in position
i+ α for T+ and in the reverse order for T− – the filling for the remaining
numbers being the same. The action of s1 on the plane generated by T
+ and
T− has two eigenvalues, 1 and −1. Since this plane is in direct sum with the
precedingly defined subspace, it follows that a(λ) ≥ a+1 and b(λ) ≥ a+1.
In particular a(ρ) = a(λ)/a ≥ 1+ 1a and similarly b(ρ) ≥ 1+ 1a , contradicting
the assumption that ρ is a quasireflection representation.
We thus can assume that only one i ∈ [0, α−1] satifies λi = λ 6= ∅. Assume
λ ⊃ [2, 1] and consider 2α multitableaux Tu,± for u ∈ [0, a − 1] defined by
placing 1 and 2 in position i+ αu, the number 2 being placed above or on
the right of 1 depending on ±, the filling for the remaining numbers being
uniform. As before, we get 1 and −1 as eigenvalues for the action of s1 on
this subspace with multiplicity a. Considering the plane generated by T+
and T− defined in the same way, we get the same contradiction.
It follows that, up to tensorization by the sign character, we can assume
λ = [m] for some m ≥ 1. In that case there are two types of multitableaux
T of shape λ :
(1) 1 and 2 are placed in the same position i+αu for some u ∈ [0, a−1]
(2) 1 and 2 are placed in positions i+αu and i+αu′ with u, u′ ∈ [0, a−1]
and u 6= u′.
Multitableaux of type (1) are fixed par s1. The multiplicities of 1 and −1 for
the action of s1 on the subspace generated by all multitableaux of type (2)
are the same. If m ≥ 2, define λ′ by replacing [m] with [m− 2] in position i
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of λ. If m = 1 we note dimλ′ = 0. Define λ′′ by replacing [m] with [m− 1]
in position i and i + α in λ. The number of multitableaux of type (1) is
adimλ′, and the number of multitableaux of type (2) is a(a− 1) dimλ′′. It
follows that a(ρ) = a−12 dimλ
′′+dimλ′ and b(ρ) = a−12 dimλ
′′. In particular
a(ρ) ≥ b(ρ) and ρ is a quasireflection representation iff b(ρ) = 1.
If m = 1, then λ′′ is a binary representation of size a − 2, hence (a −
1) dimλ = (a− 1)! and b(ρ) = 1 iff (a− 1)! = 2, that is a = 3 hence r = 3.
It follows that ρ factorizes through one of the (2-dimensional) irreducible
components of the restriction to G(3, 3, 3) of ([1], [1], [1]). If m = 2, then
p(λ′′) = p(λ) = a hence (a− 1)! dimλ′′ ≥ a!(a− 1) = 2 iff a = 2 and λ′′ is a
binary representation, whence m = 2, r = 4 and ρ factorizes through one of
the (3-dimensional) components of the restriction of ([2], [2]) to G(2, 2, 4).

We are now able to determine ΛRef.
Proposition 4.6. If ρ is an irreducible representation of G(e, e, r) for r ≥ 3
with dim ρ > 1 which belongs to ΛRef \ QRef, then ρ is the restriction of
an irreducible representation λ of G(e, 1, r) and, either p(λ) = 1 and there
exists λi = [r − p, 1p] for some p ∈ [2, r − 3], or p(λ) = 2 and there exist
i 6= j with λi = [r − p], λj = [1p] for some p ∈ [2, r − 2].
Proof. Let R be a reflection representation of G(e, e, r) and ρ = η ⊗ ΛkR ∈
ΛRef. Assuming ρ 6∈ QRef and dim ρ > 1, this implies dimR ≥ 4. By table
1 it follows that R is the restriction of some representation λ of G(e, 1, r)
with A(λ) = 1, p(λ) ≤ 2 and dimλ ∈ {r − 1, r}, which implies r ≥ 4. We
can assume λ0 6= ∅. There are two cases to consider. If p(λ) = 1, then R
factors through the representation of G(1, 1, r) = Sr corresponding to the
partition λ0 = [r − 1, 1], and it is well-known that Λk[r − 1, 1] = [r − k, 1k]
as representation of Sr, which proves half of the proposition. If p(λ) = 2,
we can assume λ0 = [r − 1] and λs = [1] for some 1 ≤ s ≤ e− 1.
We let µ(k, r, s) denote the multipartition µ with |µ| = r, p(µ) ≤ 2 such
that µ0 = [r − k], µs = [1k]. In particular, λ = µ(1, r, s). We prove that, as
a representation of G(e, 1, r), Λkµ(1, r, s) = µ(k, r, s) for 0 ≤ k ≤ r. This
will prove the second part of the proposition. Since µ(0, r, s) is the trivial
representation of G(e, 1, r), we can assume k ≥ 1. The proof is then by
induction on r, the case r = 2 being easily checked from the matrix models
of [ArKo] or [MM]. We thus assume r ≥ 3. If k < r, then by the branching
rule the restriction to G(e, 1, r − 1) of µ(1, r, s) is 1 + µ(1, r − 1, s), hence
the restriction of Λkµ(1, r, s) is Λkµ(1, r−1, s)+Λk−1µ(1, r−1, s), which is
µ(k, r − 1, s) +µ(k − 1, r − 1, s) by the induction hypothesis. On the other
hand, by Steinberg theorem we know that Λkµ(1, r, s) is irreducible hence
corresponds to some multipartition of size r that contains both µ(k, r−1, s)
and µ(k − 1, r − 1, s). The only possibility being µ(k, r, s) this concludes
the proof, the case k = r being similar and left to the reader. 
5. Induction process
In this section we assume thatW is an irreducible reflection group andW0
is a proper reflection subgroup of W , meaning that W0 is a proper subgroup
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of W which is generated by reflections of W , for which the theorem holds.
We let R0 =W0 ∩R denote the set of reflections of W0.
For convenience, for ρ ∈ Irr(W ) we let ρ or Resρ denote the restriction of
ρ to W0. We denote ( | ) the standard scalar product on the representation
ring, and the notation ϕ ր ρ means (ρ|ϕ) ≥ 1 for ρ ∈ Irr(W ) and ϕ ∈
Irr(W0). Note that this notation is consistent with the one introduced in
the previous section for (multi-)partitions, when W = G(d, 1, r) and W0 =
G(d, 1, r − 1). We let ΛRef = ΛRef(W ) and denote IndΛRef = {ϕ ∈
Irr(W ) | ∃ϕ ∈ ΛRef(W0) ϕ ր ρ}. If ρ = a1ρ1 + · · · + arρr, with ai ∈ Z>0
and ρi non-isomorphic irreducible representations ofW0, we let soc(ρ) denote
ρ1 + · · · + ρr. We use the notation H′0,H0(ϕ) for H′W0 ,HW0(ϕ) and extend
the definition 2.10 of H0(ϕ) to non-irreducible representations so that, if ρ is
decomposed as above, then H0(ρ) = H0(soc(ρ)) = H0(ρ1) + · · · +H0(ρr) ⊂
H′0. We still have H0(ρ) ≃ ρ(H′0), and H0(ρ) naturally embeds into H(ρ).
In §1 we prove several basic induction lemmas under the assumption that
W0 admits a single class of reflections. In §2 we use them to prove that,
once we know how to prove the theorem for any group W with a single
class of reflections, then we can prove the general case. This enables us to
assume that, if W belongs to the infinite series, then W has type G(e, e, r)
with r ≥ 3. In §3 we show a few preliminary results for specific induction
patterns and in §4 we deal with the case r = 3, so that we can assume r ≥ 4
in the sequel. Then we putW0 = G(e, e, r−1) and assume that the theorem
holds for W0. We prove under this assumption that H(ρ) ≃ L(ρ), first for
ρ ∈ IndΛRef \ ΛRef in §5, then for ρ 6∈ IndΛRef in §6. This implies that
the theorem holds for W by corollary 2.24, and proves the theorem for the
groups G(e, e, r) by induction on the rank. Finally, §7 deals with the 15
exceptional groups.
5.1. Induction results in the single case. In the following lemmas we as-
sume thatW0 admits only one conjugacy class of reflections. A consequence
of this assumption is that non-isomorphic irreducible representations of W0
of dimension at least 2 correspond to non-isomorphic irreducible representa-
tions of HW0 by corollary 2.8. Another consequence is that W0 is generated
by the conjugacy class in W0 of any reflection s ∈W0.
Lemma 5.1. Assume that W0 admits a single conjugacy class of reflections.
Then ΛRef ⊂ IndΛRef.
Proof. Let ρ ∈ ΛRef with dim ρ > 1, the case dim ρ = 1 being obvious. We
have ρ = η ⊗ Λkρ0 for some ρ0 ∈ Ref, η : W → {±1} and 1 ≤ k < dim ρ0.
The restriction η of η to W0 is a morphism from W0 to {±1}. We choose
s ∈ R0 and let ρ0 denote the restriction of ρ0 to W0.
Let us write ρ0 = ρ1⊕· · ·⊕ρr with ρ1, . . . , ρr irreducible. We can assume
dim ρ1 ≥ dim ρi for i ≥ 1. Since ρ0(s) is either a reflection or a scalar, there
exists at most one i such that ρi(s) 6∈ {−1, 1}. Moreover, if ρi(s) = ±1 then
dim ρi = 1 since W0 is generated by the conjugacy class of s. It follows that
dim ρ2 = dim ρ3 = · · · = dim ρr = 1. We need to find a subrepresentation of
ρ which belongs to ΛRef(W0).
We let Cei, U , and U0 denote the underlying vector spaces of ρi for i ≥ 2,
ρ1 and ρ0, respectively. If k ≤ r−1 then the vector e2∧ · · · ∧ ek+1 ∈ ΛkU0 is
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non-zero, and W0 acts on it by η⊗ (ρ2⊗ · · · ⊗ ρk+1), which is 1-dimensional
hence belongs to ΛRef(W0). If k ≥ r then the subspace Λk+1−rU∧e2∧· · ·∧er
of ΛkU0 is non-zero ; indeed, we have k + 1 − r ≥ 1 and k ≤ dimU0 =
dimU + r − 1⇒ k + 1− r ≤ dimU . Moreover, it is W0-stable and W0 acts
on it by (Λk+1−rρ1) ⊗ (η ⊗ ρ2 ⊗ · · · ⊗ ρr), which belongs to ΛRef(W0). It
follows that ρ ∈ IndΛRef in both cases. 
Lemma 5.2. Assume that W0 admits a single class of reflections. Let ρ ∈
Irr(W ) \ IndΛRef. If ∀ρ′ ∈ Irr(W0) (ρ|ρ′) ≤ 1 then H(ρ) is a simple Lie
algebra. The same conclusion holds if ∀ρ′ ∈ Irr(W0) (ρ|ρ′) ≤ 2 provided that
W admits a single conjugacy class of reflections and ∀ρ ∈ Irr(W ) dim ρ ≤
3⇒ dim ρ = 1.
Proof. Let soc(ρ) denote the (direct) sum of the irreducible components of
ρ and r = rkH0(ρ). By assumption we have dim ρ ≤ 2 dim soc(ρ). Let h
denote one of the simple Lie ideals of H0(ρ). By hypothesis on W0 we have
h = H0(ϕ) for some ϕր ρ. If ϕ ≃ ϕ∗⊗ǫ, we have dimϕ = 2 rk h. Otherwise,
either ϕ∗⊗ ǫ \րρ and dimϕ = rkh+1 ≤ 2 rk h since rk h ≥ 1, or ϕ∗⊗ ǫր ρ
and dimϕ+dimϕ∗⊗ǫ = 2 rk h+2. It follows that dim soc(ρ) ≤ 2r+d where
d = #{ϕր ρ | ϕ∗⊗ǫ 6≃ ϕ and ϕ∗⊗ǫր ρ}. Recall from lemma 2.18 that the
2-dimensional irreducible representations of W are always quasi-reflection
representations. Thus the assumption ρ 6∈ IndΛRef implies dimϕ ≥ 3 for
all ϕր ρ. In particular dim soc(ρ) ≥ 3d hence, by using dim soc(ρ) ≤ 2r+d,
we get 23 dim soc(ρ) ≤ 2r. In case ∀ρ′ ∈ Irr(W0) (ρ|ρ′) ≤ 1 it follows that
dim ρ ≤ 3r < (r + 1)2, and the conclusion follows from lemma 3.3 using
assumption (I). In the other case, if in addition rkH0(ρ) ≥ 4, we also get
dim ρ ≤ 6r < (r + 1)2 and the conclusion follows from lemma 3.3 using
assumption (II) and lemma 2.25.
We can thus assume that r ≤ 3, that #R/W = 1 and that ∀ρ ∈
Irr(W ) dim ρ ≤ 3 ⇒ dim ρ = 1. We notice that, if h = H0(ϕ) is a sim-
ple Lie ideal of H0(ρ) afforded by ϕ ր ρ, we have rkH0(ϕ) ≥ 2 because
otherwise by the hypothesis on W0 we would have dimϕ = 2 contradict-
ing ρ 6∈ IndΛRef. Since r ≤ 3 it follows that H0(ρ) = h is simple and
that r ≥ 2. In particular soc(ρ) = ϕ or soc(ρ) = ϕ + ϕ∗ ⊗ ǫ for some
ϕ ∈ Irr(W0) with dimϕ ≥ 3. It follows that dim ρ ≤ 4 dimϕ. On the other
hand, since ϕ 6∈ ΛRef we have dimϕ ∈ {r + 1, 2r} hence dimϕ ≤ 2r and
dim ρ ≤ 8r ≤ 24.
Now, if H(ρ) is not simple, since it cannot have simple Lie ideals of
rank 1 by lemma 2.25, its rank is at least 4. If we decompose H(ρ) ≃
h1×h2×· · ·×hm withm ≥ 2, hi simple and rk hi ≥ 2, then ρH′ ≃ V1⊗· · ·⊗Vm
with Vi an irreducible faithful representation of hi. Since rk hi ≥ 2 we have
dimVi ≥ 3 and dim ρ ≥ 3m. Since m ≥ 2 and dim ρ ≤ 24 it follows that
m = 2. Moreover, ρ ≃ ρ∗ ⊗ ǫ ⇔ V1 ≃ V ∗1 and V2 ≃ V ∗2 . In that case, we
actually have dimVi ≥ 4, hence dim ρ ≥ 16. We will also use the following
elementary facts : since rk hi ≥ 2, if dimVi = 3 then hi has Cartan type A2
; if dimVi = 4, then either hi has Cartan type B2 = C2 if Vi ≃ V ∗i or it has
Cartan type A3.
We denote by ψ = ψ1×ψ2 : H0(ρ)→H(ρ) ≃ h1×h2 the natural inclusion.
Notice that, since H0(ρ) is simple, dimH0(ρ) > dim hi or rkH0(ρ) > rk hi
imply ψi = 0. On the other hand, ρ admits irreducible components with
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multiplicity at most 2 by assumption. Since W0 has a single class of re-
flections, the same is true for ρH′
0
≃ ResH′
0
V1 ⊗ V2. Let i ∈ {1, 2}. Since
dimVi ≥ 3 it follows that H0(ρ) is not included in any simple ideal of H(ρ),
otherwise ρ would admit irreducible components of multiplicity at least 3,
hence ψi is non-zero, hence injective. It follows that dimH0(ρ) ≤ dim hi and
rkH0(ρ) ≤ rk hi. In particular, if r = 3 we have rkhi ≥ 3 hence dimVi ≥ 4
and dim ρ ≥ 16.
Since the cases ρ = ϕ and ρ = ϕ + ϕ∗ ⊗ ǫ with ϕ 6≃ ϕ∗ ⊗ ǫ have already
been tackled, only the following possibilities still have to be investigated :
ρ = 2ϕ or ρ ∈ {2ϕ+ 2ϕ∗ ⊗ ǫ, 2ϕ+ ϕ∗ ⊗ ǫ} with ϕ 6≃ ϕ∗ ⊗ ǫ.
We will use the well-known fact that, if U1, U2 are n-dimensional irre-
ducible representations of sln, namely the standard representation or its
dual, then U1 ⊗ U2 has 2 distinct irreducible components. It follows that,
if H0(ρ) has type Ar, then the case dimV1 = dimV2 = r + 1 is excluded.
Moreover, in that case the possibility dimV1 = r + 1, dimV2 = r + 2 is
also excluded because a (n + 1)-dimensional faithful representation of sln
has to be a direct sum of the trivial representation and of a n-dimensional
irreducible representation, thus leading to 3 irreducible components.
We can now proceed to the separate study of the special cases.
• ρ = 2ϕ. If ϕ 6≃ ϕ∗ ⊗ ǫ we have dim ρ = 2r + 2 ≤ 8 < 9 ≤ (r + 1)2
hence this case is handled by lemma 3.3 (II) for H0(ρ). We thus
can assume ϕ ≃ ϕ∗ ⊗ ǫ, hence dim ρ = 4r ≤ 12. If r = 2 we still
have 4r = 8 < 9 = (r + 1)2 and we conclude as before. There only
remains the case r = 3 and dim ρ = 12 < 16, a contradiction.
• ρ = 2ϕ + ϕ∗ ⊗ ǫ with ϕ 6≃ ϕ∗ ⊗ ǫ. Since ϕ 6≃ ϕ∗ ⊗ ǫ we have
dim ρ = 3(r + 1). If r = 3, dim ρ < (r + 1)2 and we conclude
by lemma 3.3 (II). We thus assume r = 2. Then dim ρ = 9 and
dimV1 = dimV2 = 3 = r + 1. It follows that H(ρ) has Cartan type
A2×A2. Its Lie subalgebra H0(ρ) has Cartan type A2, thus leading
to a contradiction by the remark above.
• ρ = 2ϕ+2ϕ∗⊗ ǫ. If r = 2, we have dim ρ = 12, hence we can assume
dimV1 = 3, hence h1 ≃ sl3, and dimV2 = 4 ; moreover, H0(ρ) has
Cartan type A2. Since ψ1, ψ2 are injective, ψ1 is an isomorphism.
Let E,E∗ denote the two smallest faithful representations of sl3.
Since they have dimension 3, as a representation of H0(ρ) ≃ sl3 the
representation V2 can be decomposed as the trivial representation
plus either E or E∗. Similarly, as a representation of H0(ρ), V1 ≃ E
or V1 ≃ E∗. It follows that ρ should have 3 irreducible components,
a contradiction.
We thus can assume r = 3, hence dim ρ = 16, dimV1 = dimV2 =
4. Moreover H0(ρ) has Cartan type A3, hence rk hi ≥ 3 and hi ≃
sl4. It follows that the restriction of V1 ⊗ V2 to H0(ρ) is one of the
inner tensor products F ⊗F , F ⊗F ∗, F ∗ ⊗F ∗ with F the standard
representation of sl4. The fact that these tensor products have only
two irreducible components yields a contradiction.

Lemma 5.3. Assume that W0 admits a single class of reflections. Let ρ ∈
Irr(W ) \ IndΛRef. If ∀ρ′ ∈ Irr(W0) we have (ρ|ρ′) ≤ 1, then H(ρ) ≃ L(ρ).
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Proof. We decompose ρ in irreducible components
ρ =
r∑
i=1
ρi +
s∑
i=1
ϕi + ϕ
∗
i ⊗ ǫ+
t∑
i=1
ψi
with ρ∗i ⊗ ǫ \րρ, ϕi 6≃ ϕ∗⊗ ǫ and ψi ≃ ψ∗i ⊗ ǫ. We know that H(ρ) is simple
by lemma 5.2. Moreover,
rkH0(ρ) =
r∑
i=1
(dim ρi − 1)+
s∑
i=1
(dimϕi − 1)+
t∑
i=1
dimψi
2
=
dim ρ
2
+
(
r∑
i=1
dim ρi
2
)
−r−s.
It follows that rkH0(ρ) > dim ρ4 as soon as
dim ρ
4
> r + s− 1
2
r∑
i=1
dim ρi
Since ρ 6∈ IndΛRef we have dim ρi ≥ 3 thus dim ρi2 ≥ 32 > 1 hence r −
1
2
∑r
i=1 dim ρi < 0 if r ≥ 1. Similarly dimϕi ≥ 3 hence dim ρ ≥ 2
∑s
i=1 dimϕi ≥
6s and s ≤ dim ρ6 < dim ρ4 . It follows that rkH0(ρ) > dim ρ4 . ThenH(ρ) = L(ρ)
by lemmas 3.1 and 3.4, at least if dim ρ ≥ 22 or rkH(ρ) ≥ 7. To complete
the proof, we can thus assume that dim ρ ≤ 21 and rkH(ρ) ≤ 6. We first
assume that ρH′ is not selfdual. In particular ρ 6≃ ρ∗ ⊗ ǫ.
Our first task is to exclude the case r = 0, that is ρ ≃ ρ∗ ⊗ ǫ. Assume by
contradiction that r = 0. A first consequence is that, since each ψi has even
dimension, then dim ρ is also even. Since ρH′ is not selfdual, the remaining
exceptions are
(1) rkH(ρ) = 5, H(ρ) ≃ so10, dim ρ = 16.
(2) rkH(ρ) = 4, H(ρ) ≃ sl5, dim ρ = 10.
Moreover, we have 2(s + t) ≤ rkH0(ρ) ≤ 5 hence s + t ≤ 2. Note that
s + t is the number of simple Lie ideals of H0(ρ). We first consider the
case s + t = 2, that is H0(ρ) ≃ h1 × h2. We have rk hi ∈ {2, 3} and
rk h1 + rk h2 ∈ {4, 5}. Exhausting all possibilities we find that this is not
possible if dim ρ = 16, and that the only possibilities for dim ρ = 10 are of
Cartan type C3×C2, D3×C2 and A2×C2. Since dim ρ = 10⇔ rkH(ρ) = 4
and rkH0(ρ) ≤ rkH(ρ) = 4, we have H0(ρ) ≃ sl3 × sp4. But sl3 × sp4 does
not embed into sl5 (for instance because the smallest faithful representation
of sl3 × sp4 has dimension 3 + 4 = 7), a contradiction.
Now we know that r ≥ 1. By the calculation above we have rkH(ρ) >
dim ρ
2 as soon as
∑
i dim ρi > 2(r + s). Since r ≥ 1 and dim ρi ≥ 3, if s = 0
then H(ρ) = sl(ρ) = L(ρ) by lemma 3.1. We thus have r ≥ 1, s ≥ 1. Since
every representations of W0 involved here have dimension at least 3 we have
dim ρ ≥ 9. On the other hand, since ρ 6∈ IndΛRef we know that H0(ρ) does
not contain Lie ideals of rank 1 hence rkH(ρ) ≥ rkH0(ρ) ≥ 2(r + s + t).
On the other hand rkH(ρ) ≤ 6 hence r + s + t ≤ 3. Since r, s ≥ 1 we also
have rkH(ρ) ≥ 4. Moreover the case rkH(ρ) = 4 can be ruled out, for it
implies r = s = 1 and t = 0, thus r + s = 2 < dim ρ2 except if dim ρ1 = 4.
But dim ρ1 = 4 implies rkH(ρ) ≥ rkH(ρ1) + rkH(ρ2) ≥ 3 + 2 = 5, a
contradiction.
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We are left with two cases : either rkH(ρ) = 5 or rkH(ρ) = 6. We
first deal with the former one. If r ≥ 2 or s ≥ 2 or t ≥ 1 we would have
rkH(ρ) ≥ 6, so we know that r = 1, s = 1, t = 0, with rkH(ρ1) = H(ρ2) = 2,
hence dim ρ = 3+3+3 = 9. But there are no 9-dimensional representations
in the list of lemma 3.4.
It follows that rkH(ρ) = 6 hence H(ρ) ≃ sl7 and dim ρ = 21. If t 6= 0,
from 6 ≥ 2(r + s + t) we get r = s = t = 1 and rkH(ρ1) = H(ϕ1) =
H(ψ1) = 2 whence dim ρ = 3 + 2 × 3 + 4 = 13 6= 21. Hence t = 0.If
r + s = 3 we also have rkH(ρi) = H(ϕj) = 2 hence dim ρi = dimϕj = 3
and dim ρ ≤ 3(r + 2s) ≤ 9 + 3s ≤ 15 < 21 since r ≥ 1 and s ≤ 2. It follows
that r = s = 1 and t = 0. Letting α = rkH(ρ1) and β = rkH(ϕ1) we have
4 ≤ α+β ≤ 6 and dim ρ = α+1+2(β+1) ≤ 2(α+β)+3 ≤ 15 < 21, again
a contradiction.
We now assume that ρH′ is selfdual. This implies that ρH′ is selfdual,
hence ρ ≃ ρ∗ ⊗ ǫ, since W0 has a single class of reflections, and r = 0,
H(ρ) is included either in spN or soN with N = dim ρ. The only selfdual
representations in the list of lemma 3.4 are for dim ρ ≤ 8 and rkH(ρ) ≤ 4.
Moreover, if dim ρ = 8 or rkH(ρ) = 4, this means thatH(ρ) has typeD4 and
in that case again H(ρ) ≃ L(ρ) since it is included in so8 or sp8 and there
are no inclusion from so8 to sp8. It follows that dim ρ ≤ 6 and rkH(ρ) ≤ 3.
Since H0(ρ) has no ideal of rank 1 it follows that s+ t = 1.
If s = 1, that is ρ = ϕ1 +ϕ
∗
1 ⊗ ǫ, from dim ρ ≤ 6 we get dimϕ1 ≤ 3 hence
ϕ1 ∈ ΛRef(W0) by lemma 2.18, and ρ ∈ IndΛRef, a contradiction. We thus
have s = 0, t = 1, ρ = ψ1.
If rkH0(ψ1) = 2 we have dimψ1 = dim ρ = 4, and the only exception is of
type B2, which is a fake exception since B2 ≃ C2. If rkH0(ψ1) = 3 we have
dimψ1 = dim ρ = 6. But the only 6-dimensional irreducible representation
of sl4 is orthogonal, hence H(ρ) ≃ so6 ≃ sl4, hence L(ρ) ≃ H(ρ) in that case
too. 
If ρ = a1ρ1 + · · · + arρr with ρi 6= ρj, we denote by δ(ρ) = a1 + · · · + ar
the number of irreducible components (counting multiplicities) of ρ.
Lemma 5.4. Asssume that W and W0 admits a single class of reflections
and that ∀ρ ∈ Irr(W ) dim ρ ≤ 3 ⇒ dim ρ = 1. Let ρ ∈ Irr(W ) \ IndΛRef,
and ζ ր ρ. Assume δ(ρ) ≥ 3, (ζ|ρ) ≤ 2, and ρ′ ր ρ ⇒ dim ρ′ ≥ 5. If
∀ρ′ ∈ Irr(W0) ρ′ 6≃ ζ ⇒ (ρ′|ρ) ≤ 1 then H(ρ) = L(ρ).
Proof. If (ζ|ρ) = 1 then H(ρ) = L(ρ) by lemma 5.3, so we can assume
(ζ|ρ) = 2. By lemma 5.2 we know that H(ρ) is a simple Lie algebra. We
decompose
ρ = ζ +
r∑
i=1
ρi +
s∑
i=1
(ϕi + ϕ
∗
i ⊗ ǫ) +
t∑
i=1
ψi
with ζ isomorphic to one of the ρi, ϕi, ψi, with ρi 6≃ ρ∗i ⊗ ǫ, ϕi 6≃ ϕ∗i ⊗ ǫ,
ρ∗i ⊗ ǫ \րρ and ψi ≃ ψ∗i ⊗ ǫ. By assumption, we have r + s+ t ≥ 2.
Like in the proof of lemma 5.3, we have rkH0(ρ) > dim ρ4 iff dim ρ4 > A
where
A = r + s+
dim ζ
2
− 1
2
r∑
i=1
dim ρi.
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From this proof, we also recall that r − 12
∑r
i=1 dim ρi < 0 if r ≥ 1, since
dim ρi ≥ 5 ≥ 3. Likewise, dim ρ ≥ 10s since dimϕi ≥ 5 hence s ≤ dim ρ10 .
Finally, dim ρ ≥ 15 since δ(ρ) ≥ 3.
There are three possibilities
(1) ζ ≃ ρi0 for some i0 ∈ [1, r]. Since dim ρi ≥ 5 we have
r+
dim ζ
2
−1
2
r∑
i=1
dim ρi = r−1
2
∑
i 6=i0
dim ρi 6 r−5
2
(r−1) = −3
2
r+
5
2
=
5− 3r
2
< 0
as soon as r ≥ 2. In this case, A < s ≤ dim ρ10 < dim ρ4 . If r = 1, then
A = s+ 1 ≤ 1 + dim ρ10 < dim ρ4 since dim ρ ≥ 15.
(2) ζ ≃ ψi0 for some i0 ∈ [1, t]. In that case, dim ρ ≥ 2 dim ζ + 10s
hence dim ρ4 ≥ dim ζ2 + s + 3s2 and A < dim ρ4 as soon as s > 0 or
r > 0. If s = r = 0 then t ≥ 2, dim ρ ≥ 2 dim ζ + 5 > 2 dim ζ and
A = dim ζ2 <
dim ρ
4 .
(3) ζ ≃ ϕi0 for some i0 ∈ [1, s]. Then ζ∗ ⊗ ǫր ρ and dim ρ ≥ 3 dim ζ +
10(s − 1). It follows that
dim ρ
6
>
dim ζ
2
+
5
3
(s− 1) = dim ζ
2
+ s+
2
3
s− 5
3
= s+
dim ζ
2
+
2s − 5
3
hence A ≤ dim ρ6 + 5−2s3 < dim ρ4 since dim ρ ≥ 15 and s ≥ 1.
To conclude we apply lemmas 3.1 and 3.4. The exceptions in lemma 3.4 that
we have to rule out are for dim ρ ∈ {15, 16, 21}, with ρ ≃ ρ∗⊗ǫ, and rkH(ρ) ∈
{5, 6}. Since r+s+t ≥ 2, we have rkH(ρ) ≥ 4r+4s+3t > 3(r+s+t) ≥ 6 as
soon as (r, s) 6= (0, 0). If (r, s) = (0, 0) then rkH0(ρ) ≥ 3t ≥ 6, with equality
holding iff t = 2, rkH(ψi) = 3, dimψi = 6 and dim ρ = 18, contradicting
dim ρ ∈ {15, 16, 21}. 
5.2. Reduction to one conjugacy class. The goal of this section is to
show that, using the lemmas above, we can assume that W admits a single
conjugacy class of reflections (except when W is a Coxeter group of type F4
or H4).
We use the Shephard-Todd classification to prove the following.
Lemma 5.5. If Φ is an isomorphism for every irreducible W 6= H4 with
#R/W = 1, then Φ is an isomorphism for every irreducible W 6∈ {F4,H4}.
Proof. LetW 6∈ {F4,H4} with #R/W > 1. The only case in the exceptional
series is for W of type G13, for which we check by a direct computation of
the dimensions that Φ is surjective. We thus assume that W belongs to the
infinite series G(2e, e, r) or G(e, e, r). When r = 2, lemma 4.4 states that
Irr(W ) = ΛRef(W ), and we know that Φ is an isomorphism in that case.
Assuming r ≥ 3, it follows from lemma 4.1 that W has type G(2e, e, r) for
some e ≥ 1. Let W0 be its natural reflection subgroup of type G(2e, 2e, r),
for which the theorem is assumed to hold. By corollary 2.24 we have to prove
that, for any ρ ∈ Irr(W ) \ ΛRef, then H(ρ) ≃ L(ρ). Now W0 has index 2
in W , hence by Clifford theory ρ has at most two irreducible components,
and this decomposition is multiplicity-free. If ρ 6∈ IndΛRef the conclusion
follows from lemma 5.3. We thus assume ρ ∈ IndΛRef and ρ 6∈ ΛRef.
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Let λ be an irreducible representation of G(2e, 1, r) whose restrictions
contains ρ. In particular, its restriction to G(2e, 2e, r) belongs to ΛRef(W0),
and is thus listed by table 1 and proposition 4.6. We check that, for r ≥ 5,
this implies ρ ∈ ΛRef, and that the only cases to consider are when λ has
one of the two special shapes at the bottom of table 1 (the last two lines).
The first shape to deal with is for r = 3, in which case we have A(λ) = 3.
Since A(λ)/B(λ) ∈ {1, 2} it follows that B(λ) = 3 hence ρ has dimension 2
and belongs to QRef ⊂ ΛRef. The second one is for r = 4, in which case we
have A(λ) = 2 and B(λ) ∈ {1, 2}. First assume B(λ) = 1, meaning that the
restriction ρ of λ toW is irreducible. Then ρ is the sum of two quasireflection
representations ρ1, ρ2 of dimension 3 of W0. Since W0 has a single reflection
class, these correspond to distinct simple ideals provided that ρ2 6≃ ρ∗1 ⊗ ǫ.
In order to check this it is enough to check ρ 6≃ ρ∗ ⊗ ǫ, which is true since
ρ∗ ⊗ ǫ is the restriction of an irreducible representation µ of G(2e, 1, r)
with {µi} = {(λi)′}, and either {λi} = {∅, [2]} or {λi} = {∅, [1, 1]}. Thus
rkH(ρ) ≥ 4 > 6/2 and H(ρ) ≃ sl(Vρ) ≃ L(ρ) by lemma 3.1. Now assume
B(λ) = 2. Then ρ is an irreducible quasireflection representation of W0,
hence H(ρ) ≃ sl(ρ) ≃ H0(ρ), which concludes the proof. 
5.3. Induction process for special cases.
5.3.1. Three irreducible components. We assume that W1 ⊂ W0 ⊂ W is a
chain of inclusions between irreducible reflection groups which respect the
reflections, and such that W1,W0 and W admit a single conjugacy class of
reflections. We assume that the theorem holds for W0.
Let ρ ∈ Irr(W ), and assume that the restriction diagram of ρ with respect
to W1 ⊂W0 ⊂W has the following form
X
a
oooooooooooooo
}}
}}
}}
}}
}
??
??
??
??
c
}}
}}
}}
}}
@@
@@
@@
@@
b
  
  
  
  
AA
AA
AA
AA
A
OOOOOOOOOOOOOO
. . . u v . . .
meaning that the restriction of ρ to W0 has (exactly) three (irreducible)
distinct components a, c, b, that the restriction of c to W1 has two distinct
components u, v, that u is a component of the restriction of a to W1, that v
is a component of the restriction of b to W1, and that the restrictions of a
and b to W1 are not irreducible.
Lemma 5.6. In the configuration above,
(1) if H0(a) ≃ sl(Va) and H0(b) ≃ sl(Vb), with H0(a), H0(b) and H0(c)
corresponding to distinct ideals of H′0, then H(ρ) ≃ sl(Vρ) as soon
as rkH0(c) ≥ 2.
(2) if H0(a) ≃ sl(Va), (ρH′)∗ ≃ ρH′ , bH′
0
= (aH′
0
)∗, and H0(a), H0(c)
are distinct ideals of H′0, then H(ρ) ≃ osp(Vρ) as soon as rkH0(a)+
rkH0(c) ≥ 5 and rkH(c) ≥ 1.
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Proof. By lemma 3.3 we know that H(ρ) is a simple Lie algebra. We first
prove (1). Since H(ρ) contains a copy of H0(a)×H0(b)×H0(c) one has
rkH(ρ) > rk(H0(a)) + rk(H0(b)) + rk(H0(c)) > dim(a) + dim(b) + rk(H0(c)) − 2
> dim(a) + dim(b) = dim(ρ)− dim(c)
Since dim(ρ) = dim(a)+dim(b)+dim(c) ≥ dim(c)+dim(u)+dim(v)+ 2 =
2dim(c) it follows that rkH(ρ) > dim(ρ)2 hence H(ρ) = sl(Vρ) by lemma 3.1.
We then prove (2). We have
rkH(ρ) > rk(H0(a)) + rk(H0(c)) > dim(a) + rk(H0(c))− 1
> dim(a) > dim(ρ)4
because
dim(ρ) = dim(a) + dim(b) + dim(c) = 2dim(a) + dim(u) + dim(v)
6 2 dim(a) + dim(a) + dim(b)− 2 < 4 dim(a).
This implies dim ρ < 4(r + 1) where r = rk ρ(H′0), hence dim ρ < (r + 1)2
since r ≥ rkH0(a) + rkH0(c) ≥ 5. Then lemma 3.3 (I) claims that H(ρ) is
simple and, since rkH(ρ) ≥ r ≥ 5, lemma 3.4 with (ρH′)∗ ≃ ρH′ together
imply H(ρ) ≃ osp(Vρ).

For future reference, we state as a lemma the following simple fact.
Lemma 5.7. If dim(ρ) > 4 and the restriction of ρ to W0 has exactly two
irreducible components a, b corresponding to distinct ideals H0(a) ≃ sl(Va),
H0(b) ≃ sl(Vb), then H(ρ) ≃ sl(Vρ).
Proof. We have rkH(ρ) ≥ dim(a)+dim(b)−2 = dim(ρ)−2 and dim(ρ)−2 >
dim(ρ)
2 as soon as dim(ρ) > 4. The conclusion follows from lemma 3.1. 
5.4. Groups G(e, e, r) of small rank. The case r = 2 is known by lemma
4.4. Also note that we have ρ ≃ ρ∗ ⊗ ǫ for all 2-dimensional irreducible rep-
resentations of G(e, e, 2); hence distinct such representations define distinct
ideals of H.
We now assume r = 3. Let ρ be an irreducible representation of G(e, e, 3),
and λ a representation of G(e, 1, 3) such that ρ embeds in the restriction
of λ. If p(λ) ≤ 2, then λ is a quasi-reflection representation and so is ρ,
whence H(ρ) = L(ρ). We thus can assume p(λ) = 3, hence dimλ = 6. Since
A(λ) divides p(λ) it follows that A(λ) ∈ {1, 3}. If A(λ) = 3, then dim ρ = 2
and ρ is a quasi-reflection representation. Hence we can assume A(λ) = 1
and dim ρ = 6. We can assume λ0 = λi = λj = [1] with #{0, i, j} = 3. The
restriction of λ to G(e, 1, 2) is the sum of three irreducible components λ1,
λ2 and λ3 of dimension 2, with p(λi) = 2. In particular A(λi) ∈ {1, 2}. Let
ρi =< λ
i >. Notice that H(ρ) cannot have Cartan type C2, as sp4 ≃ so5
does not admit an irreducible 6-dimensional representation. It cannot be of
type G2 or B3 for the same reason. We separately consider the following
possibilities.
• If A(λ1) = A(λ2) = A(λ3) = 1 and the restrictions to G(e, e, 3) of
the λi are irreducible representations. Then the restriction of ρ to
G(e, e, 2) is multiplicity free, hence by lemma 3.3 (I) H(ρ) is simple.
If rkH(ρ) ≥ 4 then H(ρ) = sl(Vρ) by lemma 3.1 and we are done.
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On the other hand, H(ρ) ⊃ sl32 hence we can assume rkH(ρ) = 3.
Since (sl2)
3 does not embed in sl4 or in a Lie algebra of Cartan type
B3, we get that H(ρ) must have Cartan type C3. Since dim ρ = 6 it
follows that ρH′ is selfdual hence H(ρ) ≃ L(ρ).
• If A(λ1) = A(λ2) = 1, A(λ3) = 2 and λ1,λ2 have isomorphic restric-
tion to G(e, e, 3). This situation can occur only if e = 4g for some
integer g, and we can assume i = g, j = 2g. But then ρ factorises
through the morphism G(4g, 4g, 3) ։ G(4, 4, 3), and it is sufficient
to check that H(ρ) ≃ L(ρ) for the restriction to G(4, 4, 3) of the
representation ([1], [1], [1], ∅), which we do by computer.
In all other cases, the restriction of µ admits multiplicities, and also con-
tains some 2-dimensional irreducible component, whose corresponding ideal
is isomorphic to sl2, with multiplicity 1. Lemma 3.6 tackles these cases,
hence the theorem holds for r = 3 too.
5.5. Induction process for W = G(e, e, r), ρ ∈ IndΛRef. We first con-
sider the case where the restriction of ρ to G(e, e, r − 1) contains one of the
exceptional quasireflection representations of table 1. The first case is when
r − 1 = 4, and e is even. In this case, up to ρ  ρ∗ ⊗ ǫ, wa can assume
λ0 = λg = [2], for e = 2g. Notice that the corresponding 3-dimensional
representations are not selfdual, nor dual of each other, as representations
of H′0. The second case is when r− 1 = 3, and e is divisible by 3. Then the
corresponding representations of H′0, being 2-dimensional, are selfdual and
correspond to distinct ideals of H′0, since #R0/W0 = 1.
5.5.1. The special cases of G(2g, 2g, 4) and G(3g, 3g, 3).
G(2g, 2g, 4). Let ρ0, ρ1 denote the two irreducible (3-dimensional) compo-
nents of the restriction to G(2g, 2g, 4) of the representation λ of G(2g, 1, 4)
defined by λ0 = [2], λg = [2]. Note that ρ1 6≃ ρ∗0 ⊗ ǫ hence H(ρ0) 6= H(ρ1).
Assume that ρ is an irreducible representation of G(2g, 2g, 5) such that
ρ0 embeds in ρ. The exists an irreducible representation µ of G(2g, 1, 5)
with λ ր µ such that ρ embeds in its restriction to G(2g, 2g, 5). We have
p(µ) ∈ {2, 3}. By lemma 4.2, A(µ) has to divide 5 and p(µ), hence A(µ) = 1
and dim ρ = dimµ.
If p(µ) = 2, first assume µ0 = [3] and µg = [2], and the restriction of ρ to
G(2g, 2g, 4) decomposes as ρ0 ⊕ ρ1 ⊕ ρ2 with ρ2 a 4-dimensional reflection
representation of G(2g, 2g, 4). If follows that rkH(ρ) ≥ 2 + 2 + 3 = 7.
Since dim ρ = 10 lemma 3.1 implies H(ρ) = sl(Vρ). The other case is for
µ0 = [2, 1], µg = [2]. Then the restriction of ρ to G(2g, 2g, 4) decomposes
as ρ0 ⊕ ρ1 ⊕ ρ2 ⊕ ρ3, with ρ∗2 ⊗ ǫ ≃ ρ2, ρ∗3 ⊗ ǫ ≃ ρ3 with ρ2, ρ3 6∈ ΛRef,
dim ρ2 = 6, dim ρ3 = 8. It follows that rkH(ρ) ≥ 11, hence H(ρ) ≃ sl(Vρ)
by lemma 3.1, since dim ρ = 20 in this case.
If p(µ) = 3 then we can assume µ0 = µg = [2] and µi = [1] for some
i 6≡ 0 mod g. It follows that the restriction of ρ to G(2g, 2g, 4) decomposes
as ρ0 ⊕ ρ1 ⊕ ρ2 ⊕ ρ3 with ρ2, ρ3 distinct 12-dimensional representations of
G(2g, 2g, 4) such that ρ3 6≃ ρ∗2 ⊗ ǫ. By the induction hypothesis it follows
that rkH(ρ) ≥ 2 + 2 + 11 + 11 = 26. Since dim ρ = 30 lemma 3.1 implies
H(ρ) ≃ sl(ρ).
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G(3g, 3g, 3). Let ρ0, ρ1, ρ2 denote the three irreducible components of the
restriction to G(3g, 3g, 3) of the representation λ of G(3g, 1, 3) defined by
λ0 = λg = λ2g = [1]. Assume that ρ is an irreducible representation of
G(3g, 3g, 4) such that ρ0 embeds in ρ. Let µ denote a representation of
G(3g, 1, 4) such that ρ embeds in its restriction. By lemma 4.2 we have
A(µ) = 1 We have λր µ, and p(µ) ∈ {3, 4}.
If p(µ) = 3, then we may assume, up to tensorization by the sign char-
acter, that µ0 = [2] and µg = µ2g = [1]. Then the restriction of ρ equals
ρ0 ⊕ ρ1 ⊕ ρ2 plus two irreducible components, restriction of the represen-
tations µ1,µ2 of G(3g, 1, 4) defined by µ
0
1 = µ
0
2 = [2], µ
g
1 = µ
2g
2 = [1],
µ2g1 = µ
g
2 = ∅. It is easily checked that these five components correspond
to distinct ideals, and that the sum of their rank is 7 > 122 =
dim ρ
2 henceH(ρ) ≃ sl(ρ) by lemma 3.1.
If p(µ) = 4, then we may assume that µ0 = µg = µ2g = µi = [1] for
some 0 < i < g. The restriction of ρ equals ρ0 ⊕ ρ1 ⊕ ρ2 plus three irre-
ducible 6-dimensional components ρ˜1, ρ˜2, ρ˜3, restriction of the representa-
tions µ1,µ2,µ3 of G(3g, 1, 4) defined by µ
i
1 = µ
i
2 = µ
i
3 = [1], µ
0
1 = µ
g
1 =
µ02 = µ
2g
2 = µ
g
3 = µ
2g
3 = [1]. As representations of H′0, ρ˜1 may be selfdual,
ρ˜2 may be the dual of ρ˜3, but in any case the ideal corresponding to ρ˜2 is
isomorphic to sl6 and different from the ones afforded by ˜rho1 or ρ0, ρ1, ρ2.
It follows that rkH0(ρ) ≥ 1 + 1 + 1 + 3 + 5 = 11. Since dim ρ = 24, lemma
3.3 (I) implies that H(ρ) is simple. Then parts (1) and (2) of lemma 3.5 (1)
imply that H(ρ) ≃ L(ρ).
5.5.2. General case. By §4 we know that the representations that we are
going to deal with correspond to very special multipartitions λ, so many in-
formation on λ will clear from the context. For brevity, we use the following
shortcuts. If λ is some partition, we denote by (λ) a multipartition λ with
p(λ) = 1 such that λi = λ for some i. If λ, µ are two partitions, we also
denote (λ;µ) a multipartition λ with p(λ) = 2 and λi = λ, λj = µ for some
i 6= j. In rare cases, we similarly use the notation (λ;µ; ν) for a 3-parts mul-
tipartition. For λ = (λ;µ) and A(λ) = 2, we denote (λ;λ)± the irreducible
components of the restriction to G(e, e, r). When the restriction is irre-
ducible and the context clear, we identify λ with its restriction to G(e, e, r).
Notice that, using these shortcuts, we may write (λ;µ)∗ ⊗ ǫ = (µ′;λ′). In
particular, we can assume λ ≥ λ′ (for the lexicographic order) when needed.
If r ≥ 4, for the representations c of G(e, e, r − 1) in ΛRef \ QRef listed
in proposition 4.6, we can apply lemma 5.6 with respect to the chain of
inclusions G(e, e, r − 2) ⊂ G(e, e, r − 1) ⊂ G(e, e, r) to all representations ρ
of G(e, e, r) in IndΛRef such that cր ρ. The corresponding representations
a, b, u, v are listed in table 2. To save space in the table, we let r′ = r − 1.
If c = [r′ − p, 1p] we have u = [r′ − p, 1p−1] and v = [r′ − p − 1, 1p] ; if
c = [r′ − p], [1p] we have u = [r′ − p − 1], [1p] and v = [r′ − p], [1p−1]. Note
that, when c = [r′ − p, 1p] and r′ = 2p + 1, or when c = ([r′ − p]; [1p]), then
the part (2) of this lemma has to be applied.
We now assume that c ∈ QRef, and that λ is a representation of G(e, 1, r)
whose restriction contains c. We can assume r ≥ 4, since the case ofG(e, e, 3)
has already been settled. If c ∈ {([r′ − 1]; [1]), ([r′ − 1, 1])}, then any ρ with
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p c ρ a b
2 ≤ p ≤ r′ − 3 ([r′ − p, 1p]) ([r′ − p, 1p]; [1]) ([r′ − p, 1p−1]; [1]) ([r′ − p− 1, 1p]; [1])
([r′ − p, 2, 1p−1]) ([r′ − p, 2, 1p−2]) ([r′ − p− 1, 2, 1p−1])
2 ≤ p ≤ r′ − 2 ([r′ − p]; [1p]) ([r′ − p, 1]; [1p]) ([r′ − p− 1, 1]; [1p]) ([r′ − p, 1]; [1p−1])
([r′ − p]; [2, 1p−1]) ([r′ − p− 1]; [2, 1p−1]) ([r′ − p]; [2, 1p−2])
([r′ − p]; [1p]; [1]) ([r′ − p− 1]; [1p]; [1]) ([r′ − p]; [1p−1]; [1])
Table 2. Restrictions for IndΛRef of G(e, e, r), r ≥ 4, r′ =
r − 1.
r c X a b
(1) r′ ≥ 4 ([r′ − 1]; [1]) ([r′ − 1, 1]; [1]) ([r′ − 2, 1]; [1]) ([r′ − 1, 1])
([r′ − 1]; [2]) ([r′ − 2]; [2])
([r′ − 1]; [1]; [1]) ([r′ − 2]; [1]; [1]) ([r′ − 1]; ∅; [1])
(2) r′ ≥ 3 ([r′ − 1, 1]) ([r′ − 1, 2]) ([r′ − 2, 2])
(3) ([2, 2]) ([3, 2]) ([3, 1])
(4) ([2]; [2])± ([3]; [2]) ([3]; [1]) [2][2]∓
Table 3. Restrictions for IndQRef of G(e, e, r), r ≥ 4, r′ =
r − 1.
ρ ([2, 1]; [1]) ([2]; [2]) ([2]; [1]; [1])
dim ρ 9 6 12
rkH0(ρ) 4 6 4 9
Table 4. Special cases.
cր ρ which is not a quasireflection representation is handled by lemma 5.6
or lemma 5.7, along the patterns described in table 3, (1) and (2), provided
that rkH0(c) ≥ 2. This is the case for r ≥ 5 by the induction hypothesis. If
r = 5 and c is not of the above types, either we have A(λ) = 2 and we are
in the special case for G(2g, 2g, 4) already described, or c = ([2, 2]) and we
can use lemma 5.7 along the pattern (3) of table 3.
If r = 4, then ρ is of one of types listed in table 4 (up to taking conjugate
parts). The two possible results for rkH0(ρ) given in the table for ρ =
([2, 1]; [1]) depend on whether ρ ≃ ρ∗⊗ ǫ (first column) or not. The lemmas
of §3 show that H(ρ) ≃ L(ρ) in these cases.
5.6. Induction for the groups G(e, e, r). Here we prove the theorem for
the groups G(e, e, r). The cases r ∈ {2, 3} have been done separately, so
we can start the induction at G(e, e, r) for r ≥ 4. Let ρ ∈ IrrG(e, e, r),
a component of λ ∈ IrrG(e, 1, r). If ρ ∈ IndΛRef we already proved that
H(ρ) ≃ L(ρ), so we can assume ρ 6∈ IndΛRef. If the restriction of ρ to
G(e, e, r − 1) is multiplicity-free we have H(ρ) ≃ L(ρ) by lemma 5.3.
It is easily checked that, if r = 4, then the only possibility for the restric-
tion ρ of ρ to have multiplicities is when e = 5g for some integer g and λ
can be taken to be λ0 = ∅, λg = λ2g = λ3g = λ4g = [1] with p(λ) = 4. In
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that case, ρ factorizes through a representation of G(5, 5, 4), and we check
that H(ρ) ≃ L(ρ) by computer for this representation. We can thus assume
r > 4. This implies that G(e, e, r) does not admit irreducible representations
of dimensions 2 or 3 (see proposition 7.2). By [Ma07c] theorem 1 we know
that the multiplicities in ρ are at most 2. We need a lemma.
Lemma 5.8. If ρ is an irreducible representation of G(e, e, r) with r ≥ 2
whose restriction ρ to G(e, e, r − 1) admits an irreducible component with
multiplicity 2, then ρ admits, counting multiplicities, at least 3 irreducible
components.
Proof. By [Ma07c] theorem 3.3, the assumption implies that ρ is the re-
striction of some irreducible representation λ of G(e, 1, r). Let ρ1 be an
irreducible component of ρ occuring with multiplicity 2. By [Ma07c] propo-
sition 3.4, ρ1 is the restriction of some µ ր λ, and there is some µ+ ր λ
with µ 6= µ+ whose restriction to G(e, e, r − 1) is isomorphic to ρ1. We
argue by contradiction. If there were less than 3 irreducible components,
then the restriction of λ to G(e, 1, r − 1) would be isomorphic to µ ⊕ µ+.
In particular, p(λ) ≤ 2. Moreover, since µ+ should be a nontrivial cyclic
permutation of µ, one has p(λ) > 1 hence p(λ) = 2. Letting λ = (a; b) with
a, b nontrivial partitions at suitable places 0 ≤ i < j ≤ e− 1, we can assume
µ = (a0; b), µ+ = (a; b0) with a0 ր a, b0 ր b. Since µ and µ+ are cyclically
permuted one from the other, we have 2(j − i) = e. But this implies for
λ = (a; a) that A(λ) = 2, contradicting the irreducibility assumption on
ρ. 
By lemma 5.4 we have H(ρ) ≃ L(ρ) as soon as ρ has only one component
of multiplicity 2. We thus assume that ρ admits at least 2 multiplicity-two
components. Then every irreducible component of ρ has dimension at least
12, by the following lemma.
Lemma 5.9. If r > 4 and ρ admits at least 2 multiplicity-two components,
then ρ′ ր ρ⇒ dim ρ′ ≥ 12.
Proof. ρ′ is a component of some µր λ, and dim ρ′ = (dimµ)/A(µ). Since
dimµ ≥ p(µ)!, A(µ) divides p(µ) and p(µ) ≥ p(λ) − 1, first note that
dim ρ′ ≥ (p(λ) − 2)!. By [Ma07c] (see end of §3 and proposition 7.3 there)
the assumption on the multiplicity-two components of ρ implies that λ can
be chosen such that there exists m dividing e with u = e/m ≥ 5 and
(1) λi only depends on the class of i modulo m if m does not divide i
(2) λ0 = a, λi = b for i a nonzero multiple of m, with aր b.
Condition (2) implies p(λ) ≥ 4. Moreover, if there exists o with m 6 |i
and λi 6= ∅, then condition (1) implies p(λ) ≥ 9 hence dim ρ′ ≥ 7! ≥ 12.
Assuming that this is not the case, then ρ factors through G(u, u, r), so
that we can assume m = 1 hence e ≥ 5. If e ≥ 7 then p(λ) ≥ 6 and
dim ρ′ ≥ 4! ≥ 12, so we can assume e ∈ {5, 6}. If a 6= ∅ then |b| ≥ 2
and by the branching rule dimµ ≥ dim([1]; [1]; [2]; [2]; [2]) = 5040. Since
A(µ) ≤ e ≤ 6 this implies dim ρ′ ≥ 5040/6 ≥ 12. We thus can assume
a = ∅, b = [1], r = e − 1 and dimµ = (e − 2)!. Since r > 4 we have e = 6,
dimµ = 24. Now A(µ) divides both p(µ) = 4 and e = 6 by lemma 4.2
hence A(µ) ≤ 2 and dim ρ′ ≥ 24/2 = 12. 
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Now write
ρ =
r∑
i=1
αiρi +
s∑
i=1
(βiϕi + γiϕ
∗
i ⊗ ǫ) +
t∑
i=1
ηiψi
with αi, βi, γi ∈ {1, 2} and the usual conventions on ρi, ϕi, ψi. Since dim ρ′ ≥
3 for ρ′ ր ρ we have dim ρ′ − 1 ≥ dim ρ′2 and rkH0(ρ) ≥ dim soc(ρ)/2 − s,
where
soc(ρ) =
r∑
i=1
ρi +
s∑
i=1
(ϕi + ϕ
∗ ⊗ ǫ) +
t∑
i=1
ψi
hence
rkH0(ρ) > dim ρ
4
− s > dim ρ
5
as soon as s < dim ρ/20. In particular, since dimϕi ≥ 11 for all i ∈ [1, s]
we have rkH0(ρ) > dim ρ5 and H(ρ) ≃ L(ρ) by lemma 3.5, since rkH(ρ) ≥
rkH(ϕi) = dimϕi−1 ≥ 10. This concludes the proof of the theorem for the
infinite series.
5.7. Exceptional groups. In order to conclude the proof of the theorem
for W 6= H4. we need to show that H(ρ) ≃ L(ρ) for all irreducible represen-
tations not in ΛRef for these groups. This holds true also for W of Coxeter
type H4.
Proposition 5.10. If W is an irreducible exceptional reflection group and
ρ ∈ Irr(W ) \ ΛRef, then H(ρ) ≃ L(ρ).
This section is devoted to the proof of this proposition. We first deal with
groups of small rank, before using the above induction lemmas to prove the
proposition for groups of higher rank.
5.7.1. Groups of small rank. For these groups, we used a computer to show
that ρ(H′) and L(ρ) have the same dimension. For the groups labelled G12,
G13, G22, G23 = H3, the representations have dimension small enough to do
the computations directly over the field of definition of these groups, and
matrix models of all representations are known. For some representations
of the groups G24, G27, G28 = F4, and G30 = H4, we used reduction of the
coefficients. Notice that it is enough to show that dim ρ(H′) ≥ dimL(ρ).
When ρ admits a model over Q, we consider a Lie subalgebra Aρ of sl(Vρ)
generated by nonzero multiples of the ρ(s′), s ∈ ρ, so that Aρ is defined over
Z and rk
Z
Aρ = dimQ ρ(H′) = dimQH(ρ). It is then sufficient to find a
prime p such that dim
Fp Aρ ⊗Z Fp ≥ dimQL(ρ) to prove this inequality.
In most cases, it was enough to take p = 11. This solves the cases of
the groups G24 and G28 = F4. For G24 we had to find matrix models of
3 rational representations which were not available before. We used for
this decomposition of tensor products of already known representations and
methods [MM]). These new models have since been included in CHEVIE.
Matrix models for the representations of H4 were found by Alvis, and are
included in CHEVIE. In the case of G27 we computed matrix models for the
representations not in ΛRef (now also included in CHEVIE). As predicted
by a theorem of Benard (see [Bd]), the nonrational representations among
them can be realized over a quadratic field, either Q(
√
5) or Q(ζ3). As in
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Group Type of subgroup Reflection subgroup
G29 G(4, 4, 3) < t, u, v >
G31 G29 < s, t, v, w >
G33 G(3, 3, 4) < s, t, u, w >
G34 G33 < s, t, u, v, w >
E6 D5 < s1, . . . , s5 >
E7 E6 < s1, . . . , s6 >
E8 E7 < s1, . . . , s7 >
Table 5. Induction patterns for exceptional groups.
the rational case, the dimension of ρ(H′) is equal to the rank of some Lie
algebra Aρ defined (by chasing denominators) over the ring of integers of the
corresponding quadratic field. It is then enough to compute the dimension
of the reduction of Aρ modulo a suitable place. Recall that, when Z[u] is a
principal quadratic ring and π = α+ βu ∈ Z[u] has norm a prime integer p,
then a morphism Z[u]։ Fp can be defined by sending u to −αβ−1. Using
these explicit reductions, we prove by computer that H(ρ) ≃ L(ρ) for these
additional two groups.
5.7.2. Groups of higher rank. The remaining exceptional groups are labelled
G29, G31, G33, G34, G35 = E6, G36 = E7 and G37 = E8 in the Shephard-
Todd classification. We use the character and induction tables implemented
in CHEVIE to check the following properties. All of them have a single
class of reflections, and the dimensions greater than 1 of their irreducible
representations are at least 4. By lemma 2.25, it follows that, for all ρ ∈
Irr(W ), H(ρ) admits no simple ideal of rank 1. We choose for W0 ⊂ W
the subgroups described in table 5, where the generators correspond to the
tables of [BMR].
Notice that they all suchW0 are irreducible, that they have only one class
of reflections, and all differ from F4 and H4. Assuming that the theorem
holds true forW0, we check that the condition dimV < (r+1)
2 of lemma 3.3
holds for the pairs h = ρ(H′W0) and g = ρ(H′) for all ρ ∈ Irr(ρ)\ΛRef. Using
the induction table, this is easily done by computer. Now the induction table
for these pairs does not contain multiplicities more than 2. Then lemma 2.26
shows that condition (II) of lemma 3.3 is fulfilled, which proves that H(ρ)
is a simple Lie algebra for all ρ ∈ Irr(W ) \ ΛRef.
We check that dim ρ < 4 rk ρ(H′0) for all ρ ∈ Irr(W ) \ ΛRef. This proves
that H(ρ) ≃ L(ρ) for all these by lemma 3.4, provided we are not in the
exceptions listed there. For the groups here of rang at least 6, we check that
rk ρ(H′0) ≥ 14 > 6, hence H(ρ) ≃ L(ρ), for all ρ ∈ Irr(W ) \ ΛRef. This
proves the theorem for G34, E6, E7, E8 by corollary 2.24.
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For G29, G31 and G33 and W0 as in the table, the following situations
appear, for ρ 6∈ ΛRef. Here we marked “*” the cases where ρ∗ ⊗ ǫ ≃ ρ.
G29 dim 5 6 10 10 15 15 16 20
rk ρ(H′0) 3 3 5 6 8 9 9 10
sym.
G31 dim 5 9 10 15 16 20 20 20
rk ρ(H′0) 4 7 9 14 7 9 18 19
sym. ∗ ∗
G33 dim 6 15 15 20
rk ρ(H′0) 5 11 13 17
sym.
We leave to the reader to check that none of these belong to the exceptions of
lemma 3.4, hereby proving H(ρ) ≃ L(ρ) (and the theorem) for these groups.
6. Closures inside Iwahori-Hecke algebras
Recall that W ⊂ GLn(C) be a finite irreducible reflection group of rank
n, and that we mean by reflection an involutive element of GLn(C) distinct
from the identity which fixes an hyperplane of Cn.
6.1. Braid groups and holonomy Lie algebras. Let R be the set of
reflections of W , and A the associated (central) hyperplane arrangement in
C
n. We let X = Cn \⋃A denote its complement. The (generalized) braid
group associated toW is defined by B = π1(X/W ). It fits into a short exact
sequence 1 → P → B → W → 1 where P = π1(X). To every H ∈ A we
associate the closed 1-form dαHαH , where αH is an arbitrary linear form on C
n
with kernel H.
We recall from [Ko] the construction of the holonomy Lie algebra in
this setting. The transposed of the cup-product gives a morphism δ :
H2(X,Q) → Λ2(H1(X,Q)). On the other hand, Λ2(H1(X,Q)) can be
identified to the homogenous part of degree 2 of the free Lie algebra on
the vector space H1(X,Q). The holonomy Lie algebra T of X is defined
as the quotient of this Lie algebra by the image δ (H2(X,Q)) of δ. It it
thus a graded quadratic Lie algebra, defined such that the class of ω ∧ ω in
H2(X,Q) vanishes, where ω is the following closed form
ω =
∑
H∈A
tHωH ∈ Ω1(X)⊗ T .
By a classical result of Brieskorn [Br] the algebra generated by the forms
ωH for H ∈ A embeds in the cohomology algebra, hence ω ∧ ω = 0.
Let us consider the action w.tw(H) ofW on T and introduct the semidirect
productB = CW⋉UT where UT denotes the universal envelopping algebra
of T . This algebra is graded, by deg(tH) = 1 and deg(w) = 0 if w ∈ W .
We denote B̂ its completion with respect to the grading, A = C[[h]] the
ring of formal series in one variable, K0 = C((h)) its field of fractions,
K =
⋃
n≥0C((h
1
n )) the field of (formal) Puiseux series. Recall that K is
an algebraic closure of K0. Any (finite dimensional) linear representation
ρ : B→MN (C) defines a closed integrable 1-form ωρ = h
∑
H∈A ρ(tH)ωH ∈
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Ω1(X)⊗MN (A). This 1-form isW -equivariant, hence induces an integrable
1-form on X/W .
We now fix a base point z ∈ X/W , and consider the differential equation
dF = ωρF . The monodromy of this equation gives a representation R : B →
GLN (A). We say that an element of B = π(X/W ) is a braided reflection
(‘generator-of-the-monodromy’ in [BMR]) if it is the composition of a path
γ from z to some (neighborhood of an) hyperplane H, followed by a positive
half turn around H in X, and by γ in the opposite direction. In particular
the image in W of such an element is the reflection around H.
We let Tρ = ρ(T )⊗C A, and GL0N (K) = exp (hEnd(Vρ)) ⊂ GLN (A). We
will use the following facts, for which we refer to [Ma07d] and [Ma05].
• R(B) ⊂ ρ(W ) ⋉ GL0N (K) and R(P ) ⊂ GL0N (K). More generally,
the monodromy of ωρ along any path in X belongs to exphTρ.
• If b ∈ B is a braided reflection around H ∈ A, then R(b) is con-
jugated to ρ(s) exp(iπhρ(tH)) by an element of exphTρ ⊂ GL0N (K)
and R(b2) ≡ 1 + 2iπhρ(tH ) modulo h.
• If the restriction of ρ to T is irreducible, then the restriction of R to
P is irreducible.
• The Lie algebra of the Zariski-closure R(P ) of R(P ) in GLN (K)
contains ρ(T )⊗K.
We will also need the following facts, which are elementary consequences of
R(P ) ⊂ exphTρ, and of the fact that T is generated by the tH ,H ∈ A.
• If there exists a bilinear form < , > on Vρ such that ρ(tH) is an-
tisymmetric, then the induced bilinear form on Vρ ⊗ A is invariant
under R
• If the ρ(tH) have zero trace, then R(P ) ⊂ SLN (K), and detR(g) =
det ρ(π(g)) for all g ∈ B.
Finally, the correspondance ρ  R is functorial (see [Ma05]). In partic-
ular, if ρ1, ρ2 are two representations of T and R1, R2 the corresponding
monodromy representations of P , then
(1) R1 ⊗R2 is the monodromy represention of ρ1 ⊗ ρ2.
(2) R1 ≃ R2 iff ρ1 ≃ ρ2 (see [Ma05], proposition 5).
6.2. Hecke algebras. The (generic) Iwahori-Hecke algebra HW (q) associ-
ated to W can be defined as the quotient of the group algebra KB by the
ideal generated by all (σ − q)(σ + q−1) = 0, for σ a braided reflection, with
q some transcendental constant in K. Here we take q = eiπh. We recall
the following facts from [BMR]. It is known for Coxeter groups and reflec-
tion groups in the infinite series, plus a few other ones, that these algebras
are semisimple with representations afforded by the following monodromy
construction, originally due to I. Cherednik : given a representation ρ of
W , it can be extended to a representation of B by letting tH act as ρ(sH),
where sH ∈ W is the reflection corresponding to H ∈ A ; the monodromy
representation associated to ρ factors through an irreducible representation
of HW (q) by the remarks above. In particular we denote Sη : B → K× the
1-dimensional representation associated to η ∈ Hom(W, {±1}.
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We say that the reflection groups W for which this property has been
proved are tackled. Recall from [BMR] that this property is conjectured to
hold for any reflection group.
We define V hρ = Vρ ⊗C K, SL(V hρ ) = {x ∈ GL(V hρ ) | det(x) = 1} and
S˜L(V hρ ) = {x ∈ GL(V hρ ) | det(x) = ±1}. Recall from [BMR] that B is
generated by braided reflections. Let σ be such a braided reflection, and
s = π(σ) ∈ R. Since R(σ) is conjugated to ρ(s) exp(iπρ(s)), if tr ρ(s) = 0
for all s ∈ R, then R(P ) ⊂ SL(V hρ ), R(B) ⊂ S˜L(V hρ ) and the following
diagram commutes, with exact rows.
1 // SL(V hρ ) // S˜L(V
h
ρ )
det // {±1} // 1
1 // P
OO
// B
OO
π // W
det ρ
OO
// 1
Notice that, if tr ρ(s) = 0 for all s ∈ R, then, since s2 = 1, we have
det ρ(s) = (−1)dim ρ2 for all s ∈ R. In particular, det ρ = 1 or det ρ = ǫ in
this case. We let B2 = Ker ǫ ◦ π. We have P ⊂ B2 ⊂ B. Recalling that the
Lie algebra of R(P ) contains ρ(H)⊗
C
K, the following is a consequence of
proposition 2.15, as GL(V hρ ) and SL(V
h
ρ ) are connected algebraic groups.
Proposition 6.1. Let ρ ∈ QRef. If ∃s ∈ R tr ρ(s) 6= 0 then R(B) =
R(P ) = GL(V hρ ). Otherwise, this implies dim ρ = 2 and we have R(P ) =
R(B2) = SL(V hρ ), R(B) = S˜L(V
h
ρ ).
Similarly, the following is a consequence of proposition 2.13 (notice that
the morphisms defined there are W -equivariant, hence are isomorphisms of
B-modules).
Proposition 6.2. Let ρ ∈ ΛRef \ QRef. If dim ρ = 1, then R = Sρ and
R(P ) = R(B) = K×. If dim ρ > 1, that is ρ = η ⊗ Λkρ0 with ρ0 ∈ Ref,
η ∈ Hom(W, {±1}), dim ρ0 > k ≥ 2, then we have R ≃ S−kη ⊗ ΛkR0,η, with
R0,η the monodromy representation of B associated to η ⊗ ρ0 ∈ Irr(W ). In
particular, R(P ) = R(B) ≃ GL(Vρ0)
If ρ ∈ Irr(W ) satisfies ρ ≃ ρ∗ ⊗ ǫ, then we denote OSP(V hρ ) the algebraic
group over K of direct (determinant one) isometries of the bilinear form
( | ) associated to ǫ →֒ ρ∗ ⊗ ρ∗. It has for Lie algebra osp(Vρ)⊗K. By the
remarks above, R(P ) ⊂ OSP(V hρ ). Recall from proposition 2.6 that, when
ǫ →֒ S2ρ∗, then the corresponding symmetric bilinear form is hyperbolic,
hence defined over Q.
We define ÔSP(V hρ ) = {x ∈ GLN (K) | ∃α1, α2 ∈ {±1} x−1 = α1x+,det(x) =
α2} where x+ denotes the adjoint of x with respect to ( | ). We have
OSP(V hρ ) ⊂ ÔSP(V hρ ), with index 2 if ǫ →֒ Λ2ρ∗, and index 2 or 4 if
ǫ →֒ S2ρ∗, depending on dim ρ modulo 4. We denote p : ÔSP(V hρ )→ {±1}2
the morphism defined by (α1, α2). Since every reflection in R is antisym-
metric w.r.t. ( | ) and has trace 0, we have the following commutative
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diagram
OSP(V hρ ) // ÔSP(V
h
ρ )
p // {±1}2
P
R
OO
// B
R
OO
π
// W
(ǫ,det ρ)
OO
and define O˜SP(V hρ ) = p
−1((ǫ,det ρ)(W )). By definition, R(B) ⊂ O˜SP(V hρ ).
Moreover, since ρ ≃ ρ∗⊗ǫ then tr ρ(s) = 0 for all s ∈ R hence det ρ ∈ {1, ǫ}.
It follows that OSP(V hρ ) always has index 2 in O˜SP(V
h
ρ ) and that R(B
2) ⊂
OSP(V hρ ). Denoting p1 : O˜SP(V
h
ρ ) → {±1} the map x 7→ α1, this leads to
the following commutative diagram with exact rows
1 // OSP(V hρ ) // O˜SP(V
h
ρ )
p1 // {±1} // 1
1 // P
R
OO
// B
R
OO
π
// W
ǫ
OO
// 1
For any ρ 6∈ ΛRef, we proved in §5 that H(ρ) ≃ ρ(H′) ≃ L(ρ), which is
isomorphic to osp(Vρ) if ρ
∗ ⊗ ǫ ≃ ρ, and to sl(Vρ) otherwise. Also note that
ρ(H) = tr(ρ(H)) + ρ(H′) = tr(ρ(R)) + ρ(H′). From this, the proof of the
following proposition is straightforward, and follows the lines of [Ma07a],
theorem B.
Proposition 6.3. Let ρ 6∈ ΛRef. If ρ∗ ⊗ ǫ ≃ ρ, then R(P ) = OSP(V hρ )
and R(B) = O˜SP(V hρ ). If ρ
∗ ⊗ ǫ 6≃ ρ ⊗ η for every η ∈ X(ρ), we have the
following cases :
(1) if there exists s ∈ R with tr ρ(s) 6= 0, then R(P ) = R(B) = GL(V hρ )
(2) if ∀s ∈ R tr ρ(s) = 0, then R(P ) = SL(V hρ ). If det ρ = 1 then
R(B) = SL(V hρ ), otherwise R(B) = S˜L(V
h
ρ ).
The last case to consider is when ρ∗ ⊗ ǫ ≃ ρ⊗ η for some η ∈ X(ρ) with
η 6= 1. We define as before the bilinear form ( | ) associated to ǫ⊗η →֒ ρ∗⊗ρ∗
and x 7→ x+ the adjunction operation. Since η 6= 1, there exists s ∈ R with
ρ(s) 6= ±1, and in particular tr ρ(s) 6= 0. Moreover, any braided reflection
associated to s is mapped by R to the scalar ±q±1 with q = exp(iπh), its
square to q±2, and the subgroups generated by either image has K× for
algebraic closure.
Let ĜOSP(V hρ ) denote the algebraic group {x ∈ GL(V hρ ) | x+x ∈ K×},
ϕ : ĜOSP(V hρ )→ K× the character ϕ(x) = x+x, and d : ĜOSP(V hρ )→ K×
its determinant character. Recall that dimVρ = 2u is even, and let ψ =
ϕud−1 : ĜOSP(V hρ )→ K×. We define GOSP(V hρ ) = Kerψ.
It is easily checked that GOSP(V hρ ) is connected, with Lie algebra K ⊕
osp(Vρ)⊗K, and contains both K× and OSP(V hρ ). Every braided reflection
is conjugated to some y = ρ(s) exp(iπhρ(s)) ∈ ĜOSP(V hρ ) by some element
in OSP(V hρ ). If ρ(s) 6= ±1 we have tr ρ(s) = 0 as before (since ρ(s) is
then conjugated to −ρ(s)) hence det y = det ρ(s) = (−1)u, and ϕ(y) =
ϕ(ρ(s)) = −1, where ψ(y) = 1. If ρ(s) = ±1 then d(y) = (±1)2uq±2u for
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q = exp(iπh), and ϕ(y) = q±2, whence ψ(y) = 1. It follows that R(P ) ⊂
R(B) ⊂ GOSP(V hρ ) and by the same arguments as above we get that R(P ) =
R(B) = GOSP(V hρ ).
Proposition 6.4. Let ρ 6∈ ΛRef with ρ∗⊗ǫ ≃ ρ⊗η for some η ∈ X(ρ)\{1}.
Then R(P ) = R(B) = GOSP(V hρ ).
The four propositions above together imply theorem 2 of the introduction
(notice that the algebraic groups considered here are defined over K0 and
have a dense set of K0-points). It is worth noticing that all situations above
actually occur, most of them already for W = Sn (see [Ma07a]).
If ρ 6∈ ΛRef, we let G(ρ) = OSP(V hρ ), G˜(ρ) = O˜SP(V hρ ) if ρ∗ ⊗ ǫ ≃ ρ,
G˜(ρ) = GOSP(V hρ ) if ρ
∗ ⊗ ǫ ≃ ρ ⊗ η for some η ∈ X(ρ) \ {1}, and G˜(ρ) =
GL(V hρ ) otherwise. We assume that W is tackled. Then H
×
W is naturally
isomorphic to
∏
ρ∈Irr(W )GL(V
h
ρ ). Under this isomorphism the results above
prove that the morphism B → H×W factors through the algebraic group∏
ρ∈Hom(W,{±1})
K× ×
∏
ρ∈QRef
GL(V hρ )×
∏
ρ∈(Irr(W )\ΛRef)/≈
G˜(ρ)
We let R/W = {R1, . . . ,Rk} and denote ηi :W → {±1} such that ηi(Rj) =
{−1} if j = i and {1} if j 6= i. We let χiρ = (dim ρ− tr ρ(si))/2 for si ∈ Ri.
If ρ 6∈ ΛRef is such that ρ∗ ⊗ ǫ ≃ ρ ⊗ η for some η ∈ X(ρ) \ {1}, we notice
that η is uniquely determined by η(s) = −1 ⇔ ρ(s) ∈ {±1}, and we write
η =
∏
i∈Iρ
ηi for some nonempty Iρ ⊂ {1, . . . , k}. For i ∈ Iρ we let ρ(Ri)
denote the common value of the ρ(s) for s ∈ Ri.
We introduce the subgroup Gˇ of tuples (aρ) as above such that
(a
1
aǫ)
2 = 1, det aρ = a
dim ρ
1
k∏
i=1
(aηia
−1
1
)χ
i
ρ ,
and
φ(aρ) = (aǫaun)
−1
∏
i∈Iρ
(aηia
−1
1
)−ρ(Ri)
for ϕ : GOSP(V hρ ) → K× defined above. Since a braided reflection σ with
π(σ) = s has image conjugated to ρ(s) exp(iπhρ(s)), and sinceB is generated
by braided reflections, it is easily checked that the image in H×W of B lies
inside Gˇ. There is a morphism pǫ : Gˇ → {±1} given by (aρ) 7→ a1aǫ, and
also one pρ : Gˇ → {±1} for each ρ 6∈ ΛRef such that ρ∗ ⊗ ǫ ≃ ρ, which is
inherited from p1 : O˜SP(V
h
ρ )→ {±1}. We define G˜ ⊂ Gˇ by
G˜ = {g ∈ Gˇ | pǫ(g) = pρ(g), ρ 6∈ ΛRef , ρ∗ ⊗ ǫ ≃ ρ}
and denote πǫ : G˜→ {±1} the morphism induced by pǫ. The image of B is
contained in G˜, while the image of B2 is contained in G = Kerπǫ.
The following follows from theorem 2.21, and is a generalization to (almost
all) irreducible complex reflection groups of theorem C of [Ma07a].
Proposition 6.5. Assume that W is an irreducible complex reflection group
which is tackled with W 6= H4. The image of B is Zariski-dense in G˜. The
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connected component of G˜ is G, which contains the images of B2 and P as
Zariski-dense subgroups. The short exact sequence 1→ G→ G˜→ {±1} → 1
defined by πǫ is split.
Proof. Since G˜ contains the image of B and G contains the image of B2 ⊃ P ,
it is sufficient to show that the Zariski-closure of the image of P has the same
Lie algebra as G, as G is clearly connected. Actually, since the former Lie
algebra is obviously included in the latter, one only needs to know that these
two Lie algebras are isomorphic. This is the content of theorem 2.21, which
concludes the proof of the main part of the proposition. The extension is
split by −1 → (ρ(s))ρ, where s is some reflection is s. Indeed, letting σ
denote a braided reflection with π(σ) = s, its image in H×W belongs to G˜\G
and is conjugated to the collection of (ρ(s)eiπhρ(s))ρ by some element of G.
By checking the definition of G we see that eiπhρ(s) belongs to G, hence
(ρ(s))ρ belongs to G˜ \G. 
6.3. The case of W = H4. The decomposition of H is similar to the other
cases, except that one has to decompose the factor H(ρ) for ρ = ρa + ρb
where ρa, ρb are the two 8-dimensional irreducible representations of W . We
have ρi 6∈ ΛRef, ǫ →֒ S2ρi, hence H(ρi) ≃ ρi(H)′ ≃ so8(k) for i ∈ {a, b}.
Let W0 be a maximal parabolic subgroup of W of Coxeter type H3. We
have ResW0ρ
a ≃ ϕ + ϕ∗ ⊗ ǫ ≃ ResW0ρb where ϕ ∈ Irr(W0) \ ΛRef(W0) is
4-dimensional, defined over Q and such that ϕ 6≃ ϕ∗ ⊗ ǫ.
6.3.1. The Lie algebra ρ(H′). In particular, ϕ(H′0) ≃ sl4(k). We thus can
choose matrix models for ρa, ρb in hyperbolic so8(k) with equal restrictions
to H′0, such that (ϕ+ϕ∗⊗ ǫ)(H′0) is an isotropic sl4 inside so8. By computer
we check that dim ρ(H′) = dim so8(k). Since we proved H(ρi) ≃ so8(k) in
proposition 5.10, the following follows readily from the simplicity of the Lie
algebra so8(k).
Lemma 6.6. Under the models above, ρ(H′) = {(x, ψ(x) | x ∈ so8(k)}
for some ψ ∈ Aut(so8(k)) which is not induced by GL8(k)-conjugation and
which pointwise stabilizes the isotropic sl4(k).
The fact that ψ is not a conjugation automorphism is derived from the fact
that ρaH′ 6≃ ρbH′ . The existence of such an automorphism is reminiscent from
the triality phenomenon. We describe it in more (matrix) detail. Assuming
that the quadratic form is in hyperbolic shape, elements of so8(k) have the
form
(
s+ a b
c −s−t a
)
, with s ∈ k, a ∈ sl4(k) and b, c ∈ so4(k), where
so4(k) designates skew-symmetric matrices. We leave to the reader to check
that any automorphism ψ satisfying the conditions of the lemma has the
form
ψ
((
s+ a b
c −s−t a
))
=
(−s+ a λ−1c′
λb′ s−t a
)
where λ is some fixed nonzero scalar, and M 7→M ′ is defined by
0 b1 b2 b3
−b1 0 b4 b5
−b2 −b4 0 b6
−b3 −b5 −b6 0
 7→

0 b6 −b5 b4
−b6 0 b3 −b2
b5 −b3 0 b1
−b4 b2 −b1 0

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In particular, ψ2 = Id, and the matrix model can be chosen such that λ = 1.
6.3.2. Zariski closure of R(P ). For x ∈ SO8(K), we denote x its image in
PSO8(K). We know compute the Zariski closure Γ ⊂ SO8(K) × SO8(K)
of R(P ). We denote Γi ≃ SO8(K) the Zariski closure of Ri(P ). We let
pi denote the projection of SO8(K) × SO8(K) onto its i-th factor. It is a
morphism of algebraic groups, hence it maps Γ onto a closed subgroup of
Γi and its restriction pˆi to Γ is also a morphism of algebraic groups. Since
R(P ) is Zariski-dense in Γ it follows that Ri(P ) = pˆi ◦R(P ) is Zariski-dense
in pi(Γ) hence pi(Γ) = Γi.
We now let Γi = Ker pˆj ⊂ Γ for {i, j} = {1, 2}. Then pi identifies Γi
with a normal subgroup of Γi, wich is connected. Since Γ and the Γi,Γ
i
are linear algebraic groups, we have a natural isomorphism of algebraic
groups (Γ/Γi)/(ΓiΓj/Γi) ≃ (Γ/Γj)/(ΓiΓj/Γj) (see e.g. [Sp] 5.5.11). Since by
definition Γj = Ker pˆi we have Γ/Γ
j ≃ pi(Γ) = Γi and similarly Γ/Γi ≃ Γj.
Finally, since Γi ∩ Γj = {1} we have ΓiΓj/Γj ≃ Γi. It follows that this
natural isomorphism defines an isomorphism Ψ : Γ1/Γ
1 → Γ2/Γ2.
Since SO8(K) does not admit any proper connected normal subgroup, the
connected component of p1(Γ
1) is either trivial or equal to Γ1. The latter
case implies p1(Γ
1) = Γ1, Ker pˆ1 = {1} × SO8(K). Since p1(Γ) = SO8(K)
this implies Γ = SO8(K)×SO8(K). In this case, R1⊗R2 would be irreducible
under the action of P , meaning that the tensor product (ρa)T ⊗ (ρb)T would
be irreducible under the action of the holonomy Lie algebra T . A direct
computation shows that this is not the case, for instance because dim(ρa)T ⊗
(ρb)T (UT ) < 642. If follows that the connected components of p1(Γ1), and
similarly of p2(Γ
2), are trivial. It follows that each Γi is a subgroup of
Z(Γi) = {±1}. By Γ1/Γ1 ≃ Γ2/Γ2 it the same subgroup for i ∈ {1, 2}, as
SO8(K) 6≃ PSO8(K) = SO8(K)/{±1}.
We prove that this subgroup is {±1}, because otherwise Ψ would in-
duce an automorphism of SO8(K) ; since automorphisms of SO8(K) are
conjugation by some element in O8(K), this would provide an intertwinner
between the representations R1, R2, hence also between the representations
(ρa)H, (ρ
b)H. By proposition 2.7 this implies that ρ
a, ρb ∈ Irr(W ) are iso-
morphic, which is not the case.
In particular Ψ is an automorphism PSO8(K) ≃ Γ1/{±1} → Γ2/{±1} ≃
PSO8(K), and Γ = {(x, y) ∈ SO8(L)2 | y = Ψ(x)}. This automorphism
cannot be induced by PO8(K), otherwise there could exist x ∈ GL8(K)
such taht xR2(g)x
−1 = ±R1(g) for all g ∈ P , whence xρb(g)x−1 = ±ρa(g)
for all g ∈ R, hence for all g ∈ W . Then η : W → {±1} defined by
xρb(g)x−1 = η(g)ρa(g) is a character of W such that ρb ≃ ρa ⊗ η. But
Hom(W, {±1}) = {1, ǫ} and ρb 6≃ ρa, ρb 6≃ ǫ ⊗ ρa, a contradiction. It is
thus a triality automorphism. Moreover, the matrix models of ρa, ρb have
been chosen such that ρa(w) = ρb(w) for all w ∈ W0. It follows that Ψ
pointwise stabilizes the isotropic SL4(K), hence the induced automorphism
ψ of Aut(so8(K)) belongs to the ones determined by the lemma above, and
has order 2. Since PSO8(K) is connected it follows that Ψ
2 = Id.
From this description and the classification of reductive algebraic groups,
it is clear that Γ is isomorphic to Spin8(K), as Γ is connected with Lie
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algebra so8(K) and has at least the 4 elements (±1,±1) in its center. We
thus proved the following.
Proposition 6.7. There exists Ψ ∈ Aut(PSO8(K)) inducing ψ ∈ Aut(so8(K)),
such that the Zariski-closure of R(P ) is {(x, y) ∈ SO8(K)2 | y = Ψ(x)}. This
group is isomorphic to Spin8(K).
6.3.3. Zariski closure of R(B). Let S˜O8(K) = SO8(K) × {±1}, with π0 :
S˜O8(K) the projection onto the second factor. Note that O˜SP(ρ
i) ≃ S˜O8(K).
We let P˜SO(K) = PSO8(K) × {±1}. One clearly has R(B) = {(x, y) ∈
S˜O8(K)
2 | π0(x) = π0(y)}. The surjective morphism ǫ ◦ π : B → {±1} can
thus be extended to a morphism Γ˜ → {±1}, restriction of π0 × π0 to Γ˜, Γ˜
designates the Zariski closure of R(B). We thus have a short exact sequence
1→ Γ→ Γ˜→ {±1} → 1, which is split, by sending −1 to (ρa(s), ρb(s)) for
some s ∈ R, by the same argument as in proposition 6.5. This extension is
not trivial, and moreover we have Z(Γ˜) = Z(Γ). Indeed, by irreducibility
of R1, R2 under the action of P , central elements in Γ˜ ⊂ S˜O8 × S˜O8(K)
have the form (λ, µ) for λ, µ ∈ K, hence belong Z(S˜O8(K)2) = Z(Γ), hence
Z(Γ˜) = Z(Γ). We thus proved the following.
Proposition 6.8. Let Γ, Γ˜ denote the Zariski closures of R(B), R(P ), re-
spectively. Then Γ˜ is a split extension of {±1} by Γ with Z(Γ˜) = Z(Γ).
Notice that this extension, which is uniquely up to isomorphism by the
action of (s, s) on Γ, for s ∈ R, is not isomorphic (as a group) to the usual
Pin8(K) extension, because the centers of Pin8(K) and Spin8(K) do not
coincide.
6.4. Proof of theorem 1 for H4. Theorem 1 of the introduction is known
for W 6= H4, as it is a consequence of theorem 2.21 proved in §5. We thus
assume W = H4. Let ≈′ be defined as the introduction, meaning ρa ≈′ ρb
for the special representations above and ρ1 ≈ ρ2 ⇒ ρ1 ≈′ ρ2. Recall the
morphism Φ from section 2. By lemma 6.6 is factorizes through
Φ+ : H′ → I ⊕
 ⊕
ρ∈(Irr(W )\ΛRef)/≈
L(ρ)

and we only need to prove that Φ+ is surjective. We know that H(ρ) ≃ L(ρ)
for all ρ 6∈ ΛRef, and one checks through the character table that, for ρ ∈
Irr(W ), H(ρ) ≃ so8(k) ⇔ ρ ∈ {ρa, ρb}. Then the arguments of proposition
2.23 and corollary 2.24 show that Φ+ is surjective, which concludes the proof
of theorem 1.
Finally, proposition 6.5 implies the following for W 6= H4, the case W =
H4 being now straightforward.
Theorem 6.9. Assume that W is an irreducible complex reflection group
which is tackled. The Zariski closures of the image of P and B2 in HW (q)
×
coincide, they are connected and reductive, with Lie algebra H ⊗ K. They
have index 2 in the Zariski closure of the image of B, and the corresponding
extension is split.
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It can be noticed that the Zariski closure of (the image of) P is simply
connected exactly for the groups W which do not admit ρ ∈ Irr(W ) \ ΛRef
with ǫ →֒ S2ρ. This is the case for all irreducible groups of rank 2 by using :
lemma 2.11 , the fact that G(e, 1, 2) as well as its reflection subgroups admit
no irreducible representation of dimension greater than 2, and inspection of
the character table of the groupsG12, G13, G22 andS3. Similarly, the groups
G(e, e, 3) and G(2e, e, 3) have irreducible representations of dimension 1, 2, 3
or 6. By lemma 7.4 below we cannot have ǫ →֒ S2ρ with dim ρ = 6 in rank
3, and the other representations belong to ΛRef by lemma 2.18. Checking
the exceptional groups and S4 separately, it follows that the corresponding
algebraic groups are simply connected if rkW ≤ 3, while many non-simply
connected cases appear in rank 4 (e.g. F4, G29,H4, G31, etc.).
6.5. Unitarisability in Coxeter types. We assume that W is a Coxeter
group, and for q ∈ C× we denote Hˆ(q) the specialized (complex) Iwahori-
Hecke algebra associated to q. For q close enough to 1, Hˆ(q) is isomorphic to
the group algebra CW , and there is a natural 1-1 correspondance between
its irreducible representations and the ones of W (we use [GP] as our main
reference on these topics). We prove that, for q close enough to 1 these
representations are unitarizable. This extends previous results in type A
(see [Wz], and [Ma06]).
The main idea in the proof below is a combination of deformation and
descent arguments along the following patterns.
C
z 7→z
  



R[q, q−1] //oo
q 7→q−1
xxqqq
qq
qq
qq
q
R(q)
q 7→q−1
yysss
ss
ss
ss
s
C
R[q, q−1] //oo R(q)
R
OO
^^========
R[q + q−1] //oo
OO
ffMMMMMMMMMM
R(q + q−1)
OO
eeKKKKKKKKKK
R(q)
q 7→eipih //
q 7→q−1
yyrrr
rr
rr
rr
r
C((h))
h 7→−h
yyss
ss
ss
ss
s
R(q) // C((h))
R(q + q−1) //
OO
eeKKKKKKKKKK
C((h2))
OO
eeJJJJJJJJJ
Proposition 6.10. For q ∈ C with |q| = 1 and close enough to 1, every
representation of Hˆ(q) is unitarizable as a representation of B.
Proof. We can assume that the representation considered here is irreducible.
We let Q0 = R(q) the field of rational fractions in one indeterminate over
R. By [GP] §9.3.8 this representation is a specialization of R0 : B →
GLN (A0) where A0 = R[q, q
−1] is the ring of Laurent polynomials, and the
specialization q = 1 provides the corresponding representation of W . Since
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W is a Coxeter group, up to conjugation by an element of GLN (R) we
can assume that this representation of W is orthogonal w.r.t. the standard
scalar product of RN .
We let ǫ0 ∈ Gal(Q0|R) defined by ǫ0(q) = q−1 and ǫ ∈ Aut(K0) defined
by f(h) 7→ f(−h). These automorphisms stabilized A0 and A, respectively.
The ring morphism A0 →֒ A defined by q 7→ exp(iπh) induces an embedding
Q0 →֒ K0 equivariant under ǫ0 and ǫ. The ring morphism is compatible
with the reductions at q = 1 and h = 0, meaning that the following diagram
is commutative.
A0 //
q=1

A
h=0

R
//
C
By extension of scalars we deduce from R0 a representation K0 ⊗R0 : B →
GLN (K0). Since it is a representation of the generic Hecke algebra over K0,
it is isomorphic to a monodromy representation R : B → GLN (A), that can
be chosen with R(B) ⊂ U ǫN (A), where U ǫN (A) denotes the formal unitary
group associated to ǫ, and Rh=0 = (R0)q=1 (this follows from [Ma07d],
prop. 2.4, since the reflections are both orthogonal and selfadjoint w.r.t.
the W -invariant (standard) scalar product chosen here). It follows that
there exists P ∈ GLN (K0) such that R(g)P = PR0(g) for all g ∈ B. Up to
multiplication by some power of h, we can assume that P has coefficients in
A and that its reduction P ∈ MatN (C) is nonzero. It follows that P is an
intertwinner between the two absolutely irreducible representations Rh=0
and Rq=1. Since these two representations are actually equal, P is some
scalar, that can be assumed to equal 1, up to multiplication by some real
scalar, hence P ∈ GLN (A).
Let b1, . . . , br a set of generators for B. The mapping
Φ : J 7→ (ǫ0(tR0(bi))J − JR0(bi)−1)i=1..r
from MatN (Q0) to MatN (Q0)
r is Q0-linear. The dimension of its kernel is
thus equal to the one of K0⊗Φ :MatN (K0)→MatN (K0). Considering the
corresponding linear system ǫ0(
tR0(bi))J − JR0(bi)−1 = 0 in MatN (K0) we
see that it is in 1-1 correspondance with the space of B-module morphisms
between (K0⊗R0)ǫ and K0⊗R∗0, where R0 : b→ tR(b−1) is the dual repre-
sentation of R0 and (K0 ⊗ R0)ǫ maps b 7→ ǫ(R0(b)). These two representa-
tions being absolutely irreducible, by Schur lemma this space has dimension
at most 1, and a corresponding nonzero J is necessarily invertible. Since R is
isomorphic to R0 over K0, such a J exists. Indeed, fromR(bi) = PR0(bi)P
−1
and tǫ(R(bi)) = R(bi)
−1, we get ǫ(tP−1)ǫ(tR0(bi))ǫ(
tP ) = PR0(bi)
−1P−1,
meaning ǫ(tR0(bi))ǫ(
tP )P = ǫ(tP )PR0(bi)
−1, and this is the desired equa-
tion with J = J ′ = ǫ(tP )P . Since P = 1 we have J ′h=0 = 1.
It follows that there exists a nonzero J0 ∈ MN (Q0) solving this linear
system. Up to multiplication of J0 by powers of q − 1, we can assume
J0 ∈MatN (Q0)∩MatN (A), and moreover (J0)h=0 6= 0. Since the reductions
at q = 1 of R0 and ǫ0
tR0 are (absolutely) irreducible and equal, we can
actually assume (J0)h=0 = 1, up to rescaling J0 by (J0)
−1
h=0 ∈ R.
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On the other hand, there exists µ ∈ K× with J ′ = µJ0. Since J ′ and J0
belong to GLN (A) with (J
′)h=0 = (J0)h=0 = 1, we get µ ∈ A and µ ≡ 1 6≡ 0
modulo h. As a consequence we get that 1 + ǫ(µ)µ−1 ∈ A is invertible. We
let c denote its inverse. From ǫ(J ′) =t J ′ we get ǫ(µ)ǫ(J0) = µ
tJ0. Since
J0 6= 0 we have ǫ(µ)µ−1 ∈ Q0 hence c ∈ Q0 ∩A.
Let now J = 2cJ0 ∈ GLN (Q0)∩MN (A). We check tJ = ǫ0(J), and Jh=0 =
212 (J0)h=0 = 1. It follows that J can be specialized in a neighbourhood of
q = 1 and, when |q| = 1, it defines a unitary form which is positive definite
when q is close enough to 1, which concludes the proof. 
6.6. Explicit unitary models : the example of D4. We make the re-
mark that the proof given above is constructive, in the sense that, starting
from a given matrix model over R[q, q−1], or even R(q), one can algorith-
mically derive a matrix J with coefficients in R(q) that affords a unitary
structure for |q| = 1 and q close to 1. Indeed, the obtention of J0 is merely
a linear algebra matter from matrix models for R0 (plus chasing (q − 1) de-
nominators) ; moreover, since ǫ(µ)ǫ(J0) = µJ0 we get the value of ǫ(µ)µ
−1
from any nonzero coefficient mij of J0 as ǫ(µ)µ
−1 = ǫ0(mji)m
−1
ij and get c
explicitely.
As an example, we carry out this procedure on the reflection represen-
tation of the Coxeter group D4. A convenient matrix model is given by
Hoefsmit matrices, with Artin generators σ1, σ2, σ3, σ4 following the conven-
tion that σ1, σ2, σ4 commute one to the other.
σ1 7→

q 0 0 0
0 q 0 0
0 0 q−q
−1
2 − q+q
−1
2
0 0 − q+q−12 q−q
−1
2
σ2 7→

q 0 0 0
0 q 0 0
0 0 q−q
−1
2
q+q−1
2
0 0 q+q
−1
2
q−q−1
2

σ3 7→

q 0 0 0
0 q
2−1
q3+q
2q
1+q2 0
0 1+q
4
q+q3
q3−q
1+q2
0
0 0 0 q
σ4 7→

q2−1
q+q5
q+q3
1+q4 0 0
q6+1
q5+q
q5−q3
q4+1
0 0
0 0 q 0
0 0 0 q

Using the above procedure, we find for J the diagonal matrix 1, q2 + 1 +
q−2, (q
2+q−2)(q2+q−2−1)
2 ,
(q2+q−2)(q2+q−2−1)
2 , which satisfies ǫ0(J) =
t J . Spe-
cializing at a complex number with |q| = 1 written q = exp(ix) with |x| ≤ π2 ,
we get that the form has signature (4, 0) for |x| < π6 , (1, 3) for π6 < |x| < π4
and (3, 1) for π4 < |x|.
6.7. Topological closure for Coxeter groups. We still assume that W
is an irreductible Coxeter group. The representations of the Hecke algebras
are actually defined over Q0[q, q
−1], where Q0 = Q∩R. Like the definition
over R[q, q−1], this is a consequence of the existence of W-graphs for all
Coxeter groups (see [GP]). Obviously, every ρ ∈ Irr(W ) is defined over Q0.
We now consider a transcendantal number u ∈ C with |u| = 1 and u close
enough to 1, so that Rˆ is unitarizable by proposition 6.10, and investigate
the topological closure of Rˆ(P ). It is a compact (Lie) subgroup of UN , hence
lies inside G(Vρ) ∩ UN , where G(Vρ) is the Zariski closure of Rˆ(P ).
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By irreducibility of the action of P , this group G(Vρ) ∩ UN is a maxi-
mal compact subgroup of G(Vρ) ; for, every intermediate compact subgroup
should be contained in some unitary group, but the image of P acting irre-
ductibly can be contained in only one such group. In particular, this is a
real form of G(Vρ). The fact that it is the topological closure of Rˆ(P ) is an
immediate consequence of the following well-known lemma.
Lemma 6.11. If H1 ⊂ H2 ⊂ UN is an inclusion of (compact) closed sub-
groups, then H1 = H2 if and only if they have the same Zariski closure in
GLN (C).
Proof. If H1 6= H2, then there exists a continuous f : UN → C with f(H1) =
{0} and f(gH1) = {1} for some g ∈ H2 \ H1, that can be chosen H1-
invariant by averaging w.r.t. some Haar measure on H1. We denote (zij)
the complex coordinates of MatN (C). By the Stone-Weierstrass theorem
we get a polynomial P in the zij and zij with |f − P | ≤ 1/4 and averaging
P we get another polynomial P˜ which takes distinct constant values over
H1 and gH1, so we can assume P˜ (H1) = 0 and P˜ (gH1) = 1.
Now the identity M = tM−1 for M ∈ UN implies that P˜ coincides
over UN with some Q/det
r, where Q is a polynomial in the (zij) and det
is the determinant. In particular, Q vanishes on H1 but not on gH1, a
contradiction if H1 and H2 had the same Zariski closure.

We choose an isomorphism ψ : C
∼→ K preserving Q that maps our tran-
scendantal number u to eiπh, by identifying both C and K to the algebraic
closure of the field of rational fractions with coefficients in Q over a con-
tinuous number of indeterminates, one of them being u ∈ C and eiπh ∈ K.
Now G(Vρ) is actually defined over Q0(u) (by [Bor] prop 1.3 b) and R is
isomorphic to the twisting of Rˆ by ψ. It follows that the Zariski closure of
R(P ) is deduced from G(Vρ) by ψ followed by a conjugation in GL(V
h
ρ ). In
particular G(Vρ) is reductive and connected, and so are its maximal compact
subgroups. It follows that the topological closure of Rˆ(P ) is connected.
Let g denote the (complex) Lie algebra of the Lie or algebraic group
G(Vρ). Through ψ we have g⊗
C,ψK ≃ ρ(H)⊗CK, where ⊗C,ψ denotes the
identification of C with K, so that C⊗
C,ψ K is naturally isomorphic both
to C and to K. Indeed, the latter Lie algebra ρ(H)⊗K is the Lie algebra of
the Zariski closure of R(P ) by the results of section 6.2, and R is isomorphic
to the twisting of Rˆ by ψ. Let HQ0 ⊂ Q0W denote the infinitesimal Hecke
algebra with coefficients in Q0. Then ρ(H) = ρ(HQ0) ⊗
Q0
C, and, since ψ
is the identity on Q,
g⊗
C,ψ K ≃ (ρ(HQ0)⊗
Q0
C)⊗
C,ψ K.
which implies g ≃ ρ(HQ0)⊗
Q0
C ≃ ρ(H), because ψ is an isomorphism (or
because C is algebraically closed). Since the same arguments work for B2,
we proved the following.
Theorem 6.12. For u ∈ C× a transcendental number, |u| = 1 and u close
to 1, if ρ is an irreducible real representation of (the irreducible finite Coxeter
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p(λ) r dimλ λi1 or (λi1)′ λi2 or (λi2)′ λi3 or (λi3)′
1 r ≥ 1 1 [r]
2 ≤ r ≤ 9 r − 1 [r − 1, 1]
4 2 [2, 2]
5 5 [3, 2]
6 5 [3, 3]
5 6 [3, 1, 1]
2 2 ≤ r ≤ 8 r [r − 1] [1]
4 6 [2] [2]
5 8 [3, 1] [1]
3 3 6 [1] [1] [1]
Table 6. Irreducible representations of G(e, 1, r) of dimen-
sion at most 8
group) W , then the closure of the image of P (or B2) in the corresponding
representation of Ĥ(u) is connected and has for Lie algebra a compact real
form of ρ(H).
Finally, we recall from proposition 2.27 that a compact real form of H is
given by the real Lie algebra Hc generated inside CW by the elements is,
s ∈ R. The compact real form of the theorem is thus isomorphic to ρ(Hc).
7. Technical results on representations of W
7.1. Small-dimensional representations.
Lemma 7.1. The irreducible representations λ of G(e, 1, r) of dimension
at most 8 satisfy p(λ) ≤ 3. The possible λik 6= ∅ for 1 ≤ k ≤ p(λ), with the
ik distinct indices are given by table 6.
Proof. If p(λ) = 1, according to the branching rule the dimension of λ is
the same as the dimension of the symmetric group Sr+1 associated to λ.
It is well-known that, besides 1-dimensional representations, Sr+1 admits
no irreducible representations of dimension less than r, except when r = 3.
The conclusion follows by case-by-case examination for r ≤ 8.
If p(λ) = 2, then dim(λ) = dim(λ, µ), where (λ, µ) is a representation
of G(2, 1, r), that is the Coxeter group of type Br. Once again, it is suffi-
cient to examine the case r ≤ 9, and the conclusion follows by case-by-case
examination.
Now assume p(λ) ≥ 3. We know dim(λ) ≥ p(λ)!, hence p(λ) = 3.
Moreover the binary representations with p(λ) = 3 have dimension 3! = 6.
If λ is not a binary representation, then r ≥ 4 and its restriction to G(e, 1, 4)
contains a representation of the same dimension as ([2], [1], [1], ∅, . . . ), whose
dimension is 12. The conclusion follows.

We will need the following result to check the inductive assumptions in
case of multiplicity 2 components.
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r dim ρ e A(λ) p(λ) λi1 or (λi1)′ λi2 or (λi2)′ λi3 or (λi3)′
3 2 ∗ 1 1 [2, 1]
3|e 3 3 [1] [1] [1]
3 ∗ 1 2 [2] [1]
4 2 ∗ 1 1 [2, 2]
3 ∗ 1 1 [3, 1]
2|e 2 2 [2] [2]
Table 7. Irreducible representations of G(e, e, r) of dimen-
sion 2 or 3 for r ≥ 3.
Proposition 7.2. If r ≥ 5 then the dimension of all irreducible representa-
tions of G(e, e, r) differ from 2 and 3. If r = 2 all irreducible representations
of G(e, e, r) have dimension 1 or 2. If r ∈ {3, 4} and ρ is an irreducible rep-
resentation of G(e, e, r) of dimension 2 or 3 then ρ is a component of some
of the representations λ of G(e, 1, r) listed in table 7.
Proof. If r = 2 the group G(e, e, r) is a dihedral group and the result is
classical. Assume that r > 2 and dim ρ ∈ {2, 3}. If A(λ) = 1 the result
follows from table 6, hence we assume A(λ) 6= 1.
From the inequality dim ρ ≥ (p(λ) − 1)! of lemma 4.3 we get p(λ) ≤ 3.
Moreover 1 6= A(λ)|p(λ) by lemma 4.2 hence A(λ) = p(λ) ∈ {2, 3}. If
A(λ) = p(λ) < 3 or dim ρ < 3 then dimλ = A(λ) dim ρ ≤ 8 and the result
follows by inspection of table 6. In case A(λ) = p(λ) = 3, then there exists i
such that λi 6∈ {∅, [1]}, otherwise dim ρ ≥ p(λ)! = 6 by lemma 4.3. It follows
that λ is binary with r = p(λ) = 3, which completes the proof.

7.2. Proof of lemma 2.22. We note the following facts. If W = G(e, e, r)
with r ≥ 3, since W admits a single class of reflexions we have X(ρ) = {1}
as soon as dim ρ > 1. The same holds for W = G(2e, e, r) with r ≥ 3
and dim ρ > 1 as soon as the restriction of ρ to W0 = G(2e, 2e, r) is not
irreducible : we cannot have ρ(si) = ±1 since dim ρ > 1, and ρ(te) = ±1
would contradict the irreducibility of ρ. Finally note that, if this restriction
ρ0 is irreducible (with dim ρ > 1) then ρ
∗ ⊗ ǫ ≃ ρ ⊗ η for some η ∈ X(ρ)
implies that ρ∗0 ⊗ ǫ ≃ ρ0.
If r = 2, recall that all ρ ∈ Irr(W ) have dimension 2, hence we do not
have to consider this case in the sequel.
Lemma 7.3. There exists ρ ∈ Irr(W ) with dim ρ = 4 and and η ∈ X(ρ)
with ǫ⊗ η →֒ S2ρ∗ if and only if W is a Coxeter group of type F4.
Proof. We first check using the character tables in CHEVIE that F4 = G28 is
the only exceptional type admitting such a representation. We then assume
by contradiction that W has type G(e, e, r), r ≥ 3 and admits such a ρ,
that is ǫ →֒ S2ρ∗. Let λ be an irreducible representation of G(e, 1, r) such
that ρ embeds in the restriction of λ. If A(λ) = 1 then dimλ = 4 and we
can use table 6 to check that there are no possibilities with λ∗ ⊗ ǫ ≃ λ.
It follows that A(λ) 6= 1. By lemma 4.3 we have 4 ≥ (p(λ) − 1)! hence
p(λ) ≤ 3. From 1 6= A(λ)|p(λ) ≤ 3 it follows that A(λ) = p(λ) ∈ {2, 3}. If
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λ was binary we would have p(λ)! = dimλ = A(λ) dim ρ = p(λ) dim ρ hence
4 = dim ρ = (p(λ) − 1)!, a contradiction. Then λ is not binary, 4 ≥ p(λ)!
by lemma 4.3 and p(λ) = A(λ) = 2. But then dimλ = 8 and A(λ) = 2, a
case excluded by table 6.
Now we assume that W has type G(2e, e, r) and that ρ embeds in some
λ ∈ Irr(G(2e, 1, r)). If the restriction of ρ to G(2e, 2e, r) is irreducible then
we are reduced to the previous case. Otherwise it has two 2-dimensional
components ρ+, ρ−. It follows that 2|A(λ). Then 2 = dim ρ+ ≥ (p(λ)− 1)!
implies p(λ) ≤ 3, and 2|A(λ)|p(λ) implies A(λ) = p(λ) = 2. Then dimλ =
4 contradicts A(λ) = 2 by table 6, and this concludes the proof. 
Lemma 7.4. Assume there exists ρ ∈ Irr(W ) with dim ρ = 6 and η ∈ X(ρ)
with ǫ ⊗ η →֒ S2ρ∗. Then ρ ∈ ΛRef, W has rank 4, and ρ factorizes
through a representation of either a Coxeter group of type A4, B4, F4,H4, or
an exceptional group of type G29, G31.
Proof. We first assume that W = G(e, e, r) and take λ corresponding to ρ.
We first exclude the case A(λ) 6= 1, by contradiction. From 6 ≥ (p(λ)− 1)!
we would get p(λ) ≤ 4. Then p(λ) = 4 implies that λ is binary, dimλ = 24
and A(λ) = 4. Then ρ factorizes through the representation ([1], [1], [1], [1])
of G(4, 4, 4), which we check to be of symplectic type. It follows that p(λ) ≤
3. Since 1 6= A(λ)|p(λ) we have p(λ) = A(λ) ∈ {2, 3}. Then p(λ) = 3
implies dimλ = 18; since λ is not binary it follows that λ has dimension
greater than dim([2], [2], [2]) = 36, a contradiction. It follows that p(λ) =
A(λ) = 2 and dimλ = 12. Then λ has two non-empty parts of the same
shape λ, and we can assume λ ⊃ [2]. If λ = [2] then dimλ = 6 < 12, and
otherwise we can assume either λ ⊃ [2, 1] or λ ⊃ [3]. But dim([3], [3]) =
20 > 12 and dim([2, 1], [2, 1]) = 84 > 12, a contradiction.
We thus have A(λ) = 1 and dimλ = 6. From table 6 the additional condi-
tion λ∗⊗ ǫ ≃ λ implies that either λ = (λ, ∅, . . . ) with λ = [3, 1, 1], in which
case ρ factors through the alternating square of the reflection representation
of S5, or p(λ) = 2, with three nonempty parts λ0 = λg = λe−g = [1] with
e 6= 3g. We consider the explicit models (see e.g. [MM]) for this represen-
tation of G(e, 1, 3), generated by t, s1, s2. For {i, j, k} = {1, 2, 3} we denote
eijk the tableau with (i, j, k) placed in position (0, g, e− g). Then it is easily
checked that x = e312 ∧ e321 + e123 ∧ e132 − e213 ∧ e231 is fixed by t, and
si.x = −x for i ∈ {1, 2}. Since G(e, e, 3) is generated by st1, s1, s2 it follows
that ǫ →֒ Λ2ρ, hence ǫ 6 →֒ S2ρ∗.
There remains to consider the case W = G(2e, e, r). If the restriction to
G(2e, 2e, r) is irreducible we are done, otherwise X(ρ) = {1} hence ρ∗⊗ ǫ ≃
ρ, and moreover it is the direct sum of ρ+ and ρ− of dimension 3. By
table 7 we have p(λ) = A(λ) = 2, and the condition ρ∗ ⊗ ǫ ≃ ρ implies
that λ can be taken of the form (λ0, ∅, . . . , λe−1, ∅, . . . ) with {λ0, λe−1} =
{[2], [1, 1]}. Then ρ factorizes through either representations ([2], [1, 1]) or
([1, 1], [2]) of the Coxeter group of type B4, which are the alternating square
of its reflection representation, and its tensor product by a multiplicative
character, respectively. It follows that all these representations belong to
ΛRef. The assertion on the exceptional groups is based on a case-by-case
computer check. 
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Finally we will prove that, for the groups G(e, e, r) and G(2e, e, r), the
case ǫ ⊗ η →֒ S2ρ∗. for some η ∈ X(ρ) with dim ρ = 8 does not occur. We
first need a lemma.
Lemma 7.5. The 8-dimensional irreducible representations of G(e, e, r) are
restrictions of a representation λ of G(e, 1, r) such that A(λ) = 1. The 8-
dimensional irreducible representations of G(2e, e, r) are restrictions of a
representation λ of G(2e, 1, r) such that A(λ) = 1.
Proof. Let ρ be a 8-dimensional irreducible representation ofG(e, e, r). There
exists a well-defined irreducible representation λ of G(e, 1, r) such that ρ em-
beds in the restriction of λ. Assume by contradiction that A(λ) 6= 1.
By lemma 4.3 we know that 8 = dim ρ ≥ (p(λ)− 1)!, hence p(λ) ≤ 4 and
p(λ) ≤ 3 if dim ρ 6= 8. First assume that λ is binary. If p(λ) = 4, then
dim(λ) = 24 and A(λ)|4. Since A(λ) 6= 1 then 2|A(λ) and dim(ρ) ∈ {6, 12},
which contradicts dim(ρ) = 8.
We thus can assume that λ is not binary. Then there exists µր λ with
p(µ) = p(λ), hence dim(ρ) ≥ p(λ)! and p(λ) ≤ 3. The case p(λ) = 1 is ruled
out by A(λ) 6= 1. If p(λ) = 3 that is A(λ) = 3, then dim(ρ) = 24. Moreover,
there exists i, j, k distincts and λ 6= ∅ such that λi = λj = λk. Since λ is
not binary, we can assume λ ⊃ [2]. But dim([2], [2], [2]) = 36 ≥ 24, hence
a contradiction. It follows that p(λ) = 2, A(λ) = 2 and dim(λ) = 16. Let
i, j distincts and λ 6= ∅ such that λ = λi = λj . Since ([2], [2]) has dimension
12 it follows that λ ⊃ [2, 1] hence dim(λ) ≥ dim([2, 1], [2, 1]) = 84 > 16, a
contradiction.
Now let ρ be a irreducible representation of G(2e, e, r), and λ a irreducible
representation of G(2e, 1, r) of which it is a component. If its restriction to
G(2e, 2e, r) is irreducible we are reduced to the former situation. Otherwise
this restriction is the sum of two irreducible components ρ+ and ρ−, and
2|A(λ) hence 2|p(λ). Since 4 = dim ρ+ ≥ (p(λ) − 1)! we have p(λ) ≤ 3,
hence p(λ) = 2, A(λ) = 2, dimλ = 8 = dim ρ, which implies A(λ) = 1. We
thus get a contradiction and the conclusion.

Proposition 7.6. Assume that W has type G(e, e, r) or G(2e, e, r), and let
ρ ∈ Irr(W ). If dim ρ = 8, then S2ρ∗ does not contain ǫ⊗η for any η ∈ X(ρ).
Proof. In both kind of types for W , such a representation ρ has to be the
restriction of an 8-dimensional irreducible representation of some G(d, 1, r)
by lemma 7.5. In the case of G(2e, e, r), the restriction of ρ to G(2e, 2e, r)
has to be irreducible by the same lemma and satisfy the same assumption,
so we only have to deal with the G(e, e, r) case, and we can assume by
contradiction that ǫ →֒ S2ρ∗.
By the previous lemmas such a representation ρ would be the restriction
of a 8-dimensional irreducible representation λ of G(e, 1, r) with A(λ) = 1.
In order that ρ∗ ⊗ ǫ ≃ ρ the set {λi | i ∈ [0, e − 1]} has to be stable under
λ 7→ λ′. The only possibility in table 6 is that p(λ) = 2 and that there exists
i, j such that λi = [2, 1] and λj = [1]. In particular r = 4.
We thus can assume λ0 = [2, 1], and λi = [1] with i 6= 0. Then ρ∗ ⊗ ǫ ≃
ρ implies λ[−i] = (λi)′ hence e is even and i = e/2. From the matrix
formulas (see e.g. [MM] formula 3.3) such a representation factorizes through
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G(e, e, 4) ։ G(2, 2, 4) and more precisely is induced by the restriction to
the Coxeter group D4 = G(2, 2, 4) of ([2, 1], [1]). It is easily checked that ǫ
embeds in the alternating square of this representation, not in the symmetric
one. This concludes the proof. 
In order to conclude the proof of lemma 2.22, we then examine (using
CHEVIE) the irreducible 8-dimensional representations of the exceptional
groups, getting that only H4 admits such a representation (actually two of
them) with ǫ⊗ η →֒ S2ρ∗ for some η ∈ X(ρ).
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