for κ near 0. In this paper, we give improved lower bounds on the optimal Hölder exponent for two natural parametrizations of the SLE trace. Our estimates give a Hölder exponent near 1 for κ near 0, as expected. The work of I. Binder and B. Duplantier (2002) suggests that our results are optimal for the two parametrizations considered.
Introduction
In studying the question of whether the loop-erased random walk has a conformally invariant scaling limit, O. Schramm [10] was led to introduce SLE, which is a one parameter family of continuous random processes. Originally named "Stochastic Loewner Evolution" by O. Schramm, SLE is now referred to as "SchrammLoewner Evolution." One can think of SLE κ as a random curve, often called the "trace", in the upper halfplane, which was generated via Loewner's differential equation with a random driving term. We will describe this in more detail in the following section.
From the work of S. Rohde and O. Schramm in [9] , we know that the SLE trace is Hölder continuous for κ = 8. However the exponents they obtain are clearly not optimal for κ near 0. (When κ = 0, the trace is a straight line which meets the real line perpendicularly, as pictured in Figure 2 . It is this right angle which causes problems for the natural parametrizations of the trace.) This gives rise to the question as to what the optimal Hölder exponent is. There is an upper bound for this quantity from the recent work of V. Beffara [1] , who has shown that the Hausdorff dimension of the trace is 1 + κ 8 for κ < 8, κ = 4. Thus, the Hölder exponent for the trace cannot be more than the reciprocal of this, which is 8 8+κ for κ < 8. For κ ≥ 8, the trace is a space-filling curve a.s. [9] , giving an upper bound of 1 2 for the Hölder exponent. In this paper, we will see that the estimates of [9] can be improved on, as long as we stay away from the base of the curve. To accomplish this, we work in a slightly different setting, where we no longer have the problem of the angle at the base of the curve. Applying the techniques of [9] in this setting yield better Hölder exponents for the revised trace, which carry back over to our original trace as long as we stay away from its base. Following this strategy gives the following two results. The latter is a corollary of Theorem 3 which gives the Hölder continuity of the conformal map f t away from the driving term. 
See Figure 1 for graphs of σ(κ) and η(κ).
The paper is organized as follows: In the first section, we introduce the Loewner differential equation in the upper halfplane and chordal SLE. This is followed by a discussion of two natural parametrizations of the trace and the previous results for the Hölder continuity of each. Then we have a section containing some needed lemmas. In the last two sections, we prove two regularity theorems which imply the theorems above.
We recently became aware of D Beliaev's thesis [2] which could be used to derive Theorem 2.
The Loewner equation in the halfplane and chordal SLE Let γ(t) be a simple continuous curve in H ∪ {0} with γ(0) = 0 and t ∈ [0, T ]. Then there is a unique conformal map g t : H \ γ[0, t] → H with the following normalization, called the hydrodynamic normalization, near infinity:
It is an easy exercise to check that c(t) is continuously increasing in t and that c(0) = 0. Therefore γ can be reparametrized so that c(t) = 2t. Assuming this normalization, one can show that g t satisfies the following form of Loewner's dif-
where λ is a continuous, real-valued function. Further, it can be shown that g t extends continuously to γ(t) and g t (γ(t)) equals λ(t).
On the other hand, if we start with a continuous λ : [0, T ] → R, we can consider the following initial value problem for each z ∈ H:
For each z ∈ H there is some time interval [0, s) for which a solution g(t, z) exists.
. Then one can prove that the set G t is a simply connected subdomain of H and g t is the unique conformal map from G t onto H with the following normalization near infinity:
The function λ(t) is called the driving term, and the domains G t as well as the functions g t are said to be generated by λ. The domains G t generated by a continuous driving term λ are not necessarily slit-halfplanes, i.e. domains of the form H \ γ [0, t] , for some simple continuous curve γ in H ∪ {γ(0)} with γ(0) ∈ R. See [7] for a condition which guarantees the generation of slit-halfplanes. The necessary and sufficient condition for a decreasing family of domains {G t } to be generated by a continuous driving term can be found in Section 2.3 of [5] .
The simplest example is when the driving term is constant. If we take λ(t) = 0, then the functions generated by the Loewner equation are g t (z) = √ z 2 + 4t, and these map from the upper halfplane minus a vertical slit of length 2 √ t onto the upper halfplane. See Figure 2 .
There is another version of the Loewner equation in the halfplane. Let ξ : [0, T ] → R be continuous and consider the following initial value problem, in which a negative sign has been introduced on the right hand side of (1):
f (0, z) = z for z ∈ H. In this case, for each z ∈ H, the solution f (t, z) exists for all t ∈ [0, T ]. Setting f t (z) = f (t, z), we have that f t is defined on all of H. As in the previous Figure 2 . The function g t generated by the constant driving term
case, it can be shown that f t is a conformal map from H into H, and near infinity it has the form
. We think of the functions f t as being generated by "running time backward," and we will refer to equation (2) as the "backward Loewner equation."
These two forms of Loewner's differential equation in the halfplane are related. Given a continuous function λ on [0, T ], set ξ(t) = λ(T − t). Let g t be the functions generated by λ from (1), and let f t be the functions generated by ξ from (2). It is not true that f t (z) = g
The halfplane version is often called the chordal Loewner equation because it generates compact sets, K t = H \ G t , which grow from 0 toward infinity, that is, they grow from one boundary point toward another. The sets K t are often called "hulls." Another standard version of the Loewner equation is the disk version, often called the radial Loewner equation, which generates compact sets that grow from a point on the boundary toward the center. In this paper we restrict our attention to the chordal case.
For κ ≥ 0, set λ(t) = √ κB t , where B t is standard Brownian motion. Then chordal SLE κ is the random family of conformal maps generated by λ, that is, the family of maps solving the following stochastic differential equation:
For SLE, it is possible to define an almost surely continuous path γ : [0, ∞) → H such that the domains G t generated by λ(t) = √ κB t are the unbounded components of H \ γ[0, t] for every t ≥ 0. See [9] and, for the case κ = 8, [6] . The random curve γ is referred to as the "trace" and is often considered to be the process SLE κ rather than the random family of conformal maps. S. Rohde and O. Schramm [9] have shown the following classification for the trace curves:
(1) For κ ∈ [0, 4], γ(t) is almost surely a simple path contained in H ∪ {0}.
(2) For κ ∈ (4, 8), γ(t) is almost surely a non-simple path.
is almost surely a space-filling curve. This classification is roughly illustrated in Figure 3 . Let us note that more accurate pictures would not look quite so tame.
There has been much progress recently in studying SLE. See [4] for a short survey paper with an extensive bibliography. Figure 3 . The SLE κ trace is a simple curve, a non-simple curve, or a space-filling curve depending on the value of κ. The colored region is the domain G t .
Natural parametrizations of the trace
Let γ be the (random) trace associated with SLE κ . We usually consider γ not as a set, but as a curve with a specific parametrization, namely the one given by γ(t) = g
, which is well-defined since g
extends continuously to the real line. We will refer to this as parametrizing by capacity. (We give it this name since near infinity g t (z) = z + T . Notice that this second way of parametrizing γ is only valid for κ ≤ 4. When κ > 4, this gives a parametrization of the outer boundary of the hull. Both of these natural parametrizations have some Hölder regularity, which follows from computations done in [9] . In particular, the work of S. Rohde and O. Schramm gives that γ is Hölder continuous with exponentσ − under the first parametrization, where > 0 and
In addition, their work gives that γ (or the outer boundary when κ > 4) is Hölder continuous with exponentη − when parametrized by g
T , where > 0 and
The latter is surprising since our intuition is that while the outer boundary should become smoother as κ becomes large, the trace should continue to become wilder. Notice also that for both of these parametrizations, the Hölder exponent is 1 2 − when κ = 0. This is no surprise, since from our calculations we know that g
Thus the capacity parametrization is γ(t) = i2 √ t, and the second parametrization is
However, we also know that when κ = 0, the curve γ is as smooth as possible -it is a straight line, which makes an angle of 
In the case that κ ≤ 4, h t maps onto a slit plane roughly like the one pictured above.
This suggests that either we should find another way to formulate our question about the regularity of the trace or we should look to find a different parametrization which has a larger Hölder exponent. Working with the first tactic, we consider the function
which is a conformal map from Figure 4 . By f t we mean the conformal map from H into H satisfying (2), what we refer to as the backward Loewner equation, with
We let γ 2 denote the trace in this new setting. As we discuss in the final section of this paper, to parametrize γ 2 by capacity, we set γ 2 (t) = (g
2 . In the penultimate section, we discuss parametrizing γ 2 using h T , which means setting γ 2 (x) = lim y→0 + h T (x + iy) for T fixed and x ∈ [0, x T ]. Again this latter parametrization is valid only for κ ≤ 4. When κ = 0, both natural parametrizations of γ 2 are clearly Hölder continuous with exponent 1, as desired. In this new setting, we have gotten rid of the former problem of the trace making an angle of π 2 with the real line. In the remainder of this paper, we analyze the function h t in order to determine bounds on the Hölder exponent of γ 2 under each of these two natural parametrizations, making much use of the techniques of [9] .
Lemmas
For α > 0, we would like to understand E[|h t (z)| α ] as a function of t ∈ [0, 1] and z ∈ H. We follow the methods in [9] . Recall that
Applying Itô's formula and differentiating in z gives
Another application of Itô's formula yields
Therefore we have
As in [9] , we would like to change both time and space variables. Set u := log
Using that
, changing to "u-time" gives
where by h u (z) we mean h t(u) (z) andB u is a Brownian motion with respect to "u-time." To simplify notation, we will refer to this simply as B u . Now for α > 0,
We find ourselves in a more complicated situation than in [9] because of the integral with respect to B u in the above expression. However, making use of the Girsanov transformation (discussed in [8] ) takes care of this complication. Let
and notice that Novikov's condition is satisfied, that is,
Thus, applying the Girsanov transformation gives that
is a Brownian motion underP , where dP = M u dP . Note that
and further we have
where w = W 0 . By Feynman-Kac (see [8] ), v is the solution to the following initial value problem:
Ignoring the initial condition for a moment, we have that (1 + w 2 ) b e Lu satisfies (3) when the following two conditions hold:
If we had concerned ourselves instead with
Applying Feynman-Kac in this slightly revised situation gives thatv is also a solution to (3) but with initial condition changed tov(w, 0) = (1 + w 2 ) b . Therefore, with b and L as in (4), we would expect that
This is the content of the following lemma. 
Proof. Let D be the differential operator defined by
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as discussed above. Let > 0 and set
Thenv(w, 0) < F (w, 0) and DF > 0 for small enough. We claim that for u ∈ [0, C 0 ] and |w| large enough,v(w, u) < F (w, u). After showing that this claim implies
we will verify the claim. Suppose thatv(w, u) ≥ F (w, u) for some point (w, u) in R × [0, ∞). Then, supposing the claim holds, there must be a point (w 0 , u 0 ) with
Let us consider what must happen at this point: F −v must have a local minimum in the w-direction and must be non-increasing in the u-direction. In addition, we have that
These conditions, however, lead to a contraction. Thereforev(w, u) < F (w, u) on R × [0, ∞). Letting go to 0 gives that
We now show that for u ∈ [0, C 0 ] and |w| large enough,v(w, u) < F (w, u).
and so the claim follows if we can bound the expectation term in the line above. We do this by utilizing our tools of Itô calculus and the Girsanov transformation again. First, we compute that
where we used the Girsanov transformation with Radon-Nikodym derivative
Since the function 1+cx 1+x is monotone in x, for x ∈ [0, ∞), we have that
u is bounded between 1 and c. Thereforẽ
and hence this expectation is bounded since u ≤ C 0 . A similar argument gives that
completing the proof.
This immediately implies the following.
Corollary 1. If α > 0 and b ≥ 0, then
where α, b, and L are related by (4) .
For this to be useful, it remains to change time from u back to t. 
Lemma 2. Suppose t ≤ 1, z ∈ C \ [0, ∞) with |z| ≤ R, and
√ z = x + iy. Then P [|h t (z)| > δ] ≤ C κ,α M α δ −α y −L 1 + x 2 y 2 b + C κ,µ M −µ log C y , for δ, α, µ
Proof. Recall that u = log(
Y t y ) and that, in order to simplify notation, we write h u for h t (u) . In what follows, we will decompose "u-time" into intervals [n, n + 1), and hence the notation h n means h t(n) . Note that for |z| ≤ R and t ≤ 1, Y t is bounded by a universal constant C. (In particular, Y t ≤ y 2 + 4t.) So, u ≤ N, where N is the smallest integer greater than log(Cy
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Let us consider the first sum above. For α > 0 and b ≥ 0, we have
where Corollary 1 gives the last inequality. Recall that L = Ln ≤ C κ,α y −L , and we have that
It remains to show that
Define U n to be the event {ω : u ∈ [n, n + 1)}. Then for µ > 0,
The last equality results from applying the Girsanov transformation with the Radon-Nykodym derivative
is increasing for µ > 2, constant for µ = 2 and decreasing for 0 < µ < 2. Thus,
We also need a version of Lemma 2 for the case when b < 0. 
Lemma 3. Suppose t ≤ 1, z ∈ C \ [0, ∞) with |z| ≤ R, and
By proceeding as before, we have that
Consequently, we wish to have an upper bound for E[|h n (z)| α ] in the case that b < 0.
Recall that
Now if |λ(s)| ≤
D for all s ∈ [0, 1], then |X s | = |Re f s − λ(s)| ≤ 2D,
since Re f s always moves toward λ(s). Thus assuming |λ(s)| ≤
The inequality follows from the facts that Y n = ye n and
Note that 2b + L = 2b + 
where
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The Hölder continuity of h t
Equipped with the technical lemmas of the last section, we are ready to prove the Hölder continuity of the function h t and of the trace γ 2 . We first look at the parametrization of γ 2 obtained from the continuous extension of h T to the real line. More precisely, for κ ≤ 4 we define
for T fixed and x ∈ [0, x T ] where lim y→0 + h T (x T +iy) = 0. The next theorem gives a lower bound on the optimal Hölder exponent for h T , and from this we immediately obtain Theorem 2. Recall that a function h being Hölder continuous in H with exponent η means that for all bounded A ⊂ H, there is a constant C = C(A) so that |h(
In our case, when showing that h T is Hölder continuous, the constant C in question will depend on A, T, and ω. Notice that if κ ≥ 6+2 √ 17, then η(κ) agrees with the exponentη(κ) found in [9] , and for κ < 6 + 2 √ 17, κ = 4, this is an improvement overη(κ). This improvement is greatest for κ near 0, since η(0) has the desired value of 1, whileη(0) = 1/2. See Figure 5 for the graphs of these two functions. The fact that η(4) =η(4) = 0 is inevitable, since when κ = 4, the trace almost hits back on itself, meaning that h t and f t cannot be Hölder continuous.
Proof. From the scaling invariance of Brownian motion and SLE, we have that h t also satisfies a useful scaling property, that is, rh t/r (z/r) equals h t in distribution when r > 0. Thus, it suffices to take t ≤ 1 and show that h t is Hölder continuous on
We take a Whitney decomposition of A, as pictured in Figure  6 . For each rectangle in this decomposition, we mark the midpoint of the top edge, and we let {z n,j } be the collection of these points. That is, z n,j = x n,j + 2 −n i ∈ A for n ∈ N and j ∈ {0, 1, · · · , 2 n − 1}. When we apply Lemma 2 below, we will only need to know that there are 2 n of these points at height 2 −n ; however for the more difficult case, we will need to know that the particular value of x n,j is −1/2 + 2 −(n+1) + j2 −n . We will show that
o.] = 0 by the Borel-Cantelli Lemma. Therefore, by making use of the Koebe Distortion Theorem, we have that there exists C > 0 so that a.s.
This last statement implies that h t is Hölder continuous with exponent η on A. To show (6), we wish to apply Lemma 2 and Lemma 3. Fix n for the moment. 
Then applying Lemma 2 gives
Since for each n there are 2 n terms in the sum, we wish to show that
The first sum will be finite when
for m sufficiently small. Then by picking µ large enough, i.e. µ > 1 m , the second sum will also be finite. Equation (7) holds when
where we have used
, the maximum of the right hand side of (8) occurs when
To obtain this maximum, we choose the positive sign in (8) for κ ≤ 4 and the negative sign for κ > 4. After some algebra we arrive at the desired values of η. It simply remains to show that we obtain the same values for η in the case that b is negative. We do this by making use of Lemma 3. (Note: when b is given by (9), we have that b ≥ 0 precisely when κ ≤ √ 17 − 3. However the value of √ 17 − 3 is unimportant.)
Let b be given as in (9) and assume b < 0. We continue to use that α, b, and L are related by (4) , that M = 2 mn , and that m, α, and µ are positive. Finally, let D = n. We also recall that 2b + L ≥ 0. In our application of Lemma 3, we will need the following estimate:
The last inequality requires that 2b + L/2 + 1 = 2b + apply Lemma 3 we obtain
The third sum is clearly finite, and our consideration of the first two sums follows the arguments above.
Parametrizing the trace by capacity
Define H(x, t) := g −1
We parametrize the trace by capacity by setting
From Theorem 4 below, we obtain a lower bound for the Hölder exponent for this parametrization, proving Theorem 1. Note that in this section, we will also use the notationf t (z) = g 
Note that as with the previous parametrization, when κ is small, we have obtained better Hölder exponents than in [9] . More specifically, for κ < 8, σ(κ) is an improvement overσ(κ), while for κ ≥ 8, we have σ(κ) =σ(κ). Figure 7 , by setting
for j ≥ 1 and 0 ≤ k ≤ 2 j − 1. That is, R j,k is a square of sidelength 2 −j , with the index k referring to its vertical placement.
Let σ > 0. We wish to show that (10)
for any σ < σ(κ) given above. Once we have shown (10), the Borel-Cantelli Lemma then implies that
which in turn implies that there exists
Let (x 1 , t 1 ) and (x 2 , t 2 ) be points in (0, 1] × (0, 1], and let j i , k i be the indices so that (x i , t i ) ∈ R j i ,k i for i = 1, 2. Consider the horizontal line t = t 1 , and let {R j,k(1,j) } j≥1 be the collection of squares that intersect this line. In the case that the line intersects the boundary between two squares, simply choose one of the two to add to the collection. Similarly, we obtain {R j,k(2,j) } j≥1 , a collection of squares that intersect the horizontal line t = t 2 . Let j * be the largest j such that the squares R j,k (1,j) and R j,k (2,j) are adjacent, and note that this implies that 
We continue until t N ≤ k2 −j , and then we redefine t N = k2 −j . We also define a subset of the complex plane (in contrast with the set R j,k , which is a subset of the xt-plane) by setting
We will show that a.s.
Here and in what follows we use the notation A 2 to mean {a 2 : a ∈ A} for sets A ⊂ C. Our next goal is to use equation (11) to obtain (10). We begin by rewriting (11) as
where we have simply introduced the notation
Since we will use this fact later, we note that for fixed t,ĥ t (z) = h t (z) in distribution. The region S 2 , pictured in Figure 8 , is bounded by the three parabolas
First, we will show that
and then we will complete the proof by showing that We obtain the final equality from the fact thatĥ s (z) is equal to h s (z) in distribution for fixed s.
We are now close to our goal of verifying equation ( We wish to show that the right hand side of this is finite for σ < σ(κ). If 
