Accurately forecasting snow depth is a challenge. In particular, one poorly understood component of snow-depth forecasting is determining the snow ratio. The snow ratio is the ratio of snow depth to liquid equivalent and is inversely proportional to the snow density. In a previous paper, an artificial neural network was developed to predict snow ratios probabilistically in three classes: heavy (1:1 < ratio < 9:1), average (9:1<=ratio<=15:1), and light (ratio>15:1). A web-based application for the probabilistic prediction of snow ratio in these three classes based on operational forecast model soundings and the neural networks is now available. The goal of this paper is to explore the statistical characteristics of the snow ratio to determine how temperature, liquid equivalent, and wind speed can be used to provide additional guidance (quantitative, wherever possible) for forecasting snow depth, especially for extreme values of snow ratio. Snow ratio tends to increase as the low-level (surface to roughly 850 mb) temperature decreases. Snow ratio tends to increase strongly as the liquid equivalent decreases, leading to a nomogram for probabilistic forecasting snow depth, given a forecasted value of liquid equivalent. The surface wind speed cannot be used as a sole discriminator for snow ratios. At Buffalo, New York, and Sault Ste. Marie, Michigan, locations susceptible to lake-effect snowstorms, wind speeds greater than 6 m s , however, only small differences exist between lake-effect and nonlake-effect events. Although previous research has shown simple relationships to determine the snow ratio are difficult to obtain, this note helps to clarify some situations where such relationships are possible.
Introduction
Forecasting the depth of new snow is arguably the most challenging quantitative precipitation forecasting (QPF) problem. Forecasters must not only correctly predict the occurrence, timing, and location of precipitation, but they are also expected to predict the depth of the snow. In order to accomplish this task, forecasters rely heavily on numerical weather prediction models for guidance. Such models do not output snowfall depth explicitly, so forecasters must convert the liquid precipitation output by the models to solid precipitation manually. As reviewed in Roebber et al. (2003) , this conversion is usually performed using a constant ratio of snow depth to liquid equivalent (hereafter called the snow ratio). This ratio, which is inversely proportional to the snow density, is typically assumed to be about 10:1 (10 inches of snow equal one inch of liquid water). In contrast, observations of the snow ratio from large and disparate datasets can range from values near 3:1 to those approaching 100:1 (Currie 1947; LaChapelle 1962, reproduced in Doesken and Judson 1997, p. 15; Power et al. 1964; Super and Holroyd 1997; Judson and Doesken 2000; Roebber et al. 2003) . Therefore, substantial improvement in forecasting snowfall may be possible by improving techniques to forecast snow ratio. Roebber et al. (2003) reviewed previous attempts to forecast snow ratio and have shown that they have not been successful because the exact processes affecting snowfall density are not simple or well understood. To attempt some progress, Roebber et al. (2003) developed an ensemble of artificial neural networks for forecasting snow ratio.
The ensemble of artificial neural networks provided probabilistic forecasts of the likelihood of the snow ratio being average (9-15:1), above average (>15:1), or below average (<9:1). This approach showed substantial improvement over climatology and other methods currently applied by operational forecasters.
A web-based forecast application of the Roebber et al. (2003) neural network technique has now been implemented at: http://sanders.math.uwm.edu/cgi-binsnowratio/sr_intro.pl. This website allows a user to select a forecast model sounding from numerous sites across North America and apply the neural network ensemble approach of Roebber et al. (2003) to determine the probability of snow ratio within each of the three classes, given that snow occurs.
The purpose of this note is to provide some insight into the statistical properties of the Roebber et al. (2003) dataset. Our hope is to provide some additional guidance that could be applied by operational forecasters for forecasting snow depth, especially for extreme values of snow ratio or where climatological characteristics not specifically accounted for by the neural networks can be advantageously applied.
Because of the complexity of relationships between temperature, moisture, compaction, and wind that affect snow density, discussed by Roebber et al. (2003) , simple relationships are unlikely. At the very least, however, we hope to determine the conditions for which extreme snow ratios are likely or not likely to occur, such that forecast busts due to an incorrect application of a central value of snow ratio (such as 10:1) can be avoided. This approach suggests that the human forecaster can and should still play an important role in the forecast process for winter precipitation.
In section 2, we discuss the data employed in this paper---the same one developed and applied by Roebber et al. (2003) . In section 3, we present the geographical variation of snow-ratio distributions at 28 stations. Sections 4-6 discuss the dependence of snow ratio on the temperature, liquid equivalent, and wind speed, respectively. In section 7, we explore the influence of lake-effect processes on snow ratio at Buffalo, New York (BUF) and Sault Ste. Marie, Michigan (SSM). Finally, section 8 concludes this paper with guidelines for forecasting snow ratio.
Data
The dataset for this study consisted of 1650 snowfall events between 1973 and 1994 from 28 stations around the United States. The data were compiled and quality controlled as described more fully by Roebber et al. (2003) . A brief review follows.
The 6-h new-snow amounts come from the United States Air Force DATSAV2 Surface Climatic database, whereas the National Climatic Data Center (NCDC) hourly precipitation dataset TD-3240 provided the liquid equivalent precipitation corresponding to each snow event. Two different datasets were required because the DATSAV2 dataset generally included only 24-h precipitation amount and the hourly precipitation dataset did not include new snow amounts. Two 6-h snowfall amounts on either side of 0000 or 1200 UTC are summed to produce a 12-h snowfall amount that is compared to the 12-h precipitation amount summed from the hourly precipitation dataset. To limit potential errors in the calculation of the snow ratio, the depth of 12-h new snow must have measured at least 50.8 mm (2 in.) and the 12-h melted equivalent precipitation at least 2.8 mm (0.11 in.).
Since the snow density is a function of the habit and size of the ice crystals, which in turn is a function of the vertical temperature and moisture structure of the atmosphere, we desire collocated atmospheric soundings at the time of the snowfall. Sounding data were used from the NCDC/Forecast Systems Laboratory North American radiosonde dataset (Schwartz and Govett 1992 ; http://raob.fsl.noaa.gov/Raob_Software.html). Only events with surface winds from the radiosonde data less than or equal to 9 m s -1 were used to avoid events where substantial blowing and drifting snow may have occurred.
Since stations were at different elevations, the height above sea level reported in the radiosonde data was converted to a nondimensional height above ground. As in Roebber et al. (2003, 
Geographic distribution
The mean snow ratio for the dataset is 15.6, which is higher than the median of 14.1, indicating skewness toward higher snow ratios (Fig. 1) . Therefore, as discussed in Roebber et al. (2003) , forecasting a constant 10:1 snow ratio for snowfall events is not likely to be ideal for all situations. The mode of the dataset, however, is 10:1, with 14% of the events having snow ratios between 9:1 and 11:1 (Fig. 1) , indicating some weak validity for the 10:1 rule. The shape of this curve and its skewness towards high ratios are consistent with previously published studies (see Roebber et al. 2003, p. 268) . The snow ratios are classified into three classes, average (between 9:1 and 15:1), heavy (>15:1), and light (<9:1). The dataset consists of 14% heavy, 41% average, and 45% light. To better discriminate among the different conditions determining snow ratio, we first explore the geographic variability of the dataset. Even stations in close proximity can have quite different distributions of snow ratio (e.g., Super and Holroyd 1997; Judson and Doesken 2000) . For example, the distribution at BUF is skewed towards higher snow ratios compared to Albany, New York (ALB), only 400 km away (Fig. 2) .
The geographical distribution of snow ratio is comparable to that of unpublished work by Baxter et al.
(http://www.eas.slu.edu/CIPS/Presentations/Others/NESC/index.htm), who examined 24-h precipitation and snow amounts for 7760 National Weather Service cooperative observing sites for 1971-2000. Because of the larger number of total stations in their study, they were able to see mesoscale variations in the climatology of snow ratio. Since their study used 24-h snowfall compared to our study that used two 6-h snowfall measurements, some discrepancy may exist, with our events having higher snow ratios due to the reduced compaction effect (e.g., Roebber et al. 2003) , especially for large snowfalls. In support of that hypothesis, Baxter et al.'s mean snow ratio (13) is lower than our mean snow ratio (15.6).
The factors that control the distribution of snow ratio depend on the types of weather patterns (i.e., the climate) experienced at each station. As discussed in Roebber et al. (2003) , the vertical temperature and humidity profile at the time the snow is falling, the weight of the snow, the surface wind, and solar radiation (month) had the greatest effect on snow ratio. To explore these factors in more depth, we next investigate the statistical properties of the dataset in terms of these parameters.
Influence of temperature on snow ratio
Temperature plays an important role in determining snow density. One way in which this occurs is through the habit of the ice crystals, which is a strong function of the temperature at which they grow (e.g., Magono and Lee 1966; Ryan et al. 1976; Fukuta and Takahashi 1999) . Dendrites, which grow between -10° and -20°C, have large interstitial air spaces in the crystal structure, thereby yielding a low snow density (e.g.,
Figs. 11 and 12 in Fukuta and Takahashi 1999; Table 2 in Rasmussen et al. 1999 ). On the other hand, needles, which grow at temperatures -4° to -10°C, are comparatively more dense (e.g., Figs. 11 and 12 in Fukuta and Takahashi 1999; Table 2 in Rasmussen et al. 1999) . Another way that temperature affects the snow density is the aggregation of single crystals into assemblages of many crystals at temperatures warmer than about -10°C (Rogers and Yau 1989, p. 166) .
To explore the effect of low-level temperature on snow ratio, the 1650 snowfall events were divided into quintiles based on the low-level temperature factor (F1) derived in Roebber et al. (2003) . [Low-level temperature was defined by the average of the temperature from σ=1.0 to σ=0.8, which was equivalent to the surface to about 850 mb.] Roebber et al. (2003) showed that the correlation between F1 and surface temperature was 0.94, suggesting that surface temperature was a good proxy for F1. The cumulative distribution frequency plots (CDFs) of the temperature quintiles vary monotonically across snow ratios, in agreement with Roebber et al. (2003, Fig. 6b ). The F1 quintile ranges and their corresponding temperatures are found in Table 1 . The highest snow ratios were associated with the lowest 20% of low-level temperatures (F1<-0.774 or lowlevel temperatures less than approximately -10.1°C), and the lowest snow ratios associated with the highest 20% of low-level temperatures (F1>0.812 or low-level temperatures greater than approximately -2.7°C) (Fig. 3) . The medians range from 18.2 for the lowest 20% of low-level temperatures to 11.4 for the highest 20% of low-level temperatures. More specifically, these CDFs could be used by forecasters to predict what snow ratios are not likely to occur. For example, low-level temperatures in the highest quintile rarely yield snow ratios over 25:1 (only about 5% of events exceed 25:1), whereas low-level temperatures in the lowest quintile yield snow ratios less than 10:1 less than 5% of the time. Thus, even though the snow ratio depends on factors other than temperature, potentially useful forecasting insight might be derived from the data presented in this manner.
Influence of liquid equivalent on snow ratio
In Roebber et al. (2003, Fig. 6d ), both liquid equivalent and wind speed were combined into a surface compaction factor. Extracting the individual effects of these two terms was not performed. To explore the effects of each term independently, we first consider the liquid equivalent. Section 6 considers the effect of the wind speed independently.
One moisture-related parameter that discriminated among snow ratios well was the liquid equivalent of snow. Physically, the higher the liquid equivalent, the greater the weight of the snowpack, which would lead to greater compaction and hence smaller snow ratios. In contrast, snow ratios approaching 100:1 have been anecdotally associated with accumulations of a dusting to an inch. As with the other parameters, the dataset was divided into quintiles based on the liquid equivalent. As expected, the CDFs monotonically decrease with increasing liquid equivalent, with the lowest 20% of liquid equivalents yielding much larger snow ratios than the highest 20% of liquid equivalents (Fig. 4) . More specifically, the medians differ from 9.4:1 for liquid equivalents greater than 11.2 mm (top 20%) to 21.5:1 for liquid equivalents 2.8-4.1 mm (bottom 20%). In fact, liquid equivalents 2.8-4.1 mm produced no ratios less than 14:1, and liquid equivalents greater than 11.2 mm produced less than 1.4% of events with snow ratios greater than 26:1. This dataset implies a negative correlation between liquid equivalent and snow ratios.
Because of the strong relationship between liquid equivalent and snow density, it is possible to create a potentially useful nomogram for forecasters. We compared the distributions of liquid equivalent to the 6-h snow depth for the 1650 cases. For ease of application in an operational forecasting environment, the five curves on can move ice crystals at the surface, fracturing the crystal during saltation and increasing the snow density (e.g., Gray and Male 1981, 345-350) .
Therefore, wind speeds below 9 m s -1 are considered and divided into ranges (Fig. 6 ).
Each range of wind speeds has similar distributions suggesting that wind speed plays a minor role in determining the snow ratio, if considered in isolation (Fig. 6 ). As shown in Roebber et al. (2003) , however, the wind speed can be quite important when combined with other parameters in the prediction. In Roebber et al. (2003) , however, data from 6-h observations were used to minimize effects on snow ratio from prolonged wind compaction effects, which may explain why no effect of wind speed in isolation is observed. As an illustration of how the nonlinear effects of wind speed may be apparent, we consider lake-effect snowfalls in the next section.
Influence of lake-effect processes on snow ratio
In previous sections, we noted the statistics for the dataset as a whole. In this section, we further explore the geographical and process-oriented variations of the snow ratio.
In section 3, we noted that, despite their close proximity, BUF and ALB had very different distributions of snow ratio with BUF skewed towards higher snow ratios. This observation suggests that lake-effect processes may be responsible for the skewness at higher snow ratios. To investigate this hypothesis, we examine cities that are affected by lake-effect snow in our dataset: BUF and SSM. The individual snow events for each station were then examined for the direction of the surface wind from the radiosonde and classified as having an over-water or over-land trajectory. For BUF, the over-water wind directions were 315°-45° and 225°-270°; events with wind directions from these directions were termed lake-effect snow events. For SSM, the over-water wind directions were 112.5°-157.5° and 247.5°-315°; events with wind directions from these directions were termed lake-effect snow events. The other wind directions were classified as overland, and such events were considered nonlake-effect snow events. The winds were also classified by wind speed. "Light" represents winds of 1-5 m s . Although other variables such as temperature could be partitioned into similar groups, we felt that this was a simplistic, but reasonable, first attempt at manipulating the dataset to see if any relationships are apparent.
In the case of light-wind events, the distributions of snow ratio are nearly similar for both lake-effect and nonlake-effect directions for both BUF and SSM (Figs. 7a,b) .
Similarly, the mean snow ratios for lake-effect/nonlake-effect events with light winds were relatively similar, with nonlake-effect events having slightly larger snow ratios (Table 2 ). In contrast, there was a larger difference in snow ratios for strong winds depending on whether the event was classified as lake-effect or nonlake-effect (Figs.   7a,b) . The difference with strong winds was especially large for BUF where the mean snow ratio for lake-effect snow was 11.7 compared to 20.4 for nonlake-effect snow (Table 2) . Lake-effect events with strong winds tend to produce lower snow ratios than nonlake-effect events with strong winds. In the case of lake-effect snow, the air picks up moisture from a nearby lake rather than a distant source of moisture that has passed over land. With more moisture available during lake-effect events, lower snow ratios result.
Therefore, when forecasting a lake-effect event, the wind speed must be taken into account before determining a snow ratio. For example, in the set of 333 independent test cases utilized by Roebber et al. (2003) , there were seven lake-effect events with strong winds at BUF, and three of those seven were misclassified by the neural network. Of the three misclassifications, two had higher than observed snow ratios. Thus, advance knowledge of strong lake-effect winds would suggest lowering the forecasted snow ratio from the artificial neural network output.
Summary
This paper attempts to provide forecasters with more information about snow ratios, following up on our earlier study (Roebber et al. 2003) . First, a web-based application for use in operational forecasting 12-h snow ratios probabilistically using the neural network methodology of Roebber et al. (2003) is available. Second, the climatology of the snow ratios using the dataset previously constructed is explored with regard to geographic location, temperature, liquid equivalent, and wind speed. These results can be summarized in the following manner.
1. Snow ratio tends to increase as the low-level (surface to roughly 850 mb) temperature decreases.
• Mean low-level temperatures greater than -2.7°C rarely (less than 5% of the time) produce snow ratios greater than 25:1.
• Mean low-level temperatures less than -10.1°C rarely produce snow ratios less than 10:1.
2. Snow ratio tends to increase as the liquid equivalent decreases.
• Liquid equivalent amounts 2.8-4.1 mm (0.11-0.16 in.) rarely produce snow ratios less than 14:1.
• Liquid equivalent amounts greater than 11.2 mm (0.44 in.) rarely produce snow ratios greater than 26:1.
3. Surface wind speed cannot be used as a sole discriminator for snow ratios.
4. Lake-effect processes at Buffalo (BUF) and Sault Ste. Marie (SSM) show that strong winds (6 m s -1 or greater) with an over-lake trajectory produce substantially lower snow ratios than strong winds with an over-land trajectory.
In using the techniques described in this paper, forecasters must remember the following caveats implicit in this research. First, the Roebber et al. (2003) dataset may be unrepresentative for certain situations. For example, the dataset does not capture the extreme events--thus, the tails of the distributions may not be sampled adequately.
Other examples where the dataset may be unrepresentative derive from the criteria we used for constructing the dataset. For example, this dataset cannot address 12-h snowfalls where the liquid equivalent values are less than 2.8 mm (0.11 in.), 12-h snow amounts are less than 50.8 mm (2.0 in.), and surface wind speeds are greater than 9 m s -1 . Second, the techniques described in this note were developed probabilistically.
With many of these distributions skewed towards high snow ratios, the state of the science is not sufficiently advanced to ascertain absolute cutoffs. Thus, the term "rarely" implies probabilities less than 5% of the sampled population.
Third, the combination of effects is what makes prediction of the snow ratio difficult. Although even the artificial neural network approach was not perfect, the actual prediction in a specific case may be strongly modified by the conditions represented by the other inputs (Roebber et al. 2003, p. 277) . Thus, inherent limitations exist to any approach, including the guidance suggested in this paper.
Applying the generalizations described above derived from the statistical properties of the dataset constructed by Roebber et al. (2003) could help isolate many of the extreme occurrences of snow ratios, when the values are either large (greater than 20) or small (less than 10). Therefore, if these extreme values could be ascertained ahead of time, human forecasters can play an important role in minimizing the potential forecast busts due to application of a constant snow ratio to liquid equivalent (e.g., 10:1) from numerical weather prediction model output. If the numerical forecast models accurately represent the forecast scenario, then a web-based application is available, as described in section 1.
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