A multimedia file system supports diverse application classes that access data with heterogeneous characteristics. In this paper, we describe our experiences in the design and implementation of the Symphony multimedia file system. We first discuss various methodologies for designing multimedia file systems and examine their trade-offs. We examine the design requirements for such file systems and argue that to efficiently manage the heterogeneity in application requirements and data characteristics, a multimedia file system should enable the coexistence of multiple data-type-specific and application-specific techniques. We describe the architecture and novel features of Symphony and then demonstrate their efficacy through an experimental evaluation. Our results show that Symphony yields a factor of 1.9 improvement in text response time over conventional disk scheduling algorithms while continuing to meet the real-time requirements of video clients. Finally, we reflect upon the lessons learned from the Symphony project.
Introduction

Motivation
Recent advances in compression, storage, and communication technologies have resulted in a proliferation of diverse multimedia applications such as distance education, online virtual worlds, immersive telepresence, and scientific visualization. A common characteristic of these applications is that they impose widely differing requirements and access vast amounts of data such as text, audio, video, and images (collectively referred to as multimedia). Realizing such next-generation applications requires file systems that can support the following features:
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• Heterogeneity in application requirements: Generalpurpose file systems must support applications with diverse performance requirements. For instance, interactive applications, such as word processors and compilers, desire low average response times but no absolute performance guarantees. Throughput-intensive applications, such as ftp servers, desire high aggregate throughput and are less concerned about the response times of individual requests. Soft real-time applications, such as video players, require performance guarantees from the file system (e.g., bounds on response times) but can tolerate occasional violations of these guarantees.
• Heterogeneity in data characteristics: Data types differ significantly in their characteristics such as form, size, data rate, real-time requirements, etc. For instance, typical textual objects are a few kilobytes in size; accesses to these objects are aperiodic and best-effort in nature. In contrast, audio and video (continuous media) objects can be several gigabytes in size; accesses to these objects are periodic and sequential and imposes real-time constraints. A general-purpose file system must reconcile the storage and retrieval of data types with such diverse requirements.
• Extensibility: Since it is difficult, if not impossible, to foresee requirements imposed by future applications and data types, next-generation file systems should employ techniques that facilitate easy integration of new application classes and data types. This requires that the file system to employ an extensible architecture so that file system services can be easily tailored to meet new requirements.
Existing file systems fail to meet one or more of the above requirements. To illustrate, conventional file systems have been optimized for the storage and retrieval of textual data and provide a single class of best-effort service to all applications regardless of their requirements [26, 36] . Consequently, these file systems are ill suited for meeting the real-time performance requirements of continuous media data. To overcome these limitations, continuous media servers that are optimized for real-time audio and video have been designed [3, 19, 45, 44, 46] . These file servers exploit the periodic and sequential nature of continuous media access to improve server throughput and employ resource reservation algorithms to provide realtime performance guarantees. However, they are unsuitable for managing best-effort textual and image data. Finally, none of the existing file systems is designed to be inherently extensible. Thus, existing file systems are inadequate for managing the heterogeneity in application requirements and data characteristics. The design and implementation of a general-purpose multimedia file system that overcomes these limitations is the subject matter of this paper.
Research contributions
In this paper, we first examine two different architectures for designing multimedia file systems, namely, partitioned and integrated. We examine the trade-offs of these architectures and argue that the integrated architecture yields better resource utilization and performance than a partitioned system. Hence we choose the integrated architecture for designing our multimedia file system. Next we discuss the design requirements imposed on integrated multimedia file systems with respect to (1) the service model, (2) the data retrieval paradigm, and (3) techniques for placement, fault tolerance, caching, and metadata management. These requirements indicate that to efficiently manage heterogeneity along several dimensions, an integrated file system should enable the coexistence of multiple data-type-specific and application-specific techniques.
We then present the design and implementation of Symphony-an integrated file system that meets these requirements. Integrating diverse techniques into a multimedia file system is a key challenge because it complicates the file system architecture. Symphony addresses this challenge by employing a novel two-layer architecture. The lower layer of Symphony implements a set of data-type-independent mechanisms that provide core file system functionality. The upper layer uses these mechanisms to implement multiple data-typespecific and application-specific policies. The two levels of the architecture separate data-type-independent mechanisms from data-type-specific and application-specific policies and thereby facilitate easy extensions to the file system.
In addition to the two-layer architecture, Symphony consists of a number of other novel features. These include: (1) the Cello disk scheduling framework that provides predictable performance to disk requests with diverse requirements, (2) a storage manager that supports multiple block sizes and allows complete control over their placement, (3) a fault-tolerance layer that enables data-type-specific failure recovery, and (4) a two-level metadata (inode) structure that enables data-typespecific structure to be assigned to files while continuing to support the traditional byte stream interface. Symphony also synthesizes a number of recent innovations into the file system. These features include: (1) resource reservation (i.e., admission control) algorithms to provide QoS guarantees [47] , (2) support for client-pull and server-push architectures [33] , (3) support for fixed-size and variable-size blocks [50] , and (4) support for data-type-specific caching techniques [8, 32] .
We describe the prototype implementation of Symphony and present the results of our experimental evaluation. Finally, we reflect on the lessons learned from the Symphony project.
The rest of the paper is organized as follows. In Sect. 2, we examine architectures for designing multimedia file systems. The design requirements imposed on an integrated multimedia file system are outlined in Sect. 3. Sections 4, 5, and 6 de- The partitioned architecture divides the server resources among multiple component file systems, and employs an integration layer that provides a uniform mechanism to access files. The integrated architecture employs a single server that multiplexes all the resources among multiple application classes scribe the architecture and design of Symphony. In Sect. 7, we experimentally evaluate the Symphony prototype. Section 8 describes the lessons learned from the design and implementation of Symphony. Section 9 describes related work, and, finally, Sect. 10 summarizes our results.
Design methodologies
There are two methodologies for designing multimedia file systems: (1) partitioned file systems that consist of multiple file servers, each optimized for a particular data type, glued together by an integration layer that provides a uniform way of accessing files stored on different file servers; and (2) integrated file systems that consist of a single file server that stores all data types. Figure 1 illustrates these architectures. Each architecture has its advantages and disadvantages. Since techniques for building file servers optimized for a single data type are well known [26, 46] , partitioned file systems are easy to design and implement. In such file systems, resources (disks, buffers) are statically partitioned among component file servers. This causes requests accessing different component servers to access mutually exclusive sets of resources, thereby preventing interference between user requests (e.g., servicing best-effort text requests does not violate deadlines of real-time continuous media requests). However, static partitioning of resources has the following limitations:
• Static partitioning of resources is governed by the expected workload on each component server. If the observed workload deviates significantly from the expected, then repartitioning of resources may be necessary. Repartitioning of resources such as disks and buffers is tedious and may require the system to be taken offline [17] . An alternative to repartitioning is to add new resources (e.g., disks) to the server, which causes resources in underutilized partitions to be wasted.
• The storage space requirements of files stored on a component file server can be significantly different from their bandwidth requirements. In such a scenario, allocation of disks to a component server will be governed by the maximum of the two values. This can lead to underutilization of either storage space or disk bandwidth on the server.
In contrast, integrated file systems share all resources among all data types and do not suffer from the above limitations. In such servers, static partitioning of resources is not required; storage space, disk bandwidth, and buffer space are allocated to data types on demand. Such an architecture has several advantages. First, by colocating a set of files with large storage space but small bandwidth requirements with another set of files with small storage space but large bandwidth requirements, this architecture yields better resource utilization. Second, since resources are allocated on demand, it can easily accommodate dynamic changes in access patterns. Finally, since all the resources are shared by all applications, more resources are available to service each request, which in turn improves performance. A disadvantage, though, of integrated file systems is that the file system design becomes more complex due to the need for supporting multiple data types. Moreover, since multiple data types share the same set of resources, requests can interfere with each other. For instance, arrival of a large number of text requests can cause deadlines of realtime continuous media requests to be violated. Algorithms that multiplex resources in a physically integrated file system must be designed carefully to prevent such interference.
We have conducted a quantitative study to examine the trade-offs of the two architectures [41] . Our results showed that (1) an integrated server outperforms the partitioned server in a large operating region and has slightly worse performance in the remaining region, (2) the capacity of an integrated server is larger than that of the partitioned server, and (3) an integrated server outperforms the partitioned server by up to a factor of 6 in the presence of bursty workloads. To provide the intuition for these results, consider the following experiment reported in our study [41] . Consider a file server consisting of 16 disks. Let eight disks each be allocated to the text and video servers in the partitioned architecture, while all disks are shared by all applications in the integrated architecture. Let the text server employ the SCAN disk scheduling algorithm [11] to service user requests. As shown in Fig. 2a , use of SCAN in the integrated server significantly degrades response times of text requests. This is because SCAN does not differentiate between requests with different requirements and schedules requests merely based on their cylinder numbers. The resulting interleaving of text and video requests causes video requests to interfere with text requests, thereby degrading response times of the latter. The performance of the integrated server improves significantly by employing a more sophisticated disk scheduling algorithm such as Cello [40] (see Fig. 2b ). The Cello disk scheduling algorithm employs slack stealing to service text requests before video requests whenever possible. By delaying the servicing of real-time requests until their deadlines, Cello provides low average response times to text requests without affecting the deadlines of video requests. Moreover, by employing all disks to service all applications, Cello can reallocate unused bandwidth from one request class to another, further improving performance. Thus by carefully designing resource management algorithms, an integrated server can provide identical or better performance as compared to a partitioned server (see [40] for a detailed exposition of these issues).
To summarize, integrated file servers obviate the need for static partitioning of resources inherent in partitioned servers. Since the performance gains due to statistical multiplexing of resources outweigh the drawbacks of increased complexity, we choose the integrated architecture for designing Symphony. Next we discuss the design requirements imposed by applications and data types on an integrated multimedia file system.
Design requirements for an integrated file system
An integrated file system should achieve efficient utilization of file system resources while meeting the performance requirements of heterogeneous data types and applications. In what follows, we discuss the effect of this objective on the service model and the retrieval architecture supported by the integrated file system, as well as on techniques for efficient placement, fault tolerance, metadata management, and caching.
Service model
Most existing file systems provide a single class of service to all applications, regardless of their requirements. The UNIX file system, for instance, provides a best-effort service to all applications. If one could cost effectively overprovision such file systems such that the offered load is always significantly smaller than the capacity, then a single class of service may be adequate to meet heterogeneous application requirements. However, modern file system workloads exhibit significant variability at multiple time scales [15] . In such a scenario, overprovisioning for the worst-case usage would require substantial amount of resources and is not cost effective. Regardless of the amount of overprovisioning, a file system can increase the overall utility to applications by supporting multiple classes of service. This enables applications to use the service class that is most suited to their needs and simplifies application development. Instantiating multiple service classes requires the file system to employ (1) a disk scheduling algorithm that supports these classes and aligns the service provided with application needs and (2) resource reservation algorithms that provide performance guarantees to real-time applications.
Retrieval architecture
Most conventional file systems employ the client-pull mode of retrieval in which the server retrieves information from disks only in response to an explicit read request from a client. 1 While the client-pull mode is suitable for textual applications, adapting continuous media applications for client-pull accesses is difficult. This is because maintaining continuity in continuous media playback requires that retrieval requests be issued sufficiently in advance of the playback instant. To do so, applications must estimate the response time of the server and issue requests appropriately. Since the response time varies dynamically depending on the server and the network load, client-pull-based continuous media applications are nontrivial to develop [33] . Hence most continuous media file servers employ the server-push (or streaming) mode of retrieval in which the server periodically retrieves and transmits data to clients without explicit read requests. The server-push mode of retrieval is inappropriate for aperiodic text requests. Hence to efficiently support multiple application classes, an integrated file system should support both the client-pull and the serverpush retrieval modes.
Placement techniques
Due to the large storage space and bandwidth requirements of multimedia data, integrated file systems use disk arrays as their underlying storage medium. To effectively utilize the array bandwidth, the file server must interleave (i.e., stripe) each file across disks in the array. Placement of files on such striped arrays is governed by two parameters: (1) the stripe unit size, 2 which is the maximum amount of logically contiguous data stored on a single disk, and (2) the degree of striping, which denotes the number of disks across which a file is striped. The characteristics of data stored on the array has a significant impact on both parameters. To illustrate, the large bandwidth requirements of real-time continuous media yield an optimal stripe unit size that is an order of magnitude larger than that for text [38] . Use of a single stripe unit size for all data types either degrades performance for data types with large bandwidth requirements (e.g., continuous media) or causes internal fragmentation in small files (e.g., textual files). Similarly, a policy that stripes each file across all disks in the array is suitable for textual data but yields suboptimal performance for variable bit rate continuous media [38] . Moreover, since continuous media files can have a multiresolution nature (e.g, MPEG-2 encoded video), an integrated file system can optimize the placement of such files by storing blocks belonging to different resolutions adjacent to each other on disk [39] . Such contiguous placement of blocks substantially reduces seek and rotational latencies incurred during playback. No such optimizations are necessary for "single resolution" textual files. Since placement techniques for different data types differ significantly, to enhance system throughput an integrated file system should support multiple data-typespecific placement policies and mechanisms to enable their coexistence.
Failure recovery techniques
Since disk arrays are highly susceptible to disk failures, a file server should employ failure recovery techniques to provide uninterrupted service to clients in the presence of failures. Disk failure recovery involves two tasks: online reconstruction, which involves recovering the data stored on the failed disk in response to an explicit request for that data, and rebuild, which involves creating an exact replica of the failed disk on a replacement disk. Conventional textual file systems use mirroring or parity-based techniques for exact online reconstruction of data blocks stored on the failed disk [10] . Continuous media applications with stringent quality requirements also require such exact online reconstruction of lost data. However, for many continuous media applications, approximate online reconstruction of lost data may be sufficient. For these applications, online failure recovery techniques that exploit the spatial and temporal redundancies present in continuous media to reconstruct a reasonable approximation of the lost data have been developed [49] . Unlike mirroring and parity-based techniques, these techniques do not require any additional data to be accessed for failure recovery and thereby significantly reduce the recovery overhead. Hence to enhance system utilization, an integrated file system should support multiple datatype-specific failure recovery techniques and mechanisms that enable their coexistence.
Caching techniques
File systems employ memory caches to improve application performance. To efficiently manage these caches, conventional textual file systems employ cache replacement policies such as least recently used (LRU). It is well known that LRU performs poorly for sequential data accesses [8] and hence is inappropriate for continuous media. Policies tailored for sequential data accesses, such as interval caching [12] , are more desirable for continuous media but are unsuitable for textual data. Since an integrated file system must support applications with different access characteristics, use of a single cache replacement policy for all applications can degrade cache hit ratio. Consequently, to enhance utilization of the cache, an integrated file system should support multiple data-type-specific caching policies as well as mechanisms that enable these policies to efficiently share the cache.
Metadata management
Most conventional file systems allow files to be accessed as a sequence of bytes (i.e., they do not assign any structure to files). For continuous media files, however, the logical unit of access is a video frame or an audio sample. Accessing such files in conventional file systems requires the application to separately maintain logical unit indices. Developing such applications would be simplified if the file system were to allow files to be accessed as a sequence of logical units. Such support is also required to implement the server-push architecture since the file system needs logical unit sizes (e.g., frame sizes) to determine the amount of data that must be accessed on behalf of clients. Consequently, an integrated file system should maintain metadata structures that allow both logical unit and byte-level access to files, thereby enabling any datatype-specific structure to be assigned to files.
Extensibility
The past few years have seen the emergence of a new generation of applications with diverse requirements and data type with heterogeneous characteristics. Rapid advances in computing technologies are likely to accelerate this trend, leading to a proliferation of new applications and data types. An integrated file system should efficiently support both present and future applications and data types. Since it is difficult, if not impossible, to foresee requirements that will be imposed by future applications and data types, an integrated file system will need to employ an extensible architecture. Such an architecture will facilitate easy extensions to the file systems, thereby simplifying the integration of new application classes and data types into the file system.
Requirements summary
The preceding discussion demonstrates that an integrated file system differs from existing file systems in several fundamental ways. Managing heterogeneity in application requirements and data characteristics is key to an integrated file system. To achieve this objective, an integrated file system should: (1) support multiple classes of service, (2) support both the client-pull and server-push modes of retrieval, (3) employ data-type-specific and application-specific policies for placement, caching, failure recovery, and metadata management, (4) employ data-type-independent mechanisms that enable the coexistence of these policies, and (5) employ an extensible architecture. In what follows, we describe the design and implementation of Symphony -an integrated file system that meets these requirements. 
Architecture of symphony
Symphony meets the design requirements outlined in Sect. 3 by employing a novel two-layer architecture. The lower layer of Symphony (data-type-independent layer) implements a set of data-type-independent mechanisms that provide core file system functionality. The upper layer (data-type-specific layer) consists of a set of modules, one per data type, that use the mechanisms provided by the lower layer to implement data-type-specific policies for placement, failure recovery, caching, etc. The layer also exports a file server interface containing methods for reading, writing, and manipulating files. Figure 3 depicts this architecture. By cleanly separating data-type-independent mechanisms from data-typespecific policies, the two-layer architecture of Symphony enables the coexistence of multiple policies. Consequently, file system designers can easily extend the file system functionality by adding policies (modules) for new data types or modify policies for existing data types. Next, we describe the two layers of Symphony in detail.
The data-type-independent layer
The data-type-independent layer of Symphony multiplexes storage space, disk bandwidth, and buffer space among different data types. It consists of three components: the disk subsystem, the buffer subsystem, and the resource manager (Fig. 3) .
The disk subsystem
The disk subsystem of Symphony is responsible for efficiently multiplexing storage space and disk bandwidth among different data types. It consists of four components ( Fig. 4a) : (1) a service manager that supports mechanisms for efficient scheduling of interactive, throughput-intensive, and real-time requests; (2) a storage manager that supports mechanisms for allocation and deallocation of blocks of different sizes as well as techniques for controlling their placement on a disk array; (3) a fault-tolerance layer that enables multiple data-typespecific failure recovery techniques; and (4) a metadata manager that enables data-type-specific structure to be assigned to files. The key features and algorithms used to implement these components are described below. The main objective of this component is to support multiple service classes and meet the quality-of-service requirements of requests within each class. The service manager supports three service classes: interactive best-effort, throughput-intensive best-effort, and soft real-time. Interactive and throughputintensive requests are assumed to arrive at arbitrary instants and are serviced using the client-pull architecture. Real-time requests can be periodic or aperiodic. Whereas aperiodic requests are serviced using the client-pull architecture, periodic requests are serviced in terms of periodic rounds using the server-push architecture. These requests arrive at the beginning of each round and must be serviced by the end of the round (i.e., all requests have the end of the round as their deadline). Symphony employs the Cello disk scheduling framework to meet the requirements of requests in each class [40] . Cello employs a two-level scheduling architecture consisting of a class-independent scheduler and a set of class-specific schedulers (Fig. 4b) . Together the two levels of the scheduler allocate disk bandwidth at two time scales. The class-independent scheduler governs the coarse-grain bandwidth allocation to application classes, while the class-specific schedulers control the fine-grain interleaving of requests from the application classes. Moreover, to ensure predictable allocation of bandwidth, Cello assigns a weight to each application class and allocates bandwidth to classes in proportion to their weights.
Cello maintains four queues -three pending queues, one per application class and a scheduled queue. Newly arriving requests are queued up in the appropriate pending queue. These requests are eventually moved to the scheduled queue, from where they are dispatched to the disk for service. Conceptually, the class-independent scheduler determines when and how many requests are moved from each pending queue to the scheduled queue, whereas the class-specific schedulers determine where to insert these requests in the scheduled queue. Cello provides performance guarantees to application classes at the granularity of intervals. Within each interval, disk bandwidth is allocated to classes in proportion to their weights. To ensure this criterion, the class-independent scheduler moves a request r from the pending queue to the scheduled queue only if the following two conditions are satisfied: (1) the class to which the pending request belongs has sufficient unused allocation and (2) the total allocation used up by all classes does not exceed the interval duration [40] .
The class-specific schedules employ the following policies to determine where to insert a pending request in the scheduled queue:
• Interactive requests: Since interactive requests desire low average response times, the class-specific scheduler for these requests employs the classic slack stealing technique [24] . By inserting, whenever possible, interactive requests before real-time requests (i.e., whenever slack is available), the scheduler ensures low average response times to these requests without violating deadlines of real-time requests. Moreover, a sequence of interactive requests is maintained in SCAN order to reduce disk seek and rotational latency overheads.
• Throughput-intensive requests: Since these requests desire high aggregate throughput but are less concerned about response times of individual requests, the class-specific scheduler inserts these requests at the tail of the scheduled queue in SCAN order. Doing so enables Cello to minimize response times or deadline violations for other classes without affecting the throughput received by applications in this class.
• Real-time requests: Real-time requests are inserted into the scheduled queue in SCAN-EDF order [28] . That is, requests are inserted in increasing order of deadlines (i.e., EDF order) and requests with identical deadlines are inserted in SCAN order.
To efficiently utilize disk bandwidth, Cello reallocates unused disk bandwidth from classes with no pending requests to classes that have used up their allocations but still have pending requests. This ensures that, regardless of the weights, the disk will not idle so long as there are requests waiting to be serviced. Thus, Cello scheduler is work-conserving in nature. Our experimental results show that Cello (1) aligns the service provided with the application requirements, (2) protects application classes from one another, (3) is work-conserving and can adapt to changes in workload, (4) minimizes the seek time and rotational latency overhead incurred during accesses, and (5) is computationally efficient [40] .
The storage manager
The main objective of the storage manager is to enable the coexistence of multiple placement policies in the data-typespecific layer. To achieve this objective, the storage manager supports multiple block sizes and allows control over their placement on the disk array.
To allocate blocks of different sizes, the storage manager requires the minimum block size (also referred to as the base block size) and the maximum block size to be specified at file system creation time. These parameters define the smallest and the largest units of allocation supported by the storage manager. The storage manager can then allocate any block size within this range, provided the requested block size is a multiple of the base block size. The storage manager constructs each requested block by allocating a sequence of contiguous base blocks on disk. 3 To allow control over the placement of blocks on the array, the storage manager allows location hints to be specified with each allocation request. A location hint consists of a (disk number, disk location) pair and denotes the preferred location for that block. The storage manager attempts to allocate a block conforming to the specified hint. If unable to do so, the storage manager allocates a free block that is closest to the specified location. If the disk is full, or if the storage manager is unable to find a contiguous sequence of base blocks to construct the requested block, then the allocation request fails.
The ability to allocate blocks of different sizes and allow control over their placement has the following implications:
• By allowing a location hint to be specified with each allocation request, the storage manager exposes the details of the underlying storage medium (i.e., the presence of multiple disks) to the rest of the file system. This is a fundamental departure from conventional file systems, which use mechanisms such as logical volumes to hide the presence of multiple disks from the file system. By providing an abstraction of a single large logical disk, a logical volume makes the file system oblivious to the presence of multiple disks [17] . This enables file systems built for single disks to operate without any modifications on a logical volume containing multiple disks. The disadvantage, though, is that the file system has no control over the placement of blocks on disks (since two adjacent logical blocks could be mapped by the volume manager to different locations, possibly on different disks). In contrast, by exposing the presence of multiple disks, the storage manager allows the data-type-specific layer precise control over the placement of blocks, albeit at the expense of having to explicitly manage multiple disks.
• The mechanisms provided by the storage manager enable any placement policy to be implemented in the data-typespecific layer. For instance, by appropriately generating location hints, a placement policy can stripe a file across all disks in the array or only a subset of the disks. Sim-ilarly, location hints can be used to cluster blocks of a file on disks, thereby reducing seek and rotational latency overheads incurred in accessing these blocks. The placement policy can also tailor the block size on a per-file basis (depending on the characteristics of the data) and maximize disk throughput. The drawback, though, of allowing a large number of block sizes to coexist is that it can lead to fragmentation. The storage manager attempts to minimize fragmentation effects by employing free block coalescing -a technique that coalesces adjacent free blocks to construct larger free blocks [22] . While such coalescing significantly reduces disk fragmentation, it does not completely eliminate it. Hence the flexibility provided by the storage manager must be used judiciously by placement policies instantiated in the data-type-specific layerfor instance, by restricting the block sizes used by these policies to a small set of values.
The fault-tolerance layer
The main objectives of the fault-tolerance layer are to support data-type-specific reconstruction of blocks in the event of a disk failure and to rebuild failed disks onto spare disks. To achieve these objectives, the fault-tolerance layer maintains parity information on the array. To enable data-type-specific reconstruction, the fault-tolerance layer supports two mechanisms: (1) a reliable read, in which parity information is used to reconstruct blocks stored on the failed disk, and (2) an unreliable read, in which parity-based reconstruction is disabled, thereby shifting the responsibility of failure recovery to the client [49] . Unlike read requests, parity computation cannot be disabled while writing blocks since parity information is required to rebuild failed disks onto spare disks. The key challenge in designing the fault-tolerance layer is to reconcile the presence of parity blocks with data blocks of different sizes. The fault-tolerance layer hides the presence of parity blocks on the array by exporting a set of logical disks, each with a smaller capacity than the original disk. The storage manager then constructs a block by allocating a sequence of contiguous base blocks on a logical disk. To minimize seek and rotational latency overheads, we require that this sequence be stored contiguously on the physical disk as well. Since the fault-tolerance layer uniformly distributes parity blocks across disks in the array (analogous to RAID-5 [31] ), the resulting interleaving of parity and data blocks can cause a sequence of contiguous blocks on a logical disk to be separated by intermediate parity blocks. To avoid this problem, the fault-tolerance layer uses a parity block size that is equal to the maximum block size that can be allocated by the storage manager (Fig.  5) . Each data block within a parity group now contains a sequence of base blocks, all of which are contiguous on disk. By ensuring that each allocated block is contained within a data block of a parity group, the storage manager can ensure that the block is stored contiguously on disk.
The metadata manager
The metadata manager is responsible for allocating and deallocating structures that store metadata information and allows any data-type-specific structure to be assigned to files. As in the UNIX file system [23] , metadata structures are of a fixed size and stored on a reserved portion of the disk. Each metadata structure contains information such as the file owner, file creation time, access protection information, the block size used to store the file, the type of data stored in the file, and a novel two-level index. Level one of the index maps logical units (e.g., frames) to byte offsets, whereas level two maps byte offsets to disk block locations. This enables a file to be accessed as a sequence of logical units. Moreover, by using only the second level of the index, byte level access can also be provided to clients. Thus by appropriately defining the logical unit of access, any data-type-specific structure can be assigned to a file. Note that the information contained in metadata structures is data-type-specific in nature. Hence the metadata manager merely allocates and deallocates metadata structures; the actual metadata themselves are created, interpreted, and maintained by the data-type-specific layer.
The buffer subsystem
The main objective of the buffer subsystem is to enable multiple data-type-specific caching policies to coexist. To achieve this objective, the buffer subsystem partitions the cache among various data types and allows each cache replacement policy to independently manage its partition. To enhance utilization, the buffer subsystem allows the buffer space allocated to cache partitions to vary dynamically depending on the workload.
To implement such a policy, the buffer subsystem maintains two buffer pools: a pool of deallocated buffers and a pool of cached buffers. The cache pool is further partitioned among various caching policies. Buffers within a cache partition are maintained by the corresponding caching policy in order of increasing access probabilities; the buffer that is least likely to be accessed is stored at the head of the list (Fig. 6) . Thus the LRU policy maintains the least recently accessed buffer at the head of the list, while the most recently used (MRU) policy maintains the most recently accessed buffer at the head. For each buffer, the caching policy also computes a time to reaccess (TTR) metric, which is an estimate of the next time the buffer is likely to be accessed [43] . Since the TTR value is inversely proportional to the access probability, the buffer at the head of each list has the maximum TTR value, and TTR values decrease monotonically within a list.
On receiving a buffer allocation request, the buffer subsystem first checks if the requested block is cached and, if so, returns the requested block. In case of a cache miss, the buffer subsystem allocates a buffer from the pool of deallocated buffers and inserts this buffer into the appropriate cache partition. The caching policy that manages the partition determines the position at which the buffer must be inserted in the ordered list.
Whenever the pool of deallocated buffers falls below a low watermark, buffers are evicted from the cache and returned to the deallocated pool. 4 The buffer subsystem uses TTR values to determine which buffers are to be evicted from the cache. At each step, the buffer subsystem compares the TTR values of buffers at the head of each list and evicts the buffer with the largest TTR value (Fig. 6) . If the buffer is dirty, then the data are written out to disk before eviction. The process is repeated until the number of buffers in the deallocated pool exceeds a high watermark.
The resource manager
The key objective of the resource manager is to reserve system resources (i.e., disk bandwidth and buffer space) to provide performance guarantees to real-time requests. To achieve this objective, the resource manager uses: (1) a quality-of-service (QoS) negotiation protocol that allows clients to specify their resource requirements and (2) admission control algorithms that determine if sufficient resources are available to meet the QoS requirement specified by the client.
The QoS negotiation process between the client and the resource manager uses a two-phase protocol. In the first phase, the client specifies the desired QoS parameters to the resource manager. Typical QoS parameters specified are the amount of data accessed by a request, deadline of a request, duration between successive requests, etc. Depending on the service class of the client (i.e., periodic real-time or aperiodic real-time), the resource manager then invokes an appropriate admission control algorithm. The admission control algorithm determines if there is sufficient disk bandwidth and buffer space to service the client and returns a set of QoS parameters indicating this availability. Based on resource availability, these QoS parameters can be less than or equal to the requested QoS. The resource manager also tentatively reserves these resources for the client. In the second phase, the client either confirms or rejects the QoS parameters returned by the admission control algorithm. In the former case, the tentatively reserved resources are committed; otherwise, resources are freed and the negotiation process is restarted, either with a reduced QoS requirement or at a later time. If the resource manager does not receive a confirmation or rejection from the client within a specified time interval, it frees resources that were tentatively reserved. This prevents malicious or crashed clients from holding up unused resources. Once QoS negotiation is complete, the client can begin reading or writing the file; reserved resources are freed when the client closes the file.
Depending upon the nature of the guarantees provided, admission control algorithms proposed in the literature can be classified as either deterministic or statistical [45, 47, 48] . Deterministic admission control algorithms make worst-case assumptions about resources required to service a client and provide deterministic (i.e., hard) guarantees to clients. In contrast, statistical admission control algorithms use probabilistic estimates about resource requirements and provide only probabilistic guarantees. The key trade-off between deterministic and statistical admission control algorithms is that the latter leads to better utilization of resources than the former at the expense of weaker guarantees. Symphony supports both deterministic and statistical admission control algorithms; a detailed discussion of these algorithms is beyond the scope of this paper [47] .
The data-type-specific layer
The data-type-specific layer consists of a set of modules that use the mechanisms provided by the data-type-independent layer to implement policies optimized for a particular data type. The layer also exports a file server interface containing methods for reading, writing, and manipulating files [42] . Each module implements a data-type-specific version of these methods, thereby enabling applications to create and manipulate files of that data type. In what follows, we describe datatype-specific modules for two data types, video and text.
The video module
The video module implements policies for placement, retrieval, metadata management, and caching of video data. Before describing these policies, let us first examine the structure of a video file. Digitization of video yields a sequence of frames. Since the uncompressed frames can be large in size, digitized video data are usually compressed prior to storage. Compressed video data can be multiresolution in nature, and hence each video file can contain one or more substreams. For instance, an MPEG-1 encoded video file always contains a single substream, while MPEG-2 encoded files can contain multiple substreams [18] . Depending on the desired resolution, only a subset of one these substreams needs to be retrieved during video playback; all substreams must be retrieved for playback at the highest resolution.
The video module supports video files compressed using a variety of compression algorithms. This is possible since the video module does not make any compression-specific assumptions about the structure of video files. Each file is allowed to contain any number of substreams, and each frame is allowed be arbitrarily partitioned among these substreams. Hence a substream can contain all the data from a particular frame, a fraction of the data, or no data from that frame. Such a file structure is general and encompasses files produced by most commonly used compression algorithms.
Note that the only information needed by Symphony is the boundaries of frames in each (sub)stream; frame boundary information can be determined by implementing libraries that detect this information for different compression algorithms and provide the byte offsets of frames to the file system when writing the file.
Assuming this structure for a video file, we now describe placement, retrieval, metadata management, and caching policies for video data.
Placement policy
Placement of video files on disk arrays is governed by two parameters: the block size and the striping policy. The video module supports both fixed-size blocks (each of which contains a fixed number of bytes) and variable-size blocks (each of which contains a fixed number of frames). Fixed-size blocks are more suitable for environments with frequent writes and deletes, whereas variable-size blocks are suitable for predominantly read-only environments [50] . In either case, the specific block size to be used can be specified by the client at file creation time (a default value is used if the block size is unspecified). The video module then uses the interfaces exported by the storage manager to allocate blocks of the specified size. While the block size is known a priori for fixed-size blocks, it can change from one block to another for variable-size blocks. In the latter case, the video module determines the total size of the next f frames within a substream (assuming that each variable-size block contains f frames), rounds it upwards to a multiple of the base block size, and requests a block of that size from the storage manager. Since the size of f frames may not be an exact multiple of the base block size, to prevent internal fragmentation, the video module stores some data from the next f frames in the unused space in the current variablesize block. Hence accessing a variable-size block causes these extra data to be retrieved, which are then cached by the video module to service future read requests.
To effectively utilize the array bandwidth, the video module stripes each substream across disks in the array. If substreams are stored on the array in terms of variable-size blocks, then the module stripes each substream across all the disks in the array. On the other hand, when substreams are stored on the array in terms of fixed-size blocks, the striping policy depends on the array size. For small disk arrays, each substream is striped across all disks in the array. Such a policy, however, degrades performance for large disk arrays. Consequently, large arrays are typically partitioned into subarrays and each file is striped across a single subarray [38] . Since the storage manager allows the disk number to be specified with the hint, such a striping policy can be easily implemented by generating appropriate location hints. The striping policy also optimizes the placement of multiresolution video files on (ii) Placement of this file on a disk array P1 Fig. 7 . Example of the video placement policy. The figure shows the placement of a multiresolution video file on a disk array using variable-size blocks. Each substream is striped across disks; data blocks from the two substreams that are likely to be accessed together are stored contiguously the array. This is achieved by storing blocks of different substreams that are likely to be accessed together adjacent to each other on disk [39] . Such contiguous placement significantly reduces seek and rotational latency overheads incurred during video playback. Figure 7 depicts this policy using an example. The figure shows a multiresolution MPEG-2 video file with two substreams, one containing all I and P frames and the other containing all B frames. Each substream is independently striped using variable-size blocks. Blocks from the two substreams containing adjacent frames are likely to be accessed together and hence are stored contiguously on a disk.
Retrieval policy
The video module uses the interface provided by the service manager to support both periodic real-time and aperiodic real-time requests. Periodic real-time requests are serviced using the server-push architecture, while aperiodic real-time requests are serviced using the client-pull architecture. Periodic real-time clients are serviced by the video module in terms of periodic rounds. For each such client the video module generates a list of blocks to be read or written at the beginning of each round and issues requests for these blocks. In contrast, for aperiodic real-time clients the video module waits for an explicit request from the client before retrieving data. Such requests arrive at arbitrary instants and are inserted upon arrival into the real-time queue of the service manager.
Meta data management
Symphony allows any data-type-specific structure to be assigned to files. Since the logical unit of access for video is a frame, the video module allows each file to be accessed as a sequence of frames. Each file can also be accessed as a sequence of bytes to support applications that require a byte stream interface. To allow efficient random access both at the byte level and the frame level, the module maintains a twolevel index structure. The first level of the index, referred to as Assuming that a video file contains n substreams, Symphony maintains n two-level indices, one for each substream. Each two-level index contains a frame map and a byte map. In practice, these metadata are maintained as a single frame map and a single byte map, each containing a sequence of ntuples. As shown, the i-th field of a tuple represents the frame map and the byte map for substream i the frame map, maps frame offsets to byte offsets, while the second level, referred to as the byte map, maps byte offsets to disk block locations. Whereas both levels of the index are used during frame-level access, only the byte map is used during byte-level access. In principle, a video file can have multiple substreams if it supports multiple resolutions (e.g., MPEG-2). Such a two-level index needs to be maintained for each substream in that file. Figure 8 illustrates the index structure for a multiresolution video file. Such a two-level inode structure permits efficient random access to frames as well as bytes. For variable-size blocks, random access in the byte map is supported by maintaining the byte map using base blocks (recall that each variable size blocks is a sequence of contiguous base blocks).
Caching policy
Since video accesses are sequential, caching policies such as LRU are ineffective for video files [8] . Recently, the interval caching policy was proposed for caching video blocks. The policy caches the interval between two clients accessing the same file, thereby serving requests of the trailing client from the cache. Given a fixed amount of buffer space, the policy maximizes the number of cached intervals (and hence utilization) by caching intervals in increasing order of sizes [12] .
The video module uses the interval caching policy to cache video blocks. Blocks of a file that are accessed by a single client are never cached (i.e., they are returned to the deallocated pool after use). When a second client starts accessing a file, then the video module begins caching blocks being accessed by the first client in its cache partition. The trailing client must access the initial portion of the file from disk (since those blocks weren't cached). All subsequent accesses, however, are serviced from the cache.
The text module
The policies implemented by the text module are very similar to those employed by conventional UNIX file systems [4, 23 ]. For instance, the text module supports only best-effort requests, all of which are serviced in the client-pull mode. The placement policy employed by the text module supports only fixed-size blocks and stripes successive blocks of a file onto consecutive disks in a round-robin manner. The text module supports only a byte-level access to each file. To do so, it maintains a byte map for each text file that is similar to the UNIX inode. Finally, as in UNIX, the text module uses an LRU policy to cache text blocks.
System operation
Having described the video and text modules, we now describe the operation of these modules. After opening a file for reading or writing, the client must first negotiate the desired QoS with the server. QoS negotiation is only performed for real-time requests and causes the service manager to reserve sufficient resources to service the client. The client can then begin reading or writing data. For periodic real-time reads, the video module consults the file metadata at the beginning of each round to determine blocks that must be read for each substream. The video module then requests buffers for these blocks from the buffer subsystem. If a requested block is cached, then it is immediately queued up for network transmission to the client. In case of a cache miss, the video module inserts a read request for the block in the real-time queue of the appropriate disk. Disk blocks retrieved in a round are transmitted to clients in the following round.
For periodic write requests, the video module maintains a list of buffers containing data received from the client in the previous round. The video module then requests disk blocks for each substream from the storage manager (which allocates these blocks based on hints provided by the placement policy) and issues appropriate write requests. Based on the frame size information and the blocks allocated to each substream, the video module also generates and writes out the two-level index structure for each file. The video module frees buffers allocated to a request either when the write finishes or when the read data have been transmitted to the client. Client-pull-based reads and writes operate in a similar manner, except that the text and video modules wait for an explicit request from the client.
Prototype implementation
We have implemented a prototype of Symphony on the Solaris 2.5.1 platform. The Symphony prototype runs as a single multithreaded process in user space and access disks as raw devices; a separate kernel module implements the vnode interface for Symphony so as to allow existing applications to access files stored on Symphony. Symphony employs a thread-per-request model to service client-pull requests -a new thread is created for each new request, which then checks if the requested data are cached, hands the request to the disk scheduler on a cache miss, and finally transmits the retrieved data to client. Server-push requests are serviced using two perpetual threads -a disk thread and a network thread. The disk thread issues read/write requests for each server-push client at the beginning of each round, and the network thread transmits these data to clients and also receives data being written to disk. The Cello disk scheduler employs its own threads to instantiate the class-independent and class-specific schedulers; these threads are responsible for processing requests in the pending and scheduled queues.
Symphony supports two sets of interfaces:
• NFS interface: The kernel module of Symphony implements the vnode interface of Solaris and thereby allows Symphony to support NFS operations. To do so, the kernel module implements two new system calls that enable the user-space Symphony server to communicate with the kernel. The kernel module also maps a set of buffers from the kernel address space to Symphony address space. This enables efficient, zero-copy data transfer from the kernel address space to the Symphony address space and vice versa. Thus, the Symphony-kernel communication employs system calls on the control path and the kernel remapped buffers on the data path. Note that, by implementing the NFS interface, Symphony can support all existing applications without any modifications.
• Native RPC interface: Due to its stateless nature, the NFS protocol cannot be used to support server-push (i.e., streaming) requests. To overcome this drawback, Symphony supports a native RPC interface that supports serverpush access to files. In addition to methods for server-push accesses, the interface also supports methods for creating and deleting files, methods for client-pull-based reads and writes, and methods for negotiating QoS for real-time requests (Table 1) . Several options can be specified when creating a file, including the file type, the block size to be used for the file, etc. (judicious default values are used for options such as the block size when unspecified).
Experimental evaluation of the Symphony prototype
In this section, we experimentally evaluate the Symphony prototype to demonstrate the efficacy of its disk scheduling, placement, and failure recovery algorithms. The experiments reported in this paper are a summary of our key results; more detailed experiments may be found in [41, 40, 38] . The testbed for our experiments consists of a cluster of Sun workstations interconnected by 100-Mb/s Ethernet as well as a 155-Mb/s ATM network. The Symphony prototype runs on a dual-processor Ultra Sparc (Model 2700) that has 128 MB of RAM and runs Solaris 2.5.1. The storage medium used for the server consists of four 2.1-GB Seagate Barracuda disks (Model ST12450W) connected to the Ultra Sparc via a fast wide SCSI interface. Symphony application programs run on a cluster of four Sparc-20 and Sparc-5 workstations, all of which run Solaris 2.5. In what follows, we describe our experiments and analyze our results.
Performance of text and video clients
Recall from Sect. 5.1.1 that the Cello disk scheduler delays the servicing of real-time requests until their deadlines and uses the available slack to service interactive requests. By giving priority to interactive text requests whenever sufficient slack is available, Cello provides low response times to these requests. To demonstrate this behavior, we compiled two versions of the prototype, one that used Cello and the other that used CSCAN [11] . In both cases, we populated the server with a large number of text and video files. Each text file was 64 KB in size and was striped using a block size of 4 KB. Each video file was 6.5 MB in size and contained 1000 MPEG-1 compressed frames, striped using a block size of 64 KB. 5 The playback rate for each video file was 30 frames/s, and the average bit rate was 1.5 Mb/s. We assigned weights of w 1 = 0.6, w 2 = 0.05, and w 3 = 0.35 to the real-time, throughput-intensive, and interactive classes, respectively. The duration of a round was set to 1 s. For both versions of the prototype, we varied the number of video clients and measured the response time seen by text requests. Each video client in our experiments was a modified version of mpeg play and retrieved a randomly selected file in the periodic real-time mode. Each text client read a randomly selected text file in sequential order using 8-KB requests. Figure 9a plots the average response time for an 8-KB request observed in the two cases. The figure shows that the Cello provides better response times to text requests than CSCAN. This is because CSCAN services requests in the order of their disk cylinder numbers. Since it interleaves text and video requests based on this ordering, the response 5 The data for the video files were obtained by digitizing several television sitcoms, newscasts, and sports events. To demonstrate that the improvement in the response time for text requests did not come at the expense of deadline violations for video requests, we repeated the above experiment by varying the block size used for each video file and measured the service time of disks (i.e., the duration for which a disk was busy in each round). Figure 9b depicts the service time of a disk for different numbers of video clients and different block sizes. It shows that the service time of the disk is within 600 ms, which is the duration of each round allocated to realtime requests (since w 1 = 0.6 and the round duration is 1 s). Hence the disk scheduler is able to meet the real-time requirement of video clients. Together, Fig. 9a and b show that, even at a moderate disk utilization level of 25%, Symphony yields a factor of 1.9 improvement in response time of text requests over conventional disk scheduling algorithms while meeting the deadlines of all real-time video requests.
Recall that Symphony allows a client to specify the block size at file creation time. The block size used to stripe a file can have a significant impact on server performance. Choosing a large block size reduces seek and rotational latency overheads and increases disk throughput (see Fig. 10a and b) . Doing so, however, also reduces the total number of blocks accessed from the array and results in a sparsely loaded array. This increases the load imbalance across disks in the array (Fig. 10b) and can result in a reduction in throughput. Hence clients must choose a block size that maximize throughput by balancing the latency overhead as well as the load. In [38] , we proposed analytical models that use server configuration and workload characteristics to determine such an optimal block size. Clients can use these models to determine a block size appropriate for their needs.
Performance in the presence of disk failure
The fault-tolerance layer allows multiple fault-tolerance policies to coexist within the file system. Specifically, it allows clients to enable or disable parity-based reconstruction (using reliable or unreliable reads) for recovering data. Since an entire parity group must be retrieved to reconstruct a block requested from the failed disk, parity-based reconstruction imposes a large (100%) overhead on the server [10] ; no such overhead is imposed when parity-based reconstruction is disabled. To demonstrate this fact, we configured the prototype to assume that one of the disks in the array had failed. We varied the number of video clients and measured the load on the server (in terms of the service time of a disk) with paritybased reconstruction enabled. Next, we repeated the experiment with parity-based reconstruction disabled. As expected, the service time of disk with parity-based reconstruction enabled was twice that with parity-based reconstruction disabled. Thus disabling parity-based reconstruction reduces the failure recovery overhead from a factor of two to zero. The trade-off, though, is that this option requires sophisticated clients that can exploit redundancies in video data to approximately reconstruct lost data. Also, approximate reconstruction causes a degradation in image quality. However, studies have shown that the degraded quality is within human perceptual tolerances for many commonly used compression algorithms (e.g., JPEG and MPEG) [49] .
Lessons learned from the Symphony project
In this section, we discuss the lessons learned from the design and implementation of Symphony over the fast 4 years. We first discuss the merits of the Symphony approach and then discuss disadvantages and hurdles that we encountered.
Advantages and benefits
• Modularity simplifies file system design. Our initial implementation of Symphony was monolithic. The increasing complexity of our file system implementation (due to the need for supporting multiple policies) necessitated a redesign, resulting in a modular two-layer architecture. Our two-layer architecture, based on the adage of separating mechanisms from policies, substantially simplified the addition of new modules to the file system. • Multiservice file system design. File systems that provide a single class of service (e.g., best-effort service) and are optimized for a single performance criterion are no longer adequate to handle the increasing diversity of today's application workloads. Hence file systems of the future must provide multiple classes of service to meet diverse application needs. Operating systems such as Nemesis [35] are also founded upon this tenet.
• Application-specific and data-type-specific policies yield performance gains. Exploiting application-specific and data-type-specific semantics while implementing file system policies results in substantial performance gains. The class-specific schedulers of Symphony exemplify this principle by yielding a factor of 2.5 improvement in response time over conventional disk scheduling algorithms such as SCAN [40] .
Disadvantages and hurdles
• Generality of mechanisms can hurt performance. Symphony attempts to keep the mechanisms in the data-typeindependent layer very general so as to allow a diverse set of policies to be implemented in the data-type-specific layer. In some cases, this generality can hurt performance. For instance, the storage manager allows any block size to be chosen for a file -a policy that can result in disk fragmentation. Instead, restricting the set of block sizes to a small set of values may reduce fragmentation effects without any significant loss in performance or flexibility.
• Complex scheduling polices. An integrated file system multiplexes its resources among different application classes. To do so, it must employ complex scheduling and resource management policies that can be simultaneously optimized for different performance criteria. The design and implementation of such policies make file system design more complex.
• Lack of benchmarks. Most file system benchmarks (e.g., the Andrew benchmark) have been designed for best-effort textual workloads and are inadequate for evaluating the performance of multimedia file systems that service heterogeneous workloads. The lack of a benchmark tailored to multimedia file systems was a key hurdle in evaluating the performance of Symphony. Consequently, our evaluation was restricted to the use of microbenchmarks that focused on specific components of Symphony.
Related work
Several techniques for the storage and retrieval of continuous media have been proposed in the literature [3, 7, 19, 45, 44, 46] . Symphony builds upon these techniques and integrates them into a general-purpose file system. For instance, the interval caching policy employed by the video module was proposed by Dan et. al. [12] The efficacy of using variable-size blocks for storing video files has been demonstrated by several studies [9, 19] . Techniques for approximate reconstruction of image and video data (e.g., JPEG and MPEG) have been proposed by Vin et al. [49] and Danskin et al. [13] . Admission control algorithms have been discussed by Rangan et al. [45] and Vin et al. [47] . Techniques for scalable striping strategies are discussed in [2] . More recent work has examined the efficacy of random placement and has shown that the strategy can provide better performance over traditional striping [37] . The notion of a multiservice storage architecture (MSSA) was first proposed in the early 1990s in [5] . The work was later extended to multiservice operating systems in [35] . The multiservice storage systems employs a two-level hierarchy; the low-level storage service provides a traditional byte-sequence file abstraction, while the high-level storage service supports structured files. Specific examples for supporting directory services, mail services, multimedia files, and database files using the two-level hierarchy are provided. Like MSSA, Symphony employs a two-level architecture that supports both byte-sequence and structured files. The primary difference between the two efforts is that MSSA is a single-disk system (or is based on multiple independent disks). Symphony assumes a multidisk architecture based on disk arrays, and consequently mechanisms and policies in Symphony are tailored for disk arrays. For instance, the storage manager supports mechanisms for implementing different data-type-specific striping policies, while the fault-tolerance layer provides mechanisms for handling disk failures in a data-type-specific fashion. Thus, Symphony extends many of the initial ideas from the MSSA work to modern disk-array-based file servers. Symphony also supports a QoS-aware disk scheduler, an issue not considered in the MSSA work. On the other hand, issues such as concurrency control and access control via capabilities are considered in detail in MSSA and are not dealt with in Symphony.
Several recent research efforts have focused on designing integrated file systems. The Fellini storage manager [25] and CMFS [3] are file systems that can handle both real-time continuous media data and best-effort textual data. Similarly, MMFS is a single-disk file system that adds continuous media support to a FreeBSD-based file system [29] . The Tiger Shark file system from IBM and XFS from SGI are results of commercial efforts to build integrated file systems [16, 17] . These file systems come closest to Symphony in terms of the offered features. For instance, these file systems support variable-size blocks (referred to as extents), guaranteed rate I/O, etc. However, they do not employ features such as a disk scheduler that supports diverse applications, data-type-specific placement, failure recovery, and caching policies. Moreover, they statically partition the storage space available on the disk array using logical volumes. Logical volumes can either span a mutually exclusive set of disks or share the same set of disks by statically partitioning the space on each disk. In the former case, both storage space and disk bandwidth get statically partitioned among logical volumes, while in the latter case only the storage space is statically partitioned and the disk bandwidth is dynamically shared by logical volumes. In contrast, Symphony is a physically integrated file system in which all resources are dynamically shared among applications. A Linux-based integrated disk scheduler that is similar to our Cello disk scheduler is proposed in [51] ; the paper provides a detailed overview of the implementation challenges in instantiating an integrated disk scheduler into a conventional operating system such as Linux.
The logical disk abstraction [20] provides an interface that allows multiple file systems to coexist on a single storage device. Logical disks provide functionality similar to those provided by the data-type-independent layer of Symphony such as multiple block sizes, location hints, etc. However, a key difference between logical disks and Symphony is that the former do not differentiate between request types and consequently provide only a best-effort service model. In contrast, Symphony employs multiple service classes that enable it to efficiently support real-time requests as well as best-effort requests.
Several efforts have focused on designing extensible and adaptive systems. Exokernel [14] and SPIN [6] are two efforts at building extensible operating systems. These systems focus on securely multiplexing resources among untrusted besteffort applications, whereas Symphony focuses on multiplexing resources so as to provide different qualities of service to applications. Stackable file systems enable file system extensions by layering one file system abstraction on top of another [21] . The Odyssey system employs application-aware adaptation (i.e., a collaborative partnership between the operating system and applications) to efficiently support diverse applications in a mobile computing environment [30] .
Finally, several recent efforts have focused on the design of scalable streaming media proxies [1, 34] . Since proxies typically maintain a cache and objects in the cache are replaced when new objects are fetched, a proxy workload is somewhat different from a server workload (which is dominated by reads). Symphony's extensible architecture allows us to experiment with and employ different data-type-specific and application-specific policies for proxy environments; the design of such policies is the focus of ongoing research.
Concluding remarks
In this paper, we discussed various architectural considerations in designing an integrated multimedia file system and their trade-offs. We argued that, to efficiently support storage and retrieval of heterogeneous data types, integrated file systems should enable the coexistence of multiple data-typespecific policies. We then presented the design of Symphony, an integrated multimedia file system that achieves this objective. The architecture of Symphony consists of two layers. The lower layer provides a set of data-type-independent mechanisms that implement core file system functionality. The upper layer uses these mechanisms to implement data-typespecific policies and exports a file server interface containing methods for reading, writing, and manipulating files. Some of the novel features of Symphony include support for multiple service classes; a QoS-aware disk scheduling algorithm; and support for data-type-specific placement, failure recovery, metadata management, and caching techniques.
Our experiments with the Symphony prototype demonstrated the efficacy of dynamic allocation of resources and supporting multiple data-type-specific policies. Our results showed that Symphony yields a factor of 1.9 improvement in text response time over conventional disk scheduling algorithms even in the presence of moderate video loads while continuing to meet the real-time requirements of video clients. We also showed that (1) tailoring the block size and placement policy to application requirements improves server throughput and (2) supporting data-type-specific failure recovery policies enables Symphony to reduce the recovery overhead for continuous media applications from a factor of two to zero.
