The Marcus-Lushnikov process is a finite stochastic particle system, in which each particle is entirely characterized by its mass. Each pair of particles with masses x and y merges into a single particle at a given rate K(x, y). Under certain assumptions, this process converges to the solution to Smoluchowski equation, as the number of particles increases to infinity. The Marcus-Lushnikov process gives at each time the distribution of masses of the particles present in the system, but does not retain the history of formation of the particles. In this paper, we set up a historical analogue of the Marcus-Lushnikov process (built according the rules of construction of the usual Markov-Lushnikov process) each time giving what we call the historical tree of a particle. The historical tree of a particle present in the Marcus-Lushnikov process at a given time t encodes information about the times and masses of the coagulation events that have formed that particle. We prove a law of large numbers for the empirical distribution of such historical trees. The limit is a natural measure on trees which is constructed from a solution to Smoluchowski coagulation equation.
1 Presentation of the problem
Introduction
Let E = (0, ∞). Let K : E × E → (0, ∞) be a symmetric continuous function. Let S be the set of finite integer-valued measures on (0, ∞). S contains elements of the form
for n ∈ N where y 1 , . . . , y n > 0 are distinct and for i ∈ {1, . . . , n}, m i ∈ N. The MarcusLushnikov process with coagulation kernel K is the continuous time Markov chain on S with non-zero transition rates given by q(x, x ′ ) = m i m j K(y i , y j ) if i < j 1 2 m i (m i − 1)K(y i , y i ) if i = j for x ′ = x + δ y i +y j − δ y i − δ y j . Let us give a way of constructing a Marcus-Lushnikov process (X t ) t≥0 . Let [N] = {1, . . . , N} and let y 1 , . . . , y N > 0 be the masses (not necessarily distinct) associated to each particle in [N] . Set
For each i < j take an independent random variable T ij such that T ij is exponential with parameter K(y i , y j ), and define T = min i<j T ij .
Set X t = X 0 for t < T and X T = X t − (δ y i + δ y j − δ y i +y j )
if T = T ij , then begin the construction afresh from X T . Each pair of clusters i < j coagulates at rate K(y i , y j ). Now fix µ 0 a measure on E and take a sequence x N 0 N ≥0 ∈ S such that
weakly on E as N → ∞. Let (X Without loss of generality, for the rest of the paper, we will take m(N) = N. Indeed, after one step in the process above, the number of masses in the system will be less than N and so we will be exactly in the case where m(N) < N. Our aim in this paper is to set up a historical analogue of the process µ N t and to prove that it converges to a limit measure that can be constructed from the strong solution to a generalised form of Smoluchowski's equation [1] , [2] (to be made precise below).
Before defining precisely this new process let us explain why it is interesting to know about the history of formation of a cluster.
The Marcus-Lushnikov process [5] describes the stochastic Markov evolution of a finite system of coalescing particles. It gives at each time the distribution in masses of the particles present in the system but does not retain any other information that the particles might contain. In other words, we lose in part the information contained in the particles that is their history. Why is it interesting to know about the history ? For instance, consider a system of N particles with associated masses y 1 , . . . , y N > 0. Assume that these particles can only be of three types say either A, B or C. Allow them to coagulate according to the rules of coagulation of the Marcus-Lushnikov process. Then, the usual Marcus-Lushnikov will give us at each time the masses of the particles present in the system but will not be able to tell us for each particle present at this time how many particles of type A, B or C this particle contains along with the order of formation. Our historical measure will give us at each time the particles formed with their respective masses, the time when they have formed but also the history of the formation from its beginning that is the time at which each intermediary particles have formed along with what they contain. We could think of an other application in industry in the process of making a certain chemical product. We can assume that in order to make a certain powder we need to put N ingredients in a specific order and at specific times. Then our historical measure will allow us to follow the formation of the powder and to detect if ingredients were put in the wrong order at the wrong time.
We are now going to review the work of [1] and [2] about the convergence of µ N t to the strong solution to Smoluchowski's equation as we will use this tool to prove our main result (stated in 1.3).
Related work
Take ϕ : E → (0, ∞) to be a continuous sublinear function. We suppose that ϕ ≥ 1. Assume that the coagulation kernel can be written as follows:
K(x, y) =K(x, y)ϕ(x)ϕ(y)
withK bounded on E × E. For µ a non-negative Borel measure on E such that,
E×E
K(x, y)µ(dx)µ(dy) < ∞ we define L(µ) as follows:
for all f bounded and measurable. We consider the following measure-valued form of the Smoluchowski coagulation equation,
We admit as a strong local solution any map:
where T ∈ (0, ∞] and M + is the set of non-negative Borel measures on E, such that 1. for all B ⊆ E compact,
is measurable.
f (x)ϕ(x)µ t (dx)
as N → ∞ in probability, that is µ N t → µ t as N → ∞ weakly in probability with weight function ϕ. Indeed, for ǫ > 0, for all f continuous and bounded on E, for all t < T , we can find ν > 0, such that for all N > 0,
Our main result Assumptions
The following assumptions hold for the whole paper. Let µ 0 be a measure on (0, ∞) and take a sequence µ For convenience we will write y N k = y k for all k ∈ [N] = {1, . . . , N}. Let E = (0, ∞). Let K : E × E → (0, ∞) be a symmetric continuous function. Let ϕ : E → (0, ∞) be a continuous sublinear function. We suppose that ϕ ≥ 1. Assume that (2),(4) and (5) are satisfied and that K is bounded on sets of the form [0, M] 2 with M > 0. Let (µ t ) t<T be the strong solution to (3) with T > 0.
Basic notations for Trees
For a finite set J ⊂ N, we write T(J) for the smallest set containing J, such that {i, j} ∈ T(J) whenever i, j ∈ T(J). We refer to elements of T(J) as trees. They are finite binary trees with leaves labeled by elements of J. Each i ∈ T(J) has a set of leaf labels
for all i, j ∈ T(J). For each i ∈ T(J), |λ(i)| will denote the number of elements of the set λ(i). Let n : T(J) → N be the counting function, defined as follows: 
Here,
and I[4] = {{{1, 2}, 3}, {4, 5}} .
The historical measures
Fix t < T. Our principal object of interest is a process of empirical particle measures µ N t on the space of historical trees A(0, t) which we shall now define. The space A(0, t) is given by
where A 1 (0, t) = (0, ∞) and for τ = {τ 1 , τ 2 } ∈ T,
Let us illustrate these historical spaces through an example. Take τ = {{1}, 1} ∈ T. The tree below represents a ξ = (s 2 , {ξ 1 , ξ 2 }) ∈ A τ (0, t) with ξ 1 ∈ A {1} (0, s 2 ), ξ 2 ∈ A 1 (0, s 2 ). Here
We equip A(0, t) with its Borel σ-algebra (we explain in Appendix 5.1 how to equip A(0, t) with a topology). We define on A(0, t) the mass function m : A(0, t) → (0, ∞).
For ξ ∈ A 1 (0, t) = (0, ∞), we set m(ξ) = ξ.
Recursively for τ = {τ 1 , τ 2 } ∈ T, for ξ = (s, {ξ 1 , ξ 2 }) ∈ A τ (0, t), we set
The empirical historical measureμ N t is given bỹ
is the set of trees present in the system at time t. I(t) is given by
, ξ i t = y i and for i = {i 1 , i 2 } ∈ I(t), with S i = s, we set ξ i t = (s, {ξ
As we trace back the past of a particle we obtain a tree. Observe that this empirical measurẽ µ N t and our usual Marcus Lushnikov process µ N t (defined in subsection 1.1) are related through the following equality, µ
We are interested in taking the limit of this empirical measure as N → ∞. We define the limit measure on A(0, t) as follows. For ξ ∈ A 1 (0, t), we set
where y = m(ξ) and (µ r ) r<T is the strong deterministic solution to (3) . Recursively for τ = {τ 1 , τ 2 } ∈ T, ξ = (s, {ξ 1 , ξ 2 }) ∈ A τ (0, t) with s < t < T , we definẽ
Our main result
Our aim in this paper is to prove the following result.
weakly on A(0, t) in probability.
This theorem is proved is Section 4. Before giving in subsection 1.5, an outline of how we are going to prove Theorem 1.1, we need first to introduce some more material. The next subsection 1.4 is dedicated to introduce a coupled family of processes built on the same probability space (Ω, F , P) (to be specified below), which we shall see are Marcus-Lushnikov and which will be really convenient to use for most of our intermediary proofs. J . We start off with the set of particles J 0 N = J with respective masses (y i : i ∈ J). We set X Almost surely, we have v 0 = S {i 0 ,j 0 } (ω) for some unique i 0 , j 0 ∈ J 0 N with i 0 = j 0 . We then obtain a new set of particles
Almost surely, we have v 1 = S {i 1 ,j 1 } (ω) for some unique i 1 , j 1 ∈ J 1 N with i 1 = j 1 . We obtain a new set of particles J
We start again as above with J 2 N and so on. The process stops when there is only one particle left in the system. Therefore, for each ω ∈ Ω J , there exist trees
is a partition of J, and J n N satisfies the recursive relation
can be interpreted as the time of death of the tree particle i in J, if this particle was alive in the system at some time. If J = [N], we set T
[N ] i = T i . The empirical historical measure on treesμ N t can be rewritten as follows
The Marcus Lushnikov property for this family
is Marcus-Lushnikov with kernel
In particular, X
[N ] t t≥0
and X
N t t≥0
have same distribution.
Proof of Theorem 1.2 : Starting from
it is clear that the first jump has the correct distribution for Marcus-Lushnikov. Let us now look at the k + 1 th jump. We condition on
where for l ∈ {1, . . . , k}, J l N is the set of particles present on [s l , s l+1 ) and s 1 < · · · < s k are the jump times. What are the transition rates to go from step k to step k + 1? Conditional on A k , we consider the set of particles J where for each i, j ∈ J k N with i = j, V {i,j} is exponential with parameter
and,
if i was formed at some s i ∈ {s 1 , . . . , s k } and j ∈ J. s j if j was formed at some s j ∈ {s 1 , . . . , s k } and i ∈ J. max(s i , s j ) if i was formed at some s i ∈ {s 1 , . . . , s k } and j was formed at some s j ∈ {s 1 , . . . , s k }\{s i }.
Thus, for each i, j ∈ J k N with i = j, V {i,j} has started at time s {i,j} and has been running for a duration of s k − s {i,j} . Nevertheless, by the memoryless property for exponential random variables, for h > 0,
Thus, it is equivalent to add s k − s {i,j} to S {i,j} and consider that V {i,j} starts from s k . Hence, conditional on A k , we find exactly the T we considered in the construction of the the Marcus-Lushnikov process in 1.1. Therefore, the transition rates are the same. Thus X ⋆ + J). We shall see that the coupled family of Marcus-Lushnikov processes µ N,J t t≥0
: J ⊆ [N] will be useful in most of the intermediary proofs leading to our main result. Let us now give an outline of the intermediary results we need in order to prove Theorem 1.1.
Outline proof of main result
Fix t ∈ [0, T ). In order to prove Theorem 1.1, we need to prove that for all f ∈ C b (A(0, t))
as N → ∞ in probability. To prove (8), we shall see that it is sufficient to prove that for
as N → ∞ in probability. Then we will be able to conclude, using a tightness argument (that is explained in subsection 4.1). To show (9), it is sufficient to prove that
as N → ∞. Then,
as N → ∞ in probability. Thus, we need to compute E f,μ N t
. The paper is set as follows. Section 2 is dedicated to the computation of E f,μ N t . In Section 3, we will prove (10) and (11) in order to obtain (9). Finally in Section 4 we will use the results out obtained in the previous sections to prove Theorem 1.1.
Intermediary computations
For the whole section we start with the set of particles [N] with associated masses y 1 , . . . , y N > 0 (that is µ N 0 ) and we consider the probability space (Ω, F , P) that we have defined in subsection 1.4. We fix 0 ≤ t < T. The aim of this section is to calculate E f,μ
A finite sum of conditional expectations
Let us fix τ ∈ T with n leaves that is n(τ ) = n and take f ∈ C b (A τ (0, t)). We are going to express E f,μ N t as the expectation of a finite sum of conditional expectations. Recall that for i ∈ T ⋆ [N], τ (i) denotes the type of the labeled tree i. We can write,
For any i ∈ T ⋆ n [N] with type τ , there are 2 q(τ ) permutations possible of the particles composing i which will keep the tree i invariant where q(τ ) is the number of symmetries in the tree τ . This is given recursively by q(1) = 0 and for
Example : Take i = {1, {2, 3}}. This tree has for type τ = {1, {1}} and q(τ ) = 1. The permutations leaving the tree i alike are the identity permutation and the one sending 1 to itself and exchanging 2 and 3. Hence 2 q(τ ) permutations leave this tree invariant.
[N] to be the tree obtained from i 0 by replacing each particle i ∈ [n] in i 0 by σ(i).
We shall compute
for all σ ∈ S n,N . In order to compute this quantity, we shall find it useful to work with labeled trees.
Working with labeled trees
We are going to introduce spaces similar to A(0, t), but for labeled trees.
Vector tree of masses
Assume that this tree is formed from the particles i 1 < · · · < i n . We write y = (y i 1 , . . . , y in ) for its associated vector of masses. Its vector tree of massesỹ is the tree of masses obtained from i by replacing each particle in this tree by its mass. For instance i = {1, {2, 3}} and y = (y 1 , y 2 , y 3 ) giveỹ = {y 1 , {y 2 , y 3 }}. 
Labeled historical spaces of trees
and setÃ
Observe that when we integrate over A y i (0, t), we only integrate over the coagulation times as the masses of the particles are fixed whereas integrating over A i (0, t) means integrating over the coagulation times along with the masses.
Reduction of the problem
Each particle j ∈ [N] has a given mass y j . Take τ ∈ T with n(τ ) = n for some n ∈ N. Fix f ∈ C b (A τ (0, t)). In order to compute E f,μ N t , without loss of generality, by subsection 2.1, we need to compute
with type τ (i) = τ and associated vector of masses y = (y 1 , . . . , y n ) and
on forgetting labels is 2 q(τ ) to 1. Define
The set g
Hence, we can write
If we fix ζ
, then all the other elements of g
by permuting masses between the particles that form a symmetry in the tree i. Hence g
can be written as a set depending only on ζ 0 t .
Example :
It is clear in the set g
that we can obtain one particle from the other by exchanging masses between particles 1 and 2 which are symmetric in this tree.
For convenience, according to the context and the spaces we consider, ξ i t will stand for either an element of A τ (0, t) or A i (0, t) and more particularly since the masses of the particles are fixed as an element of A y i (0, t) where y is the vector of masses of the tree i. Hence it is enough to compute
We are going to compute (14) first for some particular i and f i . Then, we will use these intermediary results to solve the general case i ∈ T ⋆ n [n] and f i ∈ C b (A i (0, t)) and by the relation (13) we will obtain an expression for f ∈ C b (A τ (0, t)).
Case f = 1 and τ = 1
We take τ = 1 ∈ T and f = 1 ∈ C b (A τ (0, t)) . The corresponding set of labeled trees with type 1 is [N]. Without loss of generality take i = 1. The corresponding
, we have by definition S i = 0. Hence, in this case, we want to compute P(T 1 > t | F J 1 ) where
where T 1 is as defined previously the time at which particle 1 dies in (µ N r ) r<t and y 1 is the mass of particle 1.
Proof of Theorem 2.1 : Since µ N,J 1 t is measurable with respect to F J 1 , we can write µ
. . , N} and that for j ∈ {2, . . . , N}, S {1,j} (ω
by independence of the (V {1,j} : j ∈ J 1 ). Now, for all r ∈ [0, r 1 (ω
So,
Hence ,
Finally, by Fubini, we get :
as required.
Case f and τ general
Recall that each particle j ∈ [N] has a given mass y j > 0. Take τ ∈ T with n(τ ) = n, for some n ∈ N and fix i ∈ T ⋆ n [n] with type τ (i) = τ and associated vector of masses 
Useful notations
Fix 0 ≤ t < T.
Recursively for i ∈ T ⋆ n [n] with associated vector of masses y, for ξ = (s,
The projection map from ∆(ξ) onto the space of trees of masses
where the space T(0, ∞) is given by
where
An expression for the conditional expectation
is defined in 1.4). The lemma below will be proved later on.
Lemma 2.2. With the notations above, on the event {S
Hence, integrating over A y i (0, t) we obtain
Therefore, we need to compute P y S i ≤ t < T
[n]
Lemma 2.3.
where ν = ν y i is the Lebesgue measure defined in the Appendix 5.2 and for ξ ∈ A y i (0, t) and s ∈ (0, t),
Proof of Lemma 2.3: Let us fix ξ ∈ A y i (0, t). To ξ we can uniquely associate {(s 1 , j 1 ), . . . , (s n−1 , j n−1 )} where s 1 < · · · < s n−1 are the coagulation times and j 1 , . . . , j n−1 are the labeled trees (subtrees of i) formed at s 1 , . . . , s n−1 respectively. Denote by J k (ξ) the set of trees (subtrees of i) present on [s k , s k+1 ) for k ∈ {0, . . . , n − 1} with the convention s 0 = 0 and s n = t. For each k ∈ {1, . . . , n − 1}, we write
For convenience, for each k ∈ {1, . . . , n − 1} we will write
We start with
..,n−1 be the jump chain associated to the Markov-Lushnikov process µ
Let J 1 , . . . , J n−1 be the jump times. Observe that after the n − 1 th jump there is only one particle left in the system, and so the process is in an absorbing state. Thus, the configuration ξ can be represented through the jump times and the jump states by, for k = 0, . . . , n − 1,
δ y j and J k = s k .
For k ∈ {0, . . . , n−2}, the rate of going from
N and the rate of leaving the state
Hence,
Replacing q k and q k,k+1 by their respective values we obtain that
Now let us prove Lemma 2.2. Before proving it, let us introduce some basic no-
Proof of Lemma 2.2:
) representing the configuration ξ. To ξ we can uniquely associate { (s 1 , j 1 ) , . . . , (s n−1 , j n−1 )} where s 1 < · · · < s n−1 are the coagulation times and j 1 , . . . , j n−1 are the labeled trees (subtrees of i) formed at s 1 , . . . , s n−1 respectively. Denote by J k (ξ) the set of particles from ξ present on [s k , s k+1 ) for k ∈ {0, . . . , n−1} with the convention s 0 = 0 and s n = t. For each k ∈ {1, . . . , n − 1}, we write
Also, for convenience, for each k ∈ {1, . . . , n − 1} we will write
.
To obtain our result, conditional on {S i ≤ t < T
i } it is enough to compute :
i }, the quantity (16) means that on each interval [s k , s k+1 ), each particle in J k (ξ) will not interfere with the configuration µ
that i 0 will survive until s k+1 where J k (s k ) is the set of particles present in µ
denotes the time of death of the particle i 0 when starting from the set of particles J k (s k ) ∪ {i 0 } (this death time is defined in 1.4) we want T
It is exactly the result we have obtained in Theorem 2.1. For short we will write, T
. Thus, setting
we can write, conditional on
The process we consider is a continuous-time Markov process whose state space is the space of measures on the set (0, ∞). Hence, fixing the coagulation times s 1 < · · · < s n−1 we can consider the process independently on each interval [s k , s k+1 ) starting respectively from (y k , µ
) where y 0 = (y 1 , . . . , y n ) and for k ∈ {0, . . . , n − 1}, y k = (y j , j ∈ J k (ξ)). Thus,
First, let us compute
are independent random variables. Thus,
For j ∈ J 0 (ξ), by Theorem 2.1,
Now let us compute
, . . . , n − 1}. We are starting at time s k−1 with the set of particles J k−1 (ξ). By the memoryless property for exponentially distributed random variables, it is equivalent to start off at time 0 with the set J k−1 (ξ) and to go to s k − s k−1 . Hence, the computation of P y k ,µ
, j 1 by j k , and s 1 by s k − s k−1 . Thus,
Thus,
and where for y ∈ (0, ∞) n , the Lebesgue measure ν y i is defined in the Appendix 5.2.
Convergence for teh conditional expectation
Fix y = (y 1 , . . . , y n ) ∈ (0, ∞) n . This is the vector of masses associated to the particles {1, . . . , n}. Letỹ be the tree vector of masses associated to i ∈ T ⋆ n [n]. Define
Proof of Theorem 2.4 : For a given ξ ∈ A y i (0, t), we can write
where s 1 < · · · < s n−1 are the coagulation times associated to ξ and j 1 , . . . , j n−1 are its labeled subtrees (subtrees of i) formed at these respective times. J k (ξ) represents the set of tree particles (subtrees of i) from ξ present on [s k , s k+1 ) for k = 0, . . . , n − 1 with the convention s 0 = 0 and s n = t. As N → ∞, for each k ∈ {1, . . . , n − 1},
Now we want to show that
as N → ∞ in probability. It is sufficient to show that for each k ∈ {1, . . . , n − 1} and
as N → ∞ in probability. For k ∈ {1, . . . , n − 1} and j ∈ J k (ξ) consider the random variable X
Now, we know that K(y j , y) =K(y j , y)ϕ(y j )ϕ(y).
For y ∈ (0, ∞) define f y j : (0, ∞) → (0, ∞) such that f y j (y) =K(y j , y)ϕ(y j ).
By hypothesis, this function is continuous and bounded. Hence, we can write
The first term converges to 0. By (6), the second converges to 0 in probability as N → ∞. Hence X k,j N → 0 in probability as N → ∞. Hence, for all ξ ∈ A y i (0, t),
, ξ → h (µ r ) r<t , ξ in probability as N → ∞. Now, on A y i (0, t) K ξ is bounded, say by some C > 0. Thus,
Moreover, for all ξ ∈ A y i (0, t),
Hence by the Bounded Convergence Theorem,
as N → ∞ in probability as required.
Some convergence results
The aim of this section is to prove (9, that is, for all τ ∈ T, for all f ∈ C b (A τ (0, t)),
as N → ∞ in probability.
Convergence of the expectation
We recall that we are working with the set of initial particles [N] = {1, . . . , N} with associated masses y 1 , . . . , y N > 0. Let τ ∈ T with n leaves, that is n(τ ) = n. Take i ∈ T Proposition 3.1.
Proof of Proposition 3.1 :
We can write, f,μ
where m : A(0, t) → (0, ∞) is the mass function defined in subsection 1.3. Hence,
We use the following lemma that we shall prove below.
Thus, taking the limsup and liminf over N in the expression (17) and applying Lemma 3.2, we obtain,
Since µ 
is bounded for all N. Indeed, since ϕ is sublinear, for all t, we have ϕ, µ
and a fortiori,
so it is bounded for all N. Moreover, it converges to | ϕ(1 − Ψ M ), µ t | in probability as N → ∞. Thus, by the Bounded convergence Theorem,
as N → ∞. Taking the limsup over N in the expression (20) we obtain lim sup
As M → ∞, ϕ(1 − Ψ M ) ց 0 and is positive. Hence, by the Monotone Convergence Theorem,
that is going to 0 as M → ∞. Thus,
Hence, taking the limit as M → ∞ in the relations (18) and (19) we obtain lim sup
Thus, lim
Proof of Lemma 3.2 :
using the expression of the conditional expectation obtained at the end of the subsection 2.4.2.
Step 1: We are going to give an alternative expression of E f M ,μ N t using a new measure. Define on (0, ∞) n the measure,
δ (y i 1 ,...,y in ) .
In this expression, the first three terms in the integral (inside the expectation) only depends on (y i 1 , . . . , y in ), whereas the last term depend on (y 1 , . . . , y N ). Nevertheless we only need to know which particles are present in the first three terms to work out which particles are going to be in the last term. Moreover, if there exist i 1 , i
Thus we can write,
Step 2: We are going to show that we can write
Let us consider for k > 1 with n 1 + n 2 + . . . + n k = n modulo some permutations of the masses. Take k < n − 1 and consider,
by substituting in the tree i(i 1 , . . . , i n ), the particles {i p : 1 ≤ p ≤ n 1 } by the particle i 1 , the particles {i p : n 1 + 1 ≤ p ≤ n 1 + n 2 } by the particle i 2 . . . , and finally the particles {i p : n−n k + 1 ≤ p ≤ n} by the particle i k . It is a tree where particles are not all distinct.
We are going to prove that this quantity is •(
N
). By a similar argument to before we can write
where g : (0, ∞) k → R is the expectation above. Now define
We can identify µ N,n 1 ,...,n k 0 and µ
is the zerofunction and so is f M . Now, for all (i 1 , . . . , i n ) ∈ [N] n non necessarily distinct,
Now,
as ϕ ≥ 1. It is clear that this quantity is going to 0 as N → ∞ since k < n − 1 and
Step (x 1 , . . . , x n ). Hence we can write
By Theorem 2.4, for all x 1 , . . . , x n ∈ (0, ∞),
Now, we need to prove that
But,
as N → ∞ as required.
Convergence of the expectation of the square
We are still working with [N] = {1, . . . , N} with associated masses y 1 , . . . , y N > 0. Take τ ∈ T with n leaves that is n(τ ) = n for some n > 0. Fix f ∈ C b (A τ (0, t)). The aim in this section is to prove the following result.
In this aim, we are going to proceed similarly to sections 2 and 3. First we are going to express E f,μ N t 2 as the expected value of a finite sum of conditional expectations, then we will compute these conditional expectations and give some properties about their convergence. Finally we will prove Proposition 3.3.
An expression for the expectation
We can write,
where Im(σ) = {σ(j) : j ∈ [N]}. Observe that in the formula above we omitted terms of the form
Indeed, in this case, by the way we constructed the {S j :
(because by construction the trees have all distinct leaves) and so the quantity above is equal to 0. Let us look at the first term in the expression of E f,μ N t 2 . We have
Hence as N → ∞,
Thus, we need to compute the following conditional expectation
An expression for the conditional expectation
In order to compute E f,μ N t 2 , without loss of generality, by subsection 3.2.1, we need to compute
Hence we can write,
Lemma 3.4.
Conditional on the event {S
K(y r , y r ′ ).
2.
In the lemma above, the quantity (1) is similar to the one in Lemma 2.2 except that here, it means that for ξ 1 ∈ A (ω J ). Hence, mimicking the proof of Lemma 2.2, we obtain the formula of the lemma. The second part of the proof comes from applying the Lemma 2.3 along with an argument of independence.
(dξ 2 ).
Convergence for the conditional expectation
We keep the same notations that in the previous section and we define,
and
Proposition 3.5.
We are not proving this proposition since the proof is similar to the proof of Theorem 2.4.
Proof of Proposition 3.3
We are going to sketch the proof of this proposition as it is very similar to the proof of Proposition 3.1.
Step 1:
and so
Step 2:
..,in,j 1 ,...,jn=1 with i 1 , . . . , in, j 1 , . . . , jn distinct δ (y i 1 ,...,y in ,y j 1 ,...,y jn ) .
We can write
Hence, by mimicking Lemma 2.2 we can write,
By Theorem 3.4,
Hence, we deduce that
Hence, we obtain lim sup
Thus, lim
Conclusion
For all τ ∈ T and for all f ∈ C b (A τ (0, t)) we have proved that
as N → ∞. So we deduce by the remark we did at the beginning of the paper, that for all f ∈ C b (A τ (0, t)), f,μ
as N → ∞ in probability. Now let us prove our main result.
4 Proof of Theorem 1.1
Our aim in this section is to prove our main result stated in Theorem 1.1, that is
as N → ∞ weakly in probability. In Section 3, we have proved that for τ ∈ T and for all
as N → ∞ in probability. To prove Theorem 1.1, we need to prove that for all f ∈ C b (A(0, t)), f,μ
A tightness argument
We are reviewing here a particular case of the work of [1] , [2] . The usual MarcusLushnikov process gives at each time the distribution in masses of the particles present in the system but does not retain any notion of configuration of these particles. We are going to define a process (X N t ) t≥0 (the Marcus Lushnikov on trees) on T(0, ∞), the space of trees on (0, ∞). The space T(0, ∞) is given by
where T 1 (0, ∞) = (0, ∞) and for τ = {τ 1 , τ 2 } ∈ T,
Recursively for τ = {τ 1 , τ 2 } ∈ T, for y = {y 1 , y 2 } ∈ T τ (0, ∞), we set
Define also the counting function n ′ : T(0, ∞) → N as follows. For y ∈ T 1 (0, ∞) = (0, ∞) we set n ′ (y) = 1.
Let us define (X t ) t≥0 . Let [N] = {1, . . . , N} and let y 1 , . . . , y N > 0 be the masses associated to each particle in [N] . Set
For each i < j ∈ [N] take an independent random variable T ij such that T ij is exponential with parameter K (m ′ (y i ), m ′ (y j )), and define
Set X t = X 0 for t < T and
if T = T ij , then begin the construction afresh from X T . Let (X N t ) t≥0 be MarcusLushnikov on T(0, ∞) with kernel K N starting from
be the map on forgetting times. Henceμ 
Defineφ :
On T 1 (0, ∞) = (0, ∞),φ = ϕ and so φ 2 , µ 0 = ϕ 2 , µ 0 < ∞ by (4). Then [1] tells us that we can find n 0 > 0 such that for all N,
where C(ǫ) > 0. Now by (22)
4.2 Proof of Theorem 1.1
Moreover, (A n ) n≥1 forms an increasing sequence. Set f n = f 1 An . Then, f n ∈ C b (A n ) and f n → f as n → ∞. We can write
as N → ∞, in probability. Thus, since the sum over {τ ∈ T with n(τ ) ≤ n} is finite, we obtain f n ,μ
as N → ∞, in probability. Now let us prove our result. Also, for all n, f n → f as n → ∞ and |f n | ≤ |f |. Hence, by the dominated convergence theorem,
as n → ∞. Now let us fix ǫ > 0. Consider,
By subsection 4.1, we know that we can find n 0 > 0, such that for all N,
So using the relation (25) we obtain that
for all n ≥ n 0 . Hence, for n ≥ n 0 , for all N,
For the third term, by 4.1, we can choose n 1 so that, for all n ≥ n 1 ,
For the second term : Take n ≥ max(n 0 , n 1 ). By the relation (24), we can find N 0 so that for all N ≥ N 0 , P | f n ,μ
as N → ∞ in probability. Hence,μ N t →μ t as N → ∞ weakly in probability as required.
Appendix

A topology on A(0, t)
We equip A(0, t) with a topology. Definê : A(0, t) → A(0, A τ 1 (0, 1) andξ 2 ∈ A τ 2 (0, 1) .
We are going to construct a topology on A(0, 1) and then rescaling we will obtain a topology on A(0, t). The set T is countable so we can give it a strict total order <. For τ = 1 ∈ T, A 1 (0, 1) = (0, ∞). We equip A 1 (0, 1) with the usual topology on (0, ∞). For τ = {τ 1 , τ 2 } ∈ T with τ 1 < τ 2 , we can identify A τ (0, 1) to be We equip (0, 1) with the usual topology on R. We have already given A 1 (0, 1) a topology. Hence, we equip A {1} (0, 1) with the product topology (Tychonoff topology). By induction, assume we have topologies on A τ 1 (0, 1) and A τ 2 (0, 1) for τ 1 , τ 2 ∈ T. Recursively for τ = {τ 1 , τ 2 } ∈ T with τ 1 < τ 2 , we equip is naturally equipped with a topology. Finally, rescaling, we obtain a topology on A(0, t) for t ≥ 0. Similarly, we can equipÃ(0, t) with a topology. 
A measure on A
A limit measure onÃ(0, t)
Let E = (0, ∞). Fix 0 ≤ t < T . Fix n > 0. We define a limit measure onÃ(0, t) as follows. For ξ ∈ A k (0, t) with k ∈ N, set Take ξ = (s, {ξ 1 , ξ 2 }) ∈ A i (0, t). Without loss of generality, assume that i 1 is formed from the particle 1, . . . , k with associated masses y 1 = (y 1 , . . . , y k ) and that i 2 is formed from the particle k + 1, . . . , n with associated masses y 2 = (y k+1 , . . . , y n ). 
Some simulations
Here are some simulations under Visual Basic of the Marcus-Lushnikov process on trees. The graphics below represent trees that have been simulated following the MarcusLushnikov process on trees with different kernel K and an initial number of particles N. In these simulations, all the initial particles have mass 1. These pictures show for each kernel the sort of trees limit we can expect to find in the limit measure. 
