A Genetic Algorithm (GA) is developed to nd small or minimal Fixed Polarity Reed-Muller expressions (FPRMs) for large functions. We combine the GA with greedy heuristics, i.e. we use Hybrid GAs (HGAs). We show by experiments that results superior to all other approaches for large functions can be obtained using GAs.
Introduction
Genetic Algorithms (GAs) are often used in optimization and machine learning 6, 2] . In many applications they are superior to the classical optimization techniques, e.g. gradient-descent. Recently, GAs have succesfully been applied to several hard problems in CAD 3] .
The high complexity of modern VLSI circuitry has shown an increasing demand for synthesis tools. In the last few years synthesis based on AND/EXOR realizations has gained more and more interest, because AND/EXOR realizations are very e cient for large classes of circuits 9, 8] .
In the following we consider a restricted class of EXOR Sum-Of-Products expressions (ESOPs), called Fixed Polarity Reed-Muller expressions (FPRMs), and present methods to minimize them by GAs. First preliminary ideas on how to model FPRM-minimization in a genetic environment have been presented in 1] . In this paper we concentrate on more sophisticated genetic algorithms (including hybrid approaches) and show that results superior to all previously published methods can be obtained.
The tness function of our algorithm can be evaluated quickly by using a problem dedicated multi-level data structure, called Ordered Functional Decision Diagrams (OFDDs). The correspondence between OFDDs and FPRMs was already used in 5] and is This work was supported in part by DFG grant Be 1176/4-2 also used here in combination with genetic operators. In contrast to other methods 7] this allows the minimization of large functions with several outputs in parallel. Thus, our algorithm matches more closely the minimization problem for PLAs. Experimental results on large functions that improve on the results in 5] are given to show the e ciency of our approach. Finally we discuss the quality-time trade-o that results from di erent population sizes and from di erent applications of the greedy heuristic.
Problem Domain
An FPRM is an exclusive-OR of AND product terms, where each variable only appears in complemented or uncomplemented form, but not both. For the representation of Boolean functions we use a multi-level data structure, called OFDDs, as de ned in 5]. An OFDD for a function f is a rooted directed acyclic graph giving a recursive AND/EXOR based decomposition of f into simpler subfunctions, constant 0 and 1 being the simplest subfunctions. An OFDD for f directly corresponds to an FPRM of f with xed polarity. Furthermore, OFDDs allow ecient synthesis operations, at least with respect to our application 4, 5] . Using the OFDD it is possible to determine very fast the number of terms of the corresponding FPRM and to change the polarity of the FPRM by manipulation of the OFDD.
We now consider the following problem, that will be solved using GAs:
How can we determine a polarity for a given Boolean function f such that the number of terms in the corresponding FPRM is minimized?
3 Genetic Algorithm
In this section we describe the Genetic Algorithm (GA) that is applied to the problem given above.
Representation
For each variable a polarity must be chosen. Thus, each element of the population corresponds to an ndimensional binary vector. A population is a set of vectors. Using this binary encoding each string represents a valid solution.
Objective Function and Selection
As an objective function that measures the tness of each element we use the number of terms in the FPRM corresponding to the chosen polarity. This function has to be minimized to nd a small twolevel representation of the function. The number of terms is determined using OFDDs (see Section 2). An OFDD with a given polarity p is transformed to an OFDD with polarity p 0 by performing EXORoperations. Each EXOR-operation on an OFDD G of size jGj has runtime O(jGj 2 ), and thus can be performed e ciently.
The selection is performed by roulette wheel selection. Additionally, we also make use of elitarism 2]: Some of the best elements of the old population are included in the new one anyway. This strategy guarantees that the best element never gets lost and that a faster convergency is obtained. GA practice has shown that this method is usually advantageous. The size of the population is adapted dynamically using problem speci c measures. (The choice of the population size will be explained later.)
Initialization
At the beginning of each GA-run an initial population is randomly generated and the tness is assigned to each element.
Often it is helpful to combine GAs with problem speci c heuristics 2]. The resulting GAs are called Hybrid GAs (HGAs). In our application we use the following greedy heuristic from 5]:
Greedy Heuristic (GRE): Start with an OFDD and change the polarity of variable x 1 . Choose the best polarity for x 1 and go to the next variable (if it exists).
In our applications we focus on the question, whether it is ingenious to consider HGAs with respect to runtime and quality of the result. The initial population is further optimized by applying the greedy algorithm GRE to i elements randomly chosen (i 2 f0; ::; popg), where pop denotes the size of the population. (If i = 0 we have a pure GA, i.e. a GA without application of heuristics.) A frequent application of GRE to the initial population guarantees that the starting points are not too bad, thus the convergency is speeded up. The application of GRE itself is time consuming, but forces a faster convergency. Therefore it is only applied at the beginning and at the end to the best element for a nal optimization to avoid local minima.
Genetic Operators
In the following we describe the genetic operators used in our application. All operators are directly applied to binary strings of nite length that represent elements in the population. The parent(s) for each operation is (are) determined by the mechanisms described in Subsection 3.2.
Reproduction: Copying strings according to their tness.
Crossover: Construction of two new elements x 1 and x 2 from two parents y 1 and y 2 , where the rst (second) part of x 1 (x 2 ) up to a randomly chosen cut position i is taken from y 1 and the second ( rst) part is taken from y 2 .
2-time Crossover: Construction of two new elements x 1 and x 2 from two parents y 1 and y 2 , where the rst (second) part of x 1 (x 2 ) up to a cut position i is taken from y 1 (y 2 ), the second part up to a second cut position j > i is taken from y 2 (y 1 ) and the last part is again taken from y 1 (y 2 ).
Mutation: Construction of a new element from a parent by copying the whole element and randomly changing its value at mutation position i.
2-time Mutation: Construction of a new element
from a parent by copying the whole element and randomly changing its value at mutation positions i and j (i 6 = j).
Mutation with neighbour: Construction of a new element from a parent by copying the whole element and randomly changing its value at mutation positions i and i + 1. Obviously, all genetic operators only generate valid solutions, if they are applied to the binary strings. 
Algorithm
Using the operators introduced above our genetic algorithm works as follows:
1. Initially a random population of binary nite strings is generated and i elements are optimized by the greedy heuristic as described in Subsection 3.3. 2. The better half of the population is copied in each iteration without modi cation. Then the genetic operators reproduction and crossover are applied to another pop 2 elements. The elements are chosen according to their tness as described in Subsection 3.2. The newly created elements are then mutated by one of the three mutation operators with a given probability. 3. The algorithm stops if no improvement is obtained for 50 log(best f itness) iterations, where best f itness denotes the tness of the best element in the population. Finally, if i > 0, the greedy algorithm is applied to the best element. A sketch of the algorithm is given in Figure 1. 
Parameter Settings
The size of the population is adapted dynamically. The initial population has size half of the number of variables of the considered Boolean function. After initialization the population size depends on the average tness of the population. If the average tness is smaller than 100 the size is decreased to constant 5. Experimental results have shown that convergency and runtime are speeded up without loss of quality.
The genetic operators are iteratively applied corresponding to their probabilities:
1. Reproduction is performed with a probability of 20%.
name Crossover and 2-time crossover are performed with a probability of 80%. 3. Mutation, 2-time mutation and mutation with neighbour are carried out on the newly generated elements with a probability of 15%.
Experimental Results
In this section we present experimental results that were carried out on the package presented in 4] on a Sun Sparc 10. All times given are measured in CPU seconds.
We applied our algorithm to several benchmarks from LGSynth91. In 5] OFDD based heuristics have been compared to several other approaches. There it has been shown that with this method the best results were obtained. Thus, in the following we restrict ourselves to a comparison with 5] with respect to runtime and quality of the results.
In a rst series of experiments the HGA is applied to small benchmarks with up to 15 variables. For these functions the optimal solution with respect to the considered objective function has been determined in 5]. The results are given in Figure 2 . in (out) denotes the number of inputs (outputs). Column exact gives the results of the exact method of 5] and HGA denotes the approach presented in this paper. time gives the runtime of the corresponding algorithm. terms denotes the number of terms in the resulting FPRM. For all benchmarks we used the same parameter set, i.e. we applied the greedy heuristic to pop 4 elements. The HGA always determined the minimal solution and additionally is much faster than the exact method, e.g. the HGA is more than 420 times faster for benchmark gary.
In a next series of experiments we applied the HGA to larger benchmarks for which the optimal solution is not known. We compare our results with the most powerful (and most time consuming) heuristic from 5]. The results are presented in Figure 3 . Finally, we discuss the in uence of the frequency of the application of the greedy heuristic and the size of the population to runtime and quality.
For this we consider benchmark vg2 as an example. The results are given in Figure 4 . i in the top row denotes the number of applications of the greedy heuristic after initialization. pop denotes the size of the population. The upper row for each population size gives the resulting number of terms and the lower row gives the runtime measures in CPU seconds.
As can easily be seen good results are not obtained, if the population size is chosen too small. In contrast a too large population size wastes resources without any gain. The pure GA, i.e. the GA without application of the greedy heuristic, performs not very good, since the starting points are too bad. This avoids a fast convergency. Our experimental results have shown, that our parameter settings lead to good results with respect to runtime and quality on average.
Conclusions
An OFDD based method to minimize FPRMs using hybrid GAs was presented. We focused on the minimization problem of large functions and showed that our results improve signi cantly on the best results known before 5].
It is focus of current work to generalize this approach and to apply it to more general classes of AND/EXOR networks. 
