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REDUCIBILITY OF SCHRO¨DINGER EQUATION ON THE SPHERE.
ROBERTO FEOLA AND BENOIˆT GRE´BERT
ABSTRACT. In this article we prove a reducibility result for the linear Schro¨dinger equation on the sphere
S
n with quasi-periodic in time perturbation. Our result includes the case of unbounded perturbation that we
assume to be of order strictly less than 1/2 and satisfying some parity condition. As far as we know, this is one
of the few reducibility results for an equation in more than one dimension with unbounded perturbations. We
notice that our result does not requires the use of the pseudo-differential calculus.
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1. INTRODUCTION
In this article we are interested in the problem of reducibility for the linear Schro¨dinger equation on the
sphere with quasi-periodic in time perturbation. In the introduction, to make our statement more readable,
we state our results in the physical space S2 ⊂ R3 and with an explicit linear perturbation. A more general
statement, including the higher dimension case Sn for n ≥ 3 (the case n = 1 is much more simpler and
already known, see [28]), is detailed in section 3.2. So we consider the following linear Schro¨dinger equation
on the S2
i∂tu = ∆u+ ε
(
W (ωt, x)(−i∂φ)α + V (ωt, x)
)
u , u = u(t, x) , t ∈ R , x ∈ S2 , (LS)
where ∆ denotes the Laplace-Beltrami operator on S2, i∂φ = i(x1∂x2 − x2∂x1) is the x3 component of the
orbital angular momentum (and the generator of rotations about the x3 axis) and 0 ≤ α < 1/2. The operator
(−i∂φ)α is precisely defined in (3.15). The parameter ε > 0 is small, the frequency vector ω belongs to
O0 := [1/2, 3/2]d ⊂ Rd, d ≥ 1. The functions W, V in (LS) are real valued multiplicative potentials
depending quasi periodically on time, i.e. V is a function in C0(Td× S2;R), T := R/2πZ. We assume that
W, V are real analytic functions with respect to the angle variable ϕ ∈ Td with values in the Sobolev space
Hs(S2;R) with s > d/2 + 1. In particular the map Td ∋ ϕ 7→ V (ϕ, ·) ∈ Hs(S2;R) analytically extends to
T
d
σ :=
{
(a+ ib) ∈ Cd : a ∈ Td , |b| < σ} , (1.1)
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for some σ > 0.
We stress out that (LS) doesn’t describe the most general case that we can consider, in particular ∂φ could
be replaced by some unbounded operator.
The purpose of reducibility is to construct a change of variables that transforms the non-autonomous
equation (LS) into an autonomous equation.
Our main result is the following.
Theorem 1.1. Let 0 < δ < 1 and 0 ≤ α < 1/2. Assume that ϕ 7→ V (ϕ, ·) ∈ Hs+s0(S2;R) and
ϕ 7→ W (ϕ, ·) ∈ Hs+s0(S2;R) analytically extend to Tdσ for some σ > 0, s > 0 and for some s0 =
s0(d, α) ≥ (d + 2)/2 large enough. Assume furthermore that the potentials V and W are odd in the
variable x ∈ S2. There exists ε0 > 0 such that, for any 0 < ε ≤ ε0 there is a set Oε ⊂ O0 ⊂ Rd with
meas(O0 \ Oε) ≤ εδ (1.2)
such that the following holds:
for any ω ∈ Oε there exists a family linear isomorphisms Ψ(ϕ) ∈ L(Hs(S2;C)), analytically depending
on ϕ ∈ Tdσ/2 and a Hermitian operator Z ∈ L(Hs(S2;C);Hs+1−α(S2;C)) commuting with the Laplacian
and satisfying
• Ψ(ϕ) is unitary on L2(S2;C);
• for any 0 ≤ s′ ≤ s
‖Ψ(ϕ)− Id‖L(Hs′ (S2;C)) + ‖Ψ(ϕ)−1 − Id‖L(Hs′ (S2;C)) ≤ ε1−δ , (1.3)
• the function t 7→ u(t, ·) ∈ Hs′(S2;C) solves (LS) if and only if the map t 7→ v(t, ·) := Ψ(ωt)u(t, ·)
solves the autonomous equation
i∂tv = ∆v + εZ(v) . (1.4)
As a consequence of our reducibility result, we get the following corollary concerning the solutions of
(LS).
Corollary 1.2. Assume that V and W satisfy the same assumptions than in Theorem 1.1. Let 1 ≤ s′ ≤ s
and let u0 ∈ Hs′(S2;C). Then there exists ε0 > 0 such that for all 0 < ε < ε0 and for all ω ∈ Oε, there
exists a unique solution u ∈ C0(R ; Hs′) of (LS) such that u(0) = u0. Moreover, u is almost-periodic in
time and satisfies
(1− εC)‖u0‖Hs′ ≤ ‖u(t)‖Hs′ ≤ (1 + εC)‖u0‖Hs′ , ∀ t ∈ R, (1.5)
for some C = C(s′, s, d).
The study of the reducibility problem for Schro¨dinger equations with quasi-periodic in time perturbation
has been very popular in recent years. The first results adapting the KAM technics were due to Kuksin [27,
28] (see also [34, 29, 32, 6, 30, 25]) and concerned only one dimensional case. More recently the technics
were adapted to the higher dimensional case [17, 16, 23, 33]. To consider unbounded perturbations, a new
strategy has been developed in [1, 2] using the pseudo-differential calculus. Without trying to be exhaustive
we quote also [22, 13, 3, 21] regarding KAM theory for quasi-linear PDEs in one space dimension. This
technics were successfully applied for reducibility problems in various case. For one dimensional linear
equations with unbounded potential we quote [5, 4, 8, 20]. In higher space dimensions we refer to [18, 24]
for bounded potential, and to [9, 31, 19, 7] for the unbounded cases.
In this paper we choose to present an intermediate result were pseudo-differential calculus is not required
although the perturbation is unbounded. We believe that the simplicity of this paper justifies this choice.
Scheme of the proof. We now briefly describe the structure of the proof. Some key points concern
1) the matrix representation of the multiplication operator u 7→ bu by a function b ∈ Hs(Sn;C);
2) the properties of the Laplace-Beltrami operator on Sn;
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3) a sufficiently accurate asymptotic expansion of the eigenvalues of the linear operator in the right
hand side of (LS).
Regarding item 1), the key property which is exploited is that the product of two eigenfunctions is a
finite linear combinations of them. Hence the rule of multiplications of the eigenfunctions implies that the
multiplication operator u 7→ bu can be represented, in the base of eigenfunctions, as a block matrix with
off-diagonal decay. The block structure of this matrix is a consequence of the multiplicity of the eigenvalues
of ∆ on Sn. For the analysis of these decay properties we refer to [14] and [12] in which it is considered
the more general case of equations on Lie Group or on compact manifolds which are homogenenous with
respect to a compact Lie Group. In [24] the use of these decay-norms was not possible since in the case of
the quantum harmonic operator we need to use specific dispersive properties of the eigenfunctions.
Concerning item 2), we strongly use the fact that the eigenvalues λk, k ∈ N of ∆ (see (2.1)) satisfy a
very strong “separation property” i.e.
|λk − λk′ | ≥ k + k′ , ∀ k, k′ ∈ N , k 6= k′ . (1.6)
These property holds for the Laplace-Beltrami operator on Sn and more in general holds for compact mani-
folds which are homogenenous with respect to a compact Lie Group of rank 1. We remark that this property
is not true for “any” homogeneous manifold. For instance, it is violated by the eigenvalues of ∆ on the
torus Tn, n ≥ 2, which have the form |j|2 with j ∈ Zd. The separation property in (1.6) is deeply used in
the preliminary regularization step in section 4. In this step we also require an oddness hypothesis on the
multiplicative potential W , V .
To understand the use of item 3) we briefly discuss the difficulties related to reducibility in high space
dimension. We first recall that the Laplace operator ∆ diagonalizes on the basis of the spherical harmonics
of the sphere Sn. We denote by Ek the eigenspace associated to the eigenvalues λk (see (2.1)), k ∈ N. It is
also know that the dimension of Ek grows to infinity as k →∞. We shall denote by Φk,j, j = 1, . . . , dk :=
dimEk an orthonormal basis of Ek. With this formalism, the matrix A, which represents the operator
W (ωt, x)(−i∂φ)α + V (ωt, x) (see (LS)) in the basis Φk,j, has the form A := A(ωt) :=
(
A
[k′]
[k]
)
k,k′∈N
with
blocks A
[k′]
[k] ∈ L(Ek′ ;Ek). The reducibility of (LS) rely on the reducibility of the operator ∆+ εA which
is divided into two steps.
The first one is to regularize the (LS) equation to a Schro¨dinger equation with a smoothing quasi-periodic
in time perturbation. This is the content of section 4. More precisely, using also the oddness assumption on
the potentials, we are able to show that i) the operator ∆+ εA can be conjugated to an operator of the form
∆+ εM , M : Hs(Sn;C)→ Hs+1−2α(Sn;C) , (1.7)
and ii) the eigenvalues of ∆+ εM have the form
Λk,j ∼ λk +O(εk−(1−2α)) , j = 1, . . . , dk . (1.8)
We remark that, since α < 1/2, the matrix M in (1.7) is a “regularizing” operator, and its eigenvalues in
(1.8) are very “close” to the unperturbed eigenvalues λk.
The second part of the proof consists in a quite standard KAM step following [24] or [18]. We note
that in this second step we use the decay-norms introduced in [14] (see also [12]) which provides a simpler
algebraic framework. A key point of a reducibility scheme is the resolution of the so called “homological
equation”, which relies on the invertibility of an infinite dimensional matrix which is block diagonal with
respect to the orthogonal splitting L2 = ⊕k∈NEk (see (2.16)). The fact that dimEk ∼ kn−1 makes hard the
control of the inverse of such matrix, and could, in principle, creates loss of regularity at each step of the
iteration. To overcome this problem we take advantages of the regularizing effect of the matrixM to solve
the homological equation using a trick previously used in literature, see for instance [23, 24]. We refer the
reader to Lemma 5.3 where the properties (1.7), (1.8) are used to prove suitable estimates on the solution
of the homological equation (see the bound (5.24)). We remark that, in [24], the regularizing effect of the
4 ROBERTO FEOLA AND BENOIˆT GRE´BERT
perturbations is proved by using special dispersive properties of the eigenfunctions which do not hold in our
context.
It is also know that reducibility of a matrix M (even in finite dimension) requires some non-degeneracy
conditions on differences of two eigenvalues, the so called “second order Melnikov conditions”. More
precisely we shall prove that, for “most” parameters ω, one has lower bounds of the form
|ω · l + Λk,j − Λk′,j′| ≥ γ|l|τ , l ∈ Z
d , k, k′ ∈ N (1.9)
and j = 1, . . . , dk , j
′ = 1, . . . , dk′ (see (5.8) for more details). In order to prove that the set of “good”
parameters has large Lebesgue measure it is fundamental to show that for any fixed l ∈ Zd, there are
only finitely many indexes k, k′ such that the conditions (1.9) are violated. Since the asymptotic of the
eigenvalues in (1.8) is superlinear, i.e. ∼ kd with d > 1, it is quite easy to show that the (1.9) are violated
only if k + k′ ≤ |l|. The case k = k′ is more delicate and the asymptotic (1.8) play a fundamental role. For
more details we refer the reader to Lemma 5.1.
We note that the regularization of section 4 could be obtained by using a pseudo-differential calculus in
the spirit of [1]. Actually in a subsequent paper we will extend our result using the regularization procedure
developed in [10]. We expect to generalized Theorem 1.1 to the case of a quasi-periodic in time perturbation
of order less or equal than 1/2.
Acknowledgments. The authors wish to thank M. Procesi for many useful discussions.
2. FUNCTIONAL SETTING
In this section we introduce the space of functions, sequences and linear operators we shall use along the
paper. We shall write a ≤s b to denote a ≤ Cb for some constant C = C(s, d, n) depending only on s, d, n
(which are fixed parameters of the problem).
2.1. Space of functions and sequences. We denote by E := {λk , k ∈ N} with
λk := k(k + n− 1) , k ∈ N (2.1)
the spectrum of−∆where∆ is the Laplace-Beltrami operator on the sphere Sn and letEk be the eigenspace
associated to λk. We have
dimEk := dk ≤ kn−1 . (2.2)
We denote by
Φ[k](x) := {Φk,m(x) ,m = 1, . . . , dk} (2.3)
an orthonormal basis of Ek so that any function u ∈ L2(Sn;C) can be written as
u(x) =
∑
k∈N
dk∑
m=1
zk,mΦk,m =
∑
k∈N
z[k] · Φ[k](x) , z[k] = (zk,1, · · · , zk,dk) ∈ Cdk , (2.4)
where ′′·′′ denotes the usual scalar product in Rdk . We denote by ΠEk the L2-projector on the eigenspace
Ek, i.e.
(ΠEku)(x) = z[k] · Φ[k](x) ⇒ (−∆)ΠEku = λkΠEku , k ∈ N . (2.5)
For s ≥ 0, we define the (Sobolev) scale of Hilbert sequence spaces
hs :=
{
z = {z[k]}k∈N , z[k] ∈ Cdk : ‖z‖2s :=
∑
k∈N
〈k〉2s‖z[k]‖2 < +∞
}
, (2.6)
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where 〈k〉 := max{1, |k|} and ‖ · ‖ denotes the L2(Cdk)-norm. By a slight abuse of notation we define the
operator ΠEk on sequences as ΠEkz = z[k] for any z ∈ hs and k ∈ N.
We note that
Hs = Hs(Sn,C) := {u(x) =
∑
k∈N
z[k] · Φ[k](x) | z ∈ hs}
is the standard Sobolev space and ‖u‖s := ‖z‖s is equivalent to the standard Sobolev norm.
Remark 2.1. First of all notice that the weight 〈k〉 we use in the norm in (2.6) is related to the eigenvalues
of the Laplace-Beltrami operator, indeed
c|k| ≤
√
λk ≤ C|k| (2.7)
for some suitable constants 0 < c ≤ C .
In the paper we shall also deal with functions of the space-time u(ϕ, x) which can be expanded, using
the standard Fourier theory, as
u(ϕ, x) =
∑
ℓ∈Zd,k∈N
z[k](l) · Φ[k](x)eil·ϕ , z[k](l) ∈ Cdk (2.8)
where eil·ϕΦk,m(x), l ∈ Zd, k ∈ N,m = 1, . . . , dk is an orthogonal basis of L2(Td×Sn;C). For p1, s1 ≥ 0
we define the space Hp1(Tdσ;H
s1(Sn;C)) as the space of functions
T
d
σ ∋ ϕ 7→ Hs1(S;C) analytic for |Im(ϕ)| < σ , p1 − Sobolev for |Im(ϕ)| = σ .
We shall work with functions u(ϕ, x) in the space As,σ, s ≥ 0, σ > 0,
As,σ :=
⋂
p1+s1=s
Hp1(Tdσ;H
s1(Sn;C)) (2.9)
which we identify (using (2.8)) with the space of sequence
ℓs,σ :=
{
z = {z[k](l)}l∈Zd,k∈N , z[k] ∈ Cdk : ‖z‖2s,σ :=
∑
l∈Zd,k∈N
〈l, k〉2se2|l|σ‖z[k](l)‖2 < +∞
}
(2.10)
and we endow the space As,σ with the norm ‖u‖As,σ := ‖z‖s,σ.
Lipschitz norm. Consider a compact subset O of Rd, d ≥ 1. For functions f : O → E, with (E, ‖ · ‖E)
some Banach space, we define the sup norm and the lipschitz semi-norm as
‖f‖supE := ‖f‖sup,OE := sup
ω∈O
‖f(ω)‖E , ‖f‖lipE := ‖f‖lip,OE := sup
ω1,ω2∈O
ω1 6=ω2
‖f(ω1)− f(ω2)‖E
|ω1 − ω2| . (2.11)
For any γ > 0 we introduce the weighted Lipschitz norms
‖f‖γ,OE := ‖f‖sup,OE + γ‖f‖lip,OE . (2.12)
In order to simplify the notation, if E = ℓs,σ in (2.10), we shall write
‖f‖γ,Oℓs,σ =: ‖f‖γ,Os,σ = ‖f‖sup,Os,σ + γ‖f‖lip,Os,σ . (2.13)
We finally define the space of sequences
ℓγ,Os,σ :=
{O ∋ ω 7→ z(ω) ∈ ℓs,σ : ‖z‖γ,Os,σ < +∞} . (2.14)
We have the following Lemma.
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Lemma 2.2. For s > (d+ n)/2, for any z, v ∈ ℓs,σ there is C(s) > 0 such that
(1) Sobolev embedding: ‖z‖L∞ ≤ C(s)‖z‖s,σ ;
(2) algebra: ‖zv‖s,σ ≤ C(s)‖z‖s,σ‖v‖s,σ.
(3) Setting, for N > 0, ΠNz = {za(l)}|l|≤N,a∈E , one has
‖(Id −ΠN )z‖s,σ′ ≤ C(s)e
−(σ−σ′)N
(σ − σ′)d ‖z‖s,σ . (2.15)
Similar bounds holds also replacing ‖ · ‖s,σ with the norm ‖ · ‖γ,Os,σ .
Proof. Items (1) and (2) are classical estimates for Sobolev spaces, see for instance Lemma 2.13 in [14].
Item (3) follows by the definition of the norm. 
2.2. Linear operators. According to the orthogonal splitting
L2(Sn;C) =
⊕
k∈N
Ek, (2.16)
we identify a linear operator acting on L2(Sn;C)with its matrix representation A :=
(
A
[k′]
[k]
)
k,k′∈N
inL(h0)
(recall (2.6)) with blocks A
[k′]
[k] ∈ L(Ek′ ;Ek). Notice that each block A
[k′]
[k] is a dk × dk′ matrix.
Notation. We shall write
A
[k′]
[k] :=
(
Ak
′,j′
k,j
)
j=1,...,dk,
j′=1,...,dk′
. (2.17)
The action of the operator A on functions u(x) as in (2.4) of the space variable in L2(Sn;C) is given by
(Au)(x) =
∑
k∈N
(Az)[k] · Φ[k](x) , z[k] ∈ Cdk , (Az)[k] =
∑
j∈N
A
[j]
[k]z[j] .
Time-dependent matrices. In this paper we also consider ϕ-dependent families of linear operators
T
d
σ ∋ ϕ 7→ A = A(ϕ) =
∑
l∈Zd
A(l)eil·ϕ ∈ L(h0) (2.18)
where A(l) ∈ L(h0), for any l ∈ Zd . We also regard A as an operator acting on functions u(ϕ, x) of
space-time (see (2.9)) as
(Au)(ϕ, x) = (A(ϕ)u(ϕ, ·))(x) .
More precisely, expanding u as in (2.8), we have
(Au)(ϕ, x) =
∑
l∈Zd,k∈N
(Az)[k](l)e
il·ϕΦ[k](x) , (Az)[k](l) =
∑
p∈Zd,k′∈N
A
[k′]
[k] (l − p)z[k′](p) . (2.19)
On operators as in (2.18) we define the following norm.
Definition 2.3. ((s, σ)-decay norm) We define the (s, σ)-decay norm of a matrix A in (2.18) as
|A|2s,σ :=
∑
l∈Zd,h∈N
〈l, h〉2se2|l|σ sup
|k−k′|=h
‖A[k′][k] (l)‖2L(L2) (2.20)
where ‖ · ‖L(L2) is the L2-operator norm in L(Ek′ , Ek). We denote by Ms,σ the space of matrices of the
form (2.18) with finite (s, σ)-decay norm.
Consider a family O ∋ ω 7→ A(ω) ∈ Ms,σ where O is a compact subset of Rd, d ≥ 1. For γ > 0 we
define the Lipschitz decay norm as
|A|γ,Os,σ := |A|sup,Os,σ + γ|A|lip,Os,σ = sup
ω∈O
|A(ω)|s,σ + γ sup
ω1,ω2∈O
ω1 6=ω2
|A(ω1)−A(ω2)|s,σ
|ω1 − ω2| . (2.21)
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We denote byMγ,Os,σ the space of families of matrices A(ω) with finite | · |γ,Os,σ -norm.
For the properties of the (s, σ)-decay norm we refer the reader to Lemma A.1 in Appendix A.
Remark 2.4. Notice that, if the (s, σ)-decay norm of a matrix A is finite, then
‖A[k′][k] ‖L(L2) ≤ C(s)|A|s,σ〈k − k′〉−s .
We deal with a larger class of linear operators.
Definition 2.5. Define the diagonal ϕ-independent operator D, acting on sequences z ∈ ℓ0,σ (see (2.10)),
as (recall (2.1))
Dz := diagl∈Zd,k∈N
(
λ
1
2
k
)
z =
(
λ
1
2
k z[k](l)
)
l∈Zd,k∈N . (2.22)
For β ∈ R we define the norm [[·]]β,s,σ of a matrix A in (2.18) as
[[A]]β,s,σ := |D−βA|s,σ + |AD−β|s,σ . (2.23)
We denote byMβ,s,σ the space of matrices of the form (2.18) with finite [[·]]β,s,σ-norm.
Consider a family O ∋ ω 7→ A(ω) ∈ Mβ,s,σ where O is a compact subset of Rd, d ≥ 1. For γ > 0 we
define the Lipschitz norm as
[[A]]γ,Oβ,s,σ := [[A]]
sup,O
β,s,σ + γ[[A]]
lip,O
β,s,σ = sup
ω∈O
[[A(ω)]]β,s,σ + γ sup
ω1,ω2∈O
ω1 6=ω2
[[A(ω1)−A(ω2)]]β,s,σ
|ω1 − ω2| . (2.24)
We denote byMγ,Oβ,s,σ the space of families of matrices A(ω) with finite [[·]]γ,Oβ,s,σ-norm. If β < 0 we say that
A ∈ Mγ,Oβ,s,σ is a β-smoothing operator. If A ∈ Mγ,Oβ,s,σ does not depend on ϕ we simply write A ∈Mγ,Oβ,s .
Remark 2.6. We have the following simple inclusions for β′ > β and ν1, ν2 ≥ 0:
Mγ,Oβ,s,σ ⊂Mγ,Oβ′,s,σ , Mγ,Oβ,s+ν1,σ+ν2 ⊂M
γ,O
β,s,σ .
The inclusions are continuous. For further properties of the operators of Def. 2.5 we refer to Appendix A.
2.3. Hamiltonian structure. In this subsection we introduce a special class of linear operators.
Definition 2.7. Consider a linear operatorM ∈ L(h0) and a family of maps ϕ 7→ A(ϕ) inM0,σ.
• (Hermitian operators). We say thatM is Hermitian if
M
[k′]
[k] =
(
M
k′,mk′
k,mk
)
mk=1,...,dk
mk′=1,...,dk′
is such that M
k′,mk′
k,mk
= Mk,mk
k′,m′
k
(2.25)
for any k, k′ ∈ N. To lighten the notation we shall also write that M [k′][k] = M
[k]
[k′] instead of the (2.25). We
say that A(ϕ) is Hermitian if and only if
A
[k′]
[k] (l) = A
[k]
[k′](−l) , ∀ l ∈ Zd , k, k′ ∈ N .
• (Hamiltonian operators). We say that M is Hamiltonian if iM is Hermitian. We say that A(ϕ) is
Hamiltonian if and only if
A
[k′]
[k] (l) = −A
[k]
[k′](−l) , ∀ l ∈ Zd , k, k′ ∈ N . (2.26)
• (Block-diagonal operators). We say that A(ϕ) is block-diagonal if and only if A[k′][k] (ϕ) = 0 for any
k 6= k′ and any ϕ ∈ Tdσ.
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Definition 2.8. (Normal form) We say that a matrixM is in normal form if it is ϕ-independent, Hermitian
and block-diagonal according to Definition 2.7. Given a Hermitian family of maps ϕ 7→ A(ϕ) inM0,σ we
define its normal form DiagA =
(
(DiagA)
[k′]
[k] (l)
)
l∈Zd,k,k′∈N as
(DiagA)
[k]
[k](0) := A
[k]
[k](0) , (DiagA)
[k′]
[k] (l) := 0 for l 6= 0 , k, k′ ∈ N , or l = 0 , k 6= k′ . (2.27)
Let ω · ∂ϕ be the diagonal operator acting on sequences z ∈ ℓ0,σ (see (2.10)) defined by
ω · ∂ϕz := diagl∈Zd,k∈N(iω · l)z = (iω · lz[k](l))l∈Zd,k∈N. (2.28)
This operator is Hamiltonian and thus an operator of the form ω · ∂ϕ +M(ϕ) is Hamiltonian if and only if
M(ϕ) is Hamiltonian.
Conjugation under Hamiltonian flows. Consider the operator
L(ϕ) := ω · ∂ϕ +M , (2.29)
where ω · ∂ϕ is defined in (2.28), the operatorM = M(ϕ) ∈ M0,σ is Hamiltonian (see Def. 2.7). We shall
study how the operator L(ϕ) changes under the map
Φ := eiA :=
∑
p≥0
1
p!
(iA)p , (2.30)
for some A ∈ M0,σ Hermitian. For the well-posedness of a map of the form (2.30) we refer to Lemma A.5
in Appendix A. By using Lie expansion the conjugate operator M+ = M+(ϕ) := eiAM(ϕ)e−iA has the
form
M+ = M+(ϕ) := eiAM(ϕ)e−iA =
∑
p≥0
1
p!
adpiA(M) , (2.31)
where
ad0iA(M) = M , ad
p
iA(M) = ad
p−1
iA ([iA,M ]) , [iA,M ] = iAM − iMA. (2.32)
Using the (2.31) we also deduce that (recall (2.28))
eiAω · ∂ϕe−iA = ω · ∂ϕ + M˜+(ϕ) = ω · ∂ϕ − iω · ∂ϕA−
∑
p≥2
1
p!
adp−1iA (iω · ∂ϕA) . (2.33)
Lemma 2.9. If M and iA are Hamiltonian linear operators then M+ and M˜+ in (2.31) and (2.33) are
Hamiltonian.
Proof. To prove the lemma it is sufficient to check that [iA,M ] and iω ·∂ϕA are Hamiltonian. We have that,
for any k, k′ ∈ N, l ∈ Zd(
[iA,M ]
)[k′]
[k]
(l) = i
∑
p∈Zd,j∈N
A
[j]
[k](l − p)M
[k′]
[j] (p)−M
[j]
[k](l − p)A
[k′]
[j] (p) .
Hence the claim follows using that iA andM are Hamiltonian, i.e. their coefficients satisfy (2.26). Reason-
ing similarly one deduces the claim for iω · ∂ϕA. 
Notice that in view of Lemma 2.9 the map of the form (2.30) with A Hermitian is symplectic.
Remark 2.10. Lemma 2.9 provides only a formal rule of conjugation of matrices. It does not guarantees
that such conjugate is a bounded operator on the spaces ℓs,σ with s ≫ 1. The key information is that (at
least formally) the flow Φ of a Hamiltonian operator (see (2.30)) preserves the Hamiltonian structure, i.e.
the map Φ is symplectic.
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3. AN ABSTRACT REDUCIBILITY RESULT AND ITS APPLICATION TO (LS)
In this section we state our main abstract result and we give some applications for the Schro¨dinger equa-
tion on spheres.
3.1. Abstract reducibility result. Fix the parameters s > (d + n)/2, σ > 0, γ > 0 as in the previous
sections and let us add three new parameters
0 ≤ α < 1
2
, β := 1− 2α > 0 , ν ≥ α+ β = 1− α . (3.1)
Consider (recall Def. 2.3, 2.5) an operator of the form
G = G(ϕ) = G(ω;ϕ) := ω · ∂ϕ − iD2 +R+R′ , R ∈ Mγ,Oα,s+ν,σ , R′ ∈ Mγ,O−β,s,σ (3.2)
where ω · ∂ϕ and D are defined respectively in (2.28) and (2.22) and O is a compact subset of Rd. Assume
also that R and R′ are Hamiltonian according to Definition 2.7 and that R is diagonal free i.e.
R
[k]
[k](ϕ) = 0 , ∀ k ∈ N , ϕ ∈ Zd . (3.3)
We notice that R is unbounded while R′ is smoothing.
Theorem 3.1. (Reducibility) Let γ > 0. There exist ǫ0 > 0 and C > 0 depending only on s, d, n, α such
that, if
ǫ := γ−1([[R]]γ,Oα,s+ν,σ + [[R
′]]µ,O−β,s,σ) satisfies ǫ < ǫ0 (3.4)
then the following holds. There exist:
(i) (Cantor set) A cantor set O∞ ⊂ O such that
meas(O \ O∞) ≤ Cγ ; (3.5)
(ii) (Normal form) an operator Z ∈Mγ,O∞−β,s in normal form (see Def. 2.8) satisfying
[[Z]]γ,O∞−β,s ≤ Cǫγ ,
and the eigenvalues of the block Z [k]
[k]
, denoted µ
(∞)
k,j , j = 1, . . . , dk , are Lipschitz functions from O into R,
and satisfy
sup
k∈N
j=1,··· ,dk
〈k〉β |µ(∞)k,j |γ,O ≤ Cǫγ ; (3.6)
(iii) (Conjugacy) A Lipschitz family of invertible and symplectic maps Φ = Φ(ω) : ℓγ,O∞s,σ/4 → ℓγ,O∞s,σ/4 , of the
form Φ = Id + Ψ satisfying
[[Φ±1 − Id]]γ,O∞−β,s,σ/4 ≤ C(s)ǫ , (3.7)
‖Φ±1(ω;ϕ) − Id‖L(hs;hs+β) ≤ C(s, σ, σ′)ǫ ∀ ω ∈ O ,∀ ϕ ∈ Tdσ′ , σ′ <
σ
4
(3.8)
such that, for any ω ∈ O∞,
L(∞) := Φ(ω) ◦G ◦ Φ−1(ω) = ω · ∂ϕ − iD2 − iZ . (3.9)
Theorem 1.1 will be proved in sections 4, 5
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3.2. Application to (LS) on the sphere. In this section we consider a more general setting than in intro-
duction. In fact we consider the Schro¨dinger equation
i∂tu = ∆u+ ε
(R(ωt, x) +R′(ωt, x))u , u = u(t, x) , t ∈ R , x ∈ Sn , n ≥ 1 , (LS2)
where ∆ denotes the Laplace-Beltrami operator on Sn and R and R′ are time-dependent families of linear
operators corresponding, in their matrix representation with respect to the spherical harmonics basis, to
Hamiltonian matrices R ∈ Mγ,O0α,s+ν,σ, R′ ∈ Mγ,O0−β,s,σ with R diagonal free as in (3.1), (3.2), (3.3). Let
us choose γ = εδ for some 0 < δ < 1. The assumption (3.4) reads ε < ε0 with ε
1−δ
0 = ([[R]]
γ,O0
α,s+ν,σ +
[[R′]]γ,O0−β,s,σ)
−1ǫ0. So we have the following.
Theorem 3.2. Let 0 < δ < 1, 0 ≤ α < 1/2 and s > (d + n)/2. There exists ε0 > 0 such that, for any
0 < ε ≤ ε0 there is a set Oε ⊂ O0 ⊂ Rd with
meas(O0 \ Oε) ≤ εδ (3.10)
such that the following holds.
For any ω ∈ Oε there exist a family of linear isomorphisms Ψ(ϕ) ∈ L(Hs(Sn;C)), analytically depending
on ϕ ∈ Tdσ/2 and a block diagonal Hermitian operator Z ∈ L(Hs(Sn;C);Hs+β(Sn;C)) satisfying
• Ψ(ϕ) is unitary on L2(Sn;C);
• for any 0 ≤ s′ ≤ s
‖Ψ(ϕ) − Id‖L(Hs′ ,Hs′+β) + ‖Ψ(ϕ)−1 − Id‖L(Hs′ ,Hs′+β) ≤ ε1−δ , (3.11)
• the function t 7→ u(t, ·) ∈ Hs′(Sn;C) solves (LS2) if and only if the map t 7→ v(t, ·) := Ψ(ωt)u(t, ·)
solves the autonomous equation
i∂tv = ∆v + εZ(v) . (3.12)
Now it remains to give examples of R and R′ that satisfy the right hypothesis. In particular, we need to
make sure that (LS) is in the right framework in such a way Theorem 1.1 holds true.
First we verify that a multiplicative potential is an admissible perturbation.
Lemma 3.3. Assume that ϕ 7→ V (ϕ, ·) ∈ Hs+s0(Sn;R) analytically extends to Tdσ for some σ > 0 and
with s0 = s0(n). Then the matrix that represents the multiplication operator by V and still denoted by V
belongs toMs,σ′ for any 0 < σ′ < σ. Furthermore if V is an odd function in the space variable then V is
diagonal free:
V
[k]
[k] = 0 k ∈ N . (3.13)
Proof. The fact that V ∈ Ms,σ′ is a consequence of Proposition 2.19 in [14] (see also Lemma 3.1 in [12]).
Actually this is the reason why we use the s-decay norm (see Definition 2.3). So we only have to verify the
second statement. By definition we have
V
[k′]
[k] = (V
k′,ℓ
k,j )1≤j≤dk
1≤ℓ≤dk′
with V k
′,ℓ
k,j :=
∫
Sn
V (x)Φk,j(x)Φk′,ℓ(x)dx .
Now the spherical harmonic Φk,j has the same parity than k: Φk,j(−x) = (−1)kΦk,j(x). Therefore, if V is
odd, we conclude
V
[k′]
[k] = 0 if k + k
′ even , (3.14)
which implies the (3.13). 
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Now we consider the perturbation term W (ωt, x)(−i∂φ)α appearing in (LS). We know that Lx3 = −i∂φ
also diagonalizes in spherical harmonic basis1:
−i∂φΦk,j = jΦk,j k ∈ N, j = −k, · · · , k
and we define (−i∂φ)α by
(−i∂φ)αΦk,j = sign(j)|j|αΦk,j k ∈ N, j = −k, · · · , k . (3.15)
Lemma 3.4. Assume that ϕ 7→ W (ϕ, ·) ∈ Hs+s0(Sn;R) analytically extends to Tdσ for some σ > 0
and with s0 = s0(n, d, α) ≥ (d + n)/2. Then the matrix that represents the unbounded operator R =
W (ωt, x)(−i∂φ)α belongs to Mα,s+ν,σ′ with ν as in (3.1) and 0 < σ′ < σ. Furthermore if W is an odd
function in the space variable then R is diagonal free:
R
[k]
[k] = 0 k ∈ N . (3.16)
Proof. Since |j| ≤ k we have (see (2.22)) −D ≤ −i∂φ ≤ D in the sense of operators on ℓ0,0 (see (2.10)).
Thus, in view of Definition 2.5 and Lemma 3.3, we get the first part of the Lemma. It remains we only have
to verify the second part. By definition we have
R
[k′]
[k] = (R
k′,ℓ
k,j ) −k≤j≤k
−k′≤ℓ≤k′
with Rk
′,ℓ
k,j := sign(ℓ)|ℓ|α
∫
Sn
W (x)Φk,j(x)Φk′,ℓ(x)dx .
So we use again that the spherical harmonic Φk,j has the same parity than k to conclude that if W is odd
then R
[k′]
[k] satisfies (3.14) and hence (3.16) holds. 
Proof of Theorem 1.1. The result follows by Lemmata 3.3, 3.4 and by Theorem 3.2. 
We conclude this section with examples of regularizing perturbations R′ ∈ Mγ,O−β,s,σ. The natural frame-
work is that of pseudo-differential operators.
We denote by Smcl (S
n) the space of classical real valued symbols of order m ∈ R on the cotangent T ∗(Sn)
of Sn (see Ho¨rmander [26] for more details).
Definition 3.5. We say that A ∈ Pm if it is a pseudodifferential operator (in the sense of Ho¨rmander [26],
see also [10] ) with symbol of class Smcl (M).
We have
Lemma 3.6. Let β > 0 and assume that ϕ 7→ R(ϕ, ·) ∈ Pβ analytically extends to Tdσ for some σ > 0.
Then the matrix that represents the operator R belongs toM−β,s,σ for all s > (n+ d)/2.
Proof. We use the so called commutator Lemma: Let A be a linear operator which maps Hs(Sn) into itself
and define the sequence of operators
A0 := A , AN = [(−∆)1/2, AN−1] , N ≥ 1 ,
we have for any Φk ∈ Ek, Φk′ ∈ Ek′
|〈AΦk,Φk′〉| ≤ 1|λ1/2k − λ1/2k′ |N
|〈ANΦk,Φk′〉| . (3.17)
Consider the operator A := DβR, by hypothesis A ∈ A0 and (−∆)1/2 ∈ A1 so by the fundamental
property of pseudo-differential operators we deduce that for all N ≥ 1, AN ∈ A0. As a consequence
‖ANΦk‖ ≤ CN‖Φk‖ and thus by (2.32)
‖A[k′]
[k]
‖ ≤ CN|k − k′|N .
1 Recall that in (LS) we are in S2 and the spherical harmonic basis is given by Φk,j = Ce
ijφP jk (cos θ) for k ∈ N and
−k ≤ j ≤ k and where P jk are the Legendre polynomials (see for instance wikipedia.org/wiki/Spherical-harmonics).
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Taking N = N(s) large enough we deduce that A ∈ Ms,σ′ and thus A ∈ M−β,s,σ′ . 
4. THE REGULARIZATION STEP
In this section we show that Theorem 1.1 (where R is unbounded) can be reduced to a reducibility
problem with a smoothing perturbation. To do this, we use the properties of the eigenvalues of the Laplacian
operator on the spheres to show that the operator G in (3.2) can be conjugated to a diagonal operator plus
a smoothing remainder. More precisely we have the following (We use the same set of constants as in the
section 3.1).
Proposition 4.1. There exists ε > 0 and C > 0 (depending only on s, n, d) such that for any 0 < ε ≤ ε, if
R as in (3.2) satisfies
[[R]]γ,Oα,s+ν,σ ≤ ε (4.1)
then the following holds. There exists a Lipschitz family of invertible and symplectic maps map T :=
T (ω) := Id + F , with F ∈Mγ,Oα−1,s+ν,σ and (see Def. 2.5)
[[F ]]γ,Oα−1,s+ν,σ ≤ Cε , (4.2)
such that the conjugate of the operator G in (3.2) has the form
T ◦G ◦ T −1 = ω · ∂ϕ − i(D2 + Z) +M (4.3)
where Z ∈ Mγ,O−β,s is in normal form (see Def. 2.8) andM ∈ Mγ,O−β,s,σ/2 is Hamiltonian (see Def. 2.7) and
satisfy
[[Z]]γ,O−β,s, [[M ]]
γ,O
−β,s,σ/2 ≤ C([[R]]γ,Oα,s+ν,σ + [[R′]]γ,O−β,s,σ) . (4.4)
FinallyM is such thatM
[k]
[k] (0) = 0 for any k ∈ N.
Proof. Consider the matrix
A =
(
A[k′]
[k]
(l)
)
l∈Zd
k,k′∈N
, A[k′]
[k]
(l) :=


iR
[k′]
[k] (l)
λk − λk′ , ∀ l ∈ Z
d k, k′ ∈ N k 6= k′ ,
0 k = k′
(4.5)
with λk defined in (2.1). Since R is Hamiltonian one verifies that A is Hamiltonian. Moreover, using that,
for k 6= k′, one has |λk − λk′ | ≥ k + k′, we deduce that (recall (2.22))
|D1−αA|2s+ν,σ ≤
∑
l∈Zd,h∈N
〈l, h〉2(s+ν)e2|l|σ sup
|k−k′|=h
‖λ
1−α
2
k A[k
′]
[k] (l)‖2L(L2) ≤ sup
k∈N
( λ 12k
k + k′
)2|R|2α,s+ν,σ .
Reasoning in a similar way for AD1−α one obtain
[[A]]γ,Oα−1,s+ν,σ ≤ C[[R]]γ,Oα,s+ν,σ (4.6)
for some C = C(s, n) > 0. We set T := Id+F := eA which has the form (2.30) with iA A. Estimates
(4.6), (4.1) implies (A.10) for ε small enough. Hence the bound (4.2) follows by Lemma A.5. By (4.5) and
the hypothesis (3.3) we have that
R+
[A,−iD2] = 0 . (4.7)
Thus formulæ (2.31), (2.33) and (4.7) imply that that T ◦G ◦ T −1 has the form (4.3) with
− iZ +M := −ω · ∂ϕA+
[A, R]+∑
p≥0
1
p!
adpA
(
R′
)−∑
p≥2
1
p!
adp−1A (iω · ∂ϕA) . (4.8)
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We define −iZ as the normal form (see (2.27) in Def. 2.8) of the previous expression while M is defined
by difference. Let 0 < σ+ < σ. Then we have
|D1−αω · ∂ϕA|2s+ν,σ+ ≤
∑
l∈Zd,h∈N
〈l, h〉2se2|l|σ sup
|k−k′|=h
‖λ
1−α
2
k A[k
′]
[k] (l)‖2L(L2)e−2(σ−σ+)|l||l|2
≤ (σ − σ+)−2[[A]]γ,Oα−1,s+ν,σ .
With a similar reasoning one concludes
[[ω · ∂ϕA]]γ,Oα−1,s+ν,σ+
(4.6)
≤s (σ − σ+)−1[[R]]γ,Oα,s+ν,σ . (4.9)
By estimate (A.4) in Lemma A.3 and (3.1) we also obtain
[[
[A, R]]]γ,O−β,s,σ+ (4.6)≤s ([[R]]γ,Oα,s+ν,σ)2 . (4.10)
The (4.4) follows by using the smallness condition (4.1), the estimates (4.6), (4.9), (4.10), and reasoning as
in Lemma A.5. Finally the operatorM is Hamiltonian by Lemma 2.9. 
5. THE ITERATIVE REDUCIBILITY SCHEME
In this section we prove Theorem 3.1 taking into account the regularization step given in Proposition 4.1.
This mean that we show how to block-diagonalize the operator
L = L(ω;ϕ) := ω · ∂ϕ − i(D2 + Z) +M (5.1)
with Z ∈ Mγ,O−β,s in normal form andM ∈ Mγ,O−β,s,σ Hamiltonian satisfying that
Θ0 := γ
−1[[Z]]γ,O−β,s,σ , ε0 := γ
−1[[M ]]γ,O−β,s,σ (5.2)
are small enough. Actually at the beginning of our iterative process we can take Θ0 = ε0 (see (4.4)) but
during the process it will be important to distinguish between the size of the normal form (which essentially
will not change) and the size of the remainder term (which will converge rapidly to zero). Consider the
diophantine set
G0 :=
{
ω ∈ [1/2, 3/2]d : |ω · l| ≥ 4γ|l|τ0 , ∀ l ∈ Z
d
}
, τ0 := d+ 1 (5.3)
We remark that it is know that meas(G0) . γ. In the following we shall assume that the set of parameters
O satisfies O ⊆ G0.
5.1. KAM strategy. We begin with L given by (5.1), we seach for Φ = eS a canonical change of variable
such that
L+ = L+(ϕ,ω) := Φ ◦ L ◦ Φ−1 = ω · ∂ϕ − i
(D2 + Z+)+M+ (5.4)
where Z+ is block-diagonal and ϕ-independent, N+ = D2+Z+ is the new normal form, ε close toN0 = D2
and the new perturbation M+ is expected of size O(ε
2).
Using the expansion (2.31), (2.33) with iA S we have that
L+ = ω · ∂ϕ − i
(D2 + Z)+M − ω · ∂ϕS + i[D2 + Z,S]
+
∑
p≥2
1
p!
adp−1S
(
− ω · ∂ϕS + i
[D2 + Z,S])+∑
p≥1
1
p!
adpS
(
M
)
. (5.5)
Formally, if we are able to construct S = O(ε) satisfying the the so-called homological equation2
− ω · ∂ϕS + i
[D2 + Z,S]+M = DiagM (5.6)
2In fact the homological equation that we will solve contains a small remainder in the right hand side (see (5.15)) because we
cannot solve all the Fourier modes at the same time.
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where DiagM is defined as in (2.27), then L+ is of the form (5.4) with Z+ = Z +DiagM and whereM+
is a sum of terms containing at least two operators of size ε and thus is formally of size ε2.
Repeating infinitely many times the same procedure we will construct a change of variable Φ such that
Φ ◦ L ◦ Φ−1 = L∞ = ω · ∂ϕ − i
(D2 + Z∞)
with Z∞ in normal form according to Definition 2.8 which is our final goal.
5.2. The homological equation.
5.2.1. Control of the small divisors. Let Z ∈ Mγ,O−β,s be in normal form and denote by µk,j, k ∈ N and
j = 1, . . . , dk (see (2.2)), the eigenvalues of the block Z
[k]
[k] .
We define the set O+ ⊆ O ⊆ G0 ⊂ [1/2, 3/2]d of parameters ω for which we have a good control of the
small divisors. Let us fix once for all
τ > d+ 2(n− 1)τ0/β + 2, (5.7)
with τ0 in (5.3). We set
O+ ≡ O+(γ,K) :=
{
ω ∈ O : |ω · l + λk + µk,j − λk′ + µk′,j′| ≥ 2γ
Kτ
, l ∈ Zd , |l| ≤ K
j = 1, . . . , dk , j
′ = 1, . . . , d′k , k, k
′ ∈ N , (l, k, k′) 6= (0, k, k)
}
.
(5.8)
We have the following.
Lemma 5.1. Assume that [[Z]]γ,O−β,s ≤ γ/4 for some 0 < γ ≤ 1/8 then for any K ≥ 1 we have
meas
(O \ O+(γ,K)) ≤ CγK−τ+d+2(n−1)τ0/β+1 (5.9)
for some C = C(s, d, n) > 0.
Before giving the proof of Lemma 5.1 we recall the following classical result regarding the measure of
sublevels of Lipschitz functions.
Lemma 5.2. Letm ≥ 1, η > 0 and let O be a subset of Rm, m ≥ 1 such that meas(O) < +∞. Consider
a Lipschitz function f : O → R such that
|f |lip,O ≥ a > 0.
Then, setting Oη := {x ∈ O : |f(x)| ≤ η} we have
meas
(Oη) ≤ η
a
meas
(O) .
Proof. Let us set diam(Oη) := supx1,x2∈O|x1 − x2|. Notice that meas(Oη) ≤ diam(Oη). For any
x1, x2 ∈ Oη such that x1 6= x2, we have that
f(x1)− f(x2) =
(
f(x1)− f(x2)
x1 − x2
)
(x1 − x2) ⇒ |x1 − x2| ≤
supx∈Oη |f(x)|
a
.
This implies the thesis. 
Proof of Lemma 5.1. We write
O \O+ =
⋃
l∈Zd,|l|≤K
k,k′∈N
(ℓ,k,k′)6=(0,k,k)
⋃
j=1,...,dk
j′=1,...,dk′
Rj,j
′
l,k,k′
where
Rj,j
′
l,k,k′ :=
{
ω ∈ O : |ω · l + λk + µk,j − λk′ + µk′,j′| ≤ 2γ
Kτ
}
.
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We claim that, for k 6= k′, l 6= 0,
if Rj,j
′
l,k,k′ 6= ∅ then k + k′ ≤ C|l| (5.10)
for some constant C > 0 depending only on n, d and |ω|. Indeed, by hypothesis, there is ω ∈ O such that
|λk + µk,j − λk′ + µk′,j′ | ≤ 2γ
Kτ
+ |ω · l| ≤ C|l|+ 1
4
. (5.11)
On the other hand, since [[Z]]γ,O−β,s ≤ γ/4 , by Lemma A.6 and Corollary A.7, we have that
|µk,j|sup,O ≤ γ
4|k|β , |µk,j|
lip,O ≤ 1
4|k|β . (5.12)
Then using (2.1) and the first in (5.12), we conclude for k 6= k′
|λk + µk,j − λk′ + µk′,j′ | ≥ 1
2
(k + k′) . (5.13)
Hence, by (5.11), we have
C|l| ≥ 1
2
(k + k′)− 1
4
≥ 1
4
(k + k′)
which implies (5.10).
We also notice that when l = 0 and k 6= k′ then Rj,j′l,k,k′ = ∅ for all j, j′. Indeed in such case, using again
(5.13), we get |ω · l + λk + µk,j − λk′ + µk′,j′| ≥ 12 |k + k′| ≥ 12 > 2γKτ .
Let us now consider the case l 6= 0 and k = k′. We claim that
|k| ≥ |l|
τ0
β ⇒ Rj,j′l,k,k = ∅ . (5.14)
We recall that, by assumption, the set O is contained in the set G0 in (5.3). Hence, for ω ∈ O, we deduce by
(5.12)
|ω · l + µk,j − µk,j′| ≥ |ω · l| −
(
|µk,j|sup,O + |µk,j′|sup,O
)
≥ 4γ|l|τ0 −
γ
2|k|β ≥
2γ
|l|τ0
using that |k|β ≥ |l|τ0 which implies claim (5.14) since τ0 < τ .
Now it remains to estimate the measure of ⋃
l∈Zd,0<|l|≤K
|k|,|k′|≤CK
⋃
j=1,...,dk
j′=1,...,dk′
Rj,j
′
l,k,k′
In order to estimate the measure of a single bad set Rj,j
′
l,k,k′ we compute the Lipschitz norm of the function
f(ω) = ω · l + λk + µk,j(ω)− λk′ + µk′,j′(ω) .
The second condition in (5.12) implies that (recall that l 6= 0)
|f |lip,O ≥ 1
2
.
Then Lemma 5.2 implies that meas(Rj,j
′
l,k,k′) ≤ 2 γKτ . Finally, we recall that, by (2.2), (5.10) and (5.14), we
have that
dkdk′ ≤ |l|2(n−1) if k 6= k′ and d2k ≤ |l|
2(n−1)τ0
β if k = k′ .
Hence
meas
(O \O+) ≤ ∑
l∈Zd,0<|l|≤K
|k|,|k′|≤CK
∑
j=1,...,dk
j′=1,...,dk′
Rj,j
′
l,k,k′≤
∑
l∈Zd,0<|l|≤K
|k|,|k′|≤CK
2
γ
Kτ
dkdk′ ≤ CγKd+
2(n−1)τ0
β
+1−τ ,
which is the (5.9). 
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5.2.2. Resolution of the Homological equation. In this section we solve the following homological equation
equation
− ω · ∂ϕS + i
[D2 + Z,S]+M = DiagM +R (5.15)
where DiagM is defined as in (2.27) and R is some remainder to be determined.
Lemma 5.3. (Homological equation) Let Z ∈ Mγ,O−β,s in normal form and M ∈ Mγ,O−β,s,σ. Assume that
[[Z]]γ,O−β,s ≤ γ/4 and let 0 < σ+ < σ such that
σ − σ+ ≥ K−1 . (5.16)
For any ω ∈ O+ ≡ O+(γ,K) (defined in (5.8)) there exist Hamiltonian operators S,R ∈ Mγ,O+−β,s,σ+
satisfying
[[S]]
γ,O+
−β,s,σ+ ≤s
K
2τ+n
β
τ+n+2d+1
γ
[[M ]]γ,O−β,s,σ (5.17)
[[R]]
γ,O+
−β,s,σ+ ≤s [[M ]]O−β,s,σKde−(σ−σ+)K (5.18)
such that equation (5.15) is satisfied.
Proof. The proof is an adaptation of (for instance) Lemma 4.3 in [24]. We set
R
[k′]
[k] (l) = M
[k′]
[k] (l) , k, k
′ ∈ N , l ∈ Zd , |l| > K (5.19)
and R
[k′]
[k] (l) = 0 for |l| ≤ K . By Lemma A.3 and (5.16) one deduces the (5.18). Moreover, recalling (2.27),
we have that equation (5.15) is equivalent to
G(l, k, k′, ω)S[k′][k] (l) +M
[k′]
[k] (l) = 0 (5.20)
for any l ∈ Zd, k, k′ ∈ N with (l, k, k′) 6= (0, k, k) where the operator G(l, k, k′, ω) is the linear operator
acting on complex dk × dk′-matrices as
G(l, k, k′, ω)A :=
[
− iω · l + i(λkId[k] + Z [k][k])]A− iA(λk′Id[k′] + Z [k′][k′]) . (5.21)
Now, since Z
[k]
[k] is Hermitian, there is a orthogonal dk × dk-matrix U[k] such that
UT[k]
(
λkId[k] + Z
[k]
[k]
)
U[k] = D[k] := diagj=1,...,dk
(
λk + µk,j
)
,
where µk,j are the eigenvalues of Z
[k]
[k] . By setting
Ŝ
[k′]
[k] (l) := U
T
[k]S
[k′]
[k] (l)U[k′] , M̂
[k′]
[k] (l) := U
T
[k]M
[k′]
[k] (l)U[k′]
equation (5.20) reads (
− iω · l + iD[k]
)
Ŝ
[k′]
[k] (l)− iŜ
[k′]
[k] (l)D[k′] + M̂
[k′]
[k] (l) = 0 . (5.22)
For ω ∈ O+ (see (5.8)) the solution of (5.22) is given by (recalling the notation (2.17))
Ŝk
′,j′
k,j (l) :=


0 , |l| > K or l = 0 and k = k′ ,
iM̂k
′,j′
k,j (l)
−ω · l + λk + µk,j − λk′ − µk′,j, , otherwise .
(5.23)
Since M is Hamiltonian (see Def. 2.7 and (2.26)) it is easy to check that also S is Hamiltonian. We claim
that
‖S[k′][k] (l)‖L(L2) = ‖Ŝ
[k′]
[k] (l)‖L(L2) ≤s
K
τ+ n
2β
τ+n
2
γ
‖M̂ [k′][k] (l)‖L(L2) =
K
τ+ n
2β
τ+n
2
γ
‖M [k′][k] (l)‖L(L2) . (5.24)
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Proof of the claim (5.24). To prove the claim we follows the strategy used in the proof of Lemma 4.3 in [24]
(see also Proposition 2.2.4 in [15]) and we prove (5.24) considering three different regimes of the indexes
k, k′.
Case 1. Assume that
max{k, k′} > K1min{k, k′} (5.25)
for someK1 > 0 large to be determined. Without loss of generality we can assume k > K1k
′. We note that
| − ω · l + λk + µk,j| ≥ 1
4
λk (5.26)
if λk ≥ K21 ≥ |ω|K ≥ |ω · l| and using that, by hypothesis on Z , |µk,j| ≤ 1/4. We choose K1 := 8K .
Equation (5.22) can be written
(Id + Bk,k′(l))Ŝ[k
′]
[k] (l) +
(− iω · l + iD[k])−1M̂ [k′][k] (l) = 0
where Bk,k′(l)Ŝ[k
′]
[k] (l) :=
(− iω · l + iD[k])−1Ŝ[k′][k] (l)iD[k′]. Since
‖Bk,k′(l)Ŝ[k
′]
[k] (l)‖L(L2)
(5.26)
≤ 2λk′
λk
‖Ŝ[k′][k] (l)‖L(L2)
(5.25)
≤ 1
2
‖Ŝ[k′][k] (l)‖L(L2) ,
thanks to the fact thatK1 ≥ 8, we have that the operator (Id+Bk,k′(l)) is invertible using Neumann series.
Therefore we have
‖Ŝ[k′][k] (l)‖L(L2) ≤s ‖M̂
[k′]
[k] (l)‖L(L2) . (5.27)
Case 2. Assume that
max{k, k′} ≤ K1min{k, k′} , and max{k, k′} > K2 , (5.28)
for someK2 > 0 to be determined. The (5.28) implies that
min{k, k′} ≥ K2K−11 . (5.29)
Using Corollary A.7 we also note that for all k
|µ[k]| ≤
γ
4〈k〉β . (5.30)
and thus
‖D[k] − λkId[k]‖L(L2) ≤
γ
4〈k〉β . (5.31)
Equation (5.22) is equivalent to(
Id + B+k,k′(l)
)
Ŝ
[k′]
[k] (l) +
1
−ω · l + λk − λk′ M̂
[k′]
[k] (l) = 0 , (5.32)
where the operator B+k,k′(l) acts on dk × dk′-matrices as
B+k,k′(l)Ŝ[k
′]
[k] (l) =
1
−ω · l + λk − λk′
[(
D[k] − λkId[k]
)
Ŝ
[k′]
[k] (l)− Ŝ
[k′]
[k] (l)
(
D[k′] − λk′Id[k′]
)]
.
We need to estimate the operator norm of B+k,k′(l). First notice that, for any ω ∈ O+ (see 5.8),
| − ω · l + λk − λk′ | ≥ |ω · l + λk + µk,j − λk′ + µk′,j′ | −
(|µ[k′]|sup,O+ + |µ[k′]|sup,O+)
(5.30)
≥ 2γ
Kτ
− γ
4〈k〉β −
γ
4〈k′〉β
(5.29)
≥ 2γ
Kτ
− γ
2K2K
−1
1
≥ γ
Kτ
(5.33)
providing
(K2K
−1
1 )
β ≥ Kτ . (5.34)
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Combining (5.31) and (5.33) we get that, in operator norm,
‖B+k,k′(l)‖L(L2) ≤
Kτ
4
(〈k〉−β + 〈k′〉−β) ≤ 1
2
(5.35)
providing (5.34). Recalling K1 = 8K we choose
K2 := 8K
τ
β
+1
. (5.36)
Now, by (5.35), the operator
(
Id + B+k,k′(l)
)
is invertible, and hence by (5.32) and (5.33) we get
‖Ŝ[k′][k] (l)‖L(L2) ≤ γ−12Kτ‖M̂
[k′]
[k] (l)‖L(L2) . (5.37)
Case 3. Assume that
max{k, k′} ≤ K1min{k, k′} , and max{k, k′} ≤ K2 , (5.38)
In that case the size of the blocks are less than Kn2 and we have, for any j = 1, . . . , dk , j
′ = 1, . . . , dk′ ,
|Ŝk′,j′k,j (l)| ≤ γ−1Kτ |M̂k
′,j′
k,j (l)| ,
and hence
‖Ŝ[k′][k] (l)‖L(L2) ≤ γ−1KτK
n
2
2 ‖M̂ [k
′]
[k] (l)‖L(L2)
(5.36)
≤s γ−1Kτ+
n
2β
τ+n
2 ‖M̂ [k′][k] (l)‖L(L2) . (5.39)
By collecting the bounds (5.27), (5.37) and (5.39) we get (5.24). 
Estimate (5.24) allows us to conclude that
[[Ŝ]]s,σ+ = [[S]]s,σ+ ≤s
K
τ+ n
2β
τ+n
2
γ(σ − σ+)d [[M ]]s,σ
(5.16)
≤ K
τ+ n
2β
τ+n
2
+d
γ
[[M ]]s,σ . (5.40)
Indeed (recall (2.20))
|DS|2s,σ′
(5.24)
≤s γ−2
∑
l∈Zd,h∈N
〈l, h〉2se2|l|σ′ sup
|k−k′|=h
K2τ+
n
β
τ+n+2d‖(DM)[k′][k] (l)‖2L(L2) .
To obtain (5.17), it remains to estimate the Lipschitz variation of the matrix S. For any family of operators
ω 7→ A = A(ω) and any ω1, ω2 ∈ O+ with ω1 6= ω2 we set
∆ω1,ω2A :=
A(ω1)−A(ω2)
ω1 − ω2 .
Hence, by (5.20), we obtain
G(l, k, k′, ω2)∆ω1,ω2S[k
′]
[k] (l) + ∆ω1,ω2M
[k′]
[k] (l) + ∆ω1,ω2G(l, k, k′, ·)S
[k′]
[k] (l, ω1) = 0 , (5.41)
which is an equation of the same form of (5.20) with different non-homogeneous term. Using that |Z|lip,O ≤
1/4 we deduce from (5.21)
‖∆ω1,ω2G(l, k, k′, ·)S[k
′]
[k] (l)‖L(L2) ≤s K‖S
[k′]
[k] (l)‖L(L2)
(5.24)
≤s γ−1Kτ+
n
2β
τ+n
2
+1‖M̂ [k′][k] (l)‖L(L2) .
Then, reasoning as in the proof of (5.24), we deduce
‖∆ω1,ω2S[k
′]
[k] (l)‖L(L2) ≤s
K
2τ+n
β
τ+n+2
γ2
‖M [k′][k] (l)‖L(L2) +
K
τ+ n
2β
τ+n
2
+1
γ
‖∆ω1,ω2M [k
′]
[k] (l)‖L(L2)
which, following the proof of (5.40) and using (5.16) and recalling the choice (3.1), implies (5.17). 
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5.3. The KAM step. Now we compute the new L+ (see (5.4)) generated by the change of variable Φ = e
S
where S satisfies the homological equation (5.15).
We first prove the following.
Lemma 5.4. There is C(s) > 0 (depending only on s) such that, if
γ−1C(s)K2τ+
n
β
τ+n+2d+1
[[M ]]γ,O−β,s,σ ≤
1
2
, (5.42)
then the map Φ = eS = Id + Ψ, with S given by Lemma 5.3, satisfies
[[Ψ]]
γ,O+
−β,s,σ+ ≤s γ−1K
2τ+n
β
τ+n+2d+1[[M ]]γ,O−β,s,σ . (5.43)
Proof. By (5.17) and (5.42) we have that
C(s)[[S]]
γ,O+
−β,s,σ+ ≤s 1/2 . (5.44)
This implies te smallness condition (A.10). Hence the (5.43) follows by Lemma A.5. 
5.3.1. The new normal form. As said in section 5.1 we define the new normal form Z+ as
Z+ := Z + iDiagM . (5.45)
We have the following.
Lemma 5.5. (New normal form) We have that Z+ in (5.45) is in normal form (see Def. 2.8) and satisfies
[[Z+]]
γ,O+
−β,s ≤ γ(Θ + ε) . (5.46)
There is a sequence of Lipschitz function
µ+[k] : O0 → Rdk , k ∈ N
such that, for ω ∈ O+, the functions µ+k,j , for j = 1, . . . , dk , are the eigenvalues of the block (Z+)[k][k]
satisfying
sup
k∈N
〈k〉β |µ+[k]|γ,O0 ≤ γ(Θ + ε) . (5.47)
Proof. The matrix Z+ is ϕ-independent, block-diagonal and Hermitian by construction. Estimate (5.47) is
a consequence of Corollary A.7. 
5.3.2. The new remainder. Now we compute and estimateM+ given by (5.4).
Lemma 5.6. (The new remainder) Assume that the smallness condition (5.42) holds true. The new re-
mainderM+ ∈ Mγ,δ,O+−β,s,σ+ is Hamiltonian and satisfies
[[M+]]
γ,O+
−β,s,σ+ ≤s K
2τ+n
β
τ+n+2d+1
[[M ]]γ,O−β,s,σ+
(
e−(σ−σ+)K + γ−1[[M ]]γ,O−β,s,σ+
)
. (5.48)
Proof. Equations (5.15), (5.45) and (5.5) lead to the following formula forM+
M+ := R+ M˜+ := R+
∑
p≥2
1
p!
adp−1S
(
DiagM +R
)
+
∑
p≥1
1
p!
adpS
(
M
)
(5.49)
with R satisfying (5.18). Thus, in order to prove (5.48) we need to estimate M˜+. By (5.18) and (A.6), we
have
[[
[
S,DiagM +R
]
]]
γ,O+
−β,s,σ+ ≤ C(s)Kd[[S]]
γ,O+
−β,s,σ+[[M ]]
γ,O
−β,s,σ
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for some C(s) > 0. The term [S,M ] can be estimated in the same way. Hence
[[M+]]
γ,O+
−β,s,σ+ ≤ KdC(s)[[S]]
γ,O+
−β,s,σ+ [[M ]]
γ,O
−β,s,σ
∑
p≥2
1
p!
(C(s))p−1
(
[[S]]
γ,O+
−β,s,σ+
)p
(5.44)
≤ 4C(s)Kd[[S]]γ,O+s,σ+ [[M ]]γ,Os,σ .
(5.50)
Using formula (5.49) we have that the estimates (5.18), (5.50) and (5.17) imply the (5.48). By Lemma 2.9
we have thatM+ is Hamiltonian. 
5.4. The iterative Lemma. We fix 1 < χ < 2, K0 ≥ 1, σ0 := σ/2 (see (4.4)) and we recall that
Θ0 = ε0 > 0 (see (5.2)). For k ∈ N we introduce the following parameters:
Kk := 4
kK0 , σk+1 := (1− 2−k−3)σk , Θk := Θ0
(
1 +
∑
0<ν≤k
2−k
)
, εk = ε0e
−χk . (5.51)
Consider an operator L0 of the form (5.1) with O  G0 ∩ O, σ  σ0 where G0 is in (5.3). We prove the
following.
Proposition 5.7. (Iterative Lemma) There are K⋆,Θ⋆ > 0 depending on n, s, d, χ, with 1 < χ < 2, such
that if
ε0 = Θ0 ≤ Θ⋆ and K0 ≥ K⋆
then for all k ≥ 0 we can construct:
• sets Ok+1 ⊂ Ok ⊂ G0 satisfying
meas
(
Ok+1 \ Ok
)
≤ C(s)γK−τ+d+2(n−1)τ0/β+1k (5.52)
• Lipschitz family of canonical change of variables Φk ≡ Φk(ω) := Id + Ψk with Ψk ∈Mγ,Ok−β,s,σk and
[[Ψk]]
γ,Ok
−β,s,σk ≤ ε0C⋆2
−k (5.53)
where C⋆ = C⋆(n, d, s,K0).
• Lipschitz family of operators
Lk ≡ Lk(ω) := ω · ∂ϕ − i
(D2 + Zk)+Mk (5.54)
with Zk ∈ Mγ,Ok−β,s in normal form andMk ∈Mγ,Ok−β,s,σk Hamiltonian (see Def. 2.8, 2.7) satisfying
Zk+1 = Zk +DiagMk , (5.55)
γ−1[[Mk]]
γ,Ok
−β,s,σk ≤ εk , γ
−1[[Zk]]
γ,Ok
−β,s ≤ Θk , (5.56)
such that for any k ≥ 1
Lk := Φk ◦ Lk−1 ◦Φ−1k ∀ω ∈ Ok . (5.57)
Proof of Proposition 5.7. We proceed by induction. At step k = 0 the operator L0 is defined on O0 by
(5.1) which is of the form (5.54) and satisfies (5.56). Now assume that we have construct the sets Op, the
operators Lp and the changes of variables Φp for p = 1, · · · , k and let us construct them at step k + 1.
Since (5.56) implies [[Zk]]
γ,Ok
−β,s ≤ γ/4 for Θ0 small enough3, we use Lemmata 5.1 and 5.3 to construct
Ok+1, Sk+1 and Rk+1. The set Ok+1 is defined as in (5.8) with O  Ok, K  Kk and satisfies the (5.52)
3Notice that σk+1 ց σ0/2. Hence, by (5.51), we have
σk − σk+1 = σk
1
2k+3
≥ σ0
1
2k+4
≥
1
Kk
=
1
4kK0
forK0 > 0 large enough.
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by Lemma 5.1. By the induction hypothesis (5.56) we have
γ−1K
2τ+n
β
τ+n+2d+1
k [[Mk]]
γ,O
−β,s,σ≤sε0K
2τ+n
β
τ+n+2d+1
k e
−χk ≤ ε0C⋆2−k , (5.58)
provided that
C⋆ ≥ max
k
(
K0
a2k4kae−χ
k)
, a = 2τ +
n
β
τ + n+ 2d+ 1 .
The (5.58) implies the smallness condition (5.42) with K  Kk, M  Mk. Then Lemma 5.4 provides a
map Φk+1 = Id +Ψk+1 such that
[[Ψk+1]]
γ,Ok+1
−β,s,σk+1
(5.43)
≤s γ−1K
2τ+n
β
τ+n+2d+1
k [[Mk]]
γ,Ok
−β,s,σ (5.59)
which, by (5.58), implies the (5.53). By Lemmata 5.5 and 5.6 we construct
Lk+1 := Φk+1 ◦ Lk ◦ Φ−1k+1 = ω · ∂ϕ − i
(D2 + Zk+1)+Mk+1
withMk+1 = M+ Hamiltonian and
Zk+1 = Z+ = Zk +DiagMk (5.60)
is in normal form (see the (2.27) in Def. 2.8). Moreover, by the estimate (5.46), we deduce that
γ−1[[Zk+1]]
γ,Ok+1
−β,s ≤ (Θk + εk)
(5.51)
≤ Θ0
(
1 +
k∑
j=1
1
2j
)
+ ε0e
−χk ≤ Θ0
(
1 +
k+1∑
j=1
1
2j
)
= Θk+1 . (5.61)
On the other hand we note that Lemma 5.6 implies
γ−1[[Mk+1]]
γ,Ok+1
−β,s,σk+1
(5.48)
≤ K2τ+
n
β
τ+n+2d+1
k εk
(
e−
√
K0e−2
k
+ εk
)
where we used that (σk − σk+1)Kk ≥ K02k−3 ≥ 2k +
√
K0 for K0 large enough. Hence
γ−1[[Mk+1]]
γ,Ok+1
−β,s,σk+1 ≤ 2K
2τ+n
β
τ+n+2d+1
k ε0(e
−√K0 + ε0)((e−χ
k
)2
≤ 2K2τ+
n
β
τ+n+2d+1
0 (e
−√K0 + ε0)4
k(2τ+n
β
τ+n+2d+1)e−(2−χ)χ
k
ε0e
−χk+1
≤ ε0e−χk+1 := εk+1
(5.62)
provided ε0 small enough and K0 large enough. The (5.61) and (5.62) yields (5.56) with k  k + 1. 
5.5. Convergence and Proof of Theorem 3.1.
Proof of Theorem 3.1. By the smallness condition (3.4) we have that hypothesis (4.1) holds for ǫ suffi-
ciently small. Hence Proposition 4.1 applies to the operator G in (3.2). The operator (4.3) has the form (5.1)
withM0  R+, O  G0 ∩ O, with G0 in (5.3) and σ0 := σ+ = σ/2 and ε0 in (5.2) satisfies ε0 ≤s ǫ. So
taking again ǫ small enough we can apply Proposition 5.7 for some K0 ≥ K⋆.
Let us define the set
O∞ := ∩ν≥0Oν .
By (5.52) we deduce (3.5). We also notice that σk ≥ σ0/2 for all k ≥ 0. Then, by (5.55) and (5.56), we
deduce that
[[Zk+1 − Zk]]γ,O∞−β,s ≤ εk
and thus, since
∑
εk < +∞, Zk is a Cauchy sequence in Mγ,O∞−β,s and we can define the block diagonal
hermitian operator
lim
ν→+∞Zν := Z∞ ∈M
γ,O∞
−β,s .
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As a consequence of Corollary A.7 we deduce (3.6).
Then definig Φ˜ν := Φ1 ◦ Φ2 ◦ · · ·Φk = Id + Ψ˜k we have by (5.53)
Ψ˜k+1 = Ψ˜k + (1 + Ψ˜k)Ψk+1 ⇒ [[Ψ˜k+1 − Ψ˜k]]γ,O∞−β,s,σ0/2 ≤ C⋆ε02
−k .
Thus Ψ˜k is a Cauchy sequence inMγ,O∞−β,s,σ0/2 and we can define its limit Ψ˜∞ ∈ M
γ,δ,O∞
−β,s,σ0/2 which satisfies
[[Ψ˜∞]]
γ,δ,O
−β,s,σ0/2 ≤ C(s)ε0 ≤s ǫ . (5.63)
Then the map Φ∞ := Id + Ψ˜∞ satisfies Φ∞ := limk→+∞ Φ˜k. Finally for ω ∈ O∞ we set
Φ := T ◦ Φ∞ := Id + Ψ , Ψ := F + Ψ˜∞ + F ◦ Ψ˜∞ (5.64)
where T is the map given by Proposition 4.1. Since α− 1 ≤ −β (see (3.1)), by Remark 2.6 we have that F
belongs toMγ,O∞−β,s,σ0/2. The (3.7) follows by composition using (4.2), (5.63) and (5.64). The (3.8) follows
by Lemma A.4. The (3.9) follows by the construction. 
APPENDIX A. TECHNICAL LEMMATA
In this appendix we assume s > (d+ n)/2 and σ > 0.
Lemma A.1. Let A,B ∈ Ms,σ. Then the following holds:
(i) for any z ∈ ℓs,σ one has ‖Az‖s,σ ≤ C(s)|A|s,σ‖z‖s,σ;
(ii) one has |AB|s,σ ≤ C(s)|A|s,σ|B|s,σ;
(iii) by setting (recall (2.18)) ΠNA :=
∑
|l|<N A(l)e
il·ϕ one has
|(Id−ΠN )A|s,σ′ ≤ C(s)e
−(σ−σ′)N
(σ − σ′)d |A|s,σ 0 < σ
′ < σ ;
Similar bounds holds also replacing | · |s,σ, ‖ · ‖s,σ with the norms | · |γ,Os,σ , ‖ · ‖γ,Os,σ respectively.
(iv) Let β > 0 and A ∈Mγ,Os+β,σ then (recall (2.22)) DβAD−β,D−βADβ ∈ Mγ,Os,σ and
|DβAD−β|γ,Os,σ + |D−βADβ|γ,Os,σ ≤ |A|γ,Os+β,σ . (A.1)
Proof. Items (i) and (ii) follows by lemmata 2.6, 2.7 in [12]. Item (iii) follows by the definition of the
norm in (2.20). To prove item (iv) we reason as follows. We study the operator DβAD−β . The bound for
D−βADβ can be deduced in the same way. First we note that(DβAD−β)[k′]
[k]
(l) = λ
1
2
β
k λ
− 1
2
β
k′ A
[k′]
[k] (l) .
If k′ ≥ 1/2k then, recalling (2.7), we deduce
λ
1
2
β
k λ
− 1
2
β
k′ ‖A[k
′]
[k] (l)‖L(L2) ≤s ‖A
[k′]
[k] (l)‖L(L2) . (A.2)
If on the contrary k′ ≤ 1/2k, then |k − k′| ≥ 1/2k. Hence we have
λ
1
2
β
k λ
− 1
2
β
k′ ‖A[k
′]
[k] (l)‖L(L2) ≤s ‖A
[k′]
[k] (l)‖L(L2)|k − k′|β . (A.3)
Bounds (A.2) and (A.3) imply (A.1) for the norm | · |s,σ. The bound for the Lipschitz norm in (2.21) follows
in the same way. 
Lemma A.2. Let A be a matrix as in (2.18) with finite | · |s,σ norm. Then
|A(ϕ)|s :=
(∑
h∈N
〈h〉2s sup
|k−k′|=h
‖A[k′][k] (ϕ)‖2L(L2)
) 1
2 ≤s 1
(σ − σ′)s0+d |A|s,σ , ∀ϕ ∈ T
d
σ′ , σ
′ < σ .
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Proof. For any ϕ ∈ Tσ′ we have (using Cauchy-Schwarz inequality and taking s0 := (d+ 1)/2)
|A(ϕ)|2s =
∑
h∈N
〈h〉2s sup
|k−k′|=h
‖A[k′][k] (ϕ)‖2L(L2) ≤s,s0
∑
h∈N
〈h〉2s sup
|k−k′|=h
∑
l∈Zd
‖A[k′][k] (l)‖2L(L2)e2|l|σ
′ |l|2s0
≤
∑
l∈Zd,h∈N
〈l〉2se2|l|σ sup
|k−k′|=h
‖A[k′][k] (l)‖2L(L2)e−2(σ−σ
′)|l||l|s0 ≤s 1
(σ − σ′)2(s0+d) |A|
2
s,σ
where we used that the function e−(σ−σ′)xxs0+d has a maximum in x = s0/(σ − σ′). 
Lemma A.3. Let α, β ∈ R and consider A ∈Mγ,Oα,s+β,σ and B ∈ Mγ,Oβ,s+α,σ. There is C(s) > 0 such that
[[AM ]]γ,Oα+β,s,σ ≤ C(s)[[A]]γ,Oα,s+|β|,σ[[M ]]γ,Oβ,s+|α|,σ , (A.4)
[[(Id−ΠN )M ]]µ,Oβ,s,σ′ ≤
C(s)e−(σ−σ
′)N
(σ − σ′)d [[M ]]
γ,O
β,s,σ 0 < σ
′ < σ . (A.5)
Moreover, if α ≤ β < 0 then
[[AM ]]γ,Oβ,s,σ ≤ C(s)[[A]]γ,Oα,s,σ[[M ]]γ,Oβ,s,σ . (A.6)
Proof. To prove (A.4) we need to bound the decay norms of the operators D−α−βAM and AMD−α−β . We
have that
AMD−α−β = AD−αDα(MD−β)D−α.
Hence, by item (iv) in Lemma A.1, |AMD−α−β|s,σ≤s[[A]]α,s,σ[[M ]]β,s+|α|,σ . Reasoning similarly one ob-
tains the (A.4) for the Lipschitz norm [[·]]γ,Oα+β,s,σ . The (A.6) and (A.5) follow by Lemma A.1. 
Lemma A.4. Let β ∈ R and consider A ∈ Mγ,O−β,s,σ. Then
‖DβAh‖s,σ ≤ [[A]]−β,s,σ‖h‖s,σ , ∀ h ∈ ℓs,σ . (A.7)
In particular (recall (2.6)) A(ϕ) : hs 7→ hs+β , ∀ϕ ∈ Tdσ′ , σ′ < σ , and
‖A(ϕ)v‖s+β ≤s 1
(σ − σ′)s0+d [[A]]−β,s,σ‖v‖s (A.8)
for any v ∈ hs.
Proof. The (A.7) follows by Lemma A.1 and (2.23). To prove (A.8) we reason as follows. We have
‖A(ϕ)v‖2s+β
(2.6)
=
∑
k∈N
〈k〉2(s+β)‖(A(ϕ)v)[k]‖2 ≤s
∑
k∈N
〈k〉2(s+β)
(∑
j∈N
‖A[j][k](ϕ)‖L(L2)‖v[j]‖
)2
≤s
∑
k,j∈N
〈k − j〉2s‖〈k〉βA[j][k](ϕ)‖2L(L2)〈j〉2s‖v[j]‖2C(s) (A.9)
where C(s) :=
∑
j∈N
〈k〉2s
〈k−j〉2s〈j〉2s . It is easy to check that C(s) < +∞. By Lemma A.2 and (A.9) we have
‖A(ϕ)v‖2s+β ≤s |DβA(ϕ)|s‖v‖s ≤s
1
(σ − σ′)s0+d [[A]]−β,s,σ‖v‖s
which implies the thesis. 
Lemma A.5. Let β < 0, consider A ∈ Mγ,Oβ,s,σ and assume
C(s)[[A]]γ,Oβ,s,σ ≤ 1/2 (A.10)
for some large C(s) > 0. Then the map Φ := Id + Ψ defined in (2.30) satisfies
[[Ψ]]γ,Oβ,s,σ ≤s [[A]]γ,Oβ,s,σ , (A.11)
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Proof. By (A.6) we have
[[Ψ]]γ,δ,Oβ,s,σ ≤ [[A]]γ,Oβ,s,σ
∑
p≥1
C(s)p
p!
([[A]]γ,Oβ,s,σ)
p−1 ,
for some (large) C(s) > 0. By the smallness condition (A.10) one deduces the bounds (A.11). 
We end with two results on the eigenvalues of Hermitian matrix.
Lemma A.6. Let ω 7→ A(ω) be a Lipschitz mapping from O a compact set of Rd into the set Hermitian
matrix of finite dimension p. Then the eigenvalues of A(ω) can be ordered µ1(ω) ≤ µ2(ω) ≤ · · · ≤ µp(ω)
in such a way each eigenvalue µj is Lipschitz and
|µj|sup,O ≤ ‖A‖sup,O , |µj |lip,O ≤ ‖A‖lip,O , j = 1, · · · , p
where ‖ · ‖ denotes the operator norm.
Proof. This is a consequence of the Courant Fischer formula:
µj(A) = min
dimV=k
max
x∈V
‖x‖=1
〈Ax, x〉 .

As a consequence we get the following.
Corollary A.7. If Z ∈ Mγ,O−β,s,σ is block diagonal then the eigenvalues of the block Z [k][k] , denoted µk,j ,
j = 1, . . . , dk, are Lipschitz functions from O into R, and satisfy
sup
k∈N
j=1,··· ,dk
〈k〉β |µk,j|γ,O ≤ [[Z]]γ,O−β,s,σ . (A.12)
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