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Abstract
In many articles on the integral expressions of Mittag-Leffler functions,
we have found that whether the integral expression can be used at the
origin is still unresolved. In this article we give the applicable conditions
and proof. And we also generalize some important conclusions about
Mittag-Leffler function.
1 Introduction
In recent years, the Mittag-Leffler functions and Mittag-Leffler type functions
have caused more and more interests among scientists, engineers and appli-
cations. This interest comes from the close connection of these functions to
fractional differential equations. The Mittag-Leffler function
Eα(z) =
∞∑
k=0
zk
Γ(kα+ 1)
, α > 0, z ∈ C. (1)
was firstly studied by Mittag-Leffler. An important generalization,
Eα,β(z) =
∞∑
k=0
zk
Γ(kα+ β)
, α > 0, β ∈ C, z ∈ C, (2)
was introduced in[6, 7]. These two functions can be viewed as the result of
generalization of the exponential function,
exp(z) :=
∞∑
n=0
zn
n!
=
∞∑
n=0
zn
Γ(n+ 1)
. (3)
More investigations of properties of the Mittag-Leffler function and its applica-
tions to fractional differential equations and related questions have been carried
out by [1− 4, 8, 9].
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Integral representations play a prominent role in the analysis of the Mittag-
Leffler function. In [10], the authors study integral represents of Eα,β(z) in the
open right half-plane when α ∈ (0, 2), β ∈ (0, 1 + α) by using the well known
Hankel formula about gamma function.The authors study the distribution of
zeros of Eα,β(z) relying on the integral represent. In [11],the authors also use
Hankel′s integral contour acquire the integral representation of Eα,β(z), α >
0, β ∈ R, z ∈ C. They use the results to study the algorithms for numerical
evalution of the Mittag-Leffler function.
Another method to study integral represent of Mittag-Leffler function is
Lapalce inversion.In [12], Gorenflo and Mainardi use the Laplace inversion in-
tegral to give the integral represent of Eα(−tα), α ∈ (0, 3) and use these results
to search fractional oscillations. For more results about Mittag-Leffler’s integral
represent and its applications,one can see [5, 13].By using Hankel contour or
Laplace inversion method, the original will be the branch point. We want to
know that whether the integral represent can be applied at original.The pre-
vious articles have not explained this problem. In this paper, we will give the
proof.
In this paper,we use the Laplace inversion method to acquire the integral
represent of Eα,β(λt
α), α ∈ (0, 1), β ∈ (0, 1 + α), λ ∈ C, t > 0, and study its
asymptotic properties. When β = 1 or β = α,we can obtain the integral repre-
sent of Eα(λt
α) and Eα,α(λt
α). In fact,Eα(λt
α) and Eα,α(λt
α) are often used
in fractional differential equations and application problems.
2 Preliminaries
In this section,we give some useful definitions and related results. One can
see[5, 8, 9, 16] for more details.
Definition 2.1 The Mittag−Leffler function is defined by the following for-
mula
Eα,β(z) :=
∞∑
k=0
zk
Γ(kα+ β)
, Eα(z) := Eα,1(z), (4)
where z ∈ C, α > 0, β > 0.Γ(·) is gamma function.
Definition 2.2 Let f(t) be an arbitrary function defined on the interval 0 <
t <∞; then
L{f(t)}(s) =
∫ ∞
0
e−stf(t)dt, (5)
is the Laplace transform, provided that the integral exists. And if f(t) is of
exponential order eat, then the Laplace transform of f(t) exists for all provided
<s > a.
Example 2.3 ([17])Let α > 0, β > 0,<(s) > 0, |λ| < |sα|, then we have
L{tβ−1Eα,β(λtα)}(s) = s
α−β
zα − λ. (6)
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Lemma 2.4 (Waston’s Lemma)Suppose that the f(t) has the asymptotic ex-
pansion:
f(t) ∼
∞∑
v=1
avt
λv , t→ 0+, (7)
−1 < Re(λ1) < Re(λ2) < Re(λ3) < · · · ;
then F (p) has the corresponding asymptotic expansion
F (p) ∼
∞∑
v=1
avΓ(λv + 1)
pλv+1
, arg(p) ∈ (−pi
2
,
pi
2
), |p| → ∞. (8)
Theorem 2.5 (The Bromwich Inversion Theorem) Let f(t) have a con-
tinuous derivative and let |f(t)| < Keγt where K and γ are positive con-
stants.Define
F(s) = L[f ](s) =
∫ ∞
0
e−stf(t)dt,<s > γ.
Then
f(t) =
1
2pii
lim
T→∞
∫ c+iT
c−iT
estF(s)ds, c > γ. (9)
Definition 2.6 The Mellin transform of a function f : R+ → C is the function
f∗ defined by
f∗(s) =M[f ](s) =
∫ ∞
0
xs−1f(x)dx,
where a < <(s) < b, a, b ∈ R. Here a, b provided that integral exists.
Example 2.7 ([16, p.58]) Let <(s) > −1, |ϕ| < pi2 , then
M[e−x cos(ϕ) sin(x sin(ϕ))](s) = Γ(s) sin(ϕs). (10)
Example 2.8 ([16, p.60]) LetM[f ](s) = f∗(s),M[g](s) = g∗(s),and <(λ) > 0,
α > 0, then by definition 2.6 and Fubini theorem, we can have
M[
∫ ∞
0
f(xαu)g(λu)du](s) =
λ
s
α−1
α
g∗(1− s
α
)f∗(
s
α
). (11)
3 Main results
In this part,we use the Laplace inversion method to study the integral represent
of Eα,β(λt
α), α ∈ (0, 1), β ∈ (0, 1+α).In [12],the author discuss the integral rep-
resent of Eα(−tα). In that paper,the author didn’t give the specific calculation
process.In order to explain the problem in detail, we believe it is necessary to
give the specific calculation process.Our results will be more general and useful
for studying fractional differential equations.
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Figure 1: The modified Bromwhich contour.
Theorem 3.1 Let t ∈ (0,∞) α ∈ (0, 1),0 < β < α+ 1, λ ∈ C. Γ :=
_
AB∪BC ∪
_
CD ∪DE ∪
_
EF ∪ FA denotes the integral contour and the direction leaves the
region on the left(Figure 1).We cut along the negative axis,and the origin is the
branch point. BC and DE represent the upper and low land, respectively.
_
CD
represents the arc around the origin. Choosing c > max{<λ, 0},and
_
AB : z = c−Reiθ, θ ∈ (−pi2 , 0),
BC : z = r, r ∈ (c−R,−ρ),
_
CD : z = ρe−iθ, θ ∈ (−pi, pi),
DE : z = −r, r ∈ (ρ,R− c),
_
EF : z = c−Reiθ, θ ∈ (0, pi2 ),
FA : z = c+ iu, u ∈ (−R,R).
then
1
2pii
∫
Γ
ezt
zα−β
zα − λdz = Resz=λ 1α
eztzα−β
zα − λ . (12)
And let ρ→ 0, R→∞,we have
tβ−1Eα,β(λtα) = Res
z=λ
1
α
eztzα−β
zα − λ +
1
pi
∫ ∞
0
e−vtvα−β
vα sin(βpi) + λ sin(α− β)pi
v2α − 2λvα cos(αpi) + λ2 dv.
(13)
Proof. (1) By using Residue theorem,one can have
1
2pii
∫
Γ
ezt
zα−β
zα − λdz = Resz=λ 1α
eztzα−β
zα − λ .
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(2)We take the following steps to prove the other result.
(I): When z ∈
_
AB,then
∣∣∣ zα−βzα−λ ∣∣∣ ≤ (2R)α−β(|R|−c)α−|λ| .And 2θpi < sin θ < θ,θ ∈ (0, pi2 ).∣∣∣∣ 12pii
∫
_
AB
ezt
zα−β
zα − λdz
∣∣∣∣ ≤ 12pi
∣∣∣∣∣
∫ 0
−pi2
e(c−R cos θ)t
2α−βRα−β+1
(R− c)α − |λ|dθ
∣∣∣∣∣
≤ 2
α−βRα−β+1ect
2pi[(R− c)α − |λ|]
∫ pi
2
0
e−
2R
pi θdθ → 0, (R→∞).
(II) : When z ∈
_
EF ,by the similar method in (I),we can prove
1
2pii
∫
_
EF
ezt
zα−β
zα − λdz → 0, (R→∞).
(III) : When z ∈
_
CD,we choose small ρ,so that |zα − λ| > |λ|2 > 0,∣∣∣∣ 12pii
∫
_
CD
ezt
zα−β
zα−λ
dz
∣∣∣∣ ≤ 12pi
∣∣∣∣∫ pi−pi eρeiθ (ρe
iθ)α−β
(ρeiθ)α − λρe
iθidθ
∣∣∣∣
≤ ρ
α−β+1
pi|λ|
∫ pi
−pi
eρ cos θdθ ≤ 2ρ
α−β+1eρ
|λ| → 0, (ρ→ 0).
(IV ) : When z ∈ H(ρ) := BC ∪
_
CD ∪DE,and let ρ tends to 0, R tends to
∞,
lim
ρ→0
R→∞
1
2pii
∫
H(ρ)
ezt
e(α−β)Ln(z)
eαLn(z) − λdz
=
1
2pii
(∫ 0
−∞
ezt
e(α−β)(ln|z|+ipi)
eα(ln|z|+ipi) − λdz +
∫ −∞
0
ezt
e(α−β)(ln|z|−ipi)
eα(ln|z|−ipi) − λdz
)
=
1
2pii
(∫ ∞
0
e−vt
vα−βei(α−β)pi
vαeiαpi − λ dv −
∫ ∞
0
e−vt
vα−βe−i(α−β)pi
vαe−iαpi − λ dv
)
= − 1
pi
∫ ∞
0
e−vtvα−β
vα sin(βpi) + λ sin(α− β)pi
v2α − 2λvα cos(αpi) + λ2 dv
(V ): When z ∈ FA,and let R tends to∞,using the Laplace inversion formula
lim
R→∞
1
2pii
∫ c+iR
c−iR
ezt
zα−β
zα − λdz = t
β−1Eα,β(λtα).
Summarizing the above results,the proof have been completed.
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Remark 3.2 In theorem 3.1,we have
Res
z=λ
1
α
eztzα−β
zα − λ =
{
0, λ < 0,
1
αe
λ
1
α tλ
1−β
α , arg(λ
1
α ) ∈ (−pi, pi). (14)
Remark 3.3 From the theorem 3.1, when α ∈ (0, 1), λ  0, arg(λ) ∈ (−piα, piα),
t > 0,then
Eα(λt
α) =
1
α
etλ
1
α − λ sin (piα)
pi
∫ ∞
0
e−utuα−1
u2α − 2λuα cos (piα) + λ2 du, (15)
tα−1Eα,α(λtα) =
λ
1
α−1
α
etλ
1
α +
sin(piα)
pi
∫ ∞
0
e−utuα
u2α − 2λuα cos (piα) + λ2 du. (16)
In theorem 3.1,the original point ia a branch point.By the following theo-
rem,we will prove that the integral represent(14), (15) can also be true when
t = 0.Our conclusion complement the theorem 1′ in [10].
Theorem 3.4 Let α ∈ (0, 1), β ∈ (0, 1 + α), arg(λ) ∈ (−piα, piα), we denote
fα,β(v) =
1
pi
vα−β
vα sin(βpi) + λ sin(α− β)pi
v2α − 2λvα cos(αpi) + λ2 , (17)
and
M1 =
∫ ∞
0
v2α−β
v2α − 2λvα cos(αpi) + λ2 dv, (18)
M2 =
∫ ∞
0
vα−β
v2α − 2λvα cos(αpi) + λ2 dv, (19)
then we have ∫ ∞
0
fα,β(v)dv =
sin(βpi)
pi
M1 +
λ sinpi(α− β)
pi
M2
=

−λ
1−β
α
α , β ∈ (1, α+ 1),
1− 1α , β = 1,
nonexist, β = α.
Proof. (I)If β ∈ (1, α+ 1),we have
M1 =
1
α
∫ ∞
0
vα−β+1
(vα − λeipiα)(vα − λe−ipiα)dv
α
=
1
α
∫ ∞
−∞
e(2−
β−1
α )x
(ex − λeipiα)(ex − λe−ipiα)dx.
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Figure 2: Integral contour.
In order to obtain the result of the above integral,we need to calculate the
following integral:
1
α
∫
Γ
e(2−
β−1
α )z
(ez − λeipiα)(ez − λe−ipiα)dz
in which Γ is the integral contour,Γ = AB +BC + CD +DA(Figure2),
AB : z = x, x ∈ (−R,R)
BC : z = R+ iy, y ∈ (0, 2pi)
CD : z = −x+ i2pi, x ∈ (−R,R)
DA : z = −R− iy, y ∈ (−2pi, 0)∫
Γ
=
∫
AB
+
∫
BC
+
∫
CD
+
∫
DA
.
By using residue theorem and let R→∞,then we have
M1 =
2pii
α[1− e (1−β)2piiα ]
(
e(1+
1−β
α )z1
ez1 − λe−ipiα +
e(1+
1−β
α )z2
ez2 − λeipiα
)
,
=
piλ
1−β
α sin(pi(β − α+ 1−βα ))
α sin(piα) sin(pi β−1α )
,
in which ez1 = λeipiα, ez2 = λeipi(2−α). Using the same method,we have
M2 =
piλ
1−β
α −1 sin((β + 1−βα )pi)
α sin(piα) sin((β−1α )pi)
,
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and we note the fact that
sin(pi(β − α+ 1− β
α
)) sin(βpi)− sin(pi(β − α)) sin(pi(β + 1− β
α
))
= sin(pi
1− β
α
) sin(piα), (20)
So we can have ∫ ∞
0
fα,β(v)dv = −λ
1−β
α
α
.
(II) If β = 1, ∫ ∞
0
fα,1(v)dv = −λ sin(piα)
pi
M2,
in which
M2 =
∫∞
0
vα−1
v2α−2λvα cos(αpi)+λ2 dv
= 1α
∫∞
0
du
(u−λeipiα)(u−λe−ipiα)
= pi(1−α)αλ sin(αpi) .
So we have ∫ ∞
0
fα,1(v)dv = 1− 1
α
.
(III) If β = α,we can easily find vα|v2α − 2λvαcos(piα) + λ2|−1 ' O(v−α)
when v →∞, so ∫∞
0
fα,1(v)dv doesn’t exist.
Remark 3.5 When α ∈ ( 12 , 1), β ∈ (1, 1 + α),<(λ) > 0, by using Example 2.7
and 2.8, we can have the same results.In fact, if <(s) > −1,
F (s) =M[∫∞
0
e−(λ−u
α cos(piα))v sin(uαv sin(piα))dv](s)
=M[∫∞
0
eu
αv cos(pi(1−α)) sin(uαv sin(pi(1− α)))e−λvdv](s)
= λ
s
α
−1
α Γ(1− sα )Γ( sα ) sin(pi(1− α) sα )
= piλ
s
α
−1
α sin( spiα )
sin(pi(1− α) sα ).
And
M1 =
F (α− β + 1)
sin(piα)
=
piλ
1−β
α sin(pi(β − α+ 1−βα ))
α sin(piα) sin(pi β−1α )
,
M2 =
F (1− β)
sin(piα)
=
piλ
1−β
α −1 sin((β + 1−βα )pi)
α sin(piα) sin((β−1α )pi)
.
4 Applications
We use (14), (15) to generalize the lemma 2 in [14] and give a new proof.
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Lemma 4.1 Let α ∈ (0, 1), arg(λ) ∈ (−piα, piα),
Jλ(t) =
∫ ∞
0
e−ut
uα−1
u2α − 2λuα cos (piα) + λ2 du, (21)
then Jλ(t) is continuous on [0,∞) and
lim
t→∞ Jλ(t) = 0.
Proof. In fact,when arg(λ) ∈ (−piα, piα),for ∀u ∈ (0,∞),u2α−2λuα cos(piα)+
λ2 = (uα − λe−piα)(uα − λepiα) 6= 0. Choosing small ε > 0,when u ∈ (0, ε), we
can have |u2α − 2λuαcospiα+ λ2| > |λ|22 > 0.When u→∞,
uα−1
|u2α − 2λuαcospiα+ λ2| = O(u
−α−1).
And we can have
|Jλ(t)| ≤ 2Γ(α)|λ|2tα +
∫ ∞
ε
e−utuα−1
|u2α − 2λuαcospiα+ λ2|du,
so lim
t→∞ |Jλ(t)| = 0. And with theorem 3.4,we have Jλ(t) is continuous on [0,∞)
and lim
t→∞ Jλ(t) = 0.
Theorem 4.2 Let α ∈ (0, 1),λ 6= 0, arg(λ) ∈ (−piα, piα), then
Eα(λt
α)− 1
α
eλ
1
α
t ∼
∞∑
k=1
akΓ(kα)
tkα
, t→∞, (22)
tα−1Eα,α(λtα)− λ
1−α
α
α
eλ
1
α t ∼
∞∑
k=1
bkΓ(kα+ 1)
tkα+1
, t→∞, (23)
in which ak = − e
ipiα sin(piα)
piλk
( sin(k+1)pisin(piα) − eikpiα), bk = − 1λak,k = 1, 2, · · · . And
there will have t0 > 0, so that
|Eα(λtα)− 1
α
eλ
1
α t| ≤ Kα,λ
tα
, t ∈ (0,∞), (24)
|tα−1Eα,α(λtα)− λ
1−α
α
α
eλ
1
α t| ≤ Lα,λ
tα+1
, [t0,∞). (25)
in which Kα,λ,Lα,λ are constants with α, λ.
Proof. In fact, when v ∈ (0, |λ| 1α ), from (17) in theorem 3.4, we have
fα,1(v) = −λ sin(piα)pi v
α−1
v2α−2λvα cos(piα)+λ2
= −λeipiα sin(piα)pi
∑∞
k=1
vkα−1
λk+1
(
sin(k+1)pi
sin(piα) − eikpiα
)
=
∑∞
k=1 akv
kα−1
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and
fα,α(v) = −vfα,1
λ
by using lemma 2.4, one can easily have (22), (23).
Now let’s prove (24) and (25). In fact, we denote fn(v) = fα,1(v)−
n∑
k=1
akv
kα−1,
when v ∈ (0, |λ| 1α ),there will exist N0 ≥ 1,CN0 > 0, so that |fN0(v)| < CN0vN0α.
We choose proper p ∈ C,<(p) > 0 and denote ϕN0(v) =
∫ v
|λ| 1α e
−pufN0(u)du.From
lemma 4.1, we can see that there will exist AN0 > 0, so that |ϕN0(v)| ≤ AN0 .
|Eα(λtα)− 1
α
eλ
1
α t| = |L[fα,1](t)| ≤
N0∑
k=1
|akΓ(kα)|
tkα
+ |L[fN0 ](t)|.
When t > <(p), we have
|L[fN0 ](t)| ≤ |
∫ |λ| 1α
0
e−vtfN0(v)dv|+ |
∫ ∞
|λ| 1α
e−vtfN0(v)dv|
≤ CN0Γ(N0α+ 1)
tN0α+1
+
AN0 |t− p|e−(t−<(p))|λ|
1
α
t−<(p) .
So there has T0 > 0, when t > T0,
|Eα(λtα)− 1
α
eλ
1
α t| ≤ |a1Γ(α)|
tα
,
and given that Jλ(t) is continuous in [0,∞),so we can have L0 > 0, |Eα(λtα)−
1
αe
λ
1
α t| ≤ L0tα , t ∈ (0, T0]. We choose Kα,λ ≥ max{|a1Γ(α)|, L0},so we can prove
(24).We can use the same way to prove (25).
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