1. Introduction. Many situations arise in various fields of interest for which the mathematical model utilizes a random sequence of numbers, events, or both. In many of these applications it is often extremely advantageous to generate, by some deterministic means, a sequence which appears to be random, even if, upon closer and longer observation, certain regularities become evident. For example, electronic computer programs for generating random numbers to be used in Monte Carlo experiments have proved extremely useful. This article describes a random number generator of this type with several outstanding properties. The numbers are generated by modulo 2 linear recurrence techniques long used to generate binary codes for communications.
2. Linear Recurrence Relations over GF (2) . Let a = ¡a*} be the sequence of O's and l's generated by the linear recursion relation ak = ciak-i + c&k-i + • • • + cnak-n (mod 2) for any given set of integers a (i -1, 2, • • • , n), each having the value 0 or 1. We, of course, require c" = 1, and say that the sequence has degree n. From the recursion, ak is determined solely (for fixed d) by the n-tuple (a*_i, a*_2, • • • , Ok-n) of terms preceding it. Similarly, ak+i is a function solely of (a* , a*_i, • • • , a*_B+i). Each such n-tuple thus has a unique successor governed by the recursion formula, and the period of a is clearly the same as the period with which an n-tuple repeats. The period p of a linear recurring sequence obviously cannot be greater than 2" -1, for the n-tuple (0, 0, • • • , 0) is always followed by (0, 0, • • • , 0). The necessary and sufficient condition that p = 2" -1 is that the polynomial fix) = 1 + cix + CiX2 + ■ • • + xn be primitive over GF (2) [1], [2] .
We shall assume in the remainder of this article that f(x) is a primitive nth degree polynomial over GF(2) ; the sequence a is then a maximal-length linearly recurring sequence modulo 2. These sequences have been studied and used as codes in communications and information-theoretic studies [3] , [4] . The properties of interest to us at present are the following [1] , [2] : (1) ¿"-E+I-JT*. exists a unique integer n (0 í n Í p -1) such that for every k, Si«*_i + s&k-2 + ■ ■ ■ + snak-n = ak+v (mod 2). This is often referred to as the "cycle-and-add" property. (3) Every nonzero (0, 1) binary n-vector (et, c2, • • • , e") occurs exactly once per period as n consecutive binary digits in a.
Note that properties (1) and (3) follow directly from the fact that each possible nonzero binary n-tuple (a*_i, a*_2, ■ • • , a*_") must occur exactly once per cycle if a has period p = 2" -1.
We shall, in what follows, find it convenient to use a slightly different version of the sequence a. Let us define a*-(-1)*»-1 -2a».
Under this transformation, we see that, if ak takes on the values 0 and 1, then ak takes the values +1 and -1, respectively. The properties (1), (2) , and (3) are then transformed into
These 2" functions of x, the Rademacher-Walsh functions [5] , form an orthonormal basis for 2n-space. Relative to this basis, #(x) has components (r(s) given by Gis) =r'iE^(s,i). 4. Random Number Generation. Let a = \ak\ be the (0, 1) sequence generated by an nth degree maximal-length linear recurrence modulo 2, as described previously, and define a set of numbers of the form
where r is a randomly chosen integer, 0 ^ r | 2" -1 and L ^ n. That is, yk is the binary expansion of a number whose binary representation is L consecutive digits in a; successive yk are spaced q digits apart. For reasons essential to the analysis, we restrict q ^ L, and iq, 2" -1) = 1.
We can also express yk by
Such numbers always lie in the interval 0 < yk < 1. Because of condition (2), the randomness of the choice of r is equivalent to the statement that the initial value 2/0 is a random choice.
5. Analysis of the Generator. We shall find it convenient to work with a transformed set of numbers wk rather than the yk . Specifically, let a = {ak} be the ±1 sequence corresponding to a = \aK\, and define
We see that yk and wk are related by
There is thus an easy translation between wk and yk . We generally may assume, merely from the applications to which we wish to suit the numbers, that n is moderately large, so that the numbers yn and wn are extremely numerous. For example, if n = 35, there are 3.43 X 10 of them. We wish to consider only a portion of the total number of these, say N of them, and to discover, for moderately large N, how these are distributed. 
The last sum is -1 if t j* u, and p if t = u, by (2'). Hence
This shows that w* has essentially the same variance as a uniformly distributed process. Now consider Rim), m ?* 0. First, its mean value is
The last sum is again -1 by (2') unless qm + t -u is a multiple of p. Obviously, qm -L + 1 á P + í -u ^ qm + L -1.
Hence, if g ^ L and m ^ (p -L)/g, we see that 0 < qm + < -u < p, bo qm + t -u can never be a multiple of p. These conditions, mentioned earlier, shall now be assumed as one of our hypotheses. The mean value of fí(m) is then
The mean behaviour of the process shows essentially no correlation between wk and wk+m for any nonzero integer m less in magnitude than (p -L)/q.
The sample autocorrelation function is a function of r, and is itself a random Since we are considering binary expansions of numbers, intervals of width 2~d are most conveniently considered, and these will surely be sufficient to our needs. This is done efficiently by considering the first d positions of the vectors representing yk for k = 1, 2, • • • , N, and count the number of these having a specified pattern. This is equivalent to forming a Boolean function on the first d positions of yk, whose value is, say, -1 if yk has this initial pattern and +1 otherwise. 
