Detecting community-wide statistical relationships from targeted amplicon-based and metagenomic profiling of microbes in their natural environment is an important step toward understanding the organization and function of these communities. We present a robust and computationally tractable latent graphical model inference scheme that allows simultaneous identification of parsimonious statistical relationships among microbial species and unobserved factors that influence the prevalence and variability of the abundance measurements. Our method comes with theoretical performance guarantees and is available within the SParse InversE Covariance estimation for Ecological ASsociation Inference (SPIEC-EASI) framework ('SpiecEasi' R-package). Using simulations, as well as a comprehensive collection of amplicon-based gut microbiome datasets, we illustrate the method's ability to jointly identify compositional biases, latent factors that correlate with observed technical covariates, and robust statistical microbial associations that replicate across different gut microbial data sets.
High-throughput amplicon and metagenomic sequencing techniques are transforming our understanding of microbial ecosystems. Quantifying the relationships between microbes and their environments is at the core of microbial ecology, and sequencing has enabled quantitative surveys of microbial abundances in their natural habitats, providing microbial bio-geographical information at ecosystem scale [48, 23, 21, 13] . Targeted sequencing of marker genes, including bacterial 16S rRNA [45] , eukaryotic 18S rRNA [47] , and internal transcribed spacer (ITS) sequences [49] provides a proxy for microbial species abundances via read counts of operational taxonomic units (OTUs) [28] or amplicon sequence variants (ASVs) [6] . These data provide the means to measure not only microbial diversity and phylogeny in the environment but also statistical taxon-taxon and taxon-environment associations [17, 20, 30] .
Statistical associations derived from sequencing data may not reflect direct ecological relationships, such as mutualism or competition. However, they can provide testable hypotheses about these interactions. One prominent example includes the discovery of a novel endosymbiotic relationship between the acoel flatworm Symsagittifera sp. and photosynthetic green microalgal, Tetraselmis sp., from co-occurrence patterns in the TARA ocean data [32] . However, technical limitations in experimental design and data collection procedures can confound the detection of reproducible and stable statistical relationships among the microbial constituents. Each step in an experimental workflow, including cell lysis, primer selection, PCR amplification, sample multiplexing, and sequencing platform can introduce biases [38] . Variability in library size [39] and batch effects [46] also influence the observed read counts. Moreover, the grouped taxonomic units are typically high-dimensional with respect to sample size, exhibit an excess amount of zeros, and carry only proportional (compositional) information [24] . Thus, dedicated methods are needed to estimate co-occurrence, correlation, and partial correlation for these data.
Biotic and abiotic factors have large effects on observed taxa compositions and co-occurrence patterns. For instance, environmental determinants, such as pH gradients, regulate soil microbial communities [31] . Host factors such as intra-family transmission [5] , diet [14] , antibiotic treatment [44] , and disease states [11, 41] alter bacterial compositions in the mammalian gut. In light of the effects of experimental and biological factors on co-occurrences, it is challenging to disentangle direct microbial associations from those induced by unobserved latent covariates. If all relevant factors are known and measured, joint modeling of these covariates and microbial compositions can reduce the number of false positive taxon-taxon associations [3, 53] . However, for hypothesis-free population surveys, it is unlikely that all factors can be correctly specified a priori.
Here we introduce a parsimonious and computationally tractable procedure to decompose the matrix of statistical associations estimated from sequencing data into: (i) a sparse set of direct microbial associations as quantified by partial correlations among the microbial compositions, and (ii) a set of latent associations induced by hidden covariates (e.g. environmental and batch effects) and represented as "low-rank" components in the association matrix. This representation is known as latent variable graphical model in the statistical literature and can be estimated efficiently via convex optimization [10] . We show, in theory and practice, that the proposed model captures both compositional and unobserved latent effects and allows a parsimonious and consistent representation of estimated taxon-taxon associations. Using a compendium of gut microbial datasets, we demonstrate that several estimated latent factors strongly correlate with observed technical covariates. We detect a core set of statistical taxon-taxon associations across these datasets, which are amenable to follow-up experimental validation.
Results

A latent variable graphical model for microbial associations
Our modeling approach starts with a given microbiome data set Z, derived from targeted amplicon or metagenomic sequencing. The matrix Z ∈ R n×p comprises n rows, representing the samples, and p columns, representing the measured taxa (e.g., OTUs, ASVs, or miTAG OTUs [35] ). Each entry Z ij is a read count, absolute or relative abundance, presence/absence, or a transformed quantity representing the taxon. Our goal is to estimate pairwise associations between taxa via an appropriate measure of association. The collection of non-zero or statistically significant associations can then be summarized as a taxon-taxon association network.
A popular linear measure of association is covariance or, when data are standardized, Pearson correlation. In the microbiome context, covariance estimators are available both for compositional data [20, 8] and for absolute microbial abundance data [54] . To account for transitive correlations, estimators of the inverse covariance (or precision) matrix are also available [30, 16] . The inverse covariance matrix encodes the conditional dependency structure of the underlying variables and provides a parsimonious summary of (direct) taxon-taxon associations. In practice, the number of taxa often exceeds the number of samples in microbial datasets, thus requiring regularized estimators of the inverse covariance matrix. Given a p × p-dimensional empirical covariance (or correlation) matrixŜ 0 , a common estimation framework is based on solving a convex optimization problem of the form:Θ
whereΘ is the desired inverse covariance estimate, D(·, ·) a log-likelihood data fitting term, P (·) is a penalty function that enforces structural assumptions about the estimates, and λ > 0 is a scalar tuning parameter that balances both terms. The positive definiteness constraint Θ 0 ensures thatΘ is invertible. The log-likelihood function D(·, ·) is often taken from the exponential family of models (e.g., Gaussian, Poisson or binomial distributions) and reflects the assumptions on the data-generating process underlying Z [43, 52] . A popular choice is the log-determinant divergence D(Θ,Ŝ 0 ) := − log det Θ + tr(Θ,Ŝ 0 ) which encompasses several exponential family models [43, 27] .
A common penalty function that allows efficient statistical estimation and parsimony is the choice P (·) = · 1 , the entry-wise 1 norm [40, 19, 27, 55] . The resulting estimatesΘ are generally sparse, and the non-zero entries inΘ can be interpreted as direct statistical taxon-taxon associations.
Estimators of this type implicitly assume that all variability in the data can be explained by the covariation of all measured taxa, and with only a few conditional dependencies per taxa. However, as environmental covariates, latent functional mechanisms, and technical artifacts can influence taxa-taxa associations, sparse estimators, including SPIEC-EASI [30] , cannot capture the effects that give rise to the corresponding inverse covariance patterns. This requires a more general notion of parsimony through the concept of latent variables. Here, the inverse covariance matrix is assumed to comprise two parts Θ := S − L where the matrix S is sparse and represents direct associations between the taxa and the matrix L is dense but of "low rank", i.e., it represents a superposition of outer products of few latent variable vectors [10] . Such a "sparse and low-rank" (slr) model is promoted via the following penalty function:
where the 1 norm encourages sparsity in S, the nuclear norm · * provides a convex approximation to the rank, and the parameter β ≥ 0 regulates the importance of the latent variable components in L. We illustrate the idea of the latent graphical model with a toy example, shown in Figure 1 . Assume that the variability of p = 16 taxa is characterized by a network of 10 dependencies. Additionally, the first five taxa rely on an (unknown) shared nutrient but do not interact with each other. In this setting, the population inverse covariance matrix of this system takes a form as shown in the left panel of Figure 1 . If the shared nutrient influence is not taken into account, the dense 5 × 5 block of negative inverse covariance entries could be interpreted as tightly coupled direct association network among the five taxa. Moreover, given only relative abundance data, every element of the inverse covariance matrix is obfuscated by nonzero values due to the compositionality of the underlying data (as sketched in Figure 1 , left panel). Sparse inverse covariance estimators can reduce, but not eliminate, the number of spurious edges in this network (as exemplified in Figure 1 , bottom).
Partitioning covariations into those coming from direct associations and those coming from hidden factors can be particularly effective when the latent covariations are spread out over all entries of the inverse covariance matrix or when similar covariation patterns are concentrated over a large-enough subset of variables.
Our toy example presents both these scenarios. The upper panels in Figure 1 show how the observed inverse covariance matrix can be decomposed into three distinct parts: a sparse matrix capturing the direct associations, a dense block-structured matrix of rank one, capturing the shared nutrient factor, and a dense hub-like matrix of rank one, capturing compositional artifacts. This leads to a parsimonious description of the inverse covariance with the ten correct direct association entries, the S matrix, and two p-dimensional latent vectors (as shown by the marginal vectors in the upper right two panels), forming the L matrix. The collection of latent vectors also allows the construction of robust principal components (PCs) [7] which facilitate a low-dimensional description of the sample space (see bottom right panel of Figure 1 ). The scores of the robust PCs may correlate with measured meta-data such as, in the toy example, batches where the unknown co-varying nutrient is at different levels (scatter plot, bottom right of Figure 1 ).
Combining the log-determinant divergence with the penalization in Eq. (2) leads to an estimator that can provably identify the sparse and the low-rank part of Θ under certain model assumptions [10] . When latent effects only stem from total sum normalization, we provide novel theoretical recovery guarantees for compositional data in the Appendix. We solve the associated convex optimization problem in Eq. (1) using a variant of the Alternating Direction Methods of Multipliers (ADMM) algorithm proposed in [36] .
Computational inference framework
The latent graphical model is integrated into a comprehensive computational framework for association network inference from microbial count data, the R package SpiecEasi available at https://github.com/ zdk123/SpiecEasi. SPIEC-EASI (SE) enables the use of a variety of graphical model inference schemes which all rely on specific combinations of data transformations, graphical models, optimization, and model selection.
Here we consider several instances of the framework. The latent, or sparse and low-rank (slr) graphical model, introduced here, is denoted by SE-slr and operates on centered log-ratio transformed count data [1] . The objective function in Eq. (1) with the penalty in Eq. (2) is optimized with ADMM [36] for a given pair of tuning parameters λ and β.
When the β = 0, i.e, no latent factors are assumed, the model reduces to the standard sparse graphical model. In SPIEC-EASI, two variants are available: the "graphical Lasso" [19] (SE-glasso) and its approximation via the Meinshausen-Bühlmann neighborhood selection scheme (SE-mb) [40] ), as implemented in huge package [33] .
For comparison, we also consider two novel SPIEC-EASI variants, SE-poisson and SE-ising. In SEpoisson, we first apply a common sum scaling [39] , which divides each count vector by the smallest sample sum. This accounts for compositional effects by creating samples with identical count totals. In SE-ising, the count data were transformed into presence/absence data, i.e., binary data. Both variants then perform neighborhood selection using the generalized Lasso under a Poisson or Binomial link, respectively, as implemented in the glmnet R package [18] . We refer to the Methods section for further details.
In practical applications, the SE models require proper data-driven tuning of the regularization parameters. For the sparsity parameter λ, we use stability-based model selection (StARS) [34] to determine λ across the regularization path using the pulsar R package [42] . Briefly, we solve the corresponding graphical model over random subsamples, identify all edge sets, and compute an edge variability index along the entire regularization path. We select the λ parameter at which the edge variability of the graph is below the default threshold 0.05.
The latent graphical model (SE-slr) requires the additional tuning of the parameter β. Rather than varying the β parameter, we directly consider the rank r of the latent variable component L. For each r ∈ [2, r max ] along the "rank"-path with r max p, we solve the SE-slr model and use the StARS routine along the λ-path. Across all equi-stable sparse networks, we select r that minimizes the extended Bayesian Information Criterion (BIC) [33] of the full inverse covariance model.
Disentangling compositional effects
We first investigated the ability of the latent graphical model (SE-slr) to identify direct associations that are obfuscated by purely compositional effects. We compared its performance to SE-glasso and the compositionadjusted thresholding (COAT) estimator [8] under two different scenarios: sparse networks generated (i) from synthetic absolute abundance data and (ii) measured quantitative microbiome profiling (QMP) data [51] .
Performance on synthetic data We generated absolute abundance covariance matrices Ω induced by sparse inverse covariances Ω −1 with three different graph topologies: band, cluster, and scale free (see Figure  2B ). We refer to [30] and the Methods for details). Each method receives as input the covariance matrix S 0 of the clr-transformed relative abundance data. The task is to recover the true network, i.e., the nonzero entries of Ω −1 . We consider seven different network sizes p ∈ [16, . . . , 150] and report recovery results averaged across R = 10 replicates. For each scenario, we report each method's empirical estimate that minimizes the relative Hamming distance (the sum of edge disagreements divided by number of edges in the true graph) over the entire solution set. Figure 2A summarizes the performance of the three methods (top row) as well as sparsity levels of the Ω, Ω −1 , and the maximum degree d max of the underlying network. We found that SE-slr achieved near-optimal recovery across all graph topologies, vastly outperforming SEglasso and COAT. SE-glasso converges to SE-slr levels of performance at p = 150. The COAT estimator is outperformed in all scenarios, implying that there is no thresholded covariance that can recover the support of its sparse inverse. Covariance matrix recovery on QMP data . Recent experimental advances allow the joint quantification of total bacterial loads and relative abundances of OTUs in fecal samples [51] . These data provide an empirical basis to compare covariance estimates from compositional data sets to covariances of absolute abundance data. We used the profiling data from [51] to simulate QMP data (QMP-sim, see Methods), thus preserving the covariance structure from the absolute abundances. As the true inverse covariance matrix is not known, we evaluated each method's performance by measuring relative Frobenius norm between the log-transformed QMP-sim covariance matrix and the sample covariance from untransformed compositions, the COAT estimator, and the covariance matricesΘ −1 , derived from SE-slr and SE-glasso, respectively. We again report the "oracle" performance of each estimator in Figure 2C . Covariance estimates from SE-slr outperformed all other estimates. SE-glasso and COAT's performance was comparable and provided substantial improvements over the "crude" compositional sample covariance estimator. At p = 205, SE-slr, SE-glasso, and COAT achieved near-identical Frobenius norm.
Consistent network estimation on American Gut Project data
We next investigated the ability of the latent graphical model to achieve consistent and reproducible microbial network inference in the finite sample setting using data from the American Gut Project (AGP) [37] . We first partitioned AGP into a large-sample reference set and sub-sampled OTU tables (see Methods). For each network inference method, we computed the "oracle" performance, averaged over ten replicate subsamples, in terms of relative Hamming distance between the inferred networks from subsamples and the respective large-sample reference network.
Figure 3: American Gut Project (AGP) microbiome A:
We infer networks from subsampled test AGP rounds, compared to the network learned from all reference rounds. OTU tables are fixed at p = 306 and, AGP rounds are split into a test and reference sample subsets. Each method serves as its own reference, for which we compute the relative Hamming distance FP+FN P , where FP is number of false positive edges, FN is number of false negative edges and P is the number of true edges in the reference network. B, C, D: We constructed the robust PCA from the low rank matrix of the SE-slr selected inverse covariance components, and found meta-data that correlated with B: PC7 (zero counts per sample, r 2 = 0.46), C: PC8 (geography, r 2 = .09) and PC10 (instrument model, r 2 = 0.23). Figure 3A , the graphical models varied greatly in consistency even when thousands of samples were available. SE-slr showed dramatic consistency improvements compared to the other methods. Among previously published methods, SE-glasso showed the best consistency. SE-poisson's relative Hamming distance exceeds 0.7 even when n = 3551 samples are used, making it particularly unsuited for reproducible microbial network inference.
As shown in
To elucidate factors that contributed to improvements in SE-slr consistency, we correlated the robust PCs derived from SE-slr's L matrix with covariate data available in the AGP (Figure 3B-D). We observed that the latent components PC7 and PC10 strongly correlated with sample features, including the number of zero counts in the sample ( Figure 3B ) and sequencing platform ( Figure 3D ). We also observed that PC8 correlated modestly with geographic origin of the subject ( Figure 3C ).
Gut microbiome network meta-analysis
Removing the influence of latent factors from network inference also enabled us to investigating the consistency of statistical microbial associations across publicly available human gut microbiome studies. To conduct such a meta-analysis on a large scale, we searched the QIITA database (https://qiita.ucsd.edu, [25] ) and compiled a comprehensive collection of human gut microbiome 16S rRNA sequencing data sets, each consisting of at least 100 samples. The final collection of 26 distinct datasets (see Methods and Appendix for an overview and citations) comprised 3032 OTUs across 26301 samples. On each data set, we inferred microbial association networks using our five SPIEC-EASI variants and performed a meta-analysis of the derived networks and latent components.
Network consistency across datasets and methods
To assess the consistency of microbial associations across the 26 datasets we first identified, for each pair of datasets, the set of common OTUs between them. This resulted in 215 pairs of OTU sets of sufficient size (p > 40). For each inference method, we then compared the similarity between the induced sub-networks by measuring the fractions of sign-consistent edges between corresponding OTUs and transforming these fractions into normalized "edge distances" between networks, see Methods Eq. (11) . We found (see Figure  4A ) that SE-slr networks have the lowest median edge distance between datasets (SE-slr: 0.565, SE-gl: 0.611 , SE-ising: 0.716, SE-poisson: 0.769). Among the 215 cross-dataset network comparisons, the SE-slr method achieved the smallest edge distances for 121 pairs (> 55%), followed by SE-glasso which is minimal for 66 pairs (≈ 30%). All other methods produced ≤ 11 minimum edge distance network pairs. Figure 4 : A: Pairwise comparisons of the networks inferred among 26 human gut microbiome data sets obtained from the QIITA database. Edge distance is derived from the proportion of shared edges in subgraphs from the set of common OTUs. Distribution of edge distances for each method, with tick marks indicating the minimum observed distance for a particular pair of datasets. Horizontal bars show the number of pairs the corresponding method achieved the minimal edge distance. B: Top right: The SE-slr consensus network across 26 human gut microbiome datasets (schematic on left). Node color indicates OTU taxonomy at the order level, edge color indicates consensus positive (green) and negative (red) association. One particular module in the consensus network is highlighted (dashed box), together with that module in the Guandong Microbiome Project(GGMP) network (bottom left, see text for details).
Robust PCA of latent components
We next analyzed the properties of the collection of latent components inferred with the SE-slr model across all 26 datasets. For each dataset, we first constructed the robust principal components by orthogonalizing the latent factors L. In the absence of known latent factors, we correlated the resulting principle components with experimental meta-data associated with each dataset. We classified the available sample meta-data into four broad categories: I) subject-specific features, including sex and age, II) technical features, such as primer plates and run prefix, III) sequencing characteristics, including sequencing depth and number of taxa with zero counts, and IV) host life style, including diet and antibiotics use. We found that the number of latent components detected in the SE-slr models across all 26 datasets was correlated with the proportion of statistically significant meta-data variables (Spearman ρ = 0.48, Figure 5A ), using correlation tests (for continuous variables) or ANOVA (for discrete variables), based on Bonferroni-corrected p-values at α = 10 × −14. Further, we found that several covariates were consistently associated with latent effects with a large average effect sizes across multiple datasets (see Table 2 ). These corresponded primarily to batch effects and technical artifacts (e.g. number of OTUs with zero count, collection/run date and primer prep plate, Figure 5B /C, category III) as well as subject-level, biological and behavioral effects (subject id, age, sex, diet and antibiotic exposure, Figure 5B /C, category IV). Overall, the distribution of significant covariates ranged over all categories and possible effect sizes ( Figure 5B) , with host_subject_id being a particularly strong "biological" effect ( Figure 5C , category I/red) and number of taxa with zero counts zero_tax a strong "sample sequencing" feature ( Figure 5C , category III/green).
Consensus Gut Microbiome Network
Our network inference framework also allows for the construction of gut microbiome consensus networks, including edges across all datasets. Because of the improved consistency of the SE-slr model, we focused here on the analysis of the SE-slr consensus gut microbiome association network. From the 26 individual SE-slr networks, we identified and combined edges that were present in at least 20% of the datasets (see Methods). This resulted in a consensus network with 347 OTUs and 560 edges, shown in Figure 4B . This SE-slr consensus network analysis resulted in 44 network modules. While most modules consisted of few OTUs and/or were dominated by a particular taxonomic order, we identified one module with diverse lineages (highlighted in dashed box in Figure 4B ), including members of Enterobacteriales, Pasteurellales, Clostridiales, Lactobacillales, and Actinomycetales. We found two negative edges in this network module that connected two subcomponents: one between OTU 4448331 (Enterobacteriaceae sp.) and OTU 4477696 (Haemophilus parainfluenzae), and one between OTU 4448331 and OTU 4425214 (Streptococcus sp.). These associations were particularly interesting because they were found in an independent experimental study [22] and were exclusively present in the SE-slr consensus network.
To highlight this unique ability of the SE-slr model, we extracted the SE-slr network module for one particular dataset, the Guandong Microbiome project (GGMP), and jointly visualized the direct associations in the GGMP network (colored nodes nodes and edges in Figure 4B outset) and the four latent components and OTU correlates (gray nodes and edges in Figure 4B outset). We observed strong positive correlations between the OTUs and the inferred latent variables. Thus, the negative direct associations could be detected only in the presence of the low-rank components. All other SE methods were unable to identify these negative associations. 
Discussion
Microbial association network inference has become a standard exploratory data analysis tool that enables the formulation of data-driven parsimonious hypotheses about the structure of microbial communities [2, 50, 44, 15] . However, the detection of microbial associations from high-throughput sequencing data is often obfuscated by experimental artifacts and noisy data generation processes. Due to both the difficulties discussed and the lack of gold standards in form of curated or experimentally-confirmed microbe-microbe interactions, the usefulness, validity, and applicability of network inference tools continues to be actively debated and researched [12, 9] .
Here we present a computational tool that can handle a class of artifacts previously unaccounted for in microbial network inference procedures. While existing methods allow for measured covariates to be included as network nodes [3, 53, 4] or account for data compositionality [30, 8, 15] , the latent graphical model, as implemented in the sparse and low rank SPIEC-EASI model (SE-slr), can incorporate arbitrary latent effects in microbial association network learning. This disentangles inference of a sparse set of direct associations from large low-rank sample-wide variations, induced by compositional, environmental, genomic-technology, and batch effects. SE-slr uses joint stability-based and BIC model selection to select a low-rank and a sparse inverse covariance matrix both of which offer valuable data summary capabilities. The low-rank matrix allows a robust low-dimensional description of the data via its principal components [7] . The sparse matrix can be interpreted as network of microbe-microbe associations which provide testable hypotheses about true microbial interactions in the ecosystem.
We have benchmarked SE-slr alongside other methods, including novel SPIEC-EASI variants and the COAT estimator [8] , using synthetic data, quantitative microbiome data [51], and a curated collection of 26 gut microbiome data set, derived from the QIITA database (https://qiita.ucsd.edu, [25] ).
The synthetic data simulations, both in the asymptotic regime and with finite QMP data, have been used to validate the theoretical guarantees we have derived for the SE-slr estimator on compositional data (see Appendix for mathematical details). We have shown that, given a sufficiently sparse population inverse covariance matrix, SE-slr can outperform the COAT estimator which also comes with statistical guarantees in the compositional setting [8] (see Figure 2 ).
Our analysis on the largest of the 26 gut microbiome datasets, the American Gut Project (AGP) data [37] , has been instrumental in showing the superior consistency of SE-slr compared to other graphical models. By constructing a large sample reference network for each method, we can show that SE-slr converges considerably faster to its reference network than all other graphical models ( Figure 3A) . A comparison of the jointly derived robust principal components to available covariates in AGP identified several batch effects that likely hinder other graphical models, especially with regard to consistency. Important features include the level of excess zeros in the samples as well as the sequencing platform used ( Figure 3B-D) . The strong influence of the number of zeros in the samples may be alleviated by improved scale estimations prior to data transformations [29] or zero-aware rank-based transformations [54] . However, we also recognized that many inferred latent components for the AGP data did not correlate with any of the measured covariates. This implies that, while some of the observed network inconsistencies can indeed be apportioned to measured covariates in the AGP, major drivers of network variability are likely due to unmeasured latent factors.
Our meta-analysis of the complete set of 26 gut microbiome datasets revealed that the SE-slr model also allows more consistent network estimation across independently inferred networks (see Figure 4A ). This allowed the construction of a gut microbiome consensus network whose associations are conserved across different populations and experimental setups. While most associations in the consensus network are positive and link taxonomically related OTUs, we identified one heterogeneous network module that primarily represents residents of the upper digestive tract [26] . There, we identified negative associations between Enterobacteriaceae sp. and Haemophilus parainfluenzae and Streptococcus sp. that were conserved across at least five SE-slr networks but completely absent in consensus networks derived from the other methods. Interestingly, these same facultative anaerobes were described as conditionally rare taxa in gut microbiome time series; undetected at most time-points and with shared autoregressive structure driven by host niche and diet [22] . Although we do not explicitly model time dependency in our graphical model, we hypothesis that learning the latent components is sufficient to detect negative associations that are otherwise obfuscated by host effects. This analysis exemplifies that the large set of conserved microbial associations derived here may be indeed a good candidate list for true gut microbial interactions.
Going forward, we envision that the latent graphical model, as implemented in SE-slr, will become instrumental in reproducible microbial association detection from large-scale sequencing data, and ultimately, help unravel the complex interactions in microbial ecosystems in their natural habitats. 
Methods
Data processing and OTU count transformations
We are given OTU count data in matrix Y ∈ R n×p +,0 , where y (j) = [y 
Log-ratio transformations
Rather than considering raw compositions, log-ratios of the form log[ xi xj ] provide a rigorous basis for analyzing compositional data. The simple equivalence log
implies that statistical inferences drawn from the analysis of log-ratios of compositions are equivalent to those drawn from the log-ratios of the unobserved, absolute count basis. Several different log-ratio transformations have been proposed for compositional data [1, 69] and for microbiome data [81] . Here, we consider the centered log-ratio (clr) transform g(x) ), ..., log(x p /g(x))]
= [log(w 1 /g(w)), ..., log(w p /g(w))]
where g(x) =
is the geometric mean. We collect transformed taxa compositions into a data matrix
Scaled Counts
An alternative to log-ratios is to use the count matrix Y directly. For network inference, this has been proposed in [3] . To control for differences in sequencing counts on standard normalization is the common-scale normalization [39] . Here, a count vector from sample j is given by z
where m (k) is the total count size for sample k, the sample with the lowest depth, and [·] rounds the proportion to the nearest integer. The sample space of Z c remains R n×p +,0 .
Simple Presence/Absence transformations
The most radical approach to normalization is to remove count information entirely, and consider only the observed occurrences of an OTU in a sample. This leads to binary data via z
where sgn is the standard signum function, sgn := 0 if y i = 0 1 if y i > 0 , which covers all cases for non-negative count data. Binary data is stored in the matrix Z b ∈ [0, 1] n×p . This data can then be used to detect co-occurrence patterns.
Undirected graphical models from exponential families
Graphical models, or Markov random fields, describe conditional independence between nodes in a graph and can thus account for transitive correlations between nodes that are not directly connected. Formally, a graphical model is a family of probability distributions that factorizes according to the structure of a undirected graph G. The graph G = (V, E) comprises the sets of nodes V = {1, . . . , p} and (undirected) edges E ⊆ V × V where E := |E| denotes the number of edges in the graph.
We denote by e ij (or e ji ) the edge between node pair (i, j). In a graphical model, each vertex i ∈ V is associated with a random variable z i taking values in a space X , and the p-dimensional vector z = (z 1 , z 2 , . . . , z p ) is Markov with respect to G. This means that random variables z i and z j are conditionally independent given z V , i.e., z i ⊥ ⊥ z j |z V , with V ∈ {1, . . . , p} \ {i, j} if and only if e ij ∈ E. For nodes V ∈ {1, . . . , p} \ i, node j is in N (i), the neighborhood of node i, if and only if e ij ∈ E.
Given n independent realizations of z, a key challenge in high-dimensional statistics is to derive and analyze consistent estimators of G that are efficiently computable and are applicable in the p > n regime.
Conditional relationships between vertex pairs are typically characterized by a member P from the exponential family of probability distributions. That is, p (z i |Z j = z j ∼ P (θ)) ∀i = j ∈ V, where canonical parameters θ = {(θ i , θ ij )} ∀i = j are the intercept and conditional weights, respectively. We now briefly introduce the exponential graphical models. For extensive treatment, see references [85, 52] .
The sufficient statistic for all distributions of interest here are linear functions of the data, so then we have the node-wise conditional distributions over z:
with positive constants c i , c ij , base measure C(z r ) and log-normalization constantD(z V\i ; θ). The joint distribution has the form
where A(θ) is the log-partition function that restricts θ to valid domains. Given continuous Z clr , count data Z c , or binary data Z b , introduced above, we can learn graphical models characterized by Gaussian, Poisson, and Ising models, respectively.
In the Gaussian case, we have that X = R p , c i = σ i , c ij = σ ij and C(z i ) =
. The values {θ ij } (i,j)∈E corresponds to the precision matrix, which must be positive definite.
For Poisson models, X = R p 0,+ , with c i , c ij = 1 and C(z i ) = − log(z i !). For Ising models, X = [0, 1] p with c i , c ij = 1 and C(z i ) = 0.
The goal of graphical model inference is to recover the graph structure, given n samples of a random vector, Z = z (1) , . . . , z (n) from a pairwise Markov random field, and specified by a sparsity-constrained conditional model. For the Poisson and Ising models, restriction of the domain makes learning a fully joint model difficult in practice, and then only for certain graph topologies [74, 85] . However, it has been shown that an estimate of the edge set can be constructed givenN (i) for each node:
Thus, we arrive at a general objective function for a regularized conditional log-likelihood to learn the conditional weight parameters for node i:
N (i) can be obtained from the non-zero pattern ofθ(i). L is the negative log-likelihood function associated with conditional distribution 4 and · 1 is the vector 1 -norm, the sum of absolute values, parameterized by a positive λ. In the Gaussian case, the objective 6 corresponds to the neighborhood selection approach from [40] . Efficient algorithms and theoretical recovery guarantees exist for Gaussian, Poisson, and Ising models [59, 58, 85] . The Poisson and the Ising model are now implemented in SPIEC-EASI (SE) and referred to as SE-poisson and SE-ising, respectively.
To learn a full, joint model for the Gaussian case, we have the objective
whereŜ 0 is the empirical sample covariance matrix, Θ is the positive definite precision matrix we wish to learn and · 1 is the sparsity-promoting matrix 1 norm. D is the negative log-likelihood function of the multivariate Gaussian, D := − log det(Θ) + tr(Θ,Ŝ 0 ). Objective (7) can be solved efficiently, for example, by the graphical LASSO (glasso) using a block-coordinate descent algorithm [19, 84] .
Latent variable graphical models via a sparse plus low rank decomposition.
An important extension of Gaussian graphical model learning was proposed by Chandrasekaran et al [10] where, in addition to the p measurements (denoted by the set O), there are an additional h unobserved variables (set H). We have a Gaussian random vector z = {z 1 , . . . , z p , z p+1 , . . . , z p+h }, z ∈ R p+h . We have only access to the covariances of the observed variables, stored in the p × p matrixŜ O . It is clear that the marginal inverse covariance matrix is not independent of the unobserved/latent variables, even in the sample limit, asΘ
The second equality in 8 is given by the Schur complement of the partitioned precision matrix
For real datasets, including microbial abundance data, there may be many latent effects.
These cannot be easily conditioned out or eliminated by thresholding, unless all of the induced correlations are small. However, if h p, then K can be approximated by a matrix that has rank of at most h.
Latent compositional effects
For compositional data, in particular the clr-transformed compositions Z clr , a special instance of latent graphical model can be used to infer purely latent compositional effects when no unobserved dependencies or covariates are present. We denote the empirical clr-covariance matrix asΓ 0 = Cov [Z clr ] ∈ R p×p and log-basis covariance matrix asΩ 0 = Cov [log[W ]] ∈ R p×p . We define an inverse of the clr-covariance matrix
The matrix G = I p − 1 p J is the centering matrix, with I is the p × p identity matrix, J = 11 T and 1 i = [1, . . . , 1] p the p-dimensional all-ones vector. H is a symmetric, indefinite, rank-2 matrix, except when Ω −1 = υI, where rank(H) = 1.
Thus, the problem of identifying the basis inverse covariance matrix from compositional data is an special case of problem (8) , to recover the components in a sparse plus low rank (slr) matrix decomposition [110] . Such problems are common in machine learning for matrix completion and robust PCA [61] . Because there are arbitrarily many decompositions of a matrix into two summands, unique identification of the model model requires the underlying generative model to follow certain conditions on the sparsity pattern and the low rank components.
Treating compositional covariances as a sparse plus low rank decompositions was first addressed in the composition-adjusted thresholding (COAT) estimator [64] . The goal of the COAT estimator is to identify the covariance matrix Ω rather than its inverse. COAT uses a one-step thresholding operation onΓ. When p is large, this recovers Ω as long as |Supp(Ω)| = O(p) with non-zero entries bounded away from 0.
Here, we propose to explicitly model the rank-2 component H. We thus gain exact identifiability conditions from the rank-sparsity incoherence properties given by [63, 110, 10, 112] (see Appendix). Our general objective is to learn Θ as a proxy for Γ −1 as decomposition into a sparse matrix S and low rank components L
Objective (10) is similar to the sparse inverse covariance problem in objective (7) , with additional equality constraints Θ = S − L and sparsity penalty on S. The nuclear matrix norm, A * = tr
σ i , is a convex relaxation of the rank, and its minimization thus promotes low-rank properties of L. In the purely compositional setting, the parameter β can be tuned to achieve r = 2.
Objective (10) is nearly identical to the problems posed in [10, 36] , except that we do not require the matrix L to be positive [semi]definite, thus allowing for negative eigenvalue in H. We use an alternating direction methods of multipliers (ADMM) algorithm to solve problem (10) . Our R/C++ implementation is derived from the Matlab code to solve the primal problem, proposed in [36] . For fixed β, we use the Stability Approach for Regularization Selection (StARS) [34] to select an optimal λ along a user-provided path, as implemented in the pulsar package [42] .
General latent effects
In the general case where both compositional and non-compositional latent covariates are present, we learn the rank of the matrix L by selecting the tuning parameter β, or equivalently, the rank r, via the Bayesian Information Criterion (BIC). This scheme is implemented and referred to as SE-slr.
Constructing a robust PCA
The singular value decomposition of a symmetric p × p matrix C of rank r is given by C = V ΣV T , where r p and V is a p × r matrix. The principal component analysis (PCA) can be formed from the loading vectors U = √ ΣV T . If we have a n × p data matrix Z, e.g. clr-transformed OTU compositions after mean-centering the columns, we form the "scores" of the PCA from the projection ZU ∈ R n×r , which are visualized via a scatter plot of a few columns of ZU [57] .
For standard compositional data analysis, i.e., when n > p, we use C :=Γ = cov (Z), the empirical covariance matrix of Z, in which case r = p − 1. However, in real datasets (when p > n), the empirical covariance matrix will be rank deficient, and the SVD will not accurately represent the true components of the data variances.
We thus propose to set C := L −1 , the low-rank component of the inverse covariance matrix, inferred by SE-slr, yielding a robust PCA of rank 2 ≤ r p − 1 [7] . The SVD under consideration is L = V Σ −1 V T with the corresponding loadings U = Σ − 1 2 V T . The n × r score matrix ZU thus corresponds to the projection of the data onto the principal components from the (inferred) marginal contribution of latent variables to the variance.
Simulated compositional covariances
For our synthetic compositional covariance estimation experiments, we first created ten random replicates for cluster, band, and scale-free-type graphs each at node sizes of p ∈ [16, 150] . For each graph, we set the number of edges to |E| := round(.04 × p(p−1)
2
) and the maximum degree to d max := max(2, q · p/4 ), with q ∈ {0.9, 1.0, 1.1}, for the band, cluster, and scale-free graphs, respectively.
We randomly reassigned edges until the specified (|E| , d max ) target is achieved, but protect edges whose removal would otherwise alter the number of connected components in the graph (bridge edges) [68] .
From each graph, we generated a p × p basis precision matrixΩ −1 by assigning positive and negative weights to edges, drawn uniformly in [2, 3] , and added a constant value to the diagonal to achieve a target matrix condition of 20. We converted this to the input CLR-covariance,Ŝ 0 = GΩG, via a matrix inversion and the double centering transformation. This procedure coincides with the asymptotic performance for each estimator when the generating basis is a multivariate Gaussian.
Quantitative microbiome profiling simulations . Data processing. We obtained 16S rRNA sequence data for 106 fecal samples from healthy subjects from the QMP, ERA study PRJEB21504, and bacterial load data from the supplement files of [51]. Using QIIME 1.9 [65] , we clustered sequences to OTUs and assigned taxonomy via the sortmerna method under a 97% cluster similarity, and the closed-reference greengenes database. We merged common OTUs to the genus level using the tax_glom function in phyloseq R package [77] . This resulted in counts for 205 genera.
Model. Raw non-negative counts for each sample j ∈ {1, . . . , 106} were collected in a data vector y (j) ∈ R p +,0 . For each sample, we also obtained an estimate of the total community size, M (j) , given by the average of three flow cytometry-based measurements of the total bacterial loads from frozen fecal samples.
Our goal was to jointly estimate the OTUs proportionsx (j) , which has the standard unit-sum constraint p /M (j) } as the input data for the various network inference tools. We then collected our n count vectors into a data matrix W = {w (1) , w (2) , . . . , w (n) } T , and use log-transformed absolute covariances cov [log W ], as the ground-truth matrices that need to be recovered by the inference schemes.
American Gut Project data collection and high-quality reference
We acquired data from the American Gut Project (AGP) [37] from the qiita database [25] . We selected OTU tables from all 29 experimental rounds of AGP and filtered the combined dataset to p = 303 OTUs and n = 7722 samples. To assess the reproducibility of the different graphical models we construct a high-quality reference data set. We sorted the 29 rounds of the AGP by read count size, selected the top eight rounds (n = 3551), and concatenated the OTU tables.
We applied SE-slr, SE-glasso, SE-mb, SE-poisson, and SE-ising to the reference data set. For SE-slr, we fixed the rank of the matrix L to r = 42. From the remaining 21 AGP rounds we selected uniformly at random subsamples of size n ∈ {50, 3500} out of the total n = 4171 samples and applied each network inference method.
Human gut microbiome data collection
We assembled a human gut microbiome data collection collection, that comprised 26 diverse datasets from the qiita database (https://qiita.ucsd.edu/). All datasets were processed using the standard QIIME protocols, resulting in OTU tables in biom format -relevant here, as this is the end point of several different processing pipelines. For all datasets, OTUs were picked, and taxonomy assigned from untrimmed sequences using the sortmerna method under a 97% cluster similarity, and the closed-reference greengenes database. We performed all downstream data processing in R using the phyloseq package [77] . If necessary, we merged multiple biom files within a particular dataset (e.g. multiple experiments), keeping the set of common OTUs. We then did a first-pass filtering of the OTU table, keeping only fecal samples. Next, we pruned low abundant samples, defined as being in the bottom 10% of total counts for the dataset, and also filtered OTUs which were present in fewer than 37% of samples.
We also acquired sample metadata files, which are available in tabular text format from qiita. We "cleaned" these files to achieve consistent capitalization, abbreviation, data units, and nomenclature where possible. We also removed redundant categories, recorded all missing data to NA, and converted date/time stamps to a POSIX standard or factor representation. The data collection is available as part of our reproducible workflow (see Data Availablity statement below) and may be of independent interest for gut microbiome meta-analysis tasks.
Edge distance
To compare the consistency between networks from different gut microbiome datasets, we restrict ourselves to sub-networks with common nodes, i.e., taxa. Formally, we are given G i = (V i , E i , w i ) and G j = (V j , E j , w j ) -two graphs inferred from datasets i and j, and with edge weights w i : E i → {−1, 1} determined from the sign of the partial correlation. Let S = V j V i , the set of nodes that have greengenes identifiers in common. Let G i [S] = (S, E S i , w i ) be the subgraph induced by this common node set, and denote by E S i ⊆ E i the subset of edges with endpoint vertices in S. We then define the edge distance as
where w denotes the sign-consistent intersection between edge sets and | · | is the size the set. The denominator ensures that the distance is scaled between 0 and 1. For the meta-analysis, we required that each subgraph have at least 40 nodes and 50 edges, to avoid trivial comparisons between near-empty edge sets. This resulted in 215 pairwise comparisons across the 26 datasets.
Consensus Gut Microbiome Network
For all networks inferred via SE-slr across the 26 gut microbiome datasets, we identified a consensus network from the learned node and edge sets. Using the greengenes identifier for each node, and the sign of partial correlations as edge weights, we merged sign-consistent edges that appeared in at least 5 individual datasets. Table 2 : List of metadata variables with largest R 2 to low-rank components identified in the SE-slr model. The second column indicates the category membership of the variable, as described in the main text. The third column lists the variable name. The forth column denotes the number of datasets n the corresponding metadata variable was available in. The fifth column shows the best R 2 between SE-slr low-rank components and the corresponding variable.
Identifiability of sparse and low rank inverse covariances from compositional data
We address the issue of identifiability for the estimator associated with the solutions of the convex program in (10) . In particular, given estimates (Ŝ,L) at fixed λ and β, we explore conditions under which the estimator can recover the pattern of non-zero entries, Supp(A) = {(i, j) : A i,j = 0}, such that Supp Ω −1 = Supp (S * ) and the rank(L * ) = 2, which are necessary prerequisites for exact recovery. For a general treatment of the problem, we refer to [110, 10] . Here, we focus on the particular problem of recovering sparse and low rank inverse covariances from compositional data without the presence of additional latent factors.
We build on results from [112] to obtain the deterministic identifiability conditions for sparse plus low rank recovery. We start by stating the following definition. 
Here, · denotes the matrix operator norm (the maximum singular value), and · ∞ is the element-wise maximum magnitude of matrix elements. The (η, d)-spread condition implies that the underlying graph must be sparse and that edges must not be too concentrated on individual nodes, i.e., "hub nodes". Let L * = L 1 + L 2 + L 3 be a sum of three rank-1 matrices, L 1 = Ω −1 J, L 2 = JΩ −1 and L 3 = JΩ −1 J. We can compute the SVD by recursively applying (16) .
Let L 1 =Ũ σ 1Ṽ T . Since L 1 is rank-1, we can defineŨ = Ω −1 j/ Ω −1 j ,Ṽ = 1/ √ p and σ 1 = √ p Ω −1 j , where 1 is the p-length all-ones vector and Ω −1 j is the vector of row means of the precision matrix. Now let L 2 = ab T , with a = 1 and b = Ω −1 j. From (16) , it holds that
where F = 1 0 0 −1 is a 90 degree reflection matrix. L 1 + L 2 is Hermitian so L 1 + L 2 = U DU T , where U = ŨP M , D ∈ R 2×2 is the diagonal matrix of eigenvalues and |D| = Σ. We assert that L 1 + L 2 is indefinite and the second eigenvalue is negative by construction. Therefore D = ΣF which gives us the second line of equation 17. Finally, let L 3 = ab T , with a = JΩ −1 j and b = 1. To complete the update of the SVD, application of (16) involves extending the (rotated) subspace ŨP . However, we have that both a and b are in the null space of I − ŨP ŨP T . Therefore, the final update involves an additional rotation of ŨP M . That is, the output of a second application of 17 gives us
where M ∈ R 2×2 is the additional rotation matrix.
To find an SVD-free upper bound, we can compute the matrix ŨP as above and solve max W ∈O(2)
where O(2) = {W ∈ R 2×2 |W T W = W W T = I} is the orthogonal group; distance-preserving transformations of a Euclidean space that also preserve the origin. To solve (19) , we seek a rotation of ŨP such that the longest component row vector is maximally oriented towards its basis direction in R 2 . The index of this component vector is k := argmax i ŨP i ∀i ∈ {1, . . . , p}, where [A] i indicates the ith row vector of a matrix.
Let u := u k p k = ŨP k with u := u 2 k + p 2 k . We can construct a Givens rotation matrix W g := u k / u −p k / u p k / u u k / u , which is a (non-unique) solution for (19) . For any i, j ∈ {1, . . . , p} \ k, select component vectors v i = ŨP i and v j = ŨP j . Recall that v i W g = v i W g F = v i , since the rotation is 2-norm invariant. Then we have
The last inequality comes from our definition of u as the 'longest' available vector. Finally, we have that
which concludes the proof.
