We are concerned with the computation of the L∞-norm for an L∞-function of the form
Introduction
We consider the computation of the L ∞ -norm of a matrix-valued function of the form 
for given matrices B 1 , . . . , B κB ∈ C n×m , C 1 , . . . , C κC ∈ C p×n , D 1 , . . . , D κD ∈ C n×n and given functions f 1 , . . . , f κB , g 1 , . . . , g κC , h 1 , . . . , h κD : Ω → C that are assumed to be meromorphic in Ω.
For example, if sE − A is a regular pencil, then the transfer function
of the descriptor system Ex ′ (t) = Ax(t) + Bu(t), y(t) = Cx(t),
and more generally, the transfer function A j x(t − τ j ) + Bu(t), y(t) = Cx(t)
are encompassed by framework (1)- (2) . Some other examples are transfer functions of higher order systems and systems containing input and output delays, as well as transfer functions of the form H(s) = sB * (s
resulting from the spatial discretization of electromagnetic field equations, i. e., the Maxwell equations, describing the electro-dynamical behavior of microwave devices with surface losses (see [13] and references therein).
We are concerned with the computation of the L ∞ -norm of H, particularly for the case where n is very large and further n ≫ m, p. We define the spaces 
Motivation
The H ∞ -norm plays an indispensable role in the assessment of robust stability as well as in robust control. For instance, assume that we are given an exponentially stable delay differential-algebraic equation
Ex
′ (t) = A 0 x(t) + A 1 x(t − τ ), and consider the perturbed delay differential-algebraic equation [12] (E + B 1 ∆ 1 C)x ′ (t) = (A 0 + B 2 ∆ 2 C)x(t) + (A 1 + B 3 ∆ 3 C)x(t − τ ),
where ∆ i ∈ C mi×p , i = 1, 2, 3 are the perturbations and B i ∈ C n×mi and C ∈ C p×n are matrices that define the perturbation structure. Define the function H(s) := C(sE − A 0 − e −sτ A 1 ) −1 −sB 1 B 2 e −sτ B 3 .
In [12] it is shown that under certain conditions on the matrices E, A 0 , A 1 (ensuring a "strangeness-free" system) and some further restrictions on the perturbation structure matrices B 1 , B 2 , B 3 , the H ∞ -norm is the reciprocal of the structured stability radius, similar to the standard state-space case [21, 22] . In other words, with ∆ := ∆ This connection also motivates the importance of the H ∞ -norm in robust control, and the minimization of the H ∞ -norm over system parameters. Consider, for example, the system (see, e. g., [37] ), Ex ′ (t) = A 0 x(t) + B 1 u(t) + B 2 w(t), y(t) = C 1 x(t − τ ),
where u is the control input, y is the (delayed) measured output, w is an input representing noise or unmodeled dynamics, and z is the performance output, respectively. By imposing the feedback law u(t) = F y(t), we obtain the closed-loop system
With A 1,F := B 1 F C 1 its transfer function from w to z is given by
The goal of robust control is to determine a stabilizing feedback F such that the closedloop H ∞ -norm, i. e., H F H∞ is minimized in order to achieve a maximum robustness of stability of the performance output z with respect to disturbances and noise that enter the system via the input w. For standard state-space systems this H ∞ optimization problem is addressed by the MATLAB package HIFOO [8] . In the past ten years this software has found manifold applications in industry, some of which are outlined in [30] . Since HIFOO performs a couple of H ∞ -norm evaluations, an efficient H ∞ -norm computation will be beneficial for the performance of the optimization procedure.
Literature
Studies concerning the computation of the L ∞ -or H ∞ -norm have been conducted since the late 1980s. Byers' work [9] focuses on the computation of the distance to instability for a matrix, which can be viewed as a special L ∞ -norm computation problem for the transfer function of a standard state-space system (3) with B, C, and E being identities. This idea has been independently adapted for the computation of the L ∞ -norm of transfer functions of standard state-space systems by Boyd, Balakrishnan [5] , as well as Bruinsma and Steinbuch [6] . An extension of these methods to transfer functions of descriptor systems is discussed in [3] . These are level-set based optimization approaches, and require the repeated solution of Hamiltonian eigenvalue problems of size twice the order of the system. Consequently, they are not suitable for systems beyond medium scale. For larger problems, several approaches have been proposed in recent years. For instance, the characterization of the L ∞ -norm via a Hamiltonian eigenvalue problem has been used to formulate an associated root-finding problem which can be solved using Newton's method [14] . This approach requires solutions of linear systems of size equal to the order of the system. Some other approaches [17, 35, 31] are restricted to the case of the H ∞ -norm only. They are based on the relation of the H ∞ -norm to the structured stability radius and structured ε-pseudospectra [34, 25] ; these approaches compute the rightmost point of the structured ε-pseudospectrum repeatedly for various values of ε. However, all of these methods for larger problems converge only locally and there is no guarantee that the global maximum of σ(H(i·)) is found.
The delay-system setting is addressed by a few works [18, 19] only. These are extensions of the level-set based approach of Byers, but involve infinite dimensional operators. None of these works benefits from a subspace projection idea and their use is typically limited to systems of the order of thousand at most.
Contributions and Outline
Our approach is based on a reduction of the middle factor D(s) in (1) to a much smaller dimension using two-sided projections. The L ∞ -norm is computed for the resulting reduced matrix-valued function, then the subspaces are expanded using the singular vectors of H(iω r ), where iω r is the point on the imaginary axis (including infinity) at which the reduced function attains its L ∞ -norm. Our expansion strategy leads to superlinear convergence with respect to the subspace dimension which we observe in practice and prove in theory. This work is inspired by a recent work [24] on a subspace method in the context of eigenvalue optimization. However, unlike [24] , the matrix-valued function H(i·) (whose largest singular value is to be maximized) is p × m where p, m are typically small, the large-scale nature of the problem in this paper is due to the size of D(s). Dealing with the large dimensionality of D(s) requires a different approach compared to the one proposed for eigenvalue optimization in [24] .
We expose our work in the following order. In the next section, we formally introduce the reduced matrix-valued functions and present a result (Theorem 2.1) that points out how Hermite interpolation of the original L ∞ -function can be achieved by a reduced matrix-valued function. This interpolation result gives rise to the formal definition of the subspace method as in Algorithm 1. The method is devised in order to lift the Hermite interpolation properties to the largest singular value functions associated with the original L ∞ -function and the reduced matrix-valued function. The local superlinear convergence of the subspace method can be attributed to these interpolation properties. This convergence is proven rigorously in Section 3. Important implementation details of the proposed method and the results of our numerical experiments are discussed in Section 4.
Our Approach
Two-sided subspace projections are widely used in model order reduction [11, 36, 1, 16] . In the context of a descriptor system of the form (3), this amounts to restricting the state-space to a subspace V of dimension much smaller than the original state-space, and imposing a PetrovGalerkin condition with respect to another subspace W. Formally, introducing matrices V, W whose columns span V, W, respectively, the reduced state at time t is given by Vx(t), and the reduced system is defined by
The transfer functions associated with the original descriptor system and the reduced one above are
The representation of the reduced transfer function above is under the assumption that V and W are of equal dimension. More generally, let us consider general L ∞ -functions in the framework of (1). We define the reduced function by
where
Throughout the rest of this work, we focus on matrices V, W ∈ C n×ñ withñ ≪ n whose columns span the subspaces V, W, respectively. Furthermore, in what follows, we always assume that the subspaces V, W are such that H is well-defined and bounded on the imaginary axis and that D is invertible almost everywhere on the imaginary axis. The following result is fundamental to our approach. It is a special case of [2, Theorem 1].
Theorem 2.1. Let µ ∈ C be such that C(µ), D(µ), and B(µ) are analytic and both D(µ)and D(µ) are invertible. Suppose also that b ∈ C m and c ∈ C p are given nonzero vectors. Then the following statements hold:
For the computation of the L ∞ -norm, we form subspaces W, V that give rise to the Hermite interpolation of σ(H(s)) by σ( H(s)) at some nodes µ 1 , . . . , µ ℓ , that is 
Consequently, part (iii) of Theorem 2.1 leads to the desired Hermite interpolation property
where the first and the third equality follow from the analytical formulas for the derivatives of singular value functions [26, 7] . An observation that enhances efficiency is that the singular vectors v j , w j do not need to be calculated explicitly. It is sufficient that we have
in order to obtain the Hermite interpolation property. Note that V and W must have the same dimension, otherwise the middle factor D(s) of H(s) defined by (7) is not square and Theorem 2.1 fails. Clearly, the choices
yield the desired inclusions (8) and (9), but have different dimensions unless m = p. When m < p, we have
dimension and satisfy (8) and (9), respectively. Similarly, when m > p, it can be deduced
, and satisfy (8) and (9). The subspace method is described below in Algorithm 1. It generates matrices V r , W r and acts on the subspaces Col(V r ), Col(W r ) of growing dimension as r increases for r = 1, 2, . . . . In the description, the notation H r (s) refers to the reduced function H(s) defined as in (6) and (7), but with the particular choices V = V r and W = W r . Thus, at iteration r on line 10, the algorithm maximizes σ H r−1 (s) over the imaginary axis and retrieves the global maximizer iω r . Then, it expands the subspaces Col(V r−1 ), Col(W r−1 ) and thus forms H r (s) such that the Hermite interpolation properties
In practice we observe that Algorithm 1 converges to a local maximizer of σ(ω) (that is not necessarily a global maximizer) at a superlinear rate of convergence. The next section is devoted to a formal proof of this superlinear rate of convergence. Numerical experiments showing this convergence are reported in Section 4.
Remark 2.2. The procedure described in Algorithm 1 resembles the reduced basis approach for model order reduction of parametrized systems, see, e. g., [20] . The key ingredients are projection onto a subspace, solving the resulting low-dimensional problem, a subprocedure to maximize (minimize) a desired quantity for the reduced parametrized system, and expanding the subspace by a snapshot of the full-order problem at the argmax/min returned by the subprocedure. As all these ingredients are used in Algorithm 1, it can be considered as a reduced basis method. Remark 2.3. In Algorithm 1 the subspaces from all of the previous iterations are kept. An alternative would be to keep the subspaces only from the last two iterations. The rate of convergence analysis in the next section also applies to this variant, since that analysis (specifically Theorem 3.3) relies on the interpolation properties only at the last two iterates. Thus, the variant with only subspaces from the last two iterations is also guaranteed to converge at a superlinear rate, which we observe in practice. However, for the numerical experiments discussed in Section 4, all the previous subspaces are kept. This results in better global convergence properties, and usually avoidance of stagnation at a local maximizer of σ(·) that is not a global maximizer. The cost of keeping additional subspaces is usually small, because the algorithm often needs fewer iterations than the variant that uses only the subspaces from the last two iterations. Typically it converges quickly up to prescribed tolerances in less than 10 iterations (see the numerical results in Sections 4.2 and 4.3).
Algorithm 1 Subspace method for the computation of the
with H as in (1) and (2).
Form H r−1 as in (6) and (7) and set ω r ← arg max ω∈R∪{∞} σ( H r−1 (iω)).
11:
if m = p then 12:
13:
15:
end if
18:
V r ← orth V r−1 V r and W r ← orth W r−1 W r .
19: end for
Rate of Convergence Analysis
In this section, we prove that the aforementioned Hermite interpolation properties of the subspace method lead to a superlinear convergence with respect to the subspace dimension, under the assumption that the method converges locally. The argument revolves around the singular value functions σ(ω) := σ(H(iω)) and σ r (ω) := σ H r (iω) . Occasionally, the second largest singular values of H(iω) and H r (iω) are also referred, which we denote by σ(ω) and σ r (ω), respectively. When min{m, p} = 1, then we define σ(ω) = σ r (ω) = 0 for all ω ∈ R. We first formally state and prove Hermite interpolation properties of the singular value functions.
Lemma 3.1. The following statements hold regarding Algorithm 1 for k = 1, . . . , r: 
(ii) This is immediate from part (i).
(iii) Suppose that σ(ω k ) is simple for a particular k ∈ {1, . . . , r}. This implies that σ(ω), σ r (ω) are differentiable at ω k [32] . The left and right singular vectors corresponding to σ(ω k ) and σ r (ω k ) are the same, since H(iω k ) = H r (iω k ) due to part (i). Let us denote them by w ∈ C p and v ∈ C m , respectively, and w. l. o. g., assume these are unit vectors. Suppose m ≤ p. In this case,
and
When we have m > p, the inclusions
In both cases, part (iii) of Theorem 2.1 yields
Finally, by exploiting the analytical formulas for the derivatives of singular value functions [26, 7] , we deduce
The next result concerns how accurately σ ′′ r (·) approximates σ ′′ (·) at ω r . We view ω k for every k > 1 as a function of the initial point ω 1 for the next result and the subsequent rate of convergence result. A consequence is that the function σ k (·) also depends on ω 1 . Furthermore, in what follows, for a given bounded interval I ⊆ R, we consider ω 1 such that ω k ∈ I for each k ≥ 1. Due to the analyticity of the function H on the imaginary axis (recall that H ∈ L p×m ∞ ), there exists a Lipschitz constant η I > 0 such that
Additionally, for a given η ≥ η I and ϕ > 0, we consider ω 1 such that
for k ≥ 1 and j = 0, 1, 2 as well as
for k ≥ 1 and j = 1, 2. Condition (10), in particular the existence of the constant η I , is a simple consequence of the analyticity of H(i·) and the boundedness of I, whereas conditions (11) and (12) are assumptions, which are typically satisfied in practice because of the interpolation properties between H(i·) and H k (i·). These conditions imply the Lipschitz continuity of σ ′′ (·) and σ ′′ k (·) on I with Lipschitz constants independent of ω 1 , which is established and exploited by the proof of the next lemma. Lemma 3.2. For a given ζ ∈ R + , an integer r ≥ 2, a bounded interval I ⊆ R, ϕ ∈ R + , and η ≥ η I , where η I is as in (10), suppose ω 1 is chosen in a way so that ω k ∈ I for k ≥ 1, conditions (11) and (12) hold, as well as
for some constant c > 2. Then we have
for some constant µ independent of ω 1 .
Proof. We start by establishing the simplicity of σ(ω) and σ r (ω) on the closed interval with end-points ω r−1 , ω r , which we denote with I r . To this end, for each ω ∈ I r , we have 
Above, the second inequality follows from (13) . This shows that σ(ω) is simple for each ω ∈ I r . Furthermore, by part (ii) of Lemma 3.1, we have σ r (ω r ) = σ(ω r ) and σ r (ω r ) = σ(ω r ). An analogous argument with σ r (·) taking the role of σ(·) also shows the simplicity of σ r (ω) for each ω ∈ I r . It follows that both σ(·) and σ r (·) are analytic on I r . To relate the second derivatives, we exploit part (iii) of Lemma 3.1, in particular σ
for some ξ, ξ ∈ I r leading to
Moreover, the second derivatives of σ(·), σ r (·) are Lipschitz continuous in I r , so there exist positive constants γ 1 , γ 2 such that
We claim that the Lipschitz constant γ 1 can be expressed solely in terms of η, ϕ, ζ (satisfying (11), (12) , (13), respectively). To see this, let us denote a unit eigenvector corresponding to the largest eigenvalue of
by v r (ω), and a unit eigenvector corresponding to the j-th largest eigenvalue λ r,j (ω) of this matrix by v r,j (ω). Then the claim is evident from the analytical expression [27] 
(j) (iω) 2 for j = 1, 2 and for all ω ∈ I. Finally, equation (14) and inequalities (15) yield
hence the result follows.
The main result presented next assumes ω r−1 , ω r , ω r+1 are sufficiently close to a local maximizer of σ(·) for certain values of ω 1 and a given r ∈ N. This is a convergence assumption which we observe in practice.
Theorem 3.3 (Local superlinear convergence).
Let ω * be a local maximizer of σ (ω) such that σ(ω * ) is simple, and σ ′′ (ω * ) = 0. Furthermore, let ζ := σ(ω * ) − σ(ω * ). For a given integer r ≥ 2, a bounded interval I ⊆ R containing ω * in its interior, ϕ ∈ R + , and η ≥ η I , where η I is as in (10), suppose ω 1 is chosen in a way so that ω k ∈ I for k ≥ 1, conditions (11), (12) hold, and δ := max {|ω r+1 − ω * |, |ω r − ω * |, |ω r−1 − ω * |} is sufficiently small, in particular
Then we have
for some constant ν independent of ω 1 .
Proof. The proof is split into two parts. In the first part, we deduce the analyticity of the singular value functions σ(·), σ r (·) on I(ω * , δ) := [ω * −δ, ω * +δ], bound their second derivatives from below and the third derivative of σ r (·) from above uniformly on I(ω * , δ) by quantities that do not depend on ω 1 . Then the second part makes use of these uniform bounds to relate |ω r+1 − ω * | with |ω r − ω * |, |ω r−1 − ω * | and conclude a superlinear rate of convergence. Part 1: We first show the analyticity of σ(·) and σ r (·) on I(ω * , δ). Condition (16) 
for each ω ∈ I(ω * , δ), meaning σ(ω) is simple on this interval. Moreover,
But |I(ω * , δ)| = 2δ, so, by Weyl's theorem, we also have
for all ω ∈ I(ω * , δ). Consequently, σ(·) and σ r (·) are analytic on I(ω * , δ).
Secondly, we show that the second derivatives of σ(·) and σ r (·) are bounded away from zero on I(ω * , δ). For the former, w. l. o. g. due to σ ′′ (ω * ) = 0, we simply consider δ small enough (much smaller than |σ ′′ (ω * )|) so that
for some constant ℓ 1 ≫ δ > 0. For the latter,
That is, |σ
for another constant ℓ 2 > 0. Thirdly, we show that the absolute value of the third derivative of σ r (·) is bounded from above by a quantity that does not depend on ω 1 on I(ω * , δ). Repeating the arguments in the proof of Lemma 3.2, the second derivative σ ′′ r (·) is Lipschitz continuous on I(ω * , δ) with a Lipschitz constant γ 1 that depends on η, ϕ and ζ only. This in turn, together with the analyticity of σ r (·) on I(ω * , δ), implies |σ ′′′ r (ω)| ≤ γ 1 ∀ω ∈ I(ω * , δ).
Part 2:
We express |ω r+1 − ω * | in terms of |ω r − ω * | and |ω r−1 − ω * |, and conclude with the superlinear convergence result as desired. Analyticity of σ(ω) implies
In the last equation, we employ σ ′ (ω r ) = σ ′ r (ω r ) (part (iii) of Lemma 3.1), divide both sides by σ ′′ (ω r ), and reorganize to obtain
In what follows, we exploit σ ′′ (ω r ) ≈ σ 
which can be rearranged as
for some ξ ∈ I(ω * , δ). By combining (18) and (19), we deduce
where we used the Lipschitz continuity of σ ′′ (·) on the interval I(ω * , δ), in particular we used the existence of a Lipschitz constant γ > 0 such that
Finally, by Young's inequality, we have |ω r+1 − ω r | 2 ≤ 2|ω r+1 − ω * | 2 + 2|ω r − ω * | 2 . Thus, the expression (20) can be rewritten as
where (21) is bounded from above by max {|ω r − ω * |, |ω r−1 − ω * |} up to a constant by (17) , whereas the term |σ ′ (ω r )| on the right is bounded from above by |ω r − ω * | up to a constant by the mean value theorem. If δ is sufficiently small, the term on the left-hand side of (21) can be bounded from below by c 4 |ω r+1 − ω * | for some constant c 4 > 0. Hence, the result follows.
Numerical Experiments
In this section, we report on the numerical results obtained by our MATLAB implementation of Algorithm 1
1 . We first describe a few important implementation details and the test setup. After that we report on the respective numerical results.
Implementation Details and Test Setup
At each iteration of Algorithm 1, the L ∞ -norm of a reduced function needs to be computed in line 10. This global nonconvex optimization problem is solved by means of the approach due to Boyd and Balakrishnan for transfer functions of linear state-space systems [5] (and [3] for the case of descriptor systems), and by means of the algorithm in [29] for general L ∞ -functions. The Boyd-Balakrishnan algorithm requires the solution of an eigenvalue problem of size twice the order of the original system, but these are fairly small eigenvalue problems which can be solved efficiently and robustly using well-established factorization approaches. A structure-preserving algorithm for this task has been implemented as a FORTRAN subroutine for which we have used a MEX file to call it from MATLAB. Algorithm 1 is terminated in practice when the relative distance between ω r and ω r−1 is less than a prescribed tolerance for some r > 0, or the number of iterations exceeds a specified integer. Formally, we terminate when
For our numerical experiments, we set ε = 10 −6 and r max = 30. Algorithm 1 converges locally. To reduce the possibility of stagnating at a local maximizer that is not a global maximizer, we initialize the algorithm with r 0 interpolation points ω 1 , . . . , ω r0 , instead of only one. In our numerical experiments we have set r 0 = 10 as a default value, but there are more complicated examples that need a larger amount of initial interpolation points. For instance, the peec example (see below for further details) needs 80 initial points. We distribute the initial interpolation points equidistantly on the imaginary axis with the imaginary parts located in the interval [0, ω max ], where ω max is a problem-dependent parameter that is highly influenced by the location of the poles of H.
Another problem arises when the number of inputs and outputs is large. In this case, also the dimensionñ of the middle factor D(s) of H(s) will grow with by min{m, p} in each interpolation step. To avoid a too fast growth ofñ we have implemented an option in our implementation that allows to update the projection spaces only by using the singular vectors corresponding the the largest singular value of H(iω r ). This means that in Algorithm 1, lines 11 and 13-17 disappear and line 12 is replaced by
Compute the left and right singular vectors w and v ofH r−1 (iω r ) corresponding to the largest singular value.
Similar changes are also made in lines 2-8. Note that in this way we may lose the Hermite interpolation property of the maximum singular values, since in general we only have
. . , r. Therefore, we also do not necessarily have local superlinear convergence. We have tested this option on the mimo8x8_system, mimo28x28_system and mimo46x46_system examples, which have 8, 28, and 46 inputs and outputs, respectively. The approach works well on these examples. However, a more rigorous analysis of this remains an open problem.
In the next two subsections we report on the outcome of our numerical experiments. These have been performed on a machine with an 4 Intel R Core TM 3.30GHz i5-4590 CPUs and 16GB RAM in MATLAB 9.0.0.341360 (R2016a) running on Linux version 3.12.67-64-default. First we test our algorithm on 33 linear systems taken from [33, 28, 15, 10] in Section 4.2. The data of these examples is freely available on the websites of Joost Rommes 2 and the SLICOT benchmark collection 3 . The first 13 of these examples are standard state-space models (E = I n ), the other ones are descriptor systems with singular E. All these examples have transfer functions in H p×m ∞ , so in fact we compute the H ∞ -norm. Furthermore, we consider an example of a time-delay system provided in [2] in Section 4.3.
Results for Descriptor Systems
In this subsection, we compare the results with the ones generated by the approach in [4] , which is based on structured pseudospectra and locating their rightmost points in the complex plane repeatedly. In this approach, perturbed transfer functions of the form
with ∆ ∈ C m×p are considered. There, a perturbation ∆ of minimal spectral norm such that the perturbed transfer function H ∆ is not in H p×m ∞ is determined by a sequence of structured rank-1 perturbations. Table 1 summarizes the results of the 33 numerical experiments. For all examples, the correct norm value has been found up the termination tolerance. In this table, the number of additional iterations after the construction of the initial reduced function needed to retrieve the L ∞ -norm by Algorithm 1 up to the prescribed relative tolerance ε = 10 −6 is denoted by n iter . The order of the system, the input dimension, and the output dimension are denoted by n, m, p, respectively. It is evident from Table 1 that the correct value of the H ∞ -norm is found by Algorithm 1 for each of the problems. In terms of the runtime, Algorithm 1 outperforms the pseudospectral approach. The ratios between the time required by the pseudospectral approach and that required by Algorithm 1 are listed in the last column of Table 1 .
Finally, local superlinear convergence consistent with Theorem 3.3 is observed in all cases. Specifically, for the S80PI_n example, the errors of the iterates are reported in Table 2 . Five additional iterations after the construction of the initial reduced function suffice to compute the L ∞ -norm with a desired relative tolerance of ε = 10 −6 . In fact, we see that once the algorithm started converging to a local maximizer, it only needs one or two more iterations until convergence.
However, in some numerical examples we also observe that many iterations may be needed until convergence to a local maximizer takes place. If there exist many local maximizers of σ(·), then the algorithms often collects more global information of H in the beginning and only starts converging to a local maximizer after a certain number of iterations. In particular, this is the case in examples # 6-13 and # 15-22. An illustration of this fact is given in Figure  1 , where the intermediate reduced functions for the S80PI_n example are depicted.
A further strong influence of the performance of Algorithm 1 is the number and location of the initial interpolation points. In the examples above, we have usually taken 10 initial points distributed equidistantly in an interval [0, ω max ]. Often, the algorithm also converges to the correct global maximizer with fewer initial points but then it may happen that more iterations are needed, since less global information is known. To illustrate this behavior we consider the M80PI_n example. For this example we generate interpolation points by the MATLAB command options.initialPoints = linspace( 0.1, 10000, ninit ); Here, the short-hands σ r := σ r (ω r+1 ) and σ * := σ(ω * ) are used. As the "exact" solution we have taken the one we obtain after iteration 6. 
Results for Time-Delay Systems
Next we test our approach on transfer functions of time-delay systems. Our experiments are performed on the following example taken from [2] .
Example 4.1. Consider the delay system
where T is the n × n matrix with ones on the subdiagonal and superdiagonal, as well as in the entries at position (1, 1) and (n, n), and zeros elsewhere. The scalars β and θ are parameters, and τ is the delay parameter.
We choose τ = 1, β = 0.01, and θ = 5. Additionally, we set B = e 1 + e 2 , the sum of the first two columns of the n × n identity matrix, C = B * , and experiment with various values of n.
Since Example 4.1 has the non-rational transfer function
the Boyd-Balakrishnan algorithm cannot be applied here. Instead we use eigopt [29] to solve the small subproblems in Algorithm 1. The Matlab package eigopt requires additional inputs. Specifically, a frequency interval in which the L ∞ -norm is attained has to be supplied. We choose the interval [0, 50], in which ω * is located. In this interval, 8 local maxima of σ(·) can be found. Outside this interval, there exist infinitely many more such local maxima, but they result in much smaller maximum singular values. A second parameter the user has to supply is a global lower bound γ on the second derivative of −σ(·). In our example, the minimum of this second derivative is always about −93.08, so we choose γ = −100. The value of γ has a strong influence on the runtime; the lower γ, the more piecewise quadratic support functions are constructed by eigopt which increases the computational complexity. The runtimes and the runtime ratios between eigopt and Algorithm 1 are given in Table 3 . For all values of n, eigopt and Algorithm 1 return the same (correct) value of the L ∞ -norm, namely H L∞ = 0.23766. This value is attained for ω * = 3.07547. After the construction of the initial reduced transfer function, Algorithm 1 only needs one more iteration until convergence. The table also shows that Algorithm 1 is only more efficient for larger values of n. This is because the computation of H and its singular values becomes a dominant factor for larger n. For smaller values of n, Algorithm 1 carries out two calls of eigopt; for this reason, it needs almost the double the time to solve the original problem by a single run of eigopt. 
Limitations of the Method
As mentioned above, our algorithm converges only locally. (The same property holds for all other methods for large-scale L ∞ -norm calculationsto this date.) It is important to interpolate H at the parts of the imaginary axis that are close to the poles of H. If not enough interpolation points are taken, then the global maximizer of σ(·) may be missed. To illustrate this, consider the xingo_afonso_itaipu example but with only two initial interpolation points 2.5i and 7.5i. With these points only, the global maximizer at 1.092 is not detected, instead the algorithm converges to the local maximizer at 7.897 which is not a global maximizer. The intermediate iterates are depicted in Figure 3 . A remedy to this problem is to use more initial interpolation points for the initial iteration.
Concluding Remarks
We have introduced an approach for the computation of the L ∞ -norm of an L ∞ -function of the form H(s) = C(s)D(s) −1 B(s) in the large-scale setting, i. e., the middle factor is the inverse of a large-scale meromorphic matrix-valued function, and C(s), B(s) are meromorphic functions mapping to short-and-fat and tall-and-skinny matrices, respectively. Our approach is based on a subspace projection idea that is frequently used in model order reduction. More precisely, we approximate the given L ∞ -function by a reduced function obtained by employing two-sided projections on the factors of the original L ∞ -function. The middle factor of the resulting reduced function is of much smaller dimension. We compute the L ∞ -norm of the reduced function by established methods. Then we expand the projection spaces by using the singular vectors of the original function at the point on imaginary axis, where the L ∞ -norm of the reduced function is attained. We have proven that our selection strategy for the subspaces leads to Hermite interpolation properties between the largest singular values of the original and reduced functions. These Hermite interpolation properties in turn give rise to a superlinear convergence with respect to the subspace dimension.
We have demonstrated on various numerical examples that our method can lead to substantial speedups compared to known methods. Moreover, it can be applied to a much larger class of functions such as transfer functions of delay systems. Thus, our method may lead to significant computational benefits in the field of H ∞ -optimization.
