The resistance matrix of a simple connected graph G is denoted by R, and is defined by R = (r ij ), where r ij is the resistance distance between the vertices i and j of G. In this paper, we consider the resistance matrix of weighted graph with edge weights being positive definite matrices of same size. We derive a formula for the determinant and the inverse of the resistance matrix. Then, we establish an interlacing inequality for the eigenvalues of resistance and Laplacian matrices. Using this interlacing inequality, we obtain the inertia of the resistance matrix.
Introduction
Consider an n-vertex connected graph G = (V, E), where V = {1, 2, . . . , n} is the vertex set and E = {e 1 , e 2 , . . . , e m } is the edge set. If two vertices i and j of G are adjacent, we denote it by i ∼ j. A (positive scalar) weighted graph is graph in which every edge is assigned a weight which is a positive number. If weight of the each edge is 1, the graph is called an unweighted graph. The weight of a path is the sum of the weights of the edges lies in the path. The distance matrix D(G) of a weighted graph G is an n × n matrix (d ij ), where d ij is the minimum of weights of all paths from the vertex i to the vertex j. The Laplacian matrix L of a weighted graph G is an n × n matrix defined as follows:
For i, j ∈ [n] = {1, . . . , n}, i = j, the (i, j) th -element of L is − . Let e ij denote the n × 1 vector with 1 at the i th place, −1 at the j th place, and zero elsewhere. A matrix H is called a generalized inverse, or g-inverse of L if LHL = L. It is known [4] that for a graph with positive edge weights, the scalar e ′ ij He ij is same for any g-inverse H of L where e ′ ij is the transpose of e ij . The resistance distance between the vertices i and j, denoted by r(i, j), defined as r(i, j) = e ′ ij He ij = h ii + h jj − h ij − h ji , where H is a g-inverse of L. In particular, if L † = (k ij ) is the Moore-Penrose inverse(defined in Section 2) of L, then r(i, j) = k ii + k jj − 2k ij . The resistance matrix R of a graph is an n × n matrix defined as follows: For i, j ∈ [n], the (i, j) th -entry of R is defined as r ij = r(i, j). For a tree, the resistance distance coincides with the classical distance.
The distance matrix of a connected graph, in particular of a tree, has been studied by researchers for many years. One of the remarkable result about the distance matrix of a tree states that, if T is a tree on n vertices, then the determinant of the distance matrix D of T is (−1) n−1 (n − 1)2 n−2 , which is independent of the structure of the underlying tree [7] . In [6] , a formula for the inverse of the distance matrix of a tree is obtained. An extension of these results for the weighted trees, where the weights are positive scalars, were considered in [5] . In [3] , formulae for determinant and inertia of the distance matrix of a weighted tree with edge weights being square matrices of same order.
Resistance distance matrices are one of the important classes of matrices, associated with graphs, considered in the chemical literature. The notion of Wiener index based on the resistance distance has proposed in [9] . The formulae for the determinant and the inverse of the resistance matrix of scalar weighted graph are obtained in [2] . Some inequalities for the eigenvalues of the distance matrix of a tree and the eigenvalues of the resistance matrix of any connected graph are established in [12] and [13] , respectively. We refer to [10, 11, 15, 14, 16] for more information on the resistance distance.
In this paper, we consider the resistance matrix of any weighted graph whose edge weights are positive definite matrices of same size. We derive a formula for the determinant(Theorem 4.1) and the inverse(Theorem 4.2) of the resistance matrix. We establish an interlacing inequality for the eigenvalues of resistance and Laplacian matrices(Theorem 4.3). Using this, we obtain the inertia of the resistance matrix(Theorem 4.4).
This article is organized as follows: In section 2, we first recall some of the definitions and results, which will be used in the subsequent part of the paper. Then we establish two important properties, one of them related to the principal submatrix of Moore-Penrose inverse of a positive semidefinite matrix(Lemma 2.1) and another is about the cofactor of block matrices(Lemma 2.2). In section 3, we derive some of the properties of the resistance matrix with positive definite matrix edge weights.
Using these properties, in section 4, we obtain formulae for the determinant, inverse and inertia of the resistance matrix with positive definite matrix edge weights.
Some useful results
Let B be an n × n matrix and let S, K ⊆ [n]. We denote by B[S, K], the matrix obtained by selecting the rows of B indexed by S, and the columns of B indexed by K. On the other hand, B(S, K) is the matrix obtained by deleting the rows of B indexed by S, and the columns of B indexed by K.
Similarly, if x is an n × 1 vector, then x[S] will denote the subvector of x indexed by indices in S.
The Kronecker product of matrices A = (a ij ) of size m × n and B of size p × q, denoted by A ⊗ B, is defined to be the mp × nq block matrix (a ij B). It is known that for matrices M , N , P and Q of suitable sizes, M N ⊗ P Q = (M ⊗ P )(N ⊗ Q) [8] .
Let A be an n × n matrix partitioned as
such that the diagonal blocks A 1,1 and A 2,2 are square matrices and the matrix A 1,1 is invertible.
Then the Schur complement of A 1,1 in A is defined to be the matrix A 
(AG) ′ = AG and (iv) (GA) ′ = GA. We denote the Moore-Penrose inverse of the matrix A by A † .
In the next lemma, we prove that if a principal submatrix A[S, S] of a positive semidefinite matrix
A is invertible, then the principal submatrix of A † corresponds to the same index set S is also invertible.
i.e., A † [S, S] is invertible.
Lemma 2.1. Let A be an n × n positive semidefinite matrix, whose rows and columns are indexed by
Proof. Let A be of rank r(≤ n). For i = 1, 2, · · · , r, let λ i be the nonzero eigenvalues of A with corresponding eigenvectors x i . Then the spectral decomposition of A is given by
Let S ⊆ [n] with |S|= p (≤ r) and A[S, S] is nonsingular. Then
Since the rank of the matrix A[S, S] is p, the rank of
Thus we get rank of [
is also p. We note that the spectral decomposition of A + is
is of rank p and hence A † [S, S] is also nonsingular.
Next we define the cofactor of a submatrix. Let
Consider a square matrix A whose rows and columns are indexed by elements in X = {1, 2, · · · , ns} and a partition π = {X 1 , X 2 , · · · , X n } of X where |X i |= s for all i = 1, 2, · · · , n. We partition the matrix A according to π as
where each A i,j = A[X i , X j ] is a submatrix (block) of A whose rows and columns are indexed by elements of X i and X j , respectively. Lemma 2.2. Let A be an ns × ns square matrix and it is partitioned as in (3). Let n j=1 A i,j = 0 and n i=1 A i,j = 0 for all i, j ∈ {1, 2, · · · , n}. Then the cofactor of any two blocks A i,j and A k,l in A are equal.
Proof. We have
Similarly, we can prove that cofactor of A i,j is equal to cofactor of A i,k , for any i, j, k. By using the assumption n i=1 A i,j = 0 and applying the above steps to the rows of A, we get the cofactor of A i,j equals to cofactor of A k,j , for any i, j, k. Let L † be the Moore-Penrose inverse of the Laplacian matrix L of a graph G, and let K i,j , i, j = 1, 2, · · · , n, be the s × s blocks of L † . For the graph G, we define the resistance matrix R by an n × n block matrix whose (i, j) th block R i,j is defined by
Since the Moore-Penrose inverse of a matrix always exists and it is unique, so the definition of resistance matrix is well defined. Also, if s = 1, then the above definition of resistance matrix coincides with the definition of resistance matrix of positive scalar weighted graphs.
In the next theorem, we prove the matrix L + 1 n J ⊗ I s is nonsingular. 
Thus each of the column vector of 1 ⊗ I s , is an eigenvector of L + 1 n J ⊗ I s corresponding to the eigenvalue 1. Now, for each i = 1, 2, · · · , ns − s,
Thus x i is also an eigenvector of L + In the previous theorem, we have seen that L+ 1 n J ⊗I s is nonsingular. Now set X = (L+
Using this observation, in the next theorem, we derive a formula for the Moore-Penrose inverse of the Laplacian matrix associated with the graph.
Theorem 3.2. Let G be a connected graph on n vertices such that the edge weights are s × s positive definite matrices and let L be the Laplacian matrix associated with G.
Proof.
Again applying (5), we get
Similarly, we get
Now, (7) and (8)].
Again,
Similarly,
By combining (6), (9), (10) and (11), we get the result. Now, using Theorem 3.2 and equation (4), for i, j = 1, 2, · · · , n, we have
LetX denote the diagonal block matrix whose diagonal blocks are X 1,1 , X 2,2 , · · · , X n,n . Then, by using the previous equation we get,
For i, j = 1, 2, · · · , n, we define the s × s matrices τ i and the ns × s matrix τ as follows:
Theorem 3.3. Let G be a connected graph on n vertices such that the edge weights are s × s positive definite matrices and L be the Laplacian matrix associated with G. If the matricesX and τ are defined as above, then LX(
Equating the (i, i) th block in both sides, we get
Now,
From (14), we get
Now, for i = 1, 2, · · · , n,
Remark 3.1. Using the previous theorem, we get the following identities:
Theorem 3.4. Let G be a connected graph on n vertices such that the edge weights are s × s positive definite matrices and R be the resistance matrix of G. Then
From equation (13), we have
Equating the (i, i) th block in both sides of (17) we get
= 2(n − 1)I s .
Using Theorem 3.2, we have the following identity
In the next theorem, we establish the matrix τ ′ Rτ is positive definite and derive a formula for it.
Theorem 3.5. Let G be a connected graph on n vertices such that the edge weights are s × s positive definite matrices, and let L and R be the Laplacian matrix and the resistance matrix of G, respectively.
If the matricesX and τ are defined as in Theorem 3.3, then the matrix τ ′ Rτ is positive definite and
Proof. We have,
Similarly, we can derive the following
Then from (19) we get
For i = 1, 2, · · · , n, the matrices X ii − 1 n I s are the diagonal blocks of the matrix L † . Since 
Determinant, inverse and inertia of the resistance matrix
In this section, we derive formulae for determinant, inverse and inertia of the resistance matrix.
Consider the partition of the Laplacian matrix L as in (3) Proof. By Theorem 3.5, we have τ ′ Rτ is a nonsingular matrix. Using the Schur formula for the
Using Remark 3.1, adding all the column blocks except the last column block to the first column block and adding all the row blocks except the last row block to the first row block of the matrix
by expanding Laplace expansion.
Using this in (22) we get
In the next theorem, we establish that the resistance matrices are nonsingular and derive a formula for the inverse of them.
Theorem 4.2. Let G be a connected graph on n vertices such that the edge weights are s × s positive definite matrices, and let L and R be the Laplacian matrix and the resistance matrix of G, respectively.
Then R is nonsingular and
Proof. From equation (17) Now,
and Interlacing inequality for the eigenvalues of distance and Laplace matrices of a matrix weighted tree is given in [1] . Using the fact Q ′ RQ = −2I (n−1)s we can similarly prove the following: Next we derive the formula for the inertia of the resistance matrix of a graph with matrix weights.
