Abstract. Let T be the angle-doubling map on the circle T, and consider the 1-parameter family of piecewise-linear cosine functions f θ : T → R, defined by f θ (x) = 1 − 4d T (x, θ). We identify the maximizing T -invariant measures for this family: for each θ the f θ -maximizing measure is unique and Sturmian (i.e. with support contained in some closed semi-circle). For rational p/q, we give an explicit formula for the set of functions in the family whose maximizing measure is the Sturmian measure of rotation number p/q. This allows us to analyse the variation with θ of the maximum ergodic average for f θ .
Introduction
For T : X → X a continuous map on a compact metric space X, let M denote the (weak- * compact) set of T -invariant Borel probability measures on X. Given a continuous function f : X → R, a measure µ ∈ M is said to be maximizing for f if This ergodic optimization problem, concerning the maximizing measure(s) (and corresponding maximum ergodic average) for a given triple (X, T, f ), has been the focus of considerable recent attention (see e.g. [29] for an overview). Most of this work has concerned theoretical aspects of the subject, including abstract information on the nature of maximizing measures [8, 10, 11, 13, 19, 30, 36, 37, 39, 40, 41, 42, 44, 47, 48, 49, 51] , approximation of maximizing measures [9, 15, 18] , connections with thermodynamic formalism [12, 17, 27, 28, 33, 35, 38, 46] , and connections with partial orders on M [2, 31, 32, 34] .
Comparatively little work has focused on the concrete problem of precisely identifying the maximizing measure(s) for specific triples (X, T, f ). One reason for the relative lack of progress in this area stems from the intrinsic difficulty of the problem: for interesting T (e.g. hyperbolic maps) the set M is large (an infinite-dimensional simplex), and the bona fide maximizing measure(s) can be approximated arbitrarily well by 'almost maximizing' measures, thus complicating the task of identifying (even conjecturally) the maximizing measure(s).
Nevertheless, much of the initial impetus behind the development of ergodic optimization revolved around specific choices of (X, T ), in particular the archetypal hyperbolic map T (x) = 2x (mod 1) on the circle X = T = R/Z. For this choice of (X, T ), maximizing measures for various functions f were identified 1 , notably f (x) = ± cos 2πx and f (x) = sin 2πx in [20] , and the more general cosine family g θ (x) = cos 2π(x − θ) in [24, 25, 26] . The maximizing measures for the family (g θ ) θ∈T turned out (see [7, 25, 26, 27] ) to be a certain 1-parameter family of ×2-invariant measures known as Sturmian.
One definition of Sturmian measures is that they are precisely the invariant probability measures whose support is contained in a closed semi-circle (each closed semicircle is known to support a unique invariant probability measure, see [16, 22, 50] ). Another characterization is that these supports are precisely the non-empty minimal compact T -invariant sets on which the dynamics is combinatorially equivalent to a rotation (i.e. the restriction of T to this support can be extended to a monotone continuous self-map of T). In particular, each Sturmian measure has a well-defined rotation number ∈ T, and conversely, for each ∈ T there is precisely one Sturmian measure, denoted S , of rotation number . The support of S is a periodic orbit O p/q if = p/q is rational, and a Cantor set of zero Hausdorff dimension if is irrational. For example the Sturmian measures of rotation numbers 1/2, 1/3, 2/5, 3/8 and 5/13 are, respectively, the invariant measures supported by the periodic orbits coded For more details on Sturmian measures, and the related notion of Sturmian sequences, see e.g. [1, 5, 7, 16, 22, 25, 26, 31, 32, 45, 50] .
In this article we return to the setting of these original articles, fixing the dynamical system to be the angle-doubling map T (x) = 2x (mod 1), and aiming to determine precisely the maximizing measures for a certain one-parameter family of functions (f θ ) θ∈T . This family, which we call the piecewise-linear cosine family (see Figure 1) , is defined by f θ (x) = 1 − 4d T (x, θ) , where d T denotes the usual distance function on the circle T.
Our main result identifies the maximizing measures for all functions in this family: . Theorem 1 will be proved in Section 2 in a slightly more precise form (see Theorem 7), while in Section 3 1 The results in [20, 24, 25, 26] were largely conjectural, and made rigorous in [7] . 2 The coding is the standard one via base-2 expansions, so for example 001 represents the orbit {1/7, 2/7, 4/7}. we investigate the variation of the maximum ergodic average max µ∈M f θ dµ with the parameter θ, identifying the intervals on which it is monotone (see Theorem 11) . 
Sturmian maximizing measures
Since e γ is strictly positive on
The map ω : T → T was analysed in [4] , where the following was proved:
Next recall the following notions from [7] :
(ii) Say that f is Sturmian (on the closed semi-circle g for its Lebesgue integral over the set A or interval [a, b]. 6 Alternative terminology, motivated by notions in Lagrangian dynamics and differential geometry (see e.g. [21] for usage in this context), is that ϕ is a calibrated sub-action (see e.g. [23] ).
(a) Since T is expanding, every Lipschitz function admits a maximizing function (see [7, Lem. A]); results of this type can be traced back to the unpublished work of Conze & Guivarc'h [20] .
, and is strictly smaller than β(f ) on (γ + 1/2, γ). It follows that the Sturmian measure carried by [γ, γ + 1/2] is the unique maximizing measure for f + ϕ − ϕ • T , hence also for f . We are now able to prove the following more precise version of Theorem 1:
maximizing measure is the Sturmian measure carried by the unique semi-circle
Proof. In view of Lemma 6 (ii), it suffices to show that each function f θ is Sturmian on the semi-circle [γ, γ + 1/2] satisfying ω(γ) = θ.
]. By symmetry we need only consider θ ∈ [0, 1 8 ]. We claim that for each f θ there exists γ ∈ T, and a maximizing function ϕ θ , such that
In particular, (4) 
To prove (4), first note that if θ = 0 then α(0) = 1 and (4) is satisfied. Now suppose that θ ∈ (0, 1/8]. By Lemma 3, the map ω : T → T is a homeomorphism with ω
, 0] and θ ∈ [0,
If i denotes the largest non-negative integer such that 2
n ∈ [0, θ) for all n ≥ 1, and a calculation analogous to the one above gives ϕ θ (x) = 4x for x ∈ [0, 2θ) .
It follows that
An analogous calculation yields
We now have an explicit description of ϕ θ on
by (6), (7), (8), and (9). In particular, ϕ θ has strictly positive derivative on [2γ, 2θ], is constant on [2θ, 4θ], has strictly negative derivative on [4θ, 1 + 2γ), and its derivative is everywhere strictly larger than −4. Moreover, the derivative ϕ θ is non-increasing on [2γ, 1 + 2γ), so ϕ θ is concave. Now f θ has derivative equal to +4 on (2γ, θ), to −4 on (θ, θ + ), and to +4 on (θ + 1 2 , 1 + 2γ). It follows that f θ + ϕ θ has derivative +8 on (2γ, θ) and derivative 0 on (θ, 2θ). Its derivative is strictly negative on (2θ, θ + 5 (a) ). We wish to show that there exists γ ∈ (θ − 1/2, θ) such that ∆ is strictly positive on (γ, γ + 1/2) (and therefore strictly negative on (γ + 1/2, γ), since ∆(x − 1/2) = −∆(x) for all x ∈ T). For this it suffices to prove that 8 ∆ + (x) < 0 for x ∈ (θ, θ + 1/2), which implies that ∆ is strictly decreasing on [θ, θ + 1/2]. 8 Recall that if g : T → R is Lipschitz then its derivative g (x) at the point x ∈ T is defined to be the closed interval
which reduces to a singleton (identified with its unique member) when g is differentiable at x.
For x ∈ T, define H(x) to be the set of sequences x = (x i ) i≥0 such that x 0 = x and T (x i+1 ) = x i for i ≥ 0, and such that there exists a maximizing function ϕ for f such that (f + ϕ)(x i ) ≥ (f + ϕ)(x i + 1/2) for all i ≥ 1 . Differentiation and iteration of (3) gives that for each x ∈ T, the interval ϕ (x) is contained in the convex hull of the set
It follows that for all x ∈ T,
But if x ∈ (θ, θ + 1/2) then f − (x 0 ) = f (x) = −4 for any x ∈ H(x), and f + (y 0 ) = f (x + 1/2) = 4 for any y ∈ H(x + 1/2), so (10) becomes
Now
thus (11) implies that ∆ + (x) ≤ 0 for x ∈ (θ, θ + 1/2), with equality attained if and only if
i.e. if and only if
The set of accumulation points of any sequence in H(x) is a certain compact invariant set, carrying at least one invariant probability measure, which is necessarily f θ -maximizing. So if (12) holds then the Sturmian measure carried by [θ − 1/2, θ] is f θ -maximizing, as is the Sturmian measure carried by [θ, θ + 1/2]. One of these measures must be the Dirac measure δ 0 concentrated at the fixed point 0, so to show that (12) cannot hold it suffices to prove that δ 0 is not f θ -maximizing for θ / ∈ [−1/8, 1/8]. For this, by symmetry it suffices to consider θ ∈ ( ], and find an invariant probability measure whose f θ -average is strictly larger than f θ (0) = 1 − 4θ. Indeed this measure may be chosen from the family (m n ) n≥2 of invariant probability measures supported by the period-n orbit {1/(2
Since ∪ n≥1 U n = (1/8, 1/2], the proof is complete.
If (γ) denotes the rotation number of the Sturmian measure supported by the semi-circle [γ, γ + 1/2], then the map : T → T is known (see [16] ) to be a devil's staircase, i.e. a continuous, weakly increasing degree-1 map such that the preimage of each rational is an interval, and the preimage of each irrational is a single point. Defining r : T → T by r := • ω −1 , Theorem 7 says that the unique f θ -maximizing measure is the Sturmian measure S (ω −1 (θ)) = S r(θ) . The properties of and ω −1 imply that r : T → T is itself a devil's staircase (see Figure 2) , so in particular we have:
Corollary 8. Every Sturmian measure is the maximizing measure for at least one member of the piecewise-linear cosine family (f θ ) θ∈T . If / ∈ Q then S is the maximizing measure for precisely one member of (f θ ) θ∈T . If ∈ Q then there is a closed interval Θ( ), with nonempty interior, such that S is the f θ -maximizing measure for every θ ∈ Θ( ). For rational ∈ T, the endpoints of any interval r
can be given explicitly, using explicit information about the functions ω : T → T (see [4] ) and : T → T (see [16] ). Some of the explicit values for θ min ( ) and θ max ( ) are listed in Figure 3 below.
Remark 9.
(a) Note that the explicit formulae for the intervals Θ(p/q) means we have precisely identified the Sturmian maximizing measure for (Lebesgue almost) every parameter value θ, to an extent which is not possible for the cosine family g θ (x) = cos 2π(x − θ). 
Certain other values (for p/q ∈ (1/2, 1)) follow from the identity r(x + 1/2) = r(x − 1/2).
In [4] we also note that, for sufficiently large q, the interval lengths θ max (p/q)−θ min (p/q) are equal to Kq2
for one of five explicit constants K; asymptotically this agrees with the lengths of the corresponding parameter intervals for the family g θ (see [14, 24] ). (b) As we have seen, the proof of Theorem 7 (and therefore Theorem 1) is informed by some theoretical concepts introduced by Bousch in [7] , notably the Sturmian and pre-Sturmian conditions. One difference in the approach used here is that the proof revolves principally around the pre-Sturmian, rather than the Sturmian, condition. A further difference is that our proof is entirely self-contained, not relying on numerical approximations such as those required in [7] for the cosine family.
The maximum ergodic average
Now we would like to understand the variation with θ of the maximum ergodic average
of the piecewise-linear cosine function f θ . This function α : T → R turns out to be countably piecewise affine, with unique global maximum at θ = 0, and global minimum at θ ∈ [7/18, 11/18] (when S 1/2 = (δ 1/3 + δ 2/3 )/2 is f θ -maximizing). It is piecewise monotone (but not piecewise affine), and turns out to have precisely 23 intervals of monotonicity (see Theorem 11) ; the endpoints of these intervals of monotonicity can be identified explicitly, and turn out to be either endpoints of some Figure 3) , or certain exceptional values 
Theorem 11. The maximum ergodic average function α : T → R, defined by α(θ) = max µ∈M f θ dµ, is even and countably piecewise affine. Its maximum value is 1, attained uniquely at θ = 0, and its minimum value is 1/3, attained uniquely on the interval [7/18, 11/18] . The function α is piecewise monotone, with precisely 23 monotonicity intervals 10 . Those endpoints of monotonicity intervals lying between 0 9 These exceptional values θ ∞ (p/q) are denoted ω ∞ (p/q) in [3] , where the significance of the nine exceptional rotation numbers 0, ±2/7, ±3/10, ±1/3, ±3/8 is described.
10 By a monotonicity interval we mean a locally maximal interval on which α is either strictly increasing, or strictly decreasing, or constant. Proof. Since {θ ∈ T : r(θ) ∈ Q} is dense in T, and α is clearly (4-Lipschitz) continuous, to prove that α is monotone on any interval it suffices to show that it is monotone on the intersection of this interval with {θ ∈ T : r(θ) ∈ Q}.
For any x ∈ T, the map θ → f θ (x) is affine (hence monotone) with slope ±4 on any interval [θ 
implies that the local monotonicity of α at θ is entirely determined by whether most points in the periodic orbit lie to the left, or to the right, of θ. Precisely, α is locally decreasing (respectively increasing) if more than half of the points lie to the left (respectively the right) of θ, and is locally constant if exactly half of the points lie on either side of θ (in this last case the orbit is necessarily of even period).
If θ ∈ (0, θ max (0)] = (0, 1/8] then the fixed point 0 is maximizing, and is to the left of θ, so α is decreasing on (0, 1/8].
Now suppose that θ is such that the f θ -maximizing measure is S p/q for 0 < p/q < 2/7. Lemma 10 implies that θ lies in the interior of J q−2p , so precisely q − 2p of the q points in O p/q lie to the left of θ. So if 0 < p/q < 1/4 then most points in the orbit lie to the left of θ, hence α is locally decreasing at θ, if p/q = 1/4 then exactly two points in the orbit {1/15, 2/15, 4/15, 8/15} lie to either side of θ, so α is locally constant, while if 1/4 < p/q < 2/7 then most points lie to the right of θ, hence α is locally increasing at θ. It follows that α is decreasing on [θ max (0), θ min (1/4)], constant on [θ min (1/4), θ max (1/4)], and increasing on [θ max (1/4), θ min (2/7)]. Now suppose that the f θ -maximizing measure is S 2/7 . The point θ ∞ (2/7) = 34/127 is the central point in O 2/7 = {9/127, 17/127, 18/127, 34/127, 36/127, 68/127, 72/127}. Therefore, if θ ∈ [θ min (2/7), θ ∞ (2/7)) then three points in the orbit lie to the left of θ, so α is locally increasing at θ, while if θ ∈ (θ ∞ (2/7), θ max (2/7)] then four points in the orbit lie to the left of θ, so α is locally decreasing at θ. Now suppose that θ is such that the f θ -maximizing measure is S p/q for 2/7 < p/q < 3/10. By Lemma 10, θ lies in the interior of J 4q−12p , so precisely 4q − 12p of the q points in O p/q lie to the left of θ. Now 4q − 12p > q/2 if and only if p/q < 7/24, so α is decreasing on [θ max (2/7), θ min (7/24)]; similarly, α is constant on [θ min (7/24) , θ max (7/24)] and increasing on [θ max (7/24) , θ min (3/10)].
By now the general argument is clear; to complete the proof we may continue as above, examining separately the remaining exceptional rotation numbers (3/10, 1/3, and 3/8), and the rationals between them (for which we use Lemma 10 to locate θ relative to the partition {J i }, then argue as above).
