ABSTRACT Fluorescence fluctuation methods such as fluorescence correlation spectroscopy and fluorescence intensity distribution analysis (FIDA) have proven to be versatile tools for studying molecular interactions with single molecule sensitivity. Another well-known fluorescence technique is the measurement of the fluorescence lifetime. Here, we introduce a method that combines the benefits of both FIDA and fluorescence lifetime analysis. It is based on fitting the two-dimensional histogram of the number of photons detected in counting time intervals of given width and the sum of excitation to detection delay times of these photons. Referred to as fluorescence intensity and lifetime distribution analysis (FILDA), the technique distinguishes fluorescence species on the basis of both their specific molecular brightness and the lifetime of the excited state and is also able to determine absolute fluorophore concentrations. The combined information yielded by FILDA results in significantly increased accuracy compared to that of FIDA or fluorescence lifetime analysis alone. In this paper, the theory of FILDA is elaborated and applied to both simulated and experimental data. The outstanding power of this technique in resolving different species is shown by quantifying the binding of calmodulin to a peptide ligand, thus indicating the potential for application of FILDA to similar problems in the life sciences.
INTRODUCTION
Fluorescence-based measurements offer unprecedented sensitivity and flexibility for a variety of scientific and industrial applications. These factors, combined with new developments in instrumentation, data analysis, fluorescent probes, and applications have contributed to the rapid growth in this field over recent decades. Such an explosive increase in popularity would barely have been imagined 150 years ago when the fluorescence phenomenon was first observed (Stokes, 1852) .
As modern fluorescence microscopy has made the observation of single molecules possible, a powerful set of applications has emerged that yield detailed information about complex molecules and their reaction pathways (Keller et al., 1996; Xie and Trautman, 1998) . One of the most commonly cited fluorescence techniques with single-molecule sensitivity is fluorescence correlation spectroscopy (FCS) which can resolve different species on the basis of different translational diffusion coefficients (Magde et al., 1972; Elson and Magde, 1974; Rigler et al., 1993) . Recently, this fluorescence fluctuation method found its counterpart in fluorescence intensity distribution analysis (FIDA), a technique that discriminates different fluorescent species according to their specific molecular brightness (Kask et al., 1999; Chen et al., 1999) . Both FCS and FIDA have also been extended to variants with two detectors monitoring different polarization components or emission bands of fluorescence; fluorescence cross-correlation (Kask et al., 1989; Schwille et al., 1997) and two-dimensional (2D)-FIDA . 2D-FIDA is worthy of particular mention due to its impressive statistical accuracy. The superior quality of data associated with 2D-FIDA has made it a method of choice for a number of high throughput drugscreening applications .
A very promising feature of FIDA is its ability to be combined with other fluorescence (fluctuation) methods, such as FCS. The recently published fluorescence intensity multiple distributions analysis (FIMDA) technique allows the simultaneous determination of diffusion coefficients and specific brightness values from a single measurement . In this paper, we introduce a method that combines FIDA with fluorescence lifetime analysis (FLA), which we refer to as fluorescence intensity and lifetime distribution analysis (FILDA) .
Many applications make use of the fluorescence lifetime as an intrinsic molecular property that is sensitive to any changes of the molecule's direct environment (Lakowicz, 1983) . However, in contrast to fluctuation methods mentioned above, FLA is essentially a macroscopic technique. Fluorescence decay times can therefore be measured without the constraints imposed by fluorescence fluctuation measurements (i.e., confocal detection volume, low fluorophore concentration, etc.). In fact, conventional FLA measurements ignore signal fluctuations because they integrate over the whole signal. Two main methods are generally applied for FLA; frequency-domain and time-domain data acquisition. FLA applied in the frequency domain uses sinusoidally modulated light to calculate the fluorescence lifetime from the shift and demodulation of the fluorescence emission (Weber, 1981; Clegg and Schneider, 1996) . In the time domain, the fluorescence lifetime is determined from the time-dependent decay of the fluorescence emission after a brief excitation pulse. The most common set-up in this case is that of time-correlated single-photon counting (TCSPC), which directly observes the excitation-to-detection delay times of each individual photon that is detected (Wild et al., 1977; O'Connor and Phillips, 1984) . The experimentally collected excitation-to-detection delay time histogram contains contributions from all the fluorescent species present in the sample that may be distinguished by their individual fluorescence lifetimes. It is worth noting that, unlike FIDA, FLA is not able to directly resolve absolute concentrations and specific brightness values, but gives only fractional count rates. However, if a linear relation between fluorescence intensity and lifetime may be assumed, which is the case when there is only dynamic quenching, concentrations of different species can be estimated. In a number of applications, FLA is applied at extremely low concentrations, where fluorescence photons are only detected when a single particle happens to diffuse through the detection volume and hence gives rise to a fluorescence burst. By analyzing only the photons arising from such a single burst, the direct identification of single molecules via their fluorescence lifetime can be realized Keller et al., 1996; Muller et al., 1996; Brand et al., 1997) . This single-molecule technique has been optimized by burst integrated fluorescence lifetime (BIFL) (Keller et al., 1996; Fries et al., 1998; Eggeling et al., 2001) . To handle delay time histograms of low photon numbers within a single burst, statistical methods have been applied that are based on the concept of the maximum-likelihood estimator (Bajzer et al., 1991; Kö llner and Wolfrum, 1992; Zander et al., 1996; Brand et al., 1997; Enderlein et al., 1997; Maus et al., 2001 ). Improvement in the accuracy of the identification and quantification of single molecules has been achieved through the simultaneous determination of additional fluorescence parameters such as intensity, intensity ratio, polarization, etc. (Bunfield and Davis, 1998; Prummer et al., 2000; Eggeling et al., 2001) . Using these additional parameters, multidimensional histograms may be generated (van Orden et al., 1998; Herten et al., 2000; Eggeling et al., 2001 ). However, a full mathematical description of these multidimensional histograms is still missing, and analysis has therefore been limited to the use of center-of-gravity techniques.
In FIDA experiments, photon-count numbers are recorded in consecutive counting time intervals (Kask et al., 1999) . The extension of FIDA to a polarization or wavelength-sensitive set-up has also been demonstrated . In both cases, a full theory has been developed that permits prompt and accurate fitting of theoretical distributions against the corresponding histogram. The versatility of the FIDA theory also enables its combination with FLA, constituting FILDA. Using FILDA, it is possible to discriminate fluorescent species according to both their fluorescence lifetime and their specific brightness. Additionally, it is possible to determine mean particle numbers (absolute concentrations) of the species present, a parameter that is not that directly accessible using conventional FLA.
In contrast to single molecule techniques, such as BIFL, that search for fluorescence bursts from single molecules above a certain threshold intensity, FILDA analyses the relative fluctuations of the whole data stream and thus accounts for the possibility of simultaneous photon emission from different molecules. Therefore, FILDA can be applied at significantly higher concentrations than BIFL and leads to a tremendous reduction in the necessary data acquisition time, with acquisition times as short as one second being possible.
In this paper, we will elaborate in detail the theory behind FILDA. Its applicability and its statistical accuracy will be shown by analyzing data from a dye mixture and comparing the results with those from FLA and FIDA. Simulations based on a random walk algorithm allow an accurate prediction of the statistical errors associated with each of these methods, which will then be used to reveal their dependency on the dye concentration. The attractiveness of FILDA will further be demonstrated by monitoring the binding of calmodulin to a peptide ligand, confirming a broad applicability in the life sciences.
THEORY
As described in detail elsewhere (Kask et al., 1999) , the central task of FIDA is fitting a theoretical photon count number distribution, P FIDA (n), against an experimentally collected histogram of photon counts, n, detected in consecutive counting time intervals of a given width, T (e.g., 100 s). This analysis yields the specific molecular brightness, q, and the absolute concentration, c, for the different species of a sample. The absolute concentration and the specific brightness are parameters known not only in FIDA but also in other fluctuation methods such as FCS. The specific brightness is the mean fluorescence count rate per particle, i.e., the mean detected fluorescence count rate emitted during the transit of a single fluorescent particle through the detection volume. The absolute concentration represents the mean number of fluorescent particles present in the measurement volume at a time.
In the case of time-domain FLA, another histogram is subject to fitting; the excitation-to-detection delay time histogram of single photons, revealing individual fluorescence lifetimes. Usually, a model is selected, describing how different species contribute to a particular theoretical distribution, P FLA (t). According to the most simple model, each species is accounted for by a mono-exponential decay function that is convoluted with the respective instrument response function (IRF). The IRF represents the time profile of the laser excitation pulse as recorded by the detector. Such an analysis allows the division of the overall fluorescence signal into contributions from different constituents of the sample, each characterized by the lifetime, , and the fractional count rate, , of the according species. (A species might not necessarily denote different molecules but also different conformational states of the same molecule). In terms of FIDA parameters, the fractional count rate is equivalent to the product of the mean particle number and the specific brightness, ϭ cq.
The function that is experimentally collected and analyzed in FILDA is the histogram, P(n, ), of the two jointly determined variables, n and . As before, n denotes the number of photon counts detected in the counting time windows, and denotes the sum of excitation-to-detection delay times over these n photons. Because the excitationto-detection times registered by TCSPC are measured in time bins of a certain width (e.g., 0.131 ns), actually represents the sum of excitation-to-detection delay-time bin numbers. The main step in FILDA involves the fitting of a theoretical model to the experimentally acquired FILDA distribution, P(n, ). For each different fluorescent species of a sample, the fit yields an absolute concentration, c, a specific molecular fluorescence brightness, q, and a fluorescence lifetime, . Thus, with FILDA, it is possible to discriminate and quantify different species of a sample through direct determination of an extended number of specific fluorescence parameters, namely q and .
The following section outlines how FIDA and FLA are combined into the framework of a comprehensive FILDA theory. A review of the necessary parts of FIDA and FLA is given, and important assumptions are specified. In particular, the reason for selecting the integrated delay time, , instead of, e.g., the delay time of each individual detection event, is explained, just as the fundamentals of the representation of generating functions are repeated, which significantly simplify the calculation of theoretical distributions in all FIDA-based methods. Furthermore, possible fitting algorithms are discussed, and the weighting procedure for the least squares method is explained.
Assumptions
Most of the following assumptions used in FILDA have frequently been used in other fluorescence fluctuation methods.
1. Contributions to fluorescence from different species are assumed to be independent. 2. The duration of the photon-counting interval, T, is assumed to be short compared to the typical diffusion time of the fluorescent particles through the detection volume. 3. The light intensity emitted by a particle at a certain position, r, of the observation volume is expressed as a product of its specific brightness, q (mean count rate per particle), and the spatial brightness function, B(r), only. 4. Each fluorescent species has a single characteristic excitation-to-detection delay-time distribution, which is independent of the delay time recorded for the previously detected photon.
Due to assumption 1, contributions from different particles, species, or volume elements to the overall distribution can be combined through convolutions. However, direct calculation of convolutions is a mathematically clumsy and time-consuming process, a problem that is circumvented (as described in detail below) through the use of generating functions (Kask et al., 1999) . In this way, the theoretical problem can be reduced to that of a single species.
According to assumption 2 changes in the fluorescence emission during a counting time interval can be neglected and are introduced here only for the sake of simplicity. The movement of particles during a counting time interval slightly decreases the apparent count rate per particle and increases the apparent concentration from their true values-an effect that scales with the width of the time window used and which has been qualified by the theory and practice of FIMDA . Nevertheless, if one is aware of this shift, one may also apply a relatively long counting time interval.
Also, assumption 3 has a simplifying character rather than being of an absolute necessity. In principle, it neglects other effects such as saturation, triplet transition, and rotational motion.
Assumption 4 is specific for FILDA, necessary for combining any version of FIDA with any version of FLA in the given way. It means that, whenever a particle is excited, it does not remember how much time it has spent in the excited state after the previous excitation. This assumption does not necessarily mean that the delay time distribution of a species must be a mono-exponential function. Rather, FILDA provides a means to distinguish between interpretations of components in the delay time distribution that are indistinguishable by FLA. For example, if a fluorescent molecule undergoes slow transitions between two conformational states of different lifetimes, then, in the context of the present FILDA theory, this molecule consists of two species. If however the nonexponential function is reproduced within each time window (e.g., fast transitions between conformational states compared to the width of the time window), then the species are recognized as a single one by FILDA.
The representation of generating functions
As mentioned previously, the central mathematical task in all FIDA-based theories is the calculation of a theoretical count number distribution that must take into account all contributions from each independent source in the observation volume. According to the assumptions given above, the individual distributions corresponding to each independent source may be combined, albeit in a mathematically inefficient fashion, using convolutions. A much more efficient approach is offered, however, by the theory of generating functions, which has been used in FIDA and FIDA-based theories (Kask et al., 1999 Palo et al., 2000) .
Generating functions are a convenient mathematical representation that is widely used in addressing problems in mathematical statistics. It has the drawback of lacking a simply understandable physical meaning, but, conversely, has the advantage of enabling the formulation of theories that would otherwise be prohibitively complex.
Generally, a generating function, G(), of a distribution, P(n), is defined as
where is a complex argument. It is, of course, important that the probabilities can be recovered from G(). This can be achieved by making the substitution 3 exp(i) (i.e., effectively restricting to a complex unit circle) and reinterpreting Eq. 1 as a Fourier series. The generating function is then expressed as
and the probabilities can be retrieved via the inverse Fourier transform
This is particularly convenient for computational purposes, due to the existence of fast Fourier transform algorithms (Brigham, 1974) . The 2D generalization of Eq. 1 is straightforward,
where and are related to the respective Fourier transform parameters, ϭ exp(i) and ϭ exp(i).
The most useful property of generating functions for our purposes is that they are able to map a convolution into a product. Consider the case of two distributions, P (a) (n) and P (b) (n), their convolution, P (ab) (n), is defined as
For example, if P (a) (n) is the probability of collecting n photons from source a, and P (b) (n) the probability of collecting n photons from source b, then P (ab) (n) is the probability of collecting the total of n photons from both sources combined. Using the representation of generating functions, this operation is greatly simplified. It can be verified that
The same relationship holds for the 2D case with 3 (, ).
The second key property of generating functions is their linearity. Considering an array of conditional probabilities P(0͉␣), P(1͉␣), . . . where ␣ is an additional variable that the probabilities depend on, the unconditional probabilities may be expressed through P(␣) as
A similar formula holds in the generating functions case,
FIDA
The central task in the evaluation of FIDA data is the fitting of a theoretical count number distribution, P FIDA (n), to the measured histogram of photon count numbers. Furthermore, using the first assumption together with the representation of generating functions, the theoretical model can at first be reduced to that of single species. The issue of how the count number distribution, P FIDA (n), is calculated has been addressed by the theory of FIDA (Kask et al., 1999) . Therefore, we simply recall here the expression of the generating function of P FIDA (n) for the case of a single species,
where B(r) is the spatial brightness function, q is the specific brightness, T is the width of the counting time interval, c is the concentration or more exact the mean number of particles in the confocal volume, and dV is a volume element. The integral on the right side of Eq. 9 can be calculated numerically. The relationship between the spatial brightness and the corresponding volume elements is expressed by an empirical formula of three adjustment parameters, a 1 , a 2 , and a 3 ,
where u ϭ ln[B(0)/B(r)] and A 0 is a coefficient used to select the unit of volume. Compared to similar earlier published expressions (Kask et al., 1999 Palo et al., 2000) , Eq. 10 has an additional parameter, a 3 , that further adds flexibility to describe the actual spatial brightness profile.
FLA
The FILDA approach presented here is based on timedomain FLA. Therefore, two main experimental features have to be taken into account. First, a pulsed laser source, ideally with a pulse duration significantly shorter than the expected fluorescence lifetime, is used to excite the sample.
Second, for every photon that is detected, the excitation-todetection delay time, t, has to be recorded. Usually these delay times are recorded as bin numbers, k (i.e., each bin corresponds to a certain interval of excitation-to-detection delay times, e.g., (t k , t kϩ1 )), and form a discrete array over the pulse period, T pulse , characterized by a given bin width (i.e., resolution time), ⌬. Furthermore, it is necessary to determine the instrument response function (IRF), which is the time profile of the laser excitation pulse as recorded by the detection electronics. In standard FLA, the histogram of the bin numbers, k, (of all detected fluorescence photons) are fitted to a corresponding theoretical distribution, P FLA (k), from which the fluorescence lifetime values may be retrieved. The expected distribution of delay bin numbers, P FLA (k), is related to the photon-detection function, P FLA (t), which, in turn, is the convolution of the experimentally recorded IRF, P IRF FLA , with a theoretical fluorescence decay function, P decay FLA (t).
Because a periodical pulsed excitation is applied, we are justified to limit the calculations to a single period (0, T pulse ) at cyclic boundary conditions. In the most simple case, the decay function is mono-exponential, with a fluorescence lifetime, . Due to the limited pulse period, T pulse , contributions from previous excitation pulses have to be taken into account, and the decay function reads as follows,
Throughout this paper, we assume a mono-exponential decay function for each fluorescent species, thus characterizing each by its (mean) fluorescence lifetime. However, in general, any decay function (e.g., multi-exponential) can be assigned to each species in FILDA without the need of modifying the basic concept of the theory.
At this point, it is worth noting that the argument, t, in Eqs. 11 and 12 denotes real time rather than the bin number, k. To keep the accuracy of the convolution, we have to map both time axes. Therefore, we artificially reduce the bin width, ⌬, to 0.02 ns by interpolating the original IRF. After numerically calculating the convolution of Eq. 11, we then revert back to the experimental, cruder time bin axis, k,
The generating function of P FLA (k) is given by
Here, we note that fluorescence lifetime is not affected by variations in the excitation or detection efficiency, i.e., it is independent of the spatial brightness profile. Thus, P FLA (k) depends only on a single parameter, the fluorescence lifetime, .
The integrated delay time
As mentioned before, FIDA collects the number of photon counts, n, within a counting time interval, T. A successful combination of FLA with FIDA can be achieved by constraining FLA to this time window, T. For histogramming, one may now use either each individual delay bin number or the sum of excitation-to-detection delay time bin numbers, , of all n photons detected during the time window, T. As illustrated in Fig. 1 , the presence of two species can be resolved much easier from the integrated (n ϭ 5 and n ϭ 10) than from the single photon (n ϭ 1) delay time bin distribution. Therefore, we selected the sum of excitationto-detection delay time bin number, , as the specific random variable in FILDA. With a common time basis, we may now calculate the conditional probability, P(͉n), i.e., the probability to detect a certain sum of delay time bin numbers provided there FIGURE 1 Theoretical distributions of the integrated excitation-to-detection delay time bin numbers, P(͉n), for different photon count numbers, n ϭ 1, 5, and 10. The data have been calculated for two samples, (A) single species and lifetime of 1 ns and (B) a mixture of two species with lifetimes of 1 and 4 ns and equal fractional fluorescence count rates. The case of n ϭ 1 corresponds to the case of the ordinary FLA distribution, P FLA (k), of single delay time numbers, k.
were n photons detected during the time window, T. According to assumption 1, we may confine ourselves to the case of single species each of which determine P FLA (k) and hence P(͉n). Due to assumptions 3 and 4, P FLA (k) neither depends on the number of photons emitted or detected previously, nor on their delay time bin numbers, nor on the coordinates of the molecule emitting the photon. Therefore, P(͉n) can be calculated from P FLA (k) by an n-fold convolution, or alternatively, using the generating function representation, from the nth power of the generating function,
Calculation of theoretical FILDA distributions
To find a closed expression for the theoretical model function, P(n, ), that can be fitted against the experimentally collected FILDA histogram, we continue studying single species and express P(n, ) as a product of two factors, P FIDA (n) and P(͉n),
Whereas P FIDA (n) is the FIDA distribution (inverse Fourier transform of Eq. 9), i.e., the probability of detecting n photon counts in a certain time-window, P(͉n) is the distribution of the sum of delay-time bin numbers, provided there are n photon counts from above (Eq. 15).
The combination of Eqs. 4, 8, 15, and 16 leads to the following expression. (According to Eq. 17, each column of the G(, ) matrix corresponding to a given value is a one-dimensional Fourier transform of the function P
n , whereas, according to Eq. 18, each element of the G(, ) matrix can also be expressed as a Fourier image of P FIDA (n) at the point G FLA ().)
which, in combination with Eqs. 9 and 18, leads to the generating function G(, ) of P(n, ),
So far, we have only derived a theoretical expression for the case of a single species. However, because of assumption 1 fluorescence contributions from different species or background contributions can be easily accounted for by convoluting the single-species expressions or by the product of their generating functions.
Concerning background contributions, we have to distinguish between scattered and dark counts. Whereas the scattered component is directly related to the excitation pulses, dark counts of the detector have a fully random detection time and are hence not related to the excitation pulses. The two types of background count rates can be considered as two additional species, with mean count rates scat and dark , which are both Poissonian in nature. Whereas the distribution of scatter counts, P IRF FLA (k), is given by the IRF, the distribution of delay times of dark counts, P dark FLA (k), does not vary over the delay time bins of a pulse period, and may consequently be assumed constant. With respect to FIDA, they both contribute with a factor of the form exp[( Ϫ 1)T] to the generating function, G FIDA (), because the generating function of a Poisson distribution with the mean, T, is exp[( Ϫ 1)T]. In combination with Eq. 18, the respective FILDA expressions for the generating functions or Fourier images of the background components therefore read
At this point, we now have all pieces collected that are necessary to formulate a closed expression for the theoretical model function that can be fitted against the experimentally acquired data. For multiple species including both types of background counts, Eqs. 19 to 21 combined yield the final expression of the generating function,
where the subscript, j, denotes contributions from different species. The calculation of the 2D Fourier transform of Eq. 22 completes the calculation of the theoretical distribution function, P(n, ) (cf. Eq. 4). Thus, by fitting the FILDA distribution calculated in this manner, the absolute concentration, c j , specific brightness, q j , and the fluorescence lifetime, j , of the different fluorophores under observation can be determined from a single, one-detector experiment.
Fitting algorithms
Fitting to the experimental data is carried out by calculating theoretical distributions with varying parameters, c j , q j , and j (and, in exceptional cases, also a 1 , a 2 , a 3 , and dark and scat ), and minimizing the deviations between theory and experiment. In most photon histogramming techniques, the quantification of the deviations is usually carried out using one of two different methods, the maximum likelihood or least squares method (Baker and Cousins, 1984) . FILDA is by no means limited to any particular fitting algorithm. The functions we apply for fitting are of a rather general use, only the calculation of the theoretical distribution, P(n, ), is specific. As the best fit criterion, one can either use a maximum likelihood or a least squares method, which, as derived in the Appendix, yields identical results provided the weights in the least squares method are appropriately selected. However, at this point, it is worth noting that the usefulness of the least squares method at low event numbers, as they frequently occur in FILDA experiments, is controversially discussed in the literature. Hall and Selinger (1981) , Köllner and Wolfrum (1992) , and Maus et al. (2001) affirm that only maximum likelihood methods can be used, whereas least squares methods always yield biased estimates. We think that the reason for these deviations is the use of experimental weights in connection with the least squares method.
Because the theoretical FILDA model P(n, ) is not linear with respect to the parameters, fitting is inevitable iterative in nature. We have used Marquardt algorithm for fitting with weights as outlined below, both in the case of the least squares and the maximum likelihood method. Typically, the mathematical problem converges in 5-15 iterations.
Weights
For simplification, we assume that count numbers in consecutive counting time intervals are independent. Although this assumption is not strictly correct, because molecular coordinates may be correlated over a few counting time intervals, it has already been successfully used in FIDA. Under this assumption, the number of events with a given pair, (n, ), is binomially distributed around the mean, MP(n, ), where M is the number of counting time intervals per experiment. This yields the following expression for weights, W(n, ), of the least squares problem 2 ϭ n, W͑n, ͓͒P ͑n, ͒ Ϫ P͑n, ͔͒ 2 ϭ min,
where P (n, ) is the measured FILDA histogram, and P(n, ) is the theoretical distribution.
Calculation of theoretical FLA distributions
Along with FILDA, we have also applied ordinary FLA in this study for comparative purposes. Here, we shall therefore describe how the theoretical FLA distribution has been calculated. The fit curve for FLA has been addressed in detail in other publications (Grinvald and Steinberg, 1974; Lakowicz, 1983; Zander et al., 1996) . However, the basic procedure that describes a simple theoretical excitation-todetection delay-time histogram was given in Eqs. 11 and 12.
In the case of a measurement involving multiple species, j, with different fluorescence lifetimes, j , an appropriate weighting of the different contributions must be ensured. This is necessary because the different species contribute to the decay histogram according to their fractional fluorescence count rates, j . The fractional count rates, in turn, are given by the product of the individual molecular concentration, c j , and their specific brightness values, q j , ( j ϭ c j q j ).
In the theoretical fluorescence decay function, P decay FLA (t), used for fitting throughout this paper, the fractional count rates, j , are directly determined by introducing the mean total count rate, tot , of the measurement. Furthermore, background terms due to scattered and dark counts are taken into account according to their distributions, P IRF FLA (t) and P dark FLA (t), with mean count rates, scat and dark (compare Eqs. 20 and 21). This yields the expression tot P decay
whereas convolution with the (normalized) IRF and transformation to the bin number axis, k, is performed according to Eqs. 11 and 13 to fit the experimental excitation-todetection delay time histogram, which is normalized to tot . Consequently, FLA, as performed throughout this paper, does not allow a direct determination of the absolute concentrations, c j , and specific brightness values, q j , but only their products, j ϭ c j q j . However, many FLA approaches use a slightly different expression with amplitudes, A j ϭ j / j . These amplitudes are lifetime corrected and scale with the individual concentrations, c j , if the lifetime, j , is directly proportional to the specific brightness, q j .
MATERIALS AND METHODS

Experimental equipment
A standard epi-illuminated confocal microscope (Evotec OAI, Hamburg, Germany) as used in fluorescence correlation spectroscopy (Koppel et al., 1976; Rigler et al., 1993) is the central optical component of a FILDA experiment. Because FILDA combines both continuous molecular brightness and time-resolved fluorescence lifetime analysis, a fast-pulsed laser diode (PDL 800, 635 nm, 6 mW, PicoQuant GmbH, Berlin, Germany) is used for excitation. With a repetition rate of 80 MHz, it may be considered as a quasi-continuous wave for the purposes of intensity fluctuation detection, whereas the resulting pulse interval of 12.5 ns and pulse width of 0.3 ns allows for a sufficiently precise examination of the fluorescence lifetime of the probes used.
For the excitation of fluorescence, the laser light passes a beam expander and is directed to the microscope objective (UApo/340, 40ϫ, N.A. 1.15, Olympus Optical Co., Ltd., Tokyo, Japan) by a dichroic mirror (635LP, Chroma, Brattleboro, VT). Fluorescence is collected by the same objective through the dichroic mirror, a spectral bandpass filter (670DF40, Omega, Brattleboro, VT), and is focused to a confocal pinhole, which serves to reject out-of-focus light. The light that passes the 70-m pinhole, is detected by a silicon photon-counting avalanche diode (SPCM-AQ-131, EG&G Optoelectronics, Vaudreuil, Quebec, Canada).
Detector pulses and laser trigger pulses are passed to a computer plug-in card. This card, constructed at Evotec OAI, consists of two subunits, one of which is a time-correlated single-photon counting module. This module detects the delay time of a photon count with respect to the incident laser pulse. A time-to-digital converter quantifies this time information with bin width of ⌬ ϭ 131 ps and a conversion rate of up to 20 MHz. The typical bin-width value selected in FILDA is slightly higher than that used for FLA (0.524 vs. 0.131 ns) to circumvent excessive values of the integrated bin number, , and to minimize the number of data points to be fitted. Usually, the time-to-digital conversion is not distortion free because of electronic imperfections. Thus, the quality of analysis is improved by accounting for the individual width value of each bin, ⌬ k ϭ t kϩ1 Ϫ t k , as determined from a FLA histogram recorded at constant illumination.
The other subunit of the plug-in card is an electronic counter using an internal clock with a time resolution of 50 ns to obtain the time lag between any pair of successively detected photon counts (photon interval time). Thus, two independent times are simultaneously recorded for each photon count detected; the microscopic delay time (nanoseconds) of the photon counts with respect to the corresponding laser pulses containing the fluorescence lifetime information, and the macroscopic photon interval time (micro-to milliseconds) encoding the fluorescence intensity and fluctuation information. The 2D FILDA histogram is constructed from both the photon count numbers detected in a counting time interval of 100 s and the sum of delay times collected during the same counting time interval. Furthermore, the one-dimensional FIDA histogram (100-s counting time interval) and the FLA delay time distribution are calculated from the fluorescence raw data.
From FCS measurements, the mean diffusion times of the fluorescent dyes MR121, EVOblue™ 30 and Bodipy 630/650 were determined to be 200 s. With a diffusion constant of D ϭ 3 ϫ 10 Ϫ6 cm 2 /s, this yields a radial 1/e 2 -radius of the detection volume of 0.5 m (Rigler et al., 1993) . The time-averaged laser beam power at the sample was 200 W.
Experimental procedures
To characterize the equipment, four different calibration measurements were performed: with constant daylight illumination as a random source of photons to correct data for uneven channel width of the time-to-digital converter as outlined in the previous section; scattered light of the incident laser from a pure solvent sample to determine the IRF of the equipment; pure dye solution to determine the spatial brightness parameters of Eq. 10; and a measurement on pure water and with the excitation laser switched off to obtain independent estimates of the scattered Raman and dark count rates, scat and dark , respectively.
As an example, Fig. 2 , A and B, show two different representations of the obtained FILDA histogram of an ϳ1-nM Bodipy 630/650 solution. The axes of abscissas represent the sum of delay times, , and the photon count numbers, n, as described above. Data for this histogram were collected for 2 s. Fitting this 2D histogram to the double Fourier transform of Eq. 22 yields the concentration or mean number of molecules in the detection volume, c ϭ 2.3, the molecular brightness, q ϭ 23.2 kHz, and the fluorescence lifetime, ϭ 3.3 ns. These values are in full agreement with the values determined by FIDA and FLA (data not shown) and with previously reported lifetimes for Bodipy 630/650 (Sauer et al., 1998) . To judge the accuracy of the fit, a least square value of 2 ϭ 1.1 was calculated according to Eq. 23 In both cases, the data collection time was T C ϭ 2 s. The number of events plotted are (z-axis in (A) and colored in (B) and (C)) where a specific number of photon counts, n, with an integrated delay time, , has been detected during the counting time interval, T ϭ 100 s. The fit of Eq. 22 to the FILDA histogram resulted in values of (A) and (B) c ϭ 2.3, q ϭ 23.2 kHz, ϭ 3.3 ns, a 1 ϭ Ϫ0.41, a 2 ϭ 0.09, a 3 ϭ 1.0 (fixed), and 2 ϭ 1.1, and (C) c 1 ϭ 0.72, q 1 ϭ 19.5 kHz, 1 ϭ 0.61 ns and c 2 ϭ 0.27, q 2 ϭ 23.3 kHz, 2 ϭ 3.1 ns, and 2 ϭ 1.2 (adjustment parameters fixed to the values of (A) and (B)). The background count rates scat ϭ 0.4 kHz and dark ϭ 0.15 kHz were predetermined from adjustment samples (water as solvent alone and laser switched off, respectively). already be distinguished through the perturbation they cause to the shape of the FILDA distribution when compared with Fig. 2 B. 
Data simulations
Samples composed of a mixture of molecules, which express deliberately chosen parameters (brightness and fluorescence lifetime values), are difficult to prepare. Therefore, certain evaluations were performed using simulated data. A number of histogram sets for FILDA, FIDA, and FLA were simulated according to the algorithm described in detail elsewhere . This algorithm includes a random walk of individual molecules and a conversion of brightness integrals into random count numbers. As a modification of this algorithm, a random detection delay time, depending on the lifetime of the given species, was additionally assigned to each photon, and the IRF used in simulations was selected to be identical to that of the real experiment. The random count numbers and delay times obtained were subsequently used to calculate histograms for FILDA, FIDA, and FLA.
We consider the simulations to be an adequate tool for estimating statistical errors of the extracted parameters. For this purpose, typically N ϭ 100 realizations of experiments with a given set of molecular parameters were simulated.
The calmodulin-peptide interaction
Calmodulin (molecular weight 16.7) is a regulatory protein involved in a variety of Ca 2ϩ -dependent cellular signaling pathways (Klee, 1988) . Structures at atomic resolution have identified two similar domains with two Ca 2ϩ binding sites each (Babu et al., 1985 (Babu et al., , 1988 Chattopadhyaya et al., 1992; Wilmann et al., 2000) , which, for calmodulin in solution, are connected by a flexible linker (Ikura et al., 1992) . Upon binding of Ca 2ϩ , those residues that create the binding site for most target proteins become exposed to the solvent. The relevant peptide sequence from one of the target proteins (e.g., smooth muscle myosin light chain kinase [sm-MLCK]) KRRWKKNFIA, was chosen as the target peptide. At the Cterminus, an additional Lysine was introduced to label the C-terminus with a dye (MR121). Because the predominant interaction sites of the target peptide (which interacts with both calmodulin domains) have been identified as the C-and the N-terminus (Meador et al., , 1993 , the molecular environment of the dye should change upon binding. Fluorescence lifetime, molecular intensity, and FILDA data should therefore indicate a binding event.
Calmodulin was purchased from BIOMOL (Hamburg, Germany) (from bovine brain, Lot# P4639c, 1 mg, lyophilized). The protein was dissolved in 25 mM Tris/HCl pH 8 and stored in aliquots at 4°C. The peptide (H-KRRWKKNFIAK-NH 2 ) was synthesized at Evotec and labeled with MR121 (Abs. max. ϭ 661 nm) at the C-terminal Lysine. The buffer used throughout all experiments included 25 mM Tris/HCl pH 8, 1 mM CaCl 2 , 100 mM KCl, and 0.05% Pluronic. Calmodulin and the fluorescently labeled peptide were incubated for 10 min at room temperature before measurement.
Fluorescent dyes and probe handling
The dyes used in this study were Bodipy 630/650 (Molecular Probes, Eugene, OR), Cyanine 5 (Cy5) (Amersham Pharmacia Biotech, Uppsala, Sweden), MR 121 (Roche Diagnostics, Penzberg, Germany), and EVOblue™ 30 (Evotec OAI), which all have their excitation maximum at ϳ635 nm. Dye solutions were prepared in ultrapure water.
As samples, the fluorescent probes were prepared at concentrations ϳ1 nM. Because of adsorption of the molecules to glass surfaces, it is not adequate to determine their concentration values from dilution ratios; a much better estimate is given by FILDA and FIDA themselves because both methods yield the absolute concentrations of the fluorescence probes. All experiments were carried out at 22°C room temperature.
RESULTS AND DISCUSSION
A new method may be evaluated through comparison with known methods on the basis of statistical errors obtained from simulated data. Alternatively, the results of simple test experiments that utilize the same equipment and the same sequence of photon counts may be compared. An initial evaluation of FILDA was carried out by applying it to different dye solutions and mixtures and subsequently comparing the results with those from FLA and FIDA. One would expect that the different methods should yield nearly equal estimates of the common parameters whereas their statistical accuracy may differ significantly.
Test experiments and data simulation
Initially, a series of 40 measurements with duration of T c ϭ 2 s each were performed on single dye solutions of MR121 and EVOblue™ 30, and on a 2:1 dye mixture of EVOblue™ 30 and MR121 (total dye concentration 1 nM in each case). Data was acquired in parallel for FILDA, FIDA, and FLA. All data sets were fitted with a varying number of fixed parameters that were predetermined from experiments on the respective single-dye solutions. The estimated parameters for all three methods are summarized in Table 1 . For the single-dye cases, FILDA was in no way statistically more accurate than a simple combination of FIDA and FLA. This is as expected because all the molecules in solution are identical, and there is no gain from grouping delay times in counting time windows according to bursts from individual molecules, as performed in FILDA.
In the case of the mixture of two dyes, the fits over all data sets resulted in different mean values and statistical errors of the numbers of molecules per species in the confocal volume, c 1 and c 2 (proportional to the concentration), their brightness values, q 1 and q 2 , and their lifetimes, 1 and 2 , depending on the method of analysis and the number of free parameters. In Table 1 , these errors are denoted in parentheses in terms of the ratio of standard deviation to mean value (coefficient of variation, CV). Here we emphasize again, that FLA only directly reveals the fractional count rates, i.e., products c 1 q 1 and c 2 q 2 , instead of c 1 and c 2 (cf. Eq. 14). If c 1 and c 2 are the only two parameters that are subject to fitting, i.e., both brightness and lifetime values are fixed to the predetermined values from the single dye measurements, FILDA and FLA are nearly equal in accuracy whereas FIDA shows higher CV values. The superiority of FILDA becomes apparent in the case where no a priori knowledge of the parameters is available. If there are four free parameters, e.g., when the two lifetime parameters are subject to fitting as well, the statistical errors of FILDA compared to FLA are notably reduced. This reduction is even better when the statistical errors are compared with those obtained from FIDA using free brightness values. Moreover, in the case of six fitted parameters, FILDA still gives convincing results with almost identical low CV values.
The strategy of fixing parameters to predetermined values can be applied to a number of biological assays monitoring, for instance, the binding of two molecules, one of which is fluorescent. In this case, one can indeed determine specific amounts of the free and bound state of the fluorescent compound in advance and fit only the two concentrations or fractional count rates. However, very often this scheme cannot be used, and a higher number of parameters must be fitted, in this case the use of FILDA becomes superior. Such cases may arise because multiple binding sites are involved and the specific brightness of the complex depends on the extent of binding and hence may not be fixed. Another example occurs in drug screening where the effects of certain chemical or natural compounds are tested with a biological target. The compounds are usually assumed to be nonfluorescent, but, in some cases, turn out to have autofluorescent properties. These samples may be fitted by inclusion of an additional species whose parameters characterize the autofluorescent compound, but which are not known beforehand.
From a practical point of view, the question arises as to whether FILDA remains highly accurate over a wide range of concentrations. Therefore, we simulated a series of 100 histograms for FILDA, FIDA, and FLA for different concentrations of a 1:1 mixture of two fluorescent species. We selected a twofold difference in the specific brightness (q 1 ϭ 30 kHz and q 2 ϭ 15 kHz) and in the lifetime ( 1 ϭ 3.0 ns and 2 ϭ 1.5 ns) but an equal diffusion time (200 s) for both species. All histograms were fitted to a two-component model with all parameters being subject to fitting. Because, at very low and at very high concentrations, all methods had difficulties in resolving the species unambiguously with a data acquisition time of T c ϭ 2 s, we prolonged this time to T c ϭ 20 s. Figure 3 shows the dependency of the statistical error of all three methods on the mean number of fluorescent dyes in the confocal volume, c 1 and c 2 , which is proportional to and therefore denoted as the absolute concentration. The error is represented by the CV values of the concentration c 2 of the weakest signal (q 2 ϭ 15 kHz). From Fig. 3 , it is obvious that, within a concentration range of c Ͻ 5, FILDA reveals the lowest error but FLA is statistically more accurate only at significantly higher concentrations. This is not surprising because FLA solely depends on the number of detected photons, which scales linearly with the concentration. In contrast, FILDA and FIDA sense the relative fluctuations of the fluorescence signal which are reduced according to ϰc Ϫ1/2 . At extremely low concentrations, the fluores- In all cases, 40 experiments with a data-acquisition time of 2 s each were performed on single-dye solutions of MR121 and EVOblue™ 30 (Single Dyes), and on a 1:2 dye mixture of MR121 and EVOblue™ 30 (Dye Mixture) with varying numbers of free parameters (named in the different columns). In the case of single dyes, all parameters are floating. Parameters that are fixed to values determined from the single dyes are denoted "fix", whereas the resulting CV values (coefficient of variation in percent, ratio of standard deviation to mean value of the results of the 40 experiments) of the freely fit parameters are given in parenthesis.
The parameters for each species, j, are the concentration c j (mean number of particles in the detection volume) and brightness q j for FIDA and FILDA, the fractional count rate as the product (cq) j for FLA, and the fluorescence lifetime j for FLA and FILDA. The adjustment parameters a 1 ϭ Ϫ0.26, a 2 ϭ 0.05, and a 3 ϭ 1.0 and background count rates scat ϭ 0.4 kHz and dark ϭ 0.15 kHz were predetermined from adjustment samples (1 nM aqueous MR121 solution, water as solvent alone, and laser switched off, respectively).
cence signal consists essentially of rare single-molecule events, which may possibly not be detected during a data collection time of 20 s. However, with a longer acquisition time, these rare events would more frequently be intercepted and are better approached using fluctuation methods such as FILDA and FIDA than with conventional FLA.
Biochemical System
The experimental utilization of FILDA was demonstrated by the determination of the binding constant of the calmodulin-peptide interaction mentioned above. For this purpose, a titration experiment was carried out, maintaining the labeled peptide (H-KRRWKKNFIAK-NH 2 (MR121)) concentration constant at 2.5 nM, while calmodulin was titrated (0, 0.01 nM, 0.1 nM, 1 nM, 3 nM, 10 nM, 30 nM, 0.1 M, 0.3 M, 1 M, 10 M, 50 M). All experiments were performed under identical conditions, i.e., the same buffer, the same excitation power, and the same data acquisition time of 2 s per measurement, repeated 10 times per sample. First, the adjustment parameters, a 1 ϭ Ϫ0.69, a 2 ϭ 0.17, and a 3 ϭ 1.0, and background count rates, scat ϭ 0.4 kHz and dark ϭ 0.15 kHz, were obtained from adjustment samples (1 nM aqueous MR121 solution, water as solvent alone, and laser switched off, respectively) and fixed throughout further analysis. Afterwards, the lifetime, free ϭ 1.90 Ϯ 0.02 ns, and the molecular brightness, q free ϭ 6.5 Ϯ 0.3 kHz, of the free peptide were determined from a single component analysis applied to the peptide solution alone. Addition of excess calmodulin (50 M) to 2.5 nM peptide resulted in a sample with 74 Ϯ 9% of the peptide bound to calmodulin under these assay conditions, as revealed from a two-component fit with fixed parameters for the free peptide. The complex was characterized both by a longer fluorescence lifetime, bound ϭ 3.29 Ϯ 0.13 ns, and a higher molecular brightness, q bound ϭ 16.7 Ϯ 0.8 kHz, as compared to the free peptide.
In the next step, a similar two-component analysis was applied to the whole series of calmodulin concentrations. In these studies, the lifetime and brightness parameters were fixed to the above values for the bound and the free peptide. In this way, FILDA determines the concentrations of the bound peptide, c bound , i.e., the calmodulin-peptide complex, and of the unbound, c free , i.e., free peptide. This allows the calculation of the fraction of bound peptide, f bound ϭ c bound / (c bound ϩ c free ), which is plotted against the concentration of added calmodulin in Fig. 4 . The solid line shows a hyperbolic fit to the data, yielding a binding constant for the calmodulin-peptide interaction of K D ϭ 34 Ϯ 3 nM. Comparable binding curves were obtained by FLA and FIDA (data not shown) with similar K D values of 16 Ϯ 1 nM and 28 Ϯ 4 nM, respectively. Again, it is noteworthy that, in the case of FLA, the bound fraction can only be estimated from the fractional count rates, i.e., the product cq that only reveals overall intensity ratios rather than absolute concentrations. Correcting these amplitudes for the known brightness values from FILDA, q bound and q free , results in a binding constant of K D ϭ 38 Ϯ 3 nM.
However, the K D values are in good agreement with literature values reported for affinities (Barth et al., 1998) , which demonstrates that FILDA, and the already FIGURE 3 Dependency of the CVs of FILDA, FLA, and FIDA on the fluorescent species concentration, c 1 and c 2 . The CV of the concentration value, c 2 , of the second (darker) component is selected for representation on this graph. One hundred random histograms for each of the three methods were simulated for a 1:1 mixture of two fluorescent species at 20-s data collection time. The input parameters for the simulation were: concentration (mean number of particles in the detection volume) c 1 ϭ c 2 (x-axis), brightness q 1 ϭ 30 kHz and q 2 ϭ 15 kHz, lifetime 1 ϭ 3.0 ns and 2 ϭ 1.5 ns. All parameters (c 1 , c 2 , q 1 , q 2 , 1 , 2 in FILDA; c 1 , c 2 , q 1 , q 2 in FIDA; and (cq) 1 , (cq) 2 , 1 , 2 in FLA) were subject to fitting. well accomplished methods FLA and FIDA, is a suitable method for monitoring the molecular interactions of a biochemical system. Furthermore, the outstanding statistical accuracy of FILDA combined with its fast data acquisition and processing makes it well suited for highthroughput screening purposes. To evaluate this area of application, we calculated the ZЈ factor from samples with high and low binding degrees (Zhang et al., 1999) . The usage of this factor is widespread in the screening community because it reflects both the assay signal dynamic range and the data variation associated with the signal measurements. The ZЈ factor is a dimensionless, simple statistical characteristic defined as
with f high and f low being, in our case, the fraction bound under high (50 M calmodulin) and low (pure peptide) binding conditions as determined from a two-component analysis, whereas (f high ) and (f low ) represent their respective standard deviations. The factor's maximum value is a ZЈ value of 1.0, and any screening application is counted for being robust and of high quality if ZЈ Ͼ 0.5 (Zhang et al., 1999) . For the calmodulin-peptide interaction (Fig. 4) , we obtain, even for data acquisition times of only 2 s, a very high ZЈ factor of ZЈ ϭ 0.89 Ϯ 0.03. This illustrates the suitability of FILDA for drug screening. To investigate the potential for further data-acquisition time reductions, as required for high-throughput applications, we determined the ZЈ factors for various data collection times T c : ZЈ (T c ϭ 1 s) ϭ 0.78 Ϯ 0.06, ZЈ (T c ϭ 0.5 s) ϭ 0.74 Ϯ 0.07, ZЈ (T c ϭ 0.25 s) ϭ 0.63 Ϯ 0.09, and ZЈ (T c ϭ 0.1 s) ϭ 0.36 Ϯ 0.16. From this series, it is obvious that FILDA does indeed fulfill the prerequisites for efficient drug screening even at read out times below 1 s.
CONCLUSIONS
With FILDA, we have introduced another analysis method that is based on monitoring of fluctuations in the fluorescence signal from highly dilute samples and that is capable of distinguishing and quantifying species of a sample with different fluorescence properties. We have shown that FILDA can improve the accuracy of determining sample properties significantly, especially in the case of a high number of unknown fluorescence parameters beforehand. When compared with the well-established methods of FIDA and FLA, this is achieved by an increased number of two fluorescence parameters used to characterize each species. Especially, starting from FIDA, the implementation of the highly accurate but also very sensitive fluorescence lifetime parameter improves the accuracy of analysis immensely. Improvements in the fluorescence lifetime analysis are also achieved, because FILDA utilizes the fluorescence fluctuations and groups the excitation-to-detection delay times, which are necessary for lifetime determination, in counting time intervals according to bursts from individual molecules. However, this limits FILDA to a concentration range close to the single-molecule level, i.e., below several nanomolar. Nevertheless, these features make FILDA very attractive for various applications in life sciences, especially in the field of assay development and high-throughput drug screening.
APPENDIX: THE EQUIVALENCE OF THE MAXIMUM LIKELIHOOD AND THE LEAST SQUARES METHOD
In the following, we show that the maximum likelihood method leads to the same statistical estimates of parameters as the least squares method, provided the weights used remain constant even when the estimated parameters are varied. The notation used is the same as before, i.e., M is the number of counting time intervals, P (n, ) is the measured FILDA histogram, and P(n, ) is the theoretical distribution. When fitting a theoretical model to the experimental data, the goal is to find an expression that can be minimized yielding the best set of estimated parameters, ␣.
Applying a maximum likelihood method means minimizing the expression, L ϭ Ϫ2 
we can add a zero-value term to Eq. A1, yielding L ϭ Ϫ2 n, M͑P ͑n, ͒ Ϫ P͑n, ͒͒ ϩ MP ͑n, ͒ln͑P͑n, ͒͒.
In contrast, using a least squares method means minimizing
provided that the weights are taken from the optimal theoretical distribution. However, because, in our case, these weights are not known, the best we can do is to use constant weights during a single iteration step, i.e.,
Ѩ Ѩ␣
M P͑n, ͒ ϭ 0.
If we compare the derivatives with respect to the estimated parameters, ␣, of the two methods, we get from Eq. A3
