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O presente texto desenvolve, com fins didáticos, as propriedades básicas do Método 





This text presents the basic properties of the Generalised Method of Moments (GMM). 
It makes for a chapter of a work (textbook) in progress. 





iid      ou      i.i.d.    -  (diz-se  de  uma  amostra  com  observações)  independentes  e 
identicamente distribuídas 
LfGN   -   (uma) lei fraca dos grandes números 
MQG   -   (o método ou o estimador de) mínimos quadrados generalizados 
MQO   -   (o método ou o estimador de) mínimos quadrados ordinários 
MQ2   -   (o método ou o estimador de) mínimos quadrados em dois estágios 
TCL   -   (um) teorema central do limite 
varass  -  variância assintótica 




jacobianos   -   dada uma função g:R
p®R
q , denota-se por g(x) o vetor coluna do R
q 
correspondente ao ponto x Î R
p. O jacobiano [¶g/¶x] será sempre, por convenção, uma 
matriz q x p.  
vetorizações – o operador vec, aplicado a uma matriz nxm A, vecA, a transforma, salvo 
menção  explícita  em  contrário,  em  um  vetor  coluna  de  dimensão  nm,  obtido  pelo 






O  MÉTODO  GENERALIZADO  DOS  MOMENTOS  (MGM): 




1. Introdução: uma ironia histórica. 
 
  O método generalizado dos momentos (MGM) tem a sua origem - como 
muitas outras idéias em estatística - no trabalho precursor de Lord Karl Peason (­1857, 
Londres;  ¯1936,  Londres).  Pearson  havia  construído  o  seu  sistema  de  famílias  de 
distribuições de probabilidade e necessitava um procedimento automático para, uma vez 
escolhida a família apropriada, estimar os parâmetros da particular curva (ou função de 
densidade) que melhor se ajustaria aos dados. Como tais parâmetros eram, geralmente, 
relacionados aos momentos  da distribuição através de funções algébricas  não muito 
complicadas,  ele  propôs  que  se  igualasse  os  valores  dos  momentos  amostrais  aos 
momentos teóricos, conforme descritos por tais funções. Desse modo, indo-se até o 
momento de ordem igual ao número de parâmetros a estimar, se obtinha um sistema de 
tantas equações quanto incógnitas - os parâmetros - a resolver.  
  Exemplificando, supondo-se que a distribuição fosse individualizada pelos 
três parâmetros a, b e g  e que existissem três funções gi , i=1,2,3 , unindo-os aos 
momentos até à ordem 3, isto é,           gi (a,b,g)  = mi = EX
i       ,   i=1,2,3    ;  
dada uma amostra i.i.d. X1, X2, ..., Xt, ..., XT, de tamanho T, a sua proposta era usar 
como estimadores  a solução do sistema 
    gi (a,b,g)  = (1/T) ￿t Xt
i        ,  i=1,2,3 .                                  (1.1)  
  A discussão entre as vantagens e a adequação desta técnica, relativamente às 
idéias  que  o  (então)  jovem  Ronald  A.  Fisher  (­1890,  Londres;  ¯1962,  Adelaide, 
Austrália) propunha – particularmente o método da máxima verossimilhança (MV), que 
ele desenvolveu e adotaria na estimação de parâmetros -, custou a este o seu emprego na 
Universidade  de  Londres,  indo  finalmente  parar,  em  1919,  na  estação  experimental 
agrícola de Rothamsted, onde se tornou célebre. Devido à influencia que ganharam as 
idéias de Fisher, o método dos momentos - e todo o sistema de famílias de distribuições 
a ele ligado - permaneceu em razoável ostracismo, enquanto a máxima verossimilhança 
ganhou um respeitável pedigree entre os “estatísticos matemáticos”.  
  É irônico notar que, após mais de trinta anos de sucesso da MV, o método 
dos momentos é “redescoberto” e trazido novamente ao panteão - sob uma roupagem 
bem  mais  geral  é  verdade  –  graças  ao artigo  fundamental  de  Hansen  (1982)  e  aos 
trabalhos pioneiros de Burguete (1980), Gallant (1977), Gallant and Jorgenson (1979) e 
Manski (1988), entre outros. Ressalte-se ainda que, as propostas de Pearson sobre como 
“identificar” inicialmente a família adequada, utilizando-se fortemente o histograma, 
podem também ser consideradas como uma postura (ainda que rudimentar em termos 
modernos)  de  abordagem  não-paramétrica.  Ao  menos,  refletem  uma  atitude  mais 
flexível e “respeitosa” aos dados, do que a imposição muitas vezes arbitrária de uma 
verossimilhança específica. 
 
2. Um arcabouço geral – os estimadores de extremos.  
  O MGM pode ser estudado como um caso particular de uma classe mais 
geral de estimadores - os chamados estimadores de extremos ou estimadores M
1 -, no 
entanto, como de hábito quando se almeja excessiva generalidade, esta abordagem é boa 
para a obtenção de certas propriedades e demasiado ampla para realçar outras questões, 
sobretudo  em  um  primeiro  contato  com  o  método.  Explorando,  portanto,  o  aspecto 
positivo, nesta seção apresentamos alguns conceitos básicos relativos aos estimadores 
M, que ajudam a ilustrar aspectos importantes dos resultados apresentados na próxima 
seção.  
  Seja o vetor aleatório W, r-dimensional, e um parâmetro q Î Q , sendo Q 
um subconjunto - por ora sem nenhuma estrutura particular - do R
p . Conhecida uma 
amostra {Wt}1£t£T , o estimador de extremo de q é definido como a solução de um 
programa de maximização (ou minimização) de uma função QT({Wt}1£t£T ; q) , suposta 
conhecida.  Esta  abordagem  engloba  diversos  métodos  conhecidos,  como  a  MV,  os 
mínimos quadrados não-lineares, o MGM e os estimadores de distância mínima. Sob 
ela, é possível obter resultados a respeito da consistência e da normalidade assintótica 
dos estimadores. Naturalmente, ambos pressupõem resolvidas as questões de existência 
e identificação. Para tal, é comum exigir continuidade da QT com relação a q e que Q 
seja  compacto.  A  hipótese  de  compacidade  é  um  pouco  desagradável,  pois,  como 
sabido, implica, nos espaços euclideanos, em que Q seja limitado. Uma saída prática é 
assumir,  nos  casos  concretos,  que  existam  limites  acima  dos  quais  é  totalmente 
improvável se situarem os valores de interesse. A identificação pode ser discutida junto 
com a consistência, como faremos a seguir. 
                                                
1 Deve-se ressaltar que não há unanimidade sobre a interpretação deste termo, alguns considerando que o 
M se refere a máximo ou mínimo e, portanto, sendo sinônimo de estimador de extremos, e outros dizendo   Obter consistência no contexto dos estimadores M é interessante porque a 
resposta é procurada na situação que interessa - a existência de um único extremo global 
- e não por vias alternativas, como as requerendo a existência de condições de primeira 
ordem, que, em possuindo solução, podem admitir raízes múltiplas, mesmo no caso de 
um único extremo. Para responder à questão sobre a consistência, investiga-se primeiro 
a convergência da função objetivo, obtendo-se o limite dos pontos extremos como o 
extremo do limite da função objetivo. Para que esta passagem seja válida, é comum 
impor-se  que  as  convergências  necessárias  se  dêem  uniformemente  no  espaço  do 
parâmetro
2. Este tipo de hipótese é tão usado hoje em dia que justifica uma definição 
geral: 
 
Definição 1. Seja {Xt(q) ; t=1,2,... ; q Î Q Í R
p} uma coleção de seqüências de vetores 
aleatórios de dimensão r, indexadas por q, e X*(q) uma função que a cada q Î Q Í R
p 
associa  um  vetor  aleatório  r-dimensional.  Diz-se  que  a  coleção  converge  em 
probabilidade  (quase  certamente,  em  média  quadrática,  em  distribuição)  a  X*(q), 
uniformemente em  Q,  
      se e somente se  
a seqüência  {supq ½Xt(q) - X*(q)½} converge em probabilidade (quase certamente, em 
média quadrática, em distribuição) a zero. 
  Note-se que a seqüência {supq ½Xt(q) - X*(q)½} é estocástica, pois o supremo, 
em cada instante t, é calculado para cada ponto do espaço amostral. A definição é sutil e 
                                                                                                                                          
que o M se refere a “como o de Máxima verossimilhança”, sendo o estimador, neste caso, uma versão 
particular do de extremos.  
2 Esta condição de uniformidade facilita as coisas, devido ao fato de que a escolha dos pontos é, de certa 
forma, arbitrária. A condição não é exatamente fundamental, podendo ser substituída por outra mais fraca 
- em termos de exigências sobre o comportamento dos limites em probabilidade para os pontos extremos - 
porém de redação bem mais inconveniente. bastante  forte,  pois,  no  mesmo  modo  de  convergência  original,  a  seqüência  dos 
supremos vai a zero, garantindo uma convergência uniforme em Q para cada ponto 
amostral.  Com  este  conceito,  pode-se  enunciar  a  hipótese  que  dá  a  condição  de 
identificação: 
 
Hipótese  I  (HI).  A  coleção  {  QT({Wt}1£t£T  ;  q)  }  converge  em  probabilidade 
uniformemente em  Q, a uma função  determinística Q: Q ® R
r , contínua, tal que existe 
um valor  q0 Î Q , para o qual se  q ¹ q0  então  Q(q) < Q(q0) .  
 
  A consistência agora pode ser obtida: 
 
Proposição 1: Sob a hipótese HI, e se  Q é compacto, o estimador M é consistente.  
 
Prova: É necessário provar que dada uma vizinhança aberta V, qualquer, de q0 , tem-se 
    P [qT Ï V ]   ®   0    ,                                                              (2.1) 
sendo qT o estimador M (ou o “ponto de ótimo” de QT) para uma amostra de tamanho T. 
Dado um e>0 , a Hipótese I implica que a probabilidade dos dois eventos seguintes 
tende a 1: 
    Q(qT)  >  QT(qT)  -  e/3 
    QT(q0)  >  Q(q0)  -  e/3    . 
Como, trivialmente, 
    QT(qT)  >  QT(q0)  -  e/3    , 
somando-se as três desigualdades tem-se que 
    P [ Q(qT)  > Q(q0)  -  e]   ®   1 ou, o que é o mesmo, 
    P [ Q(q0)  -  Q(qT)  > e ]   ®   0    .                                      (2.2) 
Pode então parecer que este fato, junto à condição de identificação e à da continuidade 
da Q contidas na Hipótese I, seria suficiente para garantir a consistência do estimador. 
No entanto, necessita-se ainda o fato de que Q seja compacto
3. Dada uma qualquer V, 
vizinhança aberta de q0 , como  A = Q Ç V
c  é compacto, a desigualdade abaixo faz 
sentido: 
     Q(q0)  -  supA Q(q)  > 0  . 
Tomando  e = Q(q0)  -  supA Q(q)  , tem-se, por (2.2), 
    P [ supA Q(q) > Q(qT) ]   ®   0    , 
e logo, em probabilidade, os qT “vão passando a estar em V”, ou seja, (2.1) se verifica.   
 
  Note-se finalmente que as condições da Hipótese I são suficientes, mas não 
necessárias para a consistência. Maiores refinamentos, que acomodem casos como o do 
importante estimador de  momentos simulados  de Pakes  (1986) e  Pakes and  Pollard 
(1989), podem ser encontrados em Newey and McFadden (1994).  
  A obtenção da normalidade assintótica exige mais propriedades das funções 
objetivo. Lembrando que  QT( qT )  é o valor, no ponto de ótimo, da função objetivo, 
para uma dada amostra de tamanho T. Suporemos que  
 
Hipótese II (HII).  A partir de um T* fixo, as funções QT , T>T*, são de classe C
2, em 
uma vizinhança U de q0 . 
 
                                                
3  O  leitor  com  uma  formação  mais  analítica  pode  tentar  construir  um  contra  exemplo,  no  caso 
unidimensional Q = R , que mostra porque a compacidade é necessária.   Com  essa  hipótese,  para  tamanhos  de  amostra  suficientemente  grandes, 
pode-se  expandir  por  Taylor  a  função  DQT=¶QT/¶q  em  uma  vizinhança  de  q0.  A 
consistência e a condição de primeira ordem autorizam a escrever (novamente para um 
T suficientemente grande): 
  DQT( qT )’ = 0 = DQT(q0)’ + D
2QT(qT#) (qT - q0) 
onde qT# é uma combinação convexa de qT e  q0 . Devido à continuidade de D
2QT em q0 
e, ainda, à consistência do estimador, é possível encontrar um T** a partir do qual  
D
2QT seja inversível em uma vizinhança contida em U, o que permite escrever 
  ÖT (qT - q0) = - [D
2QT(qT#)]
-1 ÖT DQT(q0)’    .        (2.3)  
  Para controlar as derivadas segundas é necessário algo como  
 
Hipótese  III  (HIII).    As  matrizes  estocásticas    D
2QT(qT#)    convergem  em 
probabilidade,  uniformemente  em  Q,  a  uma  matriz  determinística  H,  simétrica  e 
positiva definida. 
 
  Com essa hipótese, se um TCL for aplicável a DQT(q0)’, o resultado estará 
obtido, sendo a variância assintótica da normal limite 
    H
-1 varass(DQT(q0)’) H
-1                                               .                        (2.4) 
  No  nível  de  generalidade  dessa  discussão,  o  resultado  fica  um  pouco 
abstrato demais. De fato, hipóteses um pouco mais realistas necessitam um mínimo de 
informação sobre a estrutura das QT(q), o que será exemplificado na seção 4. 
  Para  terminar,  há  uma  versão  dos  estimadores  de  extremos  que  guarda 
estreita relação com o MGM. Consiste ela no caso em que existe uma função j: Q® R
q, 
q³p, tal que  j(q)  é estimável por uma amostra de tamanho T. Chamando FT esse estimador (que, em princípio, não depende de q), e  d  uma distância qualquer em R
q , a 
função objetivo é definida como 
    QT(q) = d ( FT, j(q))                                   .                           (2.5) 
  Esses estimadores são chamados de distância mínima e, caso d seja uma 
distância euclideana, estimadores de  c
2  mínimo. Exploraremos mais adiante as suas 
relações com o MGM. 
  
  
3. O MGM : definição e propriedades básicas. 
   
  O  MGM  pode  ser  introduzido  através  duas  estruturas  estatísticas  que, 
embora  semelhantes,  não  são  conceitualmente  idênticas.  A  primeira  enfatiza  a 
existência de um modelo estatístico subjacente, ao passo que a segunda prioriza uma 
visão dinâmica do problema. 
  Sejam os vetores aleatórios Y e X, n e m-dimensionais, respectivamente, e 
um parâmetro q Î Q , sendo Q um subconjunto do R
p . Supõe-se conhecida uma função 
g: R
n+m x Q ® R
q , q ³ p , que, para cada q fixado, dá origem ao vetor aleatório  
g(Y,X;q) . Existe um único q0 Î Q , informalmente considerado como o “verdadeiro 
valor do parâmetro”,  para o qual 
        g(Y,X ; q0) º 0 .   
O problema que o MGM se propõe a resolver é o de como a partir de uma amostra de 
tamanho T,  Yt, Xt , t =1,...,T , da população (Y,X) se pode estimar este  q0. 
  Seguindo  convenções  usuais  em  econometria,  o  leitor  deve  talvez  já  ter 
pensado em Y e X como vetores de endógenas e exógenas, resp., e na g como definindo 
um modelo. Ressalte-se também que, embora indexando as observações por t, elas não 
precisam necessariamente ser ao longo do tempo, podendo dizer respeito a um painel, uma seção reta sobre unidades (agentes) econômicas ou geográficas, ou qualquer outro 
tipo de amostra. No contexto do MGM, prefere-se ver a g como definindo q condições, 
ditas condições de momento, por razões que ficarão claras a seguir. Uma delas é que a 
condição  de  que  g(Y,X;q0)  seja  identicamente  nulo  pode  ser  muito  forte,  sendo 
abrandada para 
      E g(Y,X ; q0) = 0  . 
Ao se escrever a identidade acima uma questão suplementar advém: sob qual medida de 
probabilidade  está  sendo  tomada  a  esperança  ?  Pode  ocorrer  que  tal  medida, 
caracterizada pela distribuição do vetor (Y,X), seja independente do valor do parâmetro, 
caso  em  que  a  questão  não  cabe.  Entretanto,  em  geral,  q  indexará  também  essas 
distribuições, sendo então necessário rescrever a igualdade como:  
      E0 g(Y,X ; q0) = 0  , 
onde o subscrito chama a atenção para o fato de que a esperança é calculada segundo a 
distribuição associada a q0 .   
                  Uma outra forma de introduzir o método é considerar a existência de um 
processo estocástico {(Yt, Xt)} que dá origem a um outro processo (de “erros”), q-
dimensional e estacionário de primeira ordem,  
    et  = g(Yt,Xt ; q)       ,   tal que, para um único q0 Î Q , 
    E0 et  = E0 g(Yt,Xt ; q0) = 0               .                  (3.1) 
O problema é então estimar q0 a partir de um número finito,  t =1,...,T , de observações 
do processo. 
  A  ligação  entre  as  duas  estruturas  é  evidente.  Como,  na  primeira,  g  é 
“identicamente nula (ou possui média  zero)  para  o verdadeiro  valor  do parâmetro”, 
supõe-se  que  as  observações  satisfaçam  aproximadamente  a  esta  condição,  que  é preservada naturalmente na média. Daí a idéia de encarar, na segunda, et como um vetor 
de “erros”. 
  Para obter o estimador MGM, constrói-se 
       gT({Yt, Xt }; q)  º  gT(q) =  ￿t g(Yt,Xt ; q) / T = ￿t gt(q) / T      .        (3.2) 
  É razoável pensar que o q que minimizará alguma norma do vetor gT(q) - 
preferencialmente até o igualará a zero - será um estimador conveniente de q0 . Esta é a 
idéia  do  MGM  que,  como  se  vê,  generaliza  a  proposta  de  Pearson  mencionada  na 
Introdução.  Tomando-se  uma  matriz  A  qxq  ,  simétrica  e  semidefinida  positiva,  o 
estimador MGM é então definido como: 
    qMGM   =   arg minqÎQ  gT(q)’ A gT(q)                                (3.3)   
É  comum  exigir-se    A=W
-1,  onde  W  seria  agora  simétrica  e  positiva,  e,  também, 
escolher-se a ponderação de acordo com a amostra, de modo a gerar uma seqüência de 
matrizes estocásticas AT como ponderadores. 
  A primeira propriedade do estimador definido em (3.3) é a sua consistência. 
Para obtê-la, supõe-se que a seqüência AT é tal que 
 
Hipótese 1 (H1).  Plim AT = A , onde A é uma matriz determinística, simétrica, 
positiva definida. 
 
  Como  o  limite  dos  ponderadores  já  está  resolvido  por  H1,  basta  agora 
traduzir a Hipótese I utilizada na seção anterior para provar a consistência do estimador 
de extremos. Se valer  
 
Hipótese 2 (H2). Verifica-se uma lei fraca dos grandes números uniformemente em Q , 
para a coleção de seqüências { g(Yt, Xt ;q), q Î Q }  .  
poderemos escrever: 
  Plim gT(q)  =  limT®¥  ￿t Eq g (Yt,Xt ;q) / T = m(q) ,                              (3.4) 
e, consequentemente, 
   Plim gT(q)’ AT gT(q) =  m(q)’ A m(q) = Q(q) .            (3.5) 
  Note-se  que,  em  (3.4),  o  que  importa  é  o  comportamento  da  seqüência 
aleatória {g (Yt, Xt ;q)} e não o do processo estocástico {(Yt,Xt)’}. Em uma situação 
onde esse último não seja, por exemplo, estacionário, mas uma LfGN seja válida para a 
seqüência, o limite será válido. Esta, por seu turno, como sugerido no segundo membro 
de (3.4), não precisa necessariamente também ser estacionária, bastando, por exemplo, 
satisfazer à uma condição de Kolmogorov. Caso seja estacionária, como se sabe: 
  Eq g (Yt,Xt ;q) = Eq g (Y,X ;q) = m(q)   .            (3.6) 
  O limite da função objetivo em (3.5) é, por hipótese, válido uniformemente 
em Q. Entretanto, de forma análoga à seção anterior, a passagem para o limite dos 
pontos de mínimo necessita ainda que a função m(q) seja contínua e que se imponha, 
sobre ela, a seguinte condição de identificação local: 
 
Hipótese 3 (H3).  Para o “verdadeiro valor” q0 ,  m(q0) = 0 e existe uma vizinhança V* 
de q0 , tal que m(q) ¹ 0 , " q Î V*, q ¹ q0 . 
 
  Com esta hipótese adicional, está assegurada a identificação
4 e, como A é 
definida positiva, o leitor concordará que a consistência está obtida, valendo a 
 
                                                
4 Note-se que, local se H3 valer para outros q Î Q , e global se somente para q0 . Proposição  1’.  Sob  as  hipóteses  H1,  H2  e  H3,  e  sendo  m(q)  contínua  sobre  Q, 
compacto,  o  problema  do  MGM  está  identificado  e  o  estimador  por  ele  definido  é 
consistente. 
    
  Para  obter  a  variância  assintótica,  impõe-se,  além  das  condições  para  a 
consistência, a 
 
Hipótese 4 (H4). As funções gT(q) são de classe C
1 em Q.  
 
  Sob H4, faz sentido a condição de primeira ordem: 
    2 [¶gT/¶q]’ AT gT(q) = 0 .            (3.7) 
Ademais, abrindo-se por Taylor gT(q) em uma vizinhança de q0 , devido à consistência, 
tem-se para o ponto de mínimo qT : 
  gT(qT)  = gT(q0) +  [¶gT/¶q#] (qT - q0)      ,        (3.8) 
onde q# é uma combinação convexa entre qT e q0.  Levando-se em conta (3.7), pode-se 
escrever: 
  [¶gT/¶qT]’ AT gT(q0)  +   [¶gT/¶qT]’ AT [¶gT/¶q#] (qT - q0) = 0 
de tal forma que: 
  qT - q0  =  -  ( [¶gT/¶qT]’ AT [¶gT/¶q#] )
-1 [¶gT/¶qT]’ AT gT(q0)  ,             (3.9) 
sendo  a  inversibilidade  da  matriz  entre  parênteses  garantida  (assintóticamente)  pela 
consistência, como  se  verá  a  seguir.  De fato,  torna-se  agora  necessário  assegurar  o 
comportamento  dos  jacobianos.  Para  isto,  de  modo  quase  análogo  ao  feito  para  as 
seqüências {g (Yt,Xt ;q)} , suporemos que,  
 Hipótese 5 (H5). Uniformemente em  uma  vizinhança de q0  , vale  uma  LfGN  para 
{¶g(Yt,Xt ;q)/¶q}; podendo então ser  definida, para cada q na dita vizinhança,  uma 
matriz determinística e de posto pleno: 
    Plim [¶gT/¶q] = D(q)     .  
 
  Este fato, mais a consistência, permite dizer que: 
    Plim [¶gT/¶qT]  =  Plim [¶gT/¶q# ]  = D(q0)  .  
Com isto, por (3.8), a variância assintótica de ÖT (qT - q0) será dada por (3.10): 
 
[D(q0)’AD(q0)]
-1 D(q0)’A [ Plim ￿tg(Yt,Xt;q0).( ￿tg(Yt,Xt;q0))’/T ] A D(q0) [D(q0)’AD(q0)]
-1     
 
aparecendo então mais uma convergência, crucial, que leva a definir a matriz F como 
  F  =  Plim  ￿t (g(Yt, Xt;q0)).( ￿t g(Yt, Xt;q0))’/T =                   
       =  limT®¥  E0 [ ( ￿t g(Yt, Xt;q0) ) . ( ￿t g(Yt, Xt;q0) )’ / T ]  .            (3.11) 
  A matriz acima merece uma inspeção cuidadosa. Suponhamos, de início, 
que as observações sejam independentes. Nesse caso, tendo em vista as condições de 
momento, obtém-se: 
  F  =  limT®¥ ￿t E0 [ g(Yt, Xt;q0) . g(Yt, Xt;q0)’ ] / T     , 
o que, caso as esperanças cruzadas sejam estacionárias, resulta em 
F  =  E0 ( g(Y1, X1;q0) . g(Y1, X1;q0)’ )  
      = Plim ￿t g(Yt,Xt;q0). g(Yt,Xt;q0)’/T                       .                        (3.12) 
Ou  seja,  a  matriz  F  é  a  matriz  de  covariâncias  do  processo{et},  ou  a  matriz  de 
covariâncias (marginais) entre as condições de momento.  
  Se os índices t denotarem o tempo, e o processo (ou as observações) {et} for 
estacionário de segunda ordem, F é nada mais do que a matriz de covariâncias a longo-prazo do processo. Como se sabe, tal matriz é igual ao limite de T vezes a variância da 
média amostral, ou à matriz de densidade espectral do processo {et}, na freqüência zero, 
multiplicada por 2p
5. Dado que o vetor ÖT gT(q)  pode ser escrito como  
  (1/ÖT ) ￿t g(Yt , Xt ; q0) =  (1/ÖT ) ￿t et       ,                
F pode também ser vista como o limite do produto externo do vetor  (￿t et)/ÖT  por ele 
mesmo. 
  Entretanto, a expressão (3.11) pode assumir feições outras. Supondo-se que 
os  índices  digam  respeito  a  unidades  espaciais,  com  uma  estrutura  específica  de 
correlações entre as condições relativas a unidades adjacentes, a forma de F resultará de 
tal estrutura. A situação pode se complicar mais se os índices se referirem a observações 
sobre as unidades e evoluindo no tempo, combinando as duas circunstâncias discutidas. 
  Com essas ressalvas, pode-se enunciar a 
 
Proposição 2:  Sendo Q compacto, sob as hipóteses H1 a H5, e existindo o limite em 
(3.11), a variância assintótica do estimador MGM é dada por 
  [D(q0)’AD(q0)]
-1D(q0)’A F A D(q0) [D(q0)’AD(q0)]
-1      .                    (3.13) 
 
  As fórmulas (3.10) e (3.11) permitem ainda reduzir o grau de arbitrariedade 
na escolha do(s) ponderador(es). De fato, se as observações forem independentes ou, se 
ao longo do tempo, estacionárias de segunda ordem, é possível obter a expressão do 
ponderador otimal. Basta que os AT sejam escolhidos de forma que 
   AT = k . [ var  ( ￿t g(Yt , Xt ; q0)  / ÖT ) ]
-1  
         @ k . [ ￿t (g(Yt, Xt;q0)).( ￿t g(Yt, Xt;q0))’/T ]
-1       ,                     (3.14) 
                                                
5 Os leitores não familiarizados com estes conceitos devem consultar, por exemplo, a seção 10.5 de 
Hamilton (1994). A multiplicação, ou não, por 2p depende de como se define a densidade espectral.  ou por qualquer outra estimativa tal que  AT  ®  A = k . F
-1 , sendo k uma constante 
positiva qualquer. Nesse caso, não é muito difícil mostrar que a variância assintótica se 
reduz a 
            [
 D(q0)’ F
-1 D(q0)]
-1                                 .                          (3.15) 
  Para convencer-se de que este valor é o “menor possível”, note-se primeiro 
que, para A qualquer: 
 
[D(q0)’ A D(q0)]
-1  D(q0)’ A F A D(q0)  [D(q0)’ A D(q0)]
-1  -  [
 D(q0)’ F
-1 D(q0)]
-1  = 
[D(q0)’AD(q0)]
-1D(q0)’A{F - D(q0) [D(q0)’F
-1D(q0)]
-1 D(q0)’} AD(q0) [D(q0)’AD(q0)]
-1         
  
logo, para que a diferença acima seja semidefinida positiva, o que importa é o termo 
central, envolvendo a matriz F. Como esta é positiva definida, a sua inversa também o 
será, possuindo uma raiz quadrada y ; o que permite escrever esse termo como: 
         y
-1 [ Iq - yD(q0) [D(q0)’y .y D(q0)]
-1 D(q0)’y  ] y
-1  =  y
-1 [ Iq - Py D(0) ]
-1 y
--1 
onde   
Py D(0)  = yD(q0) [D(q0)’y .y D(q0)]
-1 D(q0)’y 
é  um  operador  projeção  sobre  o  espaço  gerado  pelas  colunas  de  yD(q0). 
Consequentemente, o novo termo entre colchetes é a projeção no espaço complementar 
e, como y
--1  é positiva definida, o resultado desejado segue. Pode-se, então, enunciar a 
 
Proposição  3:    Sob  as  hipóteses  da  Proposição  2  e  se  for  possível  construir  uma 
seqüência de matrizes estocásticas {AT} tal que  Plim AT = k. F
-1 , então, a variância assintótica do estimador MGM implementado por uma tal seqüência é mínima, sob a 
ordem de Loewner
6, sendo dada por (3.15). 
 
  Note-se  que  (3.14)  não  é  muito  precisa  sobre  como  implementar  as  AT, 
assunto não trivial nos casos práticos e que será tratado em outro capítulo.  
  Modificando-se um pouco a condição de identificação H3, e sob H4 e H5, é 
possível obter-se, no caso de observações iid, interessantes interpretações associadas a 
(3.15). Seja, inicialmente, a 
 
Hipótese 3* (H3*).  Para o “verdadeiro valor” q0 ,  m(q0) = 0 e existe uma vizinhança 
V* de q0 , tal que m(q) < 0 (ou m(q) > 0), " q Î V*, q ¹ q0 . 
 
  Chamemos de f(u;q) a densidade associada a uma observação u = (Yt, Xt), 
suposta diferenciável em q. Para um t qualquer, pode-se escrever (todas as integrais são 
sobre o suporte da f(u;q0)): 
￿ ¶ [g(u ; q) . f(u;q)]/¶q0 . du = 
  = ￿ ¶g(u; q)/¶q0 . f(u;q0).du + ￿ g(u; q0) . ¶f(u;q)/¶q0 . 1/f(u;q0) . f(u;q0).du 
  = E0 [¶g(u; q)/¶q0] + E0 [g(u; q0) . ¶lnf(u;q)/¶q0] 
  = D(q0) + E0 [g(Yt, Xt; q0) . s(Yt, Xt; q0)]                                               (3.16) 
onde   s(Yt, Xt; q0) = st(q0) = ¶lnf(Yt, Xt; q)/¶q0   é o vetor aleatório de scores associado 
à densidade. Sob condições de regularidade
7, a diferencial pode trocar com a integral, 
no membro à esquerda do desenvolvimento, tendo-se, por H3*: 
                                                
6 Lembramos que, na Teoria das Matrizes, a relação de ordem de Loewner sobre o conjunto de matrizes 
reais simétricas de dimensão n é definida por: A ³B Û A-B é definida semipositiva. Note-se que a ordem 
de Loewner é uma ordem parcial. 
7 Uma versão de tais condições seria que ￿ g(u ; q) . f(u;q) ￿ < w(u), com ￿w(u)du < ¥. ￿ ¶ [g(u ; q) . f(u;q)]/¶q0 . du = ¶ [￿ g(u ; q) . f(u;q).du ] /¶q0  
            = ¶ Eq g(u ; q) /¶q0 = 0                              , 
o que, em virtude de (3.16), fornece: 
  D(q0) = - E0 [g(Yt, Xt; q0) . s(Yt, Xt; q0)]                             .                  (3.17) 
  A  relação  acima  chama-se  a  Igualdade  Generalizada  da  Informação  no 
MGM.  Substituindo-se  (3.17)  em  (3.15),  tem-se  que,  sob  as  hipóteses  em  pauta,  o 
inverso da matriz de variância assintótica será 
  E0 [st(q0)’gt(q0)’] (E0 [gt(q0) . gt(q0)’])
-1  E0 [gt(q0) st(q0)]      .               (3.18) 
  Considerando-se o espaço de Hilbert das variáveis aleatórias de quadrado 
integrável definidas sobre a estrutura probabilística em questão, a diagonal de (3.18) 
contém  os  quadrados dos tamanhos das  projeções de cada componente  do vetor de 
scores  sobre  o  subespaço  de  dimensão  q  gerado  pelas  (variáveis  aleatórias  das) 
condições de momento.                               
 
  4. A normalidade assintótica do estimador MGM. 
 
  A obtenção da normalidade assintótica permite uma interessante avaliação 
de até onde se ganha com tratamentos gerais como o esboçado na seção 2, para os 
estimadores de extremos. De fato, no contexto estrito do MGM, ela pode ser obtida de 
(3.9) adicionando-se basicamente uma hipótese que seria:  
 
Hipótese 6 (H6).  Vale um TCL para a seqüência {g(Yt , Xt ; q0)}. 
 Entretanto, caso se deseje aproveitar o arcabouço geral definido naquela seção
8 torna-se 
necessário, irônicamente, exigir mais propriedades das condições de momento. O ponto 
de  partida passa, como visto, a  ser a função  objetivo QT. No MGM, o valor dessa 
função, no ponto de ótimo, para uma dada amostra de tamanho T, é escrito como 
    QT( qT ) = minq  gT(q)’ AT gT(q)        , 
sendo então necessário acrescentar hipóteses que assegurem HII e HIII:  
 
Hipótese II* (HII*).  A partir de um T* fixo, as funções gT(q), T>T*, são de classe C
2, 
em uma vizinhança U de q0 . 
 
Hipótese III* (HIII*). Vale, uniformemente em Q, uma LfGN para as seqüências de 
matrizes  estocásticas  {D
2gt(q)},  de  modo  que  as  matrizes  estocásticas  D
2QT(qT#)  
convergem em probabilidade, uniformemente em Q, a uma matriz determinística H, 
simétrica e positiva definida. 
     
  Com essas hipóteses, para tamanhos de amostra suficientemente grandes, 
pode-se expandir por Taylor – de forma idêntica ao que foi feito na seção 2 – a função 
DQT=¶QT/¶q em uma vizinhança de q0, sendo possível encontrar um T** a partir do 
qual  D
2QT seja inversível em uma vizinhança contida em U, o que permite escrever 
  ÖT (qT - q0) = - [D
2QT(qT#)]
-1 ÖT DQT(q0)’    ,        (4.1)  
que nada mais é do que (2.3). Entretanto, é possível agora avançar um pouco mais. 
Notando-se que DQT(q)’ é dado pelo membro à esquerda em (3.7), e que, portanto 
 
D
2QT(q)  =  2 [¶gT/¶q]’ AT [¶gT/¶q] + “parcela com as segundas derivadas de gT(q)”     ; 
                                                
8 Essa é a opção adotada, por exemplo, em Davidson and MacKinnon (1993), cap. 17.  
para D
2QT(q) calculado nos pontos qT# , tomando-se o limite quando T® ¥ , como a 
convergência em probabilidade dos jacobianos é, por H5, uniforme em uma vizinhança 
de q0, tem-se, pela consistência  
  Plim 2 [¶gT/¶qT#]’ AT [¶gT/¶qT#]  =  2 D(q0)’ A D(q0)     . 
Ademais, a parcela envolvendo as derivadas segundas vai a zero, pois ela contém os 
gT(qT#) que, por (3.4), a consistência e H3, tendem à condição de ortogonalidade. Logo,  
  Plim  [D
2QT(qT#)]
-1  = [2 D(q0)’ A D(q0)]
-1  =  H
-1         .                       (4.2)
 
  O  jacobiano  DQT’ no ponto q0 é um vetor coluna cujas p componentes, 
novamente por (3.7), são somas ponderadas de T parcelas, todas elas centradas (pois são 
as condições de momento). Como os pesos, dados por 
      2 [¶gT/¶q0]’ AT ,   
se estabilizam em  2 D(q0)A  quando T® ¥ , a validade de um TCL para  ÖT DQT(q0) 
depende unicamente da seqüência {g(Yt , Xt ; q0)}, o que é assegurado por H6.  
  Com  essas  hipóteses,  o  membro  esquerdo  de  (4.1)  converge  para  uma 
normal de média zero e matriz de covariância dada por 
    H
-1 (2D(q0)’ A) F ( 2A D(q0)) H
-1              ,                  (4.3)                    
onde F é o limite da variância de ÖT gT(q0) definido em (3.11).  
  Considerando  a  expressão  (4.2)  para  H,  a  variância  assintótica  pode  ser 
reescrita como  
   [D(q0)’ A D(q0)]
-1  D(q0)’ A F A D(q0)  [D(q0)’ A D(q0)]
-1                    (4.4)   
que, como esperado, é exatamente a que figura na Proposição 2, além de ser a tradução 
de (2.4) no contexto do MGM.  
  Tais resultados constituem a 
 Proposição 4.  Sob as hipóteses H1 a H6 (adicionando-se, se quizer, HII* e HIII*), e 
sendo Q compacto, ÖT (qMGM - q0)   converge fracamente a uma normal com média zero 
e variância dada por  (4.4).    
 
5. Algumas interpretações clássicas e um exemplo. 
 
  Para encerrar este capítulo, três interpretações, ligando o MGM aos métodos 
de estimação paramétrica convencionais, são importantes: 
 
a) Número de condições igual à dimensão do parâmetro – o Método dos Momentos de 
Pearson. Se p=q, (3.3) se simplifica e o estimador MGM é definido pela solução do 
sistema 
      gT(qMGM) = 0                    (5.1) 
não tendo nenhuma relevância o ponderador. Isto implica que (3.8) passa a  
     0  = gT(q0) +  [¶gT/¶q#] (qMGM - q0)      ,        (5.2) 
e como [¶gT/¶q#] é, agora, uma matriz quadrada, a variância assintótica, sob H2 a H5, 
será imediatamente expressa por (3.15).  
  Se q>p , a condição de primeira ordem (3.7) para se obter o estimador, 
utilizando-se uma aproximação FT
-1 ao ponderador ótimo: 
     [¶gT/¶q]’ FT
-1
 gT(q)  =  0    
diz  que  as  q  condições  iniciais,  combinadas  linearmente  pela  matriz    [¶gT/¶q]’FT
-1
  
viram uma nova função  gT*(q) = [¶gT/¶q]’ FT
-1
 (gT(q))  , com exatamente p dimensões, 
que permite obter um estimador para o parâmetro conforme a idéia original de Pearson 
traduzida por (5.1). Estas p linhas do sistema gT*(q) = 0 são chamadas os momentos 
ótimos.  
b) O estimador MQO. Seja, sob as hipóteses usuais, o problema da regressão linear, 
dada uma amostra de tamanho T: 
    Yt = Xt’q0 + et      ,  E (et| Xt) = 0 ,   t = 1, 2, ..., T . 
Como os regressores não são correlacionados com o erro, as condições de momento são 
E (et.Xt) = E ((Yt - Xt’q0) Xt) = 0 ,  
e o estimador MGM é um caso particular de (5.1) 
    St (Xt (Yt - Xt’qMGM)) = (St Xt Yt) – (St Xt Xt’) qMGM = 0       
ou, usando a notação usual, 
    qMGM = qMQO = (X’X)
 -1X’Y  .                             (5.3)  
No caso iid, com erros homocedásticos, E(et)=s
2 , a variância assintótica, dada por 
(3.15), será aproximada, como esperado, por 
  [(X’X) ( E X’ee’X)
 –1 (X’X)]
 –1 = s
2(X’X)
–1                                . 
Sob  outras  hipóteses,  entretanto,  a  visão  pelo  MGM  permite  tratar,  de  forma  mais 
simples  e  geral,  a  questão  da  variância  assintótica.  Tais  situações,  no  contexto  das 
variáveis instrumentais, serão vistas no Capítulo 3. 
 
c) Máxima verossimilhança (MV) como caso particular do MGM. Suponha-se que o 
problema  admita  uma  função  de  verossimilhança  LT(q),  advinda  da  família  de 
densidades  f(q), e sejam as q=p condições   
gT(q) = (1/T)[¶logLT/¶q]’ . 
Pelo visto em a), independentemente do ponderador AT , o estimador MGM para estas 
condições coincide com o estimador MV correspondente. Aquele terá, como variância 
assintótica, 
  [ Plim (1/T) [¶
2logLT/¶q
2]’ F
-1 Plim (1/T) [¶
2logLT/¶q
2] ]
-1         . Sob a hipótese iid e valendo as condições de regularidade da teoria de MV, tem-se 
  F
 = E ( [¶log f(q)/¶q0]’[¶log f(q)/¶q0] ) = - E[¶
2log f(q)/¶q0
2] = 
      = - Plim (1/T) [¶
2logLT/¶q
2] 
recuperando-se o resultado que diz ser a variância assintótica do estimador de MV o 
inverso da matriz de informação de Fisher. Note-se que as condições da MV satisfazem 
H3*, valendo pois a Igualdade Generalizada da Informação provada na seção 3. Ora, 
nesse caso, ela não é nada mais do que as duas (conhecidas) expressões no meio das 
igualdades acima, uma vez que as condições de momento e o score coincidem. 
  Estes resultados são importantes para a análise de questões de otimalidade 
do estimador MGM, pois mostram que dadas q>p condições, o “melhor” estimador 
MGM, que atinge (3.15), não é necessariamente eficiente. A pergunta natural que surge 
é de então porque utilizar o MGM ? A resposta é tripla. Primeiro, como sabido, em que 
pese  os  desenvolvimentos  da  pseudo-verossimilhança,  o  estimador  de  MV  pode 
rapidamente  perder  a  sua  eficiência  quando  a  hipótese  distribucional  é  violada. 
Segundo, a solução do programa dado por (3.3) pode ser computacionalmente mais 
simples do que a maximização da verossimilhança escolhida
9. A obtenção analítica da 
própria verossimilhança pode ser muito difícil, senão impossível. Finalmente, a hipótese 
iid pode ser violada, destruindo as propriedades ótimas da MV.  
  O  MGM  é,  portanto,  uma  alternativa  mais  flexível  que  deve  ser  usada 
sempre que houver incerteza sobre a hipótese distribucional ou esta se revelar pouco 
tratável. Nas aplicações econométricas, ele é um convite a desenvolver as condições de 
momento a partir da teoria subjacente ao problema. Ajunte-se ainda que, devido à sua 
flexibilidade,  ele  se  adapta  mais  facilmente  a  um  contexto  de  estimação 
semiparamétrica - técnica que vem ganhando relevância atualmente. 
                                                
9 Um exemplo sofisticado disto pode ser encontrado em Potscher and Prucha (1986).   Finalmente, para concluir o capítulo, seja o 
Exemplo.  Trata-se de um caso tradicional, ligado à formulação de Pearson, que é muito 
bem desenvolvido em Greene (2000)
10. Considerando-se uma amostra iid de uma v.a. X 
com densidade gama dada por 
  f(x)  =  l
a e
-lx x
a-1   /   G(a)         ;     x>0  ,   a, l > 0      , 
tem-se, por propriedades elementares, as seguintes condições de momento: 
  EX
k  =  l
-k G(a+k)
   /   G(a)        ,   k=1,2, ... 
  E lnX  =  d lnG(a) / da   -   lnl 
  E 1/X  =  l  / a-1      . 
Tomando-se os dois primeiros momentos não-centrados e as duas outras igualdades, 
obtem-se quatro condições para os dois parâmetros. Para usá-las simultaneamente, é 
necessário um estimador do ponderador ótimo. Utiliza-se então uma estimativa inicial 
através da primeira e da terceira condição ( ElnX ) ; estimativa esta que coincide com o 
resultado da estimação por MV
11.  
Para obter a variância assintótica do estimador MGM, denotando por 
gT(a,l) =  
    = [ l(SXi/T)-a    l
2(SXi
2/T)-a(a+1)    (a-1)(SXi
-1/T)-l    (SlnXi/T)-Y(a)-lnl ] ’ 
o  vetor  com  as  quatro  condições  de  momento  (  sendo  Y(a)  =  dlnG(a)  /  da  ),  é 
necessário calcular  ¶gT(a,l)/¶(a,l)  , o que dará uma matriz  4x2  onde aparecerá a 
derivada segunda da função gama. 
  Suponha-se  agora  que,  utilizando-se  as  quatro  condições  da  maneira 
esboçada  acima,  encontra-se  estimativas  para  os  desvios-padrão  dos  estimadores 
razoavelmente inferiores às encontradas para o caso da MV
12.  Isto é estranho, pois 
                                                
10 Capítulos 4 e 11. 
11 O leitor deve verificar esta afirmação. 
12 Tal é o caso no exemplo mencionado de Greene (2000). sabe-se  que  os  estimadores  de  MV  são  eficientes.  Provavelmente,  o  teste  sobre  a 
validade das quatro condições - a ser discutido em um próximo capítulo - rejeitará esta 
hipótese nula, indicando, no caso, que talvez a hipótese distribucional adotada não seja 
válida. É importante notar que, se o pesquisador recorresse diretamente à MV, êle não 
teria a possibilidade de fazer este teste de especificação. Isto só foi possível pelo uso das 
condições adicionais  de momento  – isto  é,  uso  de mais informação - que o MGM 
permite. 
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