The electron-impact ionization cross section for hydrogen near threshold is calculated using both timedependent wave-packet and time-dependent Green's-function methods. The time-dependent Green's-function method also allows the calculation of the elastic cross section. The need for absorbing potentials was removed by allowing our fast waves to leave our two-dimensional grid. Two different models are used for the Coulomb interaction between the electrons: a cusp model with v(r 1 ,r 2 )ϭ1/r Ͼ and a linear model with v(r 1 ,r 2 )ϭ1/(r 1 ϩr 2 ), both with all angular momenta set to zero. Between 0.2 and 2.0 eV the cusp model cross section may exhibit an exponential suppression, while the linear model cross section follows a power-law behavior with an exponent of 1.1 with no noticeable oscillations. The results of the numerical experiments are compared with previous classical and quantal predictions extending back over 40 years to the pioneering work of Wannier.
I. INTRODUCTION
The electron-impact ionization of hydrogen near threshold probes the correlated quantal dynamics of two slow electrons moving in the long-range Coulomb field of a third body. As such it remains one of the most fundamental unsolved problems in nonrelativistic quantum mechanics. The earliest classical dynamics analysis ͓1͔ derived a power-law dependence for the threshold ionization cross section in which the index was found to be equal to 1.127. Later, quantum theoretical analysis gave the same power-law dependence ͓2,3͔. The fact that any analytic progress was made on this problem is striking because a complete quantal solution of the dynamics requires the solution of Schrödinger's equation in six space variables. The conservation of total angular momentum can be used to reduce the equation to three dynamical degrees of freedom which still constitutes a formidable theoretical problem. A full analytical solution is currently unknown for this particular three-body Schrödinger equation and only recently have numerical solutions been found at energies within 5 eV of threshold for electron ionization of hydrogen ͓4-6͔ and the related photodouble ionization of helium ͓7͔.
The threshold region for the escape of two electrons holds general interest because the form of the threshold law only depends on the asymptotic behavior of the potential and the symmetry of the wave function. The method used to initiate the simultaneous escape of two electrons of a certain symmetry only affects the overall size of the cross section without changing the energy dependence in the threshold region. These facts have allowed theoretical analysis of the threshold region with several quantum predictions for the dynamics; unfortunately, there is not complete agreement on the threshold law. The predictions are based on generic behavior of the potentials and wave functions and disagreement among the predictions casts serious doubt on our understanding of this fundamental process.
Before attacking the threshold laws for the full threedimensional system, it seems wise to first carry out calculations for simpler model systems that have the same generic properties as the physical one. The model systems that we investigated are more amenable to numerical calculations than the full dynamics of two electrons near a heavy charged particle. The simplified models allow us to get converged results closer to threshold and test the difficulties in numerical threshold laws. As a bonus we are able to test the threshold laws obtained for the model systems ͓8-12͔. This is an important intermediate step because the analytical methods that have been used on the model systems have also been applied to obtain threshold laws of physical systems.
The model systems we will investigate are simply a reduction of the full six-dimensional dynamics onto systems with only two degrees of freedom. These models restrict the angular momentum of each electron to be zero. The Schrö-dinger equation reduces to a partial differential equation in the radial coordinates of each electron. In the cusp model ͑or the Temkin-Poet model͒ ͓13,14͔ the exact electron interaction, v(r 1 ,r 2 )ϭ1/͉r 1 Ϫr 2 ͉, is replaced by v(r 1 ,r 2 )ϭ1/r Ͼ , where r Ͼ is the larger of r 1 and r 2 . This potential is simply the lowest term in the partial-wave expansion of the 1/r 12 interaction. Although this potential is more directly related to the real potential it has some unfortunate features because of the cusp at r 1 ϭr 2 . In the linear model ͓15,16͔ the exact interaction is replaced by v(r 1 ,r 2 )ϭ1/(r 1 ϩr 2 ). This potential is motivated by the observation that the two electrons are on opposite sides of the nucleus for real two electron escape near threshold ͑i.e., r 1 ӍϪr 2 which gives ͉r 1 Ϫr 2 ͉ Ӎr 1 ϩr 2 ).
Recently there have been a number of time-independent methods ͓17-21͔ applied to electron-impact ionization in the cusp model. We choose, however, to investigate the threshold law using a time-dependent method ͓22-24͔. One of the principal advantages of the latter method is that the time evolution of a wave packet does not require knowledge of the asymptotic form of the wave function. The wave-packet method is reviewed in Sec. II, a Green's-function method is presented in Sec. III, the ionization cross-section results for the Lϭ0 models are given in Sec. IV, and a brief summary is found in Sec. V. Atomic units are used throughout this paper except where otherwise noted.
II. TIME-DEPENDENT WAVE-PACKET METHOD
The time-dependent Schrödinger equation for these models is given by i ‫ץ‬⌿͑r 1 ,r 2 ,t ͒ ‫ץ‬t ϭH͑r 1 ,r 2 ͒⌿͑ r 1 ,r 2 ,t ͒, ͑1͒
where the time-independent Hamiltonian is H͑r 1 ,r 2 ͒ϭϪ 1 2
and Zϭ1. We solve this time-dependent equation using lattice techniques to obtain a discrete representation of the radial wave functions and all operators on a two-dimensional grid. The second derivatives with respect to r are approximated by a three-point second-order difference. No attempt is made to extract a bare ionization probability by deconvolution of the wave packet for fear of prejudice towards any particular form of the threshold law. The total wave function at time tϭ0 is constructed as the symmetric product of an incoming radial wave packet for one electron and the lowest-energy bound stationary state of the other electron ⌿͑tϭ0 ͒ϭͱ 1 2 ͓G ks ͑r 1 ͒P 1s ͑r 2 ͒ϩP 1s ͑r 1 ͒G ks ͑r 2 ͔͒,
͑3͒
where k is the linear momentum, G ks (r) is a radial wave packet, and P 1s (r) is the ground-state radial orbital for hydrogen. Overall antisymmetrization is achieved by multiplying the radial wave function of Eq. ͑3͒ by a singlet spin function. We time evolve the partial differential equation using an explicit leap-frog propagator
where ⌬t is a small time step. The explicit time propagator can be more easily implemented on massively parallel computers than implicit methods. Further, relatively little information needs to be passed between processors because there is only one multiply by the Hamiltonian matrix. The leapfrog method has also found application in the time evolution of the Einstein equations describing black-hole collisions ͓25͔.
The total wave function at time tϭT following the collision is used to calculate the electron-impact ionization cross section given by
where by unitarity the probability of ionization is given by 
͑6͒
This probability is calculated by finding the probability for finding neither electron in the negative-energy states of the grid. This is an approximation because the negative-energy states for large n are not physical states since they extend to a finite distance. Thus they have some continuum character. However, the positive-energy states on the grid have some bound-state character. By taking all of the unphysical negative-energy states and none of the unphysical positiveenergy states in the projection, this gives the same results as projecting onto the physical negative-energy states to order inverse of box size squared.
There are several sources of error in the calculation. The first source of error arises in the approximate evaluation of the second derivatives in Eq. ͑2͒ using a grid of ⌬rϭ0.2 and in the discrete time propagation of Eq. ͑4͒ with ⌬tϭ0.01 These errors were negligible compared to other sources. A test calculation at 1 eV with ⌬rϭ0.1 and ⌬tϭ0.0025 gave the same answer as the coarser grid to within 0.2% as long as ͗⌿͉H͉⌿͘ was kept fixed for the different grids.
The finite size of the grid caused the largest errors for several reasons. The lattice size determines the spread in both coordinate and momentum space of the initial wave packet. The initial radial wave packet is given by
where C is a normalization constant. This form of the initial packet is chosen ͑as opposed to the usual Gaussian form͒ because the Fourier transform of this packet is more strongly peaked around k. Although it is not a minimum uncertainty packet, it achieves a tighter distribution in momentum space because the spatial extent of this packet is larger than for the Gaussian packet. If the maximum radius on the lattice is given by R, we choose the localization radius sϭR/2 and the width parameter wϭR/4. The full width at half maximum in momentum space is proportional to 1/w. This is a main source of error in the calculation because the initial wave packet is made up of a distribution of energies. The final cross section is actually an infinite resolution cross section convolved over an energy ⌬Eϭk⌬k. Since kӍ1 in our calculations, ⌬EӍ⌬k. For small ⌬E, the error in the cross section will be proportional to ⌬E 2 times the second derivative of the cross section with respect to energy.
In all of the calculations we made use of the fact that if one electron had a large group velocity the other electron was tightly bound. This fact allows the partition of the wave function into an inner region and an outer region as follows:
where ⌿(r 1 ,r 2 ,t) satisfies Eqs. ͑1͒ and ͑2͒ in the inner region and ns (r,t) satisfies i ‫ץ‬ ns ͑r,t͒ ‫ץ‬t
in the outer region. The sum over n in Eq. ͑8͒ includes the ground and lowest eigenstates, P ns (r), with corresponding eigenenergies ⑀ n . The outer region ns (r,t) functions may be calculated quickly and have minimum storage requirements. The calculations are always stopped before the slow electrons ͑electrons attached to highly excited states or double-escape electrons͒ could reach the boundary between these regions. This partitioning of the wave function allows a cheap doubling of the accuracy of the calculation. The finite grid size will give reflected waves from the rϭR boundary. The reflected waves can travel back to small r and scatter from the nucleus again. The fastest waves are those which have elastically scattered and thus have group velocity k. To prevent these waves from scattering from the core electron twice, the final time in our calculation is Tϭ3R/2k. The elastic waves will have enough time to reflect from rϭR but not enough time to propagate back into the core region. Halting the time propagation at finite time introduces errors because the wave function has not evolved to its final form. This error is most pronounced at the lowest energies because the continuum waves are very slow near threshold. Obviously, increasing the lattice size reduces this error.
In Fig. 1 we present a contour plot for the ͉⌿͉ 2 after the collision for the cusp model and Fig. 2 is the same except for the linear model. For both of these figures the energy is ϳ1 eV above the ionization threshold and the box extends to 200 a.u. The time for both figures is tϭR/k. It is clear from these figures that the elastically scattered part of the wave travels much faster than any other part and is getting close to the wall at 200 a.u. The ionization part of the wave has hardly traveled at all, still being within ϳ75 a.u. of the nucleus. There is an interesting difference between the cusp model and linear model for the double continuum part of the wave, r 1 ϳr 2 . In the cusp model electron probability has been pushed off of the line r 1 ϭr 2 to some extent whereas the electron probability has a peak on the line r 1 ϭr 2 for the linear model.
In Fig. 3 we plot the probability for both electrons to be in the continuum as a function of time for the 200 a.u. box at 1 eV above the ionization threshold. This plot is for the linear model. At small times, the electron has not yet scattered from the core so the probability is small. During the collision, the probability fluctuates because of the strong electron-electron interaction. At larger times, the probability approaches its asymptotic value.
III. TIME-DEPENDENT GREEN'S-FUNCTION METHOD
In order to test the sources of error and perhaps provide a more accurate computational technique, we implemented a time-dependent Green's-function method. The derivation of this method in a formal and mathematically correct manner is fairly long and tedious. To circumvent this problem we give a heuristic derivation; the final results are the same but the journey is less tortured.
Any solution of the time-dependent Schrödinger equation
Contour plot of the absolute value squared of the wave function 1 eV above the ionization threshold using the cusp model potential. Fig. 1 but for 
FIG. 2. Same as

͑13͒
These equations may be simply obtained by substituting the form for ⌿ into Eq. ͑1͒. The inhomogeneous equation can be solved using the explicit leap-frog time propagator as is done for the wave-packet solution of the homogeneous equation. Equation ͑12͒ is exact and has the same difficulties as Eq. ͑1͒; the interest in this split wave-function method is that it can serve as the basis of an approximate technique that at large times converges to an exact result. ͑We note that the full H acts on ⌳; if we use HϪU to operate on ⌳ we recover first-order perturbation theory. By using the full H, we are not assuming any properties about U, for example, that U is small.͒ The ⌿ 0 (r 1 ,r 2 ,t) function is chosen to be an energy eigenstate of a simple Hamiltonian which has one electron in the ground state and one electron in a continuum state ⌿ 0 ͑ r 1 ,r 2 ,t ͒ϭͱ2/k͓sin͑ kr 1 ͒P 1s ͑r 2 ͒ϩP 1s ͑r 1 ͒sin͑ kr 2 ͔͒ ϫexp͑ϪiEt͒, ͑14͒
where Eϭ⑀ 1s ϩ͓1Ϫcos(k⌬r)͔/⌬r 2 ; this form for the energy is necessary when working near threshold because we must use the kinetic energy using the three-point difference. This choice for ⌿ 0 gives an explicit form for U as U͑r 1 ,r 2 ,t ͒⌿ 0 ͑ r 1 ,r 2 ,t ͒ϭ ͱ2/k ͫsin͑kr 1 ͒P 1s ͑r 2 ͒ ϫ ͭ Ϫ 1 r 1 ϩv͑r 1 ,r 2 ͒ ͮ ͑15͒
which is nonlocal but easily calculable on the grid. The ⌿ 0 function is chosen so that there is one atomic unit of incoming flux ͑and one atomic unit of outgoing flux͒ in the continuum. Equation ͑12͒ is useless for calculations since the function U is always nonzero. However, we can use it for the base of our heuristic derivation.
The Green's-function method in this form does not work as well as the wave-packet method because the interaction is turned on instantaneously. The ''ringing'' this causes in ⌳ only very slowly decays with time. Suppose that the interaction potential U could be turned on slowly from zero to its correct asymptotic form given in Eq. ͑13͒. Then the inhomogeneous Schrödinger's equation would have the form
ϪH͑r 1 ,r 2 ͒ ͬ ⌳͑r 1 ,r 2 ,t ͒ϭF͑ t ͒U͑ r 1 ,r 2 ͒⌿ 0 ͑ r 1 ,r 2 ,t ͒,
͑17͒
where F(t) is the turn on function. In our calculations we chose F(t)ϭ1/(1ϩexp͓10͕1Ϫ5t/t f ͖͔) with t f the final time; this provides a smooth turn on for the inhomogeneous term. Because the interaction is turned on smoothly and slowly, the ringing in ⌳ is greatly reduced and the Green'sfunction method becomes more accurate than the wavepacket method.
Because ⌿ 0 has unit incoming flux of electrons, the rate that electrons go into any channel in the ⌳ function equals the probability that an electron would have gone into that channel for an extremely wide wave packet; the rate that electrons go into a channel divided by the rate that electrons scatter from the core equals the probability for scattering into that channel. This method allows much longer time propagation and, hence, better energy resolution. For example, in our calculations the spread of energies in ⌳ is reduced by a factor of ϳ4 over that of the wave packets used in Eqs. ͑3͒ and ͑7͒ which reduces one of the main sources of error.
We monitored the rate that electrons entered the double continuum from tϭ0 to the final time. The rate that electrons entered the double continuum was obtained by calculating the amount of wave function in the double continuum as a function of time and numerically taking the time derivative. The amount of ⌳ in the double continuum is
Typically, we found that at short times the rate that electrons entered the double continuum was dominated by the rate that the inhomogeneous term was turned on with F(t). The rate for entering the double continuum then slowly evolved to an asymptotic value. The speed that the asymptotic value is reached depends on the speed of the electrons in the double continuum; the asymptotic value was reached more quickly as the energy was increased. For some of the lower energies, the asymptotic value was not reached which was, of course, a major source of error.
In Fig. 4 we plot the rate to enter the double continuum for the cusp model at Eϳ1 eV above the ionization threshold using a 560 a.u. box. This plot shows how the rate approaches its asymptotic value and how the rate at short times is determined by the turn-on function, F(t).
IV. CROSS-SECTION RESULTS
We performed a series of calculations for the Lϭ0 model ionization cross sections, beginning with a 4.9ϫ10 5 point lattice for Rϭ280 and ending with a 6.25ϫ10 6 point lattice for Rϭ1000. The main bulk of the points cover the region r 1 ,r 2 рR/2 which is only 1/4 of the region covered by the wave function. We have solved Eq. ͑4͒ using several types of computers. For the smaller grids (Rр560), we utilized Sun work stations. For the Rϭ800 runs, we used CRAY C90 supercomputers and Intel Paragon parallel computers. The Rϭ1000 runs were carried out on the Paragons. To make use of massively parallel machines we divided the inner region wave function as follows:
with each j strip on a separate processor and N total processors. For the wave-function partitions found in both Eqs. ͑8͒ and ͑19͒, the kinetic-energy operator requires message passing across the boundaries at rϭR/2 and rϭ jR/2N, respectively. The discussion in this paragraph also applies to the inhomogeneous function, ⌳. The results of our calculations are presented in Tables I  and II for the cusp model and Tables III and IV for the linear model. We would like to draw attention to several aspects of these tables: ͑1͒ the wave-packet method seems to have trouble converging the cusp model cross section with increasing box size, while the Green's-function method converges fairly rapidly. This is because the wave packet has a larger distribution of energies; as mentioned above, a distribution of energies gives a final cross section convolved over the energy distribution. ͑2͒ both the wave-packet and Green's-function method converge at roughly the same rate for the linear model. This is because the cross section for this case is roughly linear. ͑3͒ the lowest-energy point is not converged with either method for both models. However, the estimated errors are different for the different methods. We cannot estimate the ionization cross section for the cusp model at Eϭ0.088 eV from the wave-packet method but we estimate that the ionization cross section from the Green'sfunction method is in the range (1.1Ϫ2.2)ϫ10 Ϫ4 Mb ͑from Table II it appears this cross section is converged, but the ionization rate was still increasing with time at the final time͒. Both the wave-packet and Green's-function method gives the cross section for the linear model to within 50% at the lowest energy. ͑4͒ the Green's-function method seems to give converged results ͑within 10%͒ down to 0.2 eV. ͑5͒ The prescription for achieving convergence, increased box size, seems to work.
In Fig. 5 we present the ionization cross section for the cusp model on a log-log graph. This graph is meant to highlight the strengths and/or weaknesses of the calculation as well as of two analytic methods. The dashed line is the power law ϰE In Fig. 6 we present the ionization cross section for the linear model on a log-log graph. The solid line is the powerlaw cross section ϰE 1.13 and the dashed and dotted lines correspond to ϰE 1.03 and ϰE 1.23 . It is clear that our results give the expected E 1.13 power-law dependence very accurately, to better than 0.1 in the exponent since the 1.03 exponent does not rise fast enough while the 1.23 exponent rises too quickly. We have not done a least-squares fit to our data because we do not want to prejudice our results by choosing a particular form for the cross section, and because the low-energy points, where the threshold law will hold most accurately, are the least well known in our calculation. This graph is also informative in that we do not see the oscillations in the cross section predicted in Ref. sented some results for the linear model in the threshold region.͒
V. SUMMARY
We have shown that it is possible to obtain converged results into the threshold region (EϽ2 eV͒ for two continuum electrons in model problems. For these models, it appears that results are converged down to ϳ0.2 eV. The only parameter that was varied to give convergence is the size of the box containing the wave function. Estimates of convergence from these model calculations suggest that a full three-dimensional calculation could be made to converge down to ϳ1 eV and perhaps even lower. The finite difference method ͑or the finite element method͒ appears to be more amenable to attacking the threshold laws numerically than using basis function techniques. This is because the number of points goes like the size of the box squared. In basis function techniques, the number of basis functions also goes like the size of the box squared, but it is necessary to have the Hamiltonian between all of the basis functions, which means H goes like box size to the fourth power.
We showed that the time-dependent Green's-function technique was able to give convergence at least as fast as the more intuitive wave-packet method. This technique could also be utilized to calculate photodouble ionization cross sections near threshold. Both of the methods that we used took advantage of a staggered-leap-frog time propagation that is ideally suited for implementation on massively parallel machines. We found that by dividing the wave function into strips we were able to get linear speed up until the point that there were ϳ10 rows of points on each processor.
We were able to obtain results in the threshold region for the two models. This allowed us to distinguish between several proposals for the form of the threshold law. The only case that is still uncertain is for the exponential cutoff suggested for the cusp model. Of course, the conclusions in this paragraph are invalid if the threshold behavior is only in the region of energy less than 0.2 eV ϳ1/100 a.u.
