We present a preference learning framework for multiple criteria sorting. We consider sorting procedures applying an additive value model with diverse types of marginal value functions (including linear, piecewise-linear, splined, and general monotone ones) under a unified analytical framework. Differently from the existing sorting methods that infer a preference model from crisp decision examples, where each reference alternative is assigned to a unique class, our framework allows to consider valued assignment examples in which a reference alternative can be classified into multiple classes with respective credibility degrees. We propose an optimization model for constructing a preference model from such valued examples by maximizing the credible consistency among reference alternatives. To improve the predictive ability of the constructed model on new instances, we employ the regularization techniques. Moreover, to enhance the capability of addressing large-scale datasets, we introduce a state-of-the-art algorithm that is widely used in the machine learning community to solve the proposed optimization model in a computationally efficient way. Using the constructed additive value model, we determine both crisp and valued assignments for non-reference alternatives. Moreover, we allow the Decision Maker to prioritize importance of classes and give the method a flexibility to adjust classification performance across classes according to the specified priorities. The practical usefulness of the analytical framework is demonstrated on a real-world dataset by comparing it to several existing sorting methods.
Introduction
With a rapid development of information technology, organizations have accumulated and stored a vast quantity of data from various sources, such as manufacturing, marketing, finance, tourism, agriculture, transportation, or ecosystem. The availability of data resources helps organizations mine useful information and make better informed decisions, including optimizing operations, deepening customers engagement, preventing threats and fraud, and capitalizing on new sources of revenue. Many of such decisions concern classification of a set of alternatives into pre-defined and preference-ordered classes according to their evaluations on multiple criteria. Such a scenario is of interest in sorting or ordinal classification problems [10, 15] . For example, in the field of credit rating, financial institutions predict the credit risk of a prospective debtor (e.g., an individual, a company, or a government) and assign a grade (e.g., from AAA to B-in Standard & Poor's) to each debtor, where grades are intended to represent probability of default. Another example comes from medical diagnostics, where doctors evaluate physical conditions of patients and classify them into groups representing different disease grades according to the observed symptoms.
The practical significance of sorting problems has motivated researchers to develop multiple streams of methods for addressing such problems, including (a) value-driven methods (e.g., [10, 15, 17, 18] ), (b) outranking-based methods (e.g., [1, 5, 7, 27, 31] ), and (c) rule induction-oriented models (e.g., [14, 20] ). In this paper, we focus on the value-driven sorting procedure, which employs a value function as the preference model and assigns a numerical score to each alternative by aggregating its performances on different criteria. The value function model is widely used and highly appreciated by the Multiple Criteria Decision Aiding (MCDA) community due to its relatively easy computation and intuitive interpretation [17] . In the sorting context, the assignment of an alternative is usually determined by comparing its value to thresholds that explicitly delimit consecutive classes (thresholdbased sorting procedure, see [10] ) or reference alternatives that implicitly characterize each class (example-based sorting procedure, see [15] ).
Under the assumption on the preferential independence of criteria, the value of an alternative can be expressed as the sum of marginal value functions on each criterion [22, 29] , and such a preference model is called additive value function. There are various types of additive value models for characterizing the preferences over alternatives on the individual criteria. A basic form of an additive-based value model is composed of linear marginal value functions, where all marginal values are defined as linear functions on the performance ranges of individual criteria. Such a value function can be seen as a simple weighted average aggregation model and is relatively easy to explain to a non-experienced Decision Maker (DM). However, the ability of such a value function for addressing complex decision structure is rather limited due to incorporating an assumption on the linear form. Another way of modeling marginal values is to use piecewise-linear marginal value functions, which have been used in the UTADIS family [10] . The advantage of using piecewise-linear marginal value function consists in the possibility of reflecting various decision policies such as risk aversion or risk seeking attitude. This capability enhances its appropriateness and practical usefulness for a wide range of applications [23] . Nevertheless, such a type of value function is criticized for its lack of smoothness, which may cause a sudden change in slope at breakpoints and hence limits their interpretability in some contexts [29] . To overcome the shortcoming of piecewise-linear marginal value functions, [29] proposed to use cubic splines for constructing marginal value functions. A cubic spline is a set of polynomials of degree three, which is continuous and has continuous first-and second-order derivatives at breakpoints [16, 29] . The continuity character of splined marginal value functions makes them advantageous in terms of interpreting human preferences. Another appreciated model is the general monotone value function, which is defined by marginal values at characteristic points corresponding to all unique performance levels. Such a preference model makes only the monotonicity assumption on general shape of marginal value functions, and therefore proves to be the most flexible value function model to represent human preferences [19] .
This paper introduces a new analytical framework for multiple criteria sorting problems. We consider linear, piecewise-linear, splined, and general monotone value functions under a unified framework, in which the DM is allowed to refer to a desired type of value function. We aim to learn an additive value model from a given set of holistic decision examples (also called training samples) composed of a set of reference alternatives and their desired assignments. The latter ones could come from past decisions provided by the DM, such as historical credit rating reports or past patient classification records. Differently from the existing sorting methods that consider crisp assignments, where each reference alternative is definitely assigned to a unique class, our framework allows for taking into account valued decision examples, in which each reference alternative can be classified into multiple classes with respective credibility degrees [3] . Such an imprecise assignment has many potential applications in business and management (e.g., funds granting, credit approval, medical diagnostics), when the DM is unconfident about the desired assignments of alternatives or the collected information is not fully credible.
To learn a value function model from valued decision examples, we investigate the preference relation for any pair of reference alternatives by considering each alternative's possible assignment outcome, and then propose an original optimization model to simultaneously account for different objectives with respective credibility degrees concerning each possible preference relation for a pair of alternatives. The targets involved in the proposed optimization model definitely enhance value difference between a pair of reference alternatives such that one alternative is always assigned to a class better than the other, and/or equalize values of a pair of reference alternatives, with a certain credibility, such that they could be classified into the same class. In this way, the constructed preference model highlights the most certain part in the valued decision examples, and keeps a vague preference relation for a pair of alternatives among which one cannot indicate a better one.
In this work, learning a value function model from valued decision examples is formulated within the regularization framework by considering both the model's fitting ability and its complexity simultaneously. In the context of valued assignment, the fitting ability of a value function model is measured by accounting for the credible difference between the comprehensive values for all pairs of reference alternatives. In other words, a "best-fit" value function model should be as credibly consistent with the preference relations between reference alternatives as possible. However, a value function model that "best-fits" the given decision examples can be very complex and may encounter the over-fitting problem, that is, the constructed model fits the decision examples well but has poor generalization performance on new instances. For a comprehensive discussion on this issue, one can refer to [23] . To improve the predictive ability of a value function model, [6, 11, 23] introduce regularization terms for controlling the model's complexity and deriving a simple value function model while maintaining its fitting ability. From the viewpoint of the statistical learning theory [33, 25] , a proper complexity control contributes to avoiding the over-fitting problem and improving the model's generalization ability. In this paper, as the analytical framework is applicable to linear, piecewise-linear, splined, and general monotone value functions, we define the complexity measure for each type of value function model and formulate the learning problem in the unified regularization framework. In this way, the constructed value function model makes a trade-off between the fitting ability and the model's complexity, and improves its generalization ability on new instances. Apart from the methodological advance from the statistical learning theory, we also introduce a state-of-the-art algorithm named the alternating direction method of multipliers (ADMM) [2] to address the learning problem and improve computational efficiency for dealing with large-scale datasets. Using ADMM, the learning problem is solved by decomposing the original problem into a series of small-size optimization problems, which can be easily addressed without extraordinary efforts. Moreover, the implementation of ADMM for the learning problem is well suited to distributed optimization, and has the advantage of parallel computation.
Once a value function model is constructed from the given valued decision examples, we can use the constructed preference model to predict the assignment for a new alternative. In this paper, we provide two types of assignments in this context: crisp and valued. The crisp assignment specifies a class to which the alternative can be assigned so that the greatest credible consistency between this alternative and all reference alternatives would be obtained. The valued assignment associates a credibility degree with each class for the alternative which is derived by accounting for the credible consistency between this alternative and all reference alternatives when this alternative is put in each class.
In addition, we consider a complementary component in the analytical framework which allows to adjust classification performance across classes. The appeal of such a component stems from the fact that in may realworld applications the DM may want to prioritize the importance for classes. For example, in medical diagnostics where a doctor aims to classify patients into the "healthy" and "unhealthy" groups, the "unhealthy" group is prior to the "healthy" group although the latter is preferred to the former. This is due to that the doctor usually hopes to achieve as high classification performance as possible on the "unhealthy" group, because incorrect prediction will delay necessary treatment for patients. On the other hand, the classification performance on the "healthy" group is relatively less important, because classifying a healthy person as unhealthy only results in more medical examination for her/him. To implement flexible adjustment of classification performance across classes, we require the DM to specify a priority ranking of all classes, rather than precise values of priorities for each class, which therefore is less demanding in terms of the required cognitive effort. Then, we discuss a method for adjusting a classification performance across classes according to the specified priority ranking. This method pays more attention to classes with greater priorities and enhances the credible consistency between reference alternatives that can be assigned to these classes and other reference alternatives so that the classification performance on these classes is improved. We validate the classification performance of four variants of the analytical framework using linear, piecewiselinear, splined, and general monotone value functions on a real-world dataset in terms of Top-N accuracies and Kendall's tau coefficient. Specifically, we examine these measures achieved by the four variants on valued decision examples with different credibility distribution which are generated by simulated value functions with different complexity. Then, we investigate the ability of the proposed method for adjusting classification performance across classes according to the specified priority ranking of the classes. The remainder of this paper is organized in the following way. In Section 2, we present the analytical framework for learning diverse types of value function models from valued decision examples and give the flexible method for adjusting classification performance across classes. In Section 3, we apply the analytical framework to a real-world dataset. Section 4 concludes and discusses future work for this study.
2. The analytical framework for multiple criteria sorting problems
Additive value functions composed of linear, piecewise-linear, splined and general marginal value functions
Let us consider a decision problem regarding m alternatives A = {a 1 , ..., a m } evaluated in terms of n criteria G = {g 1 , ..., g n }. Each criterion g j ∈ G is used to assess an alternative a ∈ A from a certain perspective, and the performance of a on g j is denoted by g j (a). All criteria are assumed to be monotone (gain-or cost-type), i.e., for any alternative a, either the greater g j (a), the better is a on g j (in case of gain-type criteria), or the less g j (a), the better is a on g j (in case of cost-type criteria). For dealing with non-monotonic criteria, see [12, 23, 28] . For the sake of simplicity, but without loss of generality, we suppose that all criteria are of gain-type and that the performances on criteria have a monotone increasing direction of preferences. Let X j = [α j , β j ] be the bounded interval of the performances on criterion g j , where α j and β j are the worst and best performances, respectively.
For any alternative a ∈ A, we shall use a value function in the following additive form as the preference model to aggregate the performances of a on multiple criteria [22] :
where u j (·), j = 1, ..., n, are monotone non-decreasing marginal value functions. The value function assigns a numerical score to each alternative, which is used to represent its comprehensive value and impose a preference relation on the set of alternatives.
The analytical framework introduced in this paper admits various types of marginal value functions including (a) linear, (b) piecewise-linear, (c) splined shaped, and (d) general monotone ones. In case marginal value functions are assumed to be linear, u j (·), j = 1, ..., n, can be constructed as follows:
where w j = u j (β j ) is the maximal share of each criterion g j in the comprehensive value and can be understood as a trade-off weight of g j . To normalize the value function within the interval [0,1], we usually require w j ≥ 0, j = 1, ..., n, n j=1 w j = 1.
Note that, for linear marginal value functions u j (·), j = 1, ..., n, the vector θ = (w 1 , ..., w n ) T is the only parameter to be estimated. In particular, the comprehensive value of alternative a can be formulated with respect to θ as
In the piecewise-linear case, the performance scale [α j , β j ] on each criterion g j , j = 1, ..., n, is divided into a number of sub-intervals, and marginal value functions u j (·) are assumed to be linear over each sub-interval.
Suppose that the performance scale [α j , β j ] on criterion g j is divided into γ j equal-length sub-intervals x 0 j , x 1 j ,
where each breakpoint is given by x k j = α j + k γj (β j − α j ), k = 0, 1, ..., γ j . Such a way of defining sub-intervals is easy to implement (for other techniques, see [19] ). Then, the marginal value corresponding to the performance g j (a) ∈ x k j , x k+1 j , k = 0, 1, ..., γ j − 1, is defined with linear interpolation:
Therefore, once the marginal values at breakpoints (i.e., u j x 0
estimated, we can fully specify piecewise-linear marginal value functions u j (·), j = 1, ..., n. Let ∆u k j = u j x k j − u j x k−1 j , k = 1, ..., γ j , and then the marginal value corresponding to the performance g j (a) ∈ x k j , x k+1 j , k = 0, 1, ..., γ j − 1, can be reformulated as u j (g j (a)) = 
, for j = 1, ..., n. Then, in terms of θ and V (a), the comprehensive value of a can be formulated as U (a) = θ T V (a). Note that piecewise-linear marginal value functions with a sufficiently large number of sub-intervals can approximate any non-linear value function [23] .
As we use piecewise-linear marginal value functions to approximate the actual value function, rather than making assumptions on its form, piecewise-linear marginal value functions can be seen as a non-parametric method for modeling preferences.
One noticeable disadvantage of piecewise-linear marginal value functions consists in the lack of smoothness, which causes a sudden change in slope at breakpoints and hence limits their interpretability in some contexts [29] .
An alternative way of constructing "natural" marginal value function is to use cubic smoothing spline, which is continuous and has continuous first-and second-order derivatives at breakpoints [16, 29] . Let the performance scale [α j , β j ] on each criterion g j , j = 1, ..., n, be divided into γ j equal-length sub-intervals
.., γ j . A cubic smoothing splined marginal value function u j (·) is a piecewise-polynomial of order three, where the k-th polynomial over the sub-interval x k−1 j , x k j , k = 1, ..., γ j has the following form:
where s k,0 j , s k,1 j , s k,2 j and s k,3 j are parameters that need to be determined. Then, marginal value function u j (·) can be formulated as:
is an indicator function defined as follows:
To ensure the continuity up to the second-order derivative and the monotonicity and normalization of cubic smoothing splined marginal value functions u j (·), j = 1, ..., n, we can consider the following linear constraints:
(LC4) S k j x k j 0, k = 0, 1, ..., γ j , j = 1, ..., n,
x=x k j 0, k = 0, 1, ..., γ j , j = 1, ..., n, (LC6) S 1 j (α j ) = 0, j = 1, ..., n,
where constraints (LC1), (LC2), (LC3) guarantee the continuity of u j (·) and their first-and second-order derivatives at breakpoints, respectively. Constraints (LC4) and (LC5) ensure the non-negativity of piecewisepolynomials S k j (·) and their first-order derivatives at breakpoints, respectively, which are used to make u j (·) non-negative and monotone non-decreasing at breakpoints. Note that constraints (LC4) and (LC5) are not sufficient conditions for deriving non-negative monotone non-decreasing marginal value functions over the whole performance scales, since they only work for breakpoints. However, in case the non-negativity or monotone non-decreasing properties do not hold, we can divide the performance scales into more refined sub-intervals and incorporate more constraints until deriving desired marginal value functions. This method is easy to implement without more dedicated techniques. Another possible way to generate non-negative polynomials is to use semidefinite programming models (refer to [29] for more details). Constraints 
j , x k j , for k = 1, ..., γ j , and then the comprehensive value of a can be formulated as U (a) = θ T V (a).
When it comes to general monotone value function, it is a very flexible preference model as it considers all monotone non-decreasing marginal value functions (rather than linear, piecewise-linear, or splined shaped marginal value functions) and does not involve any arbitrary or restrictive parametrization [4, 15] . Let χ j = {x ∈ R | ∃a ∈ A such that g j (a) = x} and x 0 j = α j , x 1 j , ..., x mj j = β j be ordered performance values of χ j , x k j < x k+1 j , k = 0, 1, ..., m j −1, m j = |χ j | m. In defining general monotone marginal value functions u j (·), j = 1, ..., n, all marginal values corresponding to characteristic points x k j ∈ χ j , k = 0, 1, ..., m j , j = 1, ..., n, are parameters to be determined by considering the following linear constraints which are used to ensure monotonicity and normalization:
where u j (β j ) represents the trade-off weight of marginal value function u j (·) in the comprehensive value. Since we only make the monotonicity assumption on general shape of marginal value functions, it can be deemed as a non-parametric preference model [30] .
j , for k = 0, 1, ..., m j . Then, the comprehensive value of a can be formulated as U (a) = θ T V (a).
To sum up, for any type of the considered value functions in the above, the comprehensive value of a can be written in a linear form U (a) = θ T V (a), where θ is the intrinsic character of the employed value function and irrelevant for an alternative, while V (a) depends on the performances of the corresponding alternative a on multiple criteria. In this perspective, we use a linear model to approximate preferences, although the actual value function model could be non-linear.
Constructing additive value function model from valued decision examples
We aim to construct an additive value function model from a given set of decision examples. In the unified analytical framework, the constructed additive value model can be composed of any type of linear, piecewiselinear, splined, or general marginal value functions introduced in Section 2.1. In contrast to traditional sorting problems, where each reference alternative is assigned precisely to only one decision class, the sorting problem considered in this study involves a set of valued decision examples, each of which assigns a reference alternative to more than one class with respective credibility degrees. Let us use the following notation to describe the considered sorting problem: CL = {Cl 1 , Cl 2 , ..., Cl q } is a set of predefined and preference-ordered decision classes, such that Cl s+1 is preferred to Cl s (denoted by Cl s+1 ≻ Cl s ), s = 1, ..., q − 1. Suppose that the set of alternatives A can be divided into two subsets -the reference one A R and the non-reference one A T . For any reference alternative a ∈ A R , it could be assigned to multiple classes, and we use a vector σ (a) = (σ 1 (a) , ..., σ q (a)) T to represent the credibility degrees for each possible assignment, i.e., a is assigned to class Cl s with a credibility degree σ s (a), s = 1, ..., q. Note that for normalization we require q s=1 σ s (a) = 1 and σ s (a) 0 for s = 1, ..., q. Moreover, a crisp decision example, which is considered in traditional sorting problems, is a particular case of a valued decision example, where there exists s ∈ {1, ..., q} such that σ s (a) = 1, and σ s ′ (a) = 0 for s ′ ∈ {1, ..., q}, s ′ = s. The assignment for each non-reference alternative a ∈ A T needs to be determined using the constructed preference model.
Dealing with valued assignment examples
For a general sorting problem, we often refer to a sorting rule called example-based sorting procedure given by [15] , which is described as follows.
Definition 1. For any pair of alternatives a i and a j , a value function U (·) is said to be consistent with the assignments of a i and a j iff:
where Cl (a i ) , Cl (a j ) ∈ CL are the assignments of a i and a j , respectively, and means "at least as good as". Observe that implication (1) is equivalent to:
Definition 1 says that "if alternative a i has a value which is not less than for alternative a j , the assignment of a i should be at least as good as the assignment of a j ", or equivalently, "if the assignment of a i is better than the assignment of a j , the value of a i should be greater than the value of a j ". Thus, for any pair of reference alternatives a i , a j ∈ A R such that a i is assigned to a class better than a j , we can infer a value function by maximizing the difference between U (a i ) and U (a j ) (i.e., U (a i ) − U (a j )). The aim of doing so is two-fold: on the one hand, when there exists at least one value function U (·) compatible with the assignments of a i and a j (i.e., U (a i ) − U (a j ) > 0), maximizing U (a i ) − U (a j ) highlights the difference between U (a i ) and U (a j ); on the other hand, when no such compatible value function exists (i.e., U (a i ) − U (a j ) 0 for all U (·)), maximizing U (a i ) − U (a j ) amounts to minimizing the inconsistency level between U (a i ) and U (a j ).
In addition to the above requirements for pairs of reference alternatives that come from distinct classes, another target to be accounted for when inferring a value function model consists in that, the values of reference alternatives from the same class should be as concentrated as possible, so that consecutive classes could be clearly delimited. This goal can be implemented by minimizing the absolute difference between U (a i ) and U (a j ) (i.e., |U (a i ) − U (a j )|) for pairs of reference alternatives a i , a j in the same class. This target is in line with the idea of maximizing the distances of the correctly classified alternatives from the class thresholds in a threshold-based sorting procedure (e.g., the UTADIS II method [10] ).
In the context of valued decision examples, as a reference alternative could be assigned to multiple classes with different credibility degrees, we can account for the above two targets for any pair of reference alternatives by investigating all their desired assignments and attaching each of them with a certain credibility.
Definition 2. For any pair of reference alternatives a i , a j ∈ A R , the credibility degrees for the facts that "a i is assigned to a better class than a j ", "both a i and a j are assigned to same class", and "a i is assigned to a worse class than a j " are defined as follows, respectively:
Coefficients D ≻ (a i , a j ), D = (a i , a j ), and D ≺ (a i , a j ) aggregate the credibility degrees σ s (a i ) and σ r (a j ) for all possible cases Cl s ≻ Cl r , Cl s = Cl r , and Cl s ≺ Cl r , respectively. Note that, for D ≻ (a i , a j ), D = (a i , a j ), and D ≺ (a i , a j ), the multiplicative form σ s (a i ) σ r (a j ) is applied, because the two events "alternative a i is assigned to class Cl s with a credibility degree σ s (a i )" and "alternative a j is assigned to class Cl r with a credibility degree σ r (a j )" are independent. With the credibility degrees for the comparison between the possible assignments of a i and a j , we can consider to minimize the following objective for inferring a value function model:
Specifically, minimizing ξ (a i , a j ) aims to maximize U (a i ) − U (a j ) with the credibility degree D ≻ (a i , a j ) and minimize |U (a i ) − U (a j )| with the credibility degree D = (a i , a j ) as well as U (a i ) − U (a j ) with the credibility degree D ≺ (a i , a j ). Note that we minimize |U (a i ) − U (a j )| rather than (U (a i ) − U (a j )) 2 , for the case that both a i and a j are assigned to the same class, as in this way we keep all considered targets in the same magnitude.
For any pair a i , a j ∈ A R , it is easy to verify that ξ (a i , a j ) = ξ (a j , a i ). Moreover, ξ (a i , a j ) has the following two properties.
Property 1. For any pair of reference alternatives a i , a j ∈ A R , if there exists s, s ′ ∈ {1, ..., q} such that s s ′ , and σ r (a i ) > 0 for r = s, ..., q, and σ r (a i ) = 0 for r = 1, ..., s − 1, and σ r (a j ) = 0 for r = s ′ , ..., q, and
., q} such that s s ′ , and σ r (a i ) = 1/(s ′ − s + 1) for r = s, ..., s ′ , and σ r (a i ) = 0 for r = 1, ..., s−1, s ′ +1, ..., q, then the credibility degree D = (a i , a j ) for minimizing |U (a i ) − U (a j )| becomes 1/(s ′ − s + 1) and such a value increases as s ′ − s decreases. In an extreme case where s = s ′ (i.e., both a i and a j are assigned to a unique class), minimizing ξ (a i , a j ) amounts to minimizing |U (a i ) − U (a j )| with the credibility degree D = (a i , a j ) = 1.
Property 1 states that, if the assignment of alternative a i is unanimously better than the assignment of alternative a j (without overlap of non-zero credibility degrees), minimizing ξ (a i , a j ) is equal to maximizing U (a i ) − U (a j ) completely credibly. Property 2 reveals that, for a pair of alternatives a i and a j that have the same distribution of credibility degrees for each class, the more concentrated the distribution is, the more credible it is to minimize |U (a i ) − U (a j )|. Particularly, if both a i and a j are assigned to a unique class definitely, minimizing ξ (a i , a j ) is equal to minimizing |U (a i ) − U (a j )| completely credibly. Therefore, minimizing ξ (a i , a j ) accounts for not only differentiating the values of a i and a j for the case that a i is always assigned to a better class than a j , but also equalizing the values of a i and a j for the case that both a i and a j are assigned to a unique class definitely. Such an observation derived from Property 1 and 2 confirms the appropriateness of minimizing ξ (a i , a j ) for inferring a value function model.
Regularization
Minimizing ξ (a i , a j ) for all pairs of reference alternatives a i , a j ∈ A R can be seen as constructing a preference model that can fit the valued decision examples as confidently as possible. Besides the consideration of the model's fitting ability, we also need to account for the complexity of the preference model. As suggested by the statistical learning theory [11, 23] , a proper complexity control contributes to avoiding the over-fitting problem in which the constructed preference model fits the decision examples well but has poor generalization performance on non-reference alternatives. Thus, in this study, we also incorporate the regularization techniques into the preference learning procedure to address the trade-off between the preference model's fitting performance and complexity control so that the constructed preference model would have good generalization performance and be robust to the noise in the decision examples. The basic idea is to construct a value function model that is as "simple" as possible while maintaining its fitting performance on decision examples. As we consider four types of marginal value functions in the framework, we will discuss how to define the complexity measure for them separately.
For the case of linear marginal value function, defining the complexity measure is relatively "simpler" than for the piecewise-linear, splined, and general monotone marginal value functions, since each linear marginal value function has only one parameter w j to estimate. In the MCDA context, since all criteria contained in a consistent family are relevant to the decision problem, we do not hope any criterion has an overwhelming weight than others [23] . Therefore, the complexity control of an additive value function can be implemented by minimizing the sum of squares of w j , i.e.:
where C > 0 is a constant to establish the trade-off between the complexity control and the fitting ability.
Minimizing Ω LINEAR (U ) can be seen as penalizing the square of the L 2 norm of the weight vector. According to the statistical learning theory [16, 25] , the L 2 norm can regularize the weights to be smooth across criteria, thus avoiding some criterion having overwhelming weights.
When it comes to piecewise-linear marginal value function, the complexity measure has been defined by [23] as the smoothness of this function, which can be quantified as the variations of slope at breakpoints as follows:
where C 1 , C 2 > 0 are two constants to make trade-off between the complexity control and the fitting ability, and γj t=1 ∆u t j is the trade-off weight of marginal value function u j (·) in the comprehensive value, and
βj −αj measures the variation of slope of marginal value function u j (·) at breakpoint x t j . In this way, we not only avoid generating some marginal value functions that have overwhelming weights, but also pursue marginal value functions that are as linear as possible.
When using splined marginal value function, the basic idea to control its complexity is to add a smoothing term that penalizes functions that are "too wiggly". This can be performed by penalizing the curvature in the function [16] , i.e.:
where C 1 , C 2 > 0 are two constants to take into account the trade-off between the complexity control and the fitting ability, and S dx is used to avoid generating marginal value functions that are too wiggly over the performance scales. As for general monotone marginal value function, we prefer functions that increase stably over the performance scales and thus a proper measure of its complexity can be the variation of growth rates of marginal values over consecutive sub-intervals as follows:
where C 1 , C 2 > 0 are two constants to make a trade-off between the complexity control and the fitting ability, and u j (β j ) is the trade-off weight of marginal value function u j (·) in the comprehensive value, and
measures the difference of growth rates of marginal values u j (·) over the consecutive sub-intervals
. By considering the above complexity measure, we avoid deriving general monotone marginal value functions that have very disparate growth rates over consecutive sub-intervals.
In a joint consideration of the fitting ability and the complexity control, we propose the following optimization model for constructing a value function model from the valued decision examples:
where M ∈ {LINEAR, PIECEWISE -LINEAR, SPLINE, GENERAL} so that the above model applies to different types of value functions. Note that the hyper-parameters C, C 1 and C 2 in the complexity control Ω M (U ) are used to make a trade-off between the the fitting ability and the complexity control. Therefore, choosing the hyper-parameters C, C 1 and C 2 signifies to select between models with different degrees of complexity, which is known as model selection [25] . A widely used method for solving this problem is k-fold cross-validation, where k is specified by a user, usually 5 or 10. Cross-validation for selecting C, C 1 and C 2 can be performed as follows: reference set A R is first randomly partitioned into k subsets of (approximately) equal size, called folds. Next, for certain C, C 1 and C 2 , k − 1 folds serve as the training samples to construct an additive value function model and the remaining fold is used to test the constructed model. This process is repeated using different combinations of k − 1 folds and thus generates k possible results. Finally, the k results are averaged to evaluate the performance of the constructed models corresponding to certain C, C 1 and C 2 . We choose the values of C, C 1 and C 2 corresponding to the best performance as the optimal setting for these hyper-parameters.
Optimization model
It is easy to verify that both θ T (V (a) − V (b)) and Ω * (U ) are convex in terms of θ and particularly, Ω * (U ) is in a quadratic form. Therefore, Model P1 is a constrained convex quadratic optimization problem. To solve such a problem, a common method is to introduce an auxiliary variable τ (a i , a j ) for any pair of reference alternatives a i , a j ∈ A R and transform P1 to the following form:
Then, some popular optimization packages, such as Lingo, Cplex, or Matlab can be used to address the above problem. However, when the number of reference alternatives is reasonably large, the number of pairs a i , a j ∈ A R such that i < j is in a huge amount and this may exceed the processing ability of most solvers. In this paper, to enhance the practical ability for addressing large-scale problems, we introduce computational advances in the convex optimization field and use the alternating direction method of multipliers (ADMM) to address Model P1. This method is well suited to large-scale problems and has a potential for distributed implementation. It has been widely used in statistics, machine learning, and related areas [2] . Specifically, to apply ADMM for solving Model P1, we need to transform P1 to the following form:
where the vector z is an auxiliary variable, and the functions f (θ) and h (z) are formulated as:
and h (z) = z 1 , respectively, and Y is a matrix defined as Y = [..., y ij , ...], and each column y ij is given as
for any pair of reference alternatives a i , a j ∈ A R such that i < j. Note that the objective f (θ)+h (z) is equivalent to the objective F in Model P1 by incorporating the constraints E M BASE . Moreover, we connect θ to the auxiliary variable z through the equation Y T θ = z. In this way, the terms θ T (V (a i ) − V (a j )) for any pair of reference alternatives a i , a j ∈ A R such that i < j is converted to the L 1 norm of z (i.e., z 1 ).
To solve model (P1) ′′ , ADMM consists of the following iterations [2] :
where ρ > 0 is a constant, and the superscript k represents iteration k, and u is an auxiliary variable. The advantage of using ADMM for addressing large-scale problems derives from the following pair of observations. First, in step 1, we address a convex quadratic problem, in which θ is the only variable, and thus the complexity of solving such a problem only relies on the dimension of θ, irrelevant from the number of reference alternatives. Particularly, the coefficient
can be calculated and stored in advance since it keeps the same during the whole process. Second, when addressing the optimization problem in step 2, although the term z 1 is not differentiable, it has been proved that a simple closed-form solution to this problem exists as follows [9, 2] :
where z k+1 i and Y T θ k+1 + u k i stands for the i-th entries of the vectors z k+1 and Y T θ k+1 + u k , respectively, and S 1/ρ (·) is called the soft thresholding operator [9] . One can observe that the updating for z proceeds sequentially for its each dimension. Even if the number of reference alternatives is very large, this updating can be finished in a short time. In particular, calculating coefficient
in step 1 and updating z in step 2 can be implemented in a parallel manner, such as using the MapReduce framework [24] . According to the above observation, ADMM enhances the processing ability of Model P1 for large-scale problems and its practical usefulness for real-world applications.
Determining assignments for non-reference alternatives
Once the optimal solution of θ is obtained by solving Model P1, we can calculate the comprehensive values of both reference alternatives a ∈ A R and non-reference alternatives b ∈ A T using the employed value function model. Then, we determine the assignments of non-reference alternatives b ∈ A T based on the valued decision examples. Because each reference alternative a ∈ A R is assigned to multiple classes with respective credibility degrees, we cannot determine a crisp assignment for any non-reference alternatives b ∈ A T . Instead, we propose to calculate a valued assignment for each b ∈ A T with a credibility vector σ
T such that T is developed as follows: Model P2 aims to determine a credibility vector σ (b) = (σ 1 (b) , ..., σ q (b)) T such that the difference between U (b) and U (a) for each a ∈ A R is optimized as credibly as possible. About Model P2, there are two useful propositions:
Proposition 1. For each non-reference alternative b ∈ A T and each class Cl r , r = 1, ..., q, let us define: 
, and Model P2 determines crisp assignments Cl r and Cl r ′ for b and b ′ , respectively. Then, it must be that r r ′ , that is, the assignment of b is at least as good as the assignment of b ′ .
Proof. See e-Appendix B (supplementary material available on-line).
Note that, for any non-reference alternatives b, b ′ ∈ A T , if Model P2 assigns them to multiple classes, we can also derive that the assignment of b is at least as good as the assignment of b ′ , which can be analyzed in an analogous way. Proposition 2 proves that the assignments of non-reference alternatives determined by Model P2 are consistent with the sorting rule in the example-based sorting procedure.
In real-world applications, the assignment of a non-reference alternative b ∈ A T determined by Model P2 is often unique because we rarely encounter a situation where more than one class Cl r have the same Γ r (b). However, for some problems, we may hope to obtain such results that each non-reference alternative b ∈ A T is assigned to multiple classes with non-zero credibility degrees, rather than a crisp assignment. Therefore, we propose to use the softmax function to derive a credibility vector σ
The softmax function is often used to transform a vector of real numbers to a multinoulli probability distribution proportional to the exponentials of each input number, which has been widely used in multi-class logistic regression, linear discriminant analysis, artificial neural network (particularly, deep learning) [13, 25] and discrete choice model [32] . In our context, the credibility vector σ (b) = (σ 1 (b) , ..., σ q (b)) T for the valued assignment of each non-reference alternative b ∈ A T can be obtained using the softmax function as follows:
, r = 1, ..., q,
where exp (·) is the exponential function with respect to the mathematical constant e = 2.71828.... The less Γ r (b) is, the greater σ r (b). Note that although −Γ r (b) could be less than zero, σ r (b) derived from the softmax function ensures σ r (b) > 0, r = 1, ..., q, and q r=1 σ r (b) = 1. Obviously, class Cl r with the least Γ r (b) has the greatest σ r (b), which means b can be assigned to class Cl r with the greatest credibility. Such an observation is consistent with the assignment determined by Model P2. In this way, we derive a "soft" valued assignment for each non-reference alternative in contrast to the "hard" assignment determined by Model P2.
Adjusting classification performance across classes according to class priorities
In constructing a preference model from valued assignment examples introduced in Section 2.2, an important assumption is the equal priorities for all classes, such that the classification performance for each class is addressed in a fair way. However, this is not always the case in many real-world applications, such as credit rating, medical diagnostics, etc., where we need to pay more attention to some particular classes. In this case, the DM may allocate priorities to respective classes and requires to obtain different classification performance according to the specified class priorities. In this section, we propose a method for adjusting classification performance across classes based on the initial preference model constructed by the optimization Model P1. Such a method can be seen as a complementary component of the analytical framework and the DM can decide whether to launch it.
At the beginning of this method, the DM is required to review the classification performance of the initial preference model suggested by Model P1 on the reference set (i.e., the fitting ability on valued decision examples).
Specifically, for each reference alternative a ∈ A R , we regard it as a fictitious non-reference alternative, and use the method discussed in Section 2.3 to predict its valued assignment (denoted by σ ′ (a) = (σ 1 ′ (a) , ..., σ q ′ (a)) T ), and then compare the predicted valued assignment to its actual one σ (a) = (σ 1 (a) , ..., σ q (a)) T . Then, according to σ (a) and σ ′ (a), we can derive two ranking lists of classes for a, denoted by Cl φ1(a) , ..., Cl φq(a) and
Cl φ1 ′ (a) , ..., Cl φq ′ (a) , respectively, such that σ φi(a) > σ φj (a) (or σ φi ′ (a) ′ > σ φj ′ (a) ′ ), for i < j, where all classes rank in a descending order of credibility degrees. Then, for each class Cl r , r = 1, ..., q, we can define the following cardinal and ordinal classification performance measures, respectively, as follows:
where pos φ (a, r) and pos φ ′ (a, r) represent the positions of class Cl r in the ranking lists Cl φ1(a) , ..., Cl φq(a) and Cl φ1 ′ (a) , ..., Cl φq ′ (a) , respectively. CardPf r quantifies the average difference between the credibility degrees of class Cl r in the actual and predicted credibility distributions for all reference alternatives a ∈ A R , while OrdPf r measures the average distance between the positions of class Cl r in the actual and predicted ranking lists for all reference alternatives a ∈ A R . Note that both CardPf r and OrdPf r are normalized within the interval [0, 1]. Obviously, the less CardPf r and OrdPf r , the better performance is achieved on class Cl r .
The measures CardPf r and OrdPf r for each class Cl r , r = 1, ..., q, are submitted to the DM, and (s)he can review such results and then decides whether to adjust the classification performance. If the DM thinks the performance on some class Cl s is relatively low, (s)he may require to improve the performance on this class. However, acquiring the precise values of the priorities for each class from the DM is a difficult task. Instead, we can require the DM to specify a priority ranking of all q classes in the following form
where τ (·) ∈ {1, ..., q} is the permutation on the set of indices of classes according to the specified priorities, such that class Cl τ (s) is prior to class Cl τ (s+1) , s = 1, ..., q − 1, which means that once the performance of class Cl τ (s+1) is improved, that of class Cl τ (s) should also be improved. The DM wishes that the performance of each class improves according to this priority order.
To implement flexible adjustment of classification performance across classes, our method pays more attention to classes with higher priorities and aims to improve the credible consistency between the reference alternatives that can be assigned to these classes with certain credibility degrees and other reference alternatives that are assigned to other classes. Specifically, the credible consistency for each class Cl s , s = 1, ..., q, can be quantified as follows:
where the left part concerns the value difference between the reference alternatives a i that can be assigned to class Cl s with certain credibility degrees and other a j that are classified into a worse class, while the right part measures the value difference between these reference alternatives a i and those a j that come from a better class.
According to the rule for the example-based sorting procedure, the greater O s is, the more likely it is to achieve an improved performance on class Cl s . Therefore, we can consider to increase O s for classes Cl s , s = 1, ..., q, according to the specified priority order. 
where the variable λ represents a step. Model P4 aims to maximize O s for classes Cl s such that v * s = 1 by adjustingθ along the ascent direction d * , so that the credible consistency for these classes is improved. Once the value of λ at the optimum (denoted by λ * ) is achieved, we can derive a new value of the parameter vector θ according to the following formulaθ ′ =θ + λ * d * ,
whereθ ′ stands for the adjusted value of the parameter vector θ.
The procedure for adjusting O s according to the specified priority order is an iterative process, which can be organized as Algorithm 1. Threshold ζ is a positive value used to control the complexity of the adjusted preference model U ′ , and a stopping criterion of Algorithm 1 consists in that the complexity measure Ω (U ′ ) exceeds threshold (1 + ζ) Ω (U ). Without threshold ζ, we may obtain an adjusted preference model that over-fits the decision examples and has poor generalization performance on new alternatives. Note that ζ can be specified in advance (e.g., 10%, 20%, etc.), or adjusted during the process by checking the classification performance on a subset of reference alternatives for validation (i.e., cross-validation).
Algorithm 1 Method for adjusting classification performance across classes according to specified priority order.
Input:
Solutionθ output by Model P1, complexity measure Ω (U ) of preference model U corresponding toθ, priority ranking of classes Cl τ (1) , Cl τ (2) , ..., Cl τ (q) , threshold ζ. Terminate. 8: else 9:θ ′ ←θ + λ * d * .
10:
Derive new preference model U ′ according toθ ′ and then measure its complexity Ω (U ′ ).
11:
if Ω (U ′ ) > (1 + ζ) Ω (U ) then 12: Terminate.
13:
else 14:θ ←θ ′ , U ← U ′ .
15:
Go to step 1.
16:
end if 17: end if Output:
Adjusted solutionθ and corresponding adjusted preference model U .
Experimental analysis
In this section, we validate the practical performance of the proposed framework on a real-word dataset, which is collected from the QS World University Ranking 1 . This dataset provides an overall ranking of 500 universities from all over the world according to six evaluation criteria, including (g 1 ) citation per faculty, (g 2 ) international students, (g 3 ) international faculty, (g 4 ) faculty student, (g 5 ) employer reputation, and (g 6 ) academic reputation.
The ranking of 500 universities is derived by aggregating the performances of each university on all criteria using the criteria weights w 1 = 0.4, w 2 = 0.1, w 3 = 0.2, w 4 = 0.05, w 5 = 0.05 and w 6 = 0.2, where w j is the weight of criterion g j , j = 1, ..., 6. All criteria are of gain-type. A descriptive summary of the dataset is provided in Table 1 and the distribution of performance values on each criterion is depicted in Figure 1 . One can observe that the distribution of performance values on most criteria is not uniform: the distribution of performance levels on g 1 and g 2 is skewed to the left, whereas a significant proportion of performance values are located in the interval [95.0, 100.0] on g 3 , g 4 and g 5 . This observation incurs a careful setting for the experimental analysis, which will be discussed later.
As our framework can be equipped with linear, piecewise-linear, splined, or general monotone marginal value functions, we implement the four variants in the experimental study. Furthermore, the UTADIS method as well as its three variants (UTADIS I, II, & III) [10] and the method proposed by [23] are investigated to compare with the four variants of the proposed framework. Both the UTADIS family and the method proposed by [23] employ an additive value function model composed of piecewise-linear marginal value functions as the preference model. The UTADIS method constructs a preference model by minimizing the sum of misclassification errors for all reference alternatives, and then other or near optimal solutions are explored and averaged to derive a final preference model in the post optimality analysis stage. In addition to the classification error, UTADIS I maximizes the distances of the correctly classified alternatives from the class thresholds, so that a sharp discrimination is achieved. UTADIS II uses a mixed-integer programming model to minimize the number of misclassified alternatives, rather than their magnitude. UTADIS III combines UTADIS I and II. The model proposed by [23] is based on the regularization framework and aims to construct a preference model composed of marginal value functions that are as "smooth"
as possible while minimizing the sum of inconsistency levels for pairs of reference alternatives coming from distinct classes.
In the experimental setting, for the methods that require dividing performance scales into a number of equal-length sub-intervals (including the piecewise-linear and splined variants of the proposed framework, the UTADIS method and its three variants, and the method proposed by [23] ), the number of sub-intervals is perceived as a hyper-parameter, which is determined using cross-validation by examining the following values γ j ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. In making trade-off between the preference model's fitting ability and its complexity control, we also use the cross-validation method to determine the hyper-parameters C, C 1 and C 2 from the following candidates {10 −8 , 5 × 10 −8 , 10 −7 , 5 × 10 −7 ,..., 10 7 , 5 × 10 7 , 10 8 , 5 × 10 8 }. To construct a sorting problem, we assign all universities to five preference-ordered classes CL = {Cl 1 , Cl 2 , Cl 3 , Cl 4 , Cl 5 } according to their overall ranking: Cl 5 , Cl 4 , Cl 3 , Cl 2 and Cl 1 consist of universities that are ranked in the intervals [1, 100] , [101, 200] , [201, 300] , [301, 400] , and [401, 500], respectively. In evaluating the performance of the proposed framework, the original dataset is randomly split into two parts, 70% (referred to as A R ) for constructing the preference model and 30% (referred to as A T ) for testing the predictive accuracy of the constructed model. Note that the distribution of universities from respective classes in the training and test sets are ensured to be (approximately) the same with that in the original dataset. This procedure is repeated 100 times, and the results are finally averaged. Note that, in each run, we use different sorting methods to construct a preference model and then test its performance on the same A R and A T , so that the final averaged results on 100 runs can be used to compare different methods. All considered methods are implemented using Python and the involved optimization models are solved with the CVXPY optimization package 2 .
To evaluate the performance of a sorting method, we can consider the following measures including Top-N accuracies and Kendall's tau coefficient. Specifically, for each non-reference alternative b ∈ A T , let σ (b) = (σ 1 (b) , ..., σ q (b)) T and σ ′ (b) = (σ 1 ′ (b) , ..., σ q ′ (b)) T denote its actual and predicted credibility degrees for valued assignment. According to σ (b) and σ ′ (b), we can derive two ranking lists of classes for b, denoted by
Then, for any N = 1, ..., q, let Θ N (b) and Θ ′N (b) denote the top N classes with the greatest credibility degrees according to the above two ranking lists, respectively. Moreover, let n c and n d represent the numbers of concordant and discordant pairs of classes in the above two ranking lists, respectively. Then, with the use of this notation, Top-N accuracies and Kendall's tau for b are calculated as follows:
Accuracy@N (b) reflects, in the top N recommendations for alternative b, how many classes actually have the greatest N credibility degrees, and Kendall's tau (b) refers to the difference between the proportions of concordant and discordant pairs of classes in the above two ranking lists. Obviously, the greater Accuracy@N (b) and
Kendall's tau (b), the better the classification performance is achieved on alternative b. Note that N could be specified by the DM, since it concerns the most credible N assignments for each alternative. Particularly, when N = 1, we care about the most credible one for each alternative. Finally, we can average the above measures for all non-reference alternatives b ∈ A T and obtain comprehensive performance evaluation for a sorting method.
Experiments with crisp assignment examples
We first report the outcomes of applying all above sorting methods to the original crisp decision examples. Since each reference alternative is assigned to only one class precisely, we only measure the classification accuracy (i.e., Accuracy@1) for each sorting method to reflect how many alternatives are correctly classified by each method. Besides, we also report the trade-off weight of marginal value function on each criterion in terms of mean and standard deviation to measure the ability of each method in constructing a preference model that is close to the actual one. The experimental results are summarized in Table 2 and the distribution of classification of each method is depicted in Figure 2 . It is apparent that the four variants of the proposed framework and the method proposed by [23] achieve higher classification accuracies than the UTADIS family. Although UTADIS I, II, and III improve the original UTADIS method in some aspects, the performance of the three variants is unstable and the classification accuracies could be rather low for some sets of decision examples. Both the four variants of the proposed framework and the method proposed by [23] incorporate the advance of regularization techniques and tend to deriving as linear marginal value functions as possible, which are close to the actual preference model (i.e., linear value functions). When referring to the trade-off weight of marginal value function on each criterion, we observe that the averaged results from all sorting methods are close to the actual ones, but the outcomes from the four variants of the proposed framework and the method proposed by [23] are more stable than those suggested by the UTADIS family. Furthermore, the difference among the performance from the four variants of the proposed framework and the method proposed by [23] is marginal, since the actual preference model is simple and the decision examples over the experimental runs are consistent. For illustrative purpose, let us present the examples of the preference models constructed by the four variants of the proposed framework. Figure 3 illustrates the four types of marginal value functions of the constructed preference models corresponding to the greatest predictive accuracy. The derived linear marginal value functions are completely linearly increasing with respect to the performance values. As for the marginal value functions derived from the piecewise-linear, splined, and general monotone variants, they look almost linear since the regularization term is in favor of functions that are as linear as possible. As expected, the piecewise-linear functions have a sudden change in slope at breakpoints, although it is very slight in the presented example, whereas the splined functions are completely smooth over the whole performance scales. When it comes to general monotone marginal value functions, they exhibit slight "zig-zag" behavior, since we allow each distinct performance value observed over the performance scales to be breakpoints and the constructed marginal value functions are difficult to be completely smooth. 
Experiments with valued assignment examples
Let us now test the classification performance of the four variants of the proposed framework on valued decision examples. Note that the family of UTADIS and the method proposed by [23] cannot address this sorting task, since they only apply to crisp decision examples. To construct valued decision examples, we modify the original dataset in the following way: for any alternative, a majority proportion (including 90%, 80%, 70%, and 60%) of credibility degree is assigned to its actual assignment, and the remaining (including 10%, 20%, 30%, and 40%)
is allocated to the two classes adjacent to its actual assignment. For example, when the majority proportion of credibility degree that is assigned to the actual assignment is 90%, for an alternative a, of which the actual assignment is Cl 3 , the constructed distribution of credibility degrees will be σ (a) = (0, 0.05, 0.9, 0.05, 0) T .
Particularly, for an alternative a ′ that is actually assigned to Cl 1 or Cl 5 , the constructed σ (a ′ ) will be set as σ (a ′ ) = (0.9, 0.1, 0, 0, 0) T or σ (a ′ ) = (0, 0, 0, 0.1, 0.9) T . Then, we examine the classification performance of different sorting methods in terms of Accuracy@1, Accuracy@2, Accuracy@3, and Kendall's tau for 100 runs on randomly constructed A R and A T . The results are summarized in Table 3 and depicted in Figures 4 -7 . We observe that the Accuracy@1 measures of the four variants of the proposed framework decrease with the majority proportion of credibility degree that is assigned to the actual assignment. For example, the mean of Accuracy@1 of the linear variant decreases from 0.9258 for the crisp decision examples (see Table 2 ) to 0.8101 for the "60%-40%" valued decision examples. This is due to that, for a pair of reference alternatives a and a ′ , where the actual assignments of a and a ′ are Cl s+1 and Cl s , s = 1, ..., 4, in the case of crisp decision examples, it is very credible to maximize U (a)−U (a ′ ) since D ≻ (a, a ′ ) = 1; when the majority proportion of credibility degree that is assigned to the actual assignment decreases, D ≻ (a, a ′ ) decreases while D ≺ (a, a ′ ) and D = (a, a ′ ) increase, and in turn the credibility to maximize U (a) − U (a ′ ) decrease, which contradicts the actual preference relation between a and a ′ . Moreover, it is interesting to observe that the Accuracy@2 measures of the four variants increase as the majority proportion of credibility degree that is assigned to the actual assignment decreases. Such an observation reflects that, although the decision examples are incredible when the majority proportion of credibility degree that is assigned to the actual assignment decreases, the four variants can work out top two recommendations that are credible enough for making correct prediction. In addition, the Accuracy@3 and Kendall's tau indicators decrease with the decline of the majority proportion of credibility degree that is assigned to the actual assignment. On the other hand, in the comparison of the four variants, the linear variant slightly outperforms others in terms of the Top-N accuracy and Kendall's tau, since the actual value function model is linear, which makes the linear variant achieve better performance than the others. 
Simulating decision policies with non-linear value functions
In the above experimental analysis, the actual preference model underlying the given decision examples is composed of linear marginal value functions. To test our methods on decision examples which are generated by other types of value functions, we conduct an additional experiment on simulating actual value functions to generate decision examples, on which the four variants of the proposed framework are applied to derive respective results for comparison. In this part, we assume actual value functions are in the general monotone form, that is, we make no assumptions about properties of actual value functions except monotonicity. The least assumption imposed on actual value functions makes the conclusion derived from the experimental outcomes would be general. A widely used method for generating general monotone value functions is to assign marginal values to distinct performance values by sorting random values drawn from a uniform distribution [21] . In a recent study by [8] , this method for generating general monotone value functions is found to bias the obtained value functions towards a certain shape, especially when the distribution of performance values is not uniform. Recall that we observe the imbalanced distribution of performance values in Figure 1 . Hence, to avoid distorted conclusions, we use another method for generating general monotone value functions: (a) first, for each criterion, assign zero and a positive random value to the worst two performance values x 0 j , x 1 j , respectively, as the corresponding marginal values u j (x 0 j ) and u j (x 1 j ); (b) then, for the remaining performance values x 2 j , ..., x mj j , sequentially assign a random value ς satisfying the following equation to x k j , k = 2, ..., m j , as the corresponding marginal value u j x k j :
where δ is a random value drawn uniformly from the interval [−ρ, ρ], and ρ > 0 is a specified parameter used to control the complexity of the general monotone value function. Actually, [1 − ρ, 1 + ρ] delimits the variation range of growth rates of marginal values over consecutive sub-intervals. In this study, we consider the levels 25%, 50%, 75%, and 100% for ρ, and obviously a greater ρ allows a wide variation range of growth rates of marginal values over consecutive sub-intervals, which is more likely to generate complex marginal value functions. (c) normalize
the marginal values on all criteria. For each level of ρ, we randomly generate 100 general monotone value functions and the corresponding assignment for each alternative. We transform the crisp assignment for each alternative to the valued one by allocating 20% credibility degree to the classes adjacent to its actual assignment. Then, each generated dataset is randomly split into the training set A R and the test set A T , and the four variants of the proposed framework are applied to construct a preference model from A R and then tested on A T .
The results of generating random value functions for testing the performance of the four variants of the proposed framework are presented in Table 4 and Figures 8-11 . For all variants of the proposed framework, when increasing the complexity of the underlying value function model by selecting a greater ρ, the performance of the sorting methods decreases on all evaluation metrics, which is reflected in the decline of mean and the rise of standard deviation. This observation is easy to understand, because a more complex actual value function model makes it difficult for the sorting methods to fit the valued decision examples well. When it comes to the comparison among the four variants of the proposed framework, we observe that the linear variant is significantly outperformed by the others, because its ability to fit non-linear marginal value functions is rather weak. Moreover, it is noted that the piecewise-linear and splined variants slightly outperform the general monotone variant. A possible reason for this observation can be that the fitting ability of piecewise-linear and splined marginal value functions is sufficient to construct a preference model that is close to the actual one, while the general monotone variant is too flexible and the decision examples are insufficient to help it infer a "close" value function since the number is reference alternatives is 350. An example of a randomly generated actual value function and the marginal value functions derived from the four variants of the proposed framework is illustrated in Figure 12 , where we can compare the actual value function and the constructed ones directly. It is apparent that the constructed linear marginal value functions have great divergence to the actual ones, while the piecewise-linear, splined, and general monotone marginal value functions are similar to the actual ones. Particularly, the piecewise-linear functions have a significant change in slope at breakpoints in this example, while the splined marginal value functions are completely smooth over the whole performance scales. In this perspective, the splined marginal value functions have the advantage of interpretability and descriptive character. 
Accounting for class priorities
To illustrate the method for adjusting classification performance across classes according to class priorities, we give an example which is summarized in Table 5 and Figure 13 . In this example, the actual preference model is a randomly generated general monotone value function with the setting ρ = 25%. Then, we use this preference model to determine the actual assignment for each alternative and construct the training set A R and the test set A T . Particularly, we construct valued decision examples by allocating 20% credibility degree of each reference alternative to the classes adjacent to its actual assignment. Then, we use the splined variant of the proposed framework to derive the initial value function model, according to which the initial performance measures CardPf r and OrdPf r for each class on the reference and non-reference alternatives are obtained (see columns "Initial" in Table 5 ). In the following procedure for adjusting classification performance across classes, we consider the priority ranking of classes as Cl 5 , Cl 4 , Cl 3 , Cl 2 , Cl 1 , where the classes Cl 5 and Cl 1 have the greatest and least priorities, respectively. According to the specified class priorities, we apply the proposed method to adjust classification performance across classes, in which threshold ζ for controlling the complexity of the adjusted preference model is determined using cross-validation by checking CardPf r on the two classes with the greatest priorities. Specifically, if we observed no improvement of CardPf r on the two classes with the greatest priorities at a certain iteration on the validation set, we terminate the adjustment process. Note that one can choose different measures for using cross-validation to set threshold ζ. Finally, we obtain the adjusted classification performance across classes (see columns "Final" in Table 5 ). The variation of CardPf r and OrdPf r for each class during the whole process is depicted in Figure 13 .
We observe the measures CardPf r and OrdPf r for each class on the reference alternatives are adjusted according to the specified priority ranking. Particularly, CardPf r and OrdPf r for Cl 4 and Cl 5 decrease during the whole process as they have the greatest two priorities, whereas CardPf r and OrdPf r for Cl 1 , Cl 2 and Cl 3 redg 1 , blueg 2 , yellowg 3 , greeng 4 , purpleg 5 , grayg 6 . (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.) increase because they have relatively low priorities. This indicates that the classification performance on Cl 1 , Cl 2 and Cl 3 is sacrificed to improve that on Cl 4 and Cl 5 . When it comes to the performance for each class on the non-reference alternatives, the measure CardPf r for each class varies as it does on the reference alternatives, while the measure OrdPf r deteriorates slightly for each class. It suggests that the predictive ability of the constructed model for each class is adjusted in terms of the measure CardPf r , but the performance in terms of the measure OrdPf r does not achieve the desired effect. In the above example, we observe that the predictive ability of the constructed model for each class cannot necessarily be adjusted according to the specified class priorities. To test the validity of the proposed method for adjusting classification performance across classes, we conduct a further simulation experiment to examine whether the measures CardPf r and OrdPf r for each class on non-reference alternatives can be adjusted according to the specified class priorities. In this simulation experiment, we simulate 100 general monotone value functions 0.487 0.218 0.000* 1 ∆CardPfr @N and ∆OrdPfr@N for N = 1, 2, 3 refer to the percentage of problem instances in which CardPfr and OrdPfr for the classes with the greatest N priorities on the non-reference alternatives improve, respectively.
for each complexity level (ρ=0%, 25%, 50%, 75%, 100%) as the actual preference models to generate valued decision examples with different distribution of credibility degrees (100%-0%, 90%-10%, 80%-20%, 70%-30%, 60%-40%). We use the four variants of the proposed framework to construct the initial value functions and then use the method for adjusting classification performance across classes. Particularly, we consider all possible rankings of class priorities (since we consider five classes in this problem, there are 120 possible rankings).
Moreover, the stopping criterion of the adjustment procedure is either that there is no improvement of CardPf r on the two classes with the greatest priorities at a certain iteration on the validation set, or that the maximum iteration (100) is reached. Finally, we count the percentage of problem instances in which the measures CardPf r and OrdPf r for the classes with the greatest priorities on non-reference alternatives improve, which can be seen as the possibility the proposed method for adjusting classification performance achieves the desired effect. In e-Appendix C, we report the percentage of problem instances in which CardPf r and OrdPf r for classes with the greatest N priorities on non-reference alternatives improve, respectively, in each problem setting, where N = 1, 2, 3. Since we have 120 combinations of problem setting regarding three factors (F 1 : ρ, F 2 : distribution of credibility degrees, and F 3 : sorting method), we first use a three-way analysis of variance (ANOVA) to analyze the obtained results, in which we do not consider the interactions between factors. The ANOVA results for the percentage of problem instances in which CardPf r and OrdPf r for classes with the greatest N priorities on non-reference alternatives improve, respectively, are presented in Table 6 . It is apparent that, among the three considered factors regarding a sorting task, only the factor of sorting method (i.e., the underlying value function model) affects whether the measures CardPf r and OrdPf r for each class on non-reference alternatives can be adjusted according to the specified class priorities.
Then, we analyze the results of applying the proposed method to adjust the initial outcomes derived by different variants of the proposed framework, which is summarized in Table 7 . On the one hand, we observe that both ∆CardPf r @N and ∆OrdPf r @N decrease as N increases, which indicates that the chance that the performance Table 7 : Percentage of problem instances in which CardPfr and OrdPfr for classes with the greatest N priorities on non-reference alternatives improve, respectively, in terms of mean and standard deviation.
learning community as efficient tools to address several new characteristics that have never been considered in previous studies in the field of MCDA, including constructing various types of value function models under the unified framework, assigning alternatives to multiple classes with respective credibility degrees, and prioritizing importance of classes in order to adjust classification performance. On the other hand, these new characteristics also provide several possible avenues to the Machine Learning community, such as utilizing the descriptive character of value function models for interpreting the outcomes suggested by a learning procedure, considering consistency-driven procedure for ordinal classification tasks instead of using the traditional probabilistic framework, and allowing the DM to participate in the construction process to obtain customized results.
