We prove norm-resolvent and spectral convergence in L 2 of solutions to the Neumann Poisson problem −∆u ε = f on a domain Ω ε perforated by Dirichlet-holes and shrinking to a 1-dimensional interval. The limit u satisfies an equation of the type −u ′′ + µu = f on the interval (0, 1), where µ is a positive constant.
Introduction
Let N ≥ 3 and consider an open subset Ω ε of R N of the form Ω ε = εΩ 0 × (0, 1). Let us introduce a perforation of this domain by removing periodically distributed spherical holes of distance ε > 0 (cf. Figure 1 ). On this domain we consider the Poisson equation with Dirichlet boundary conditions on the holes of radius r ε ≪ ε. We ask the question whether the solutions u ε to this equation converge in a meaningful sense to a function u on the interval (0, 1) and whether u is the solution of a reasonable "limit" differential equation.
Homogenisation problems of a similar type have been studied extensively for a long time [CM97, RT75, MK64] and recently gained more attention (cf. [Zhi00, Pas06] for perforated domains of fixed size with Neumann boundary conditions, [MS10] for perforated domains with periodic boundary conditions, [BCD16] for domains perforated along a curve. Advances towards operator norm and spectral convergence in perforated domains have been made in [Pas06, BCD16, CDR17, KP17]). A result by Cioranescu & Murat gives a positive answer to the question of convergence of solutions in the case where the size of Ω ε remains constant, but the holes shrink and concentrate. In fact, they showed that the solutions of −∆u ε = f converge strongly in L 2 (Ω) to the solution u ∈ H 1 0 (Ω) where φ * denotes the extension of φ to a constant on every slice {t} × εΩ 0 . Restrictions of U ε to subspaces of L 1 (Ω ε ) will also be denoted U ε . Note that the scaling |εΩ 0 | −1 in the definition of U ε was chosen such that U ε φ L 2 (Ωε) is of order 1 as ε → 0. On the domain Ω p ε we consider the following problem
where z > 0 and f ε ∈ L 2 (Ω ε ) is a family such that f ε − U ε f L 2 (Ωε) → 0 for some f ∈ L 2 ((0, 1)). This problem can easily be seen to possess a unique solution for each fixed ε > 0 by virtue of the Lax-Milgram theorem. Moreover, let H ε := H 1 (Ω ε ) and H 0 ε := φ| Ωε : φ ∈ C ∞ 0 R N \ T ε , where the closure is taken in the H 1 (Ω ε )-norm (this is, the space of functions vanishing on the holes). For a function u ∈ H 0 ε we will not distinguish in notation between u and its extension by zero to Ω ε (which lives in H ε ). Finally, the following notation will be used frequently. For x ∈ Ω ε we write x = (x, x N ), wherē x ∈ εΩ 0 and x N ∈ (0, 1). Accordingly, we denote by∇ the gradient w.r.t.x and by ∂ N the partial derivative w.r.t. x N . The constant extension of a function φ from (0, 1) to Ω ε will be denoted φ * (x, x N ) := φ(x N ). A variable in (0, 1) will often be denoted by t.
Main results
In the above setting, we are going to prove the following results Theorem 3.1. The solutions u ε of (2.1) converge to a function u ∈ H 1 ((0, 1)) in the sense that u ε − U ε u L 2 (Ωε) → 0, as ε → 0 and u solves the ordinary differential equation
dt 2 + z + µ u = f, in (0, 1) u ′ = 0, on ∂(0, 1), (3.1)
where µ = 2 −N S N (N − 2), S N being the surface area of the unit sphere in R N .
The above theorem can be understood as strong operator convergence −∆ Ω p ε s − → − d 2 dt 2 + µ. The next result shows that even a stronger type of convergence holds.
Theorem 3.2. The above convergence even holds in the norm-resolvent sense.
The meaning of "convergence in the norm-resolvent sense" will be made precise in Section 6 (see Theorem 6.3). An important corollary of norm-resolvent convergence is convergence of spectra.
Corollary 3.3 (Spectral Convergence). Choose z = 1 and let λ ε k and λ k denote the k-th eigenvalues of problem (2.1) and (3.1), respectively. There exist a constant C > 0 and a function a(ε) with a(ε) → 0 as ε → 0 such that
where C is independent of ε and k.
This corollary will be proved in Section 7. The appearance of the additive term µu in (3.1) has been first observed in the classical situation of a perforated domain Ω of fixed size by [MK64, CM97] and has been dubbed a "strange term coming from nowhere". We will in the following refer to µ as the strange term.
Graph-like Domains. The above results will be applied to graph-like domains in Section 8. In particular, we will show that for a graph-like domain in which the volumes of the fattened edges and the fattened vertices have the same scaling as ε → 0, the limit will be a quantum graph with vertex conditions of Robin type with parameter µ. For details, see Section 8.3.
General convergence results on Ω ε
In the following sections we will prove Theorem 3.1. We start with some general lemmas about convergence in shrinking domains.
Weak convergence in L 2 is defined analogously.
It can easily be seen that in the above sense strong convergence implies weak convergence. We nevertheless chose to include these definitions and proofs in our article in order to keep the presentation as clear and self contained as possible.
(ii) The convergence of operators defined on varying spaces has also been studied in [Stu70, Stu72, Vai81 ] to a certain extent. Classical results include various conditions for the strong discrete convergence of bounded operators (and strengthened versions thereof). Let us stress again that in our situation we are dealing with unbounded operators for which we are studying the stronger notion of operator norm convergence. For more recent results on the convergence (especially spectral convergence) of unbounded operators on varying Hilbert spaces, the interested reader may consult [Pos06, MNP13] and [Boe17, Boe18] .
The next proposition shows that compact embeddings also generalise to shrinking domains.
Proposition 4.4. Let u ε ∈ H ε be a sequence and let there exist a C > 0 such that
for all ε > 0. Then (i) there exists a subsequence (still denoted by u ε ) such that u ε
Proof. We use scaling in order to keep the domain fixed. Letũ ε : Ω → R,ũ ε (x) := u ε (εx, x N ). By the usual dilation formula and chain rule we find
Our assumption (4.1) immediately yields ε N −1 ũ ε 2 H 1 (Ω) ≤ C. Thus, there exists a subsequence ε N−1 2ũ ε ⇀ũ in H 1 (Ω) (in the usual sense). Now let φ ε ∈ H ε with φ ε H 1 − − → φ ∈ H 1 ((0, 1)). By scaling arguments similar to the above, one immediately obtains that denotingφ ε (x) := φ ε (εx, x N ) and φ * (
Consequently,
Undoing the scaling this can be written as
where the last equality holds because φ * is independent of x. Hence, we have shown that u ε H 1 − − ⇀ u, with u(t) = Ωũ (x, t) dx, which concludes the proof of (i).
To see (ii), first use the compact embedding H 1 (Ω) ֒→ L 2 (Ω) to see that ε N−1 2ũ ε −ũ L 2 (Ω) → 0, for a subsequence, and note that ∇ũ ε L 2 (Ω) → 0 by assumption. It follows that∇ũ = 0, that is u(x) = c · u(x N ). A simple calculation shows c = |Ω 0 | −1 . Reversing the scaling, this proves (ii).
In the same way as above one can prove the existence of weakly convergent subsequences in L 2 (Ω ε ).
Proposition 4.5. Let f ε ∈ L 2 (Ω ε ) and f ε L 2 (Ωε) uniformly bounded. Then there exists a subse-
Proof. L 2 -boundedness in the scaled domain Ω yields weak convergence of ε ′ N−1 2 f ε ′ in L 2 (Ω ε ). Scaling back as in the proof of Proposition 4.4 yields the assertion. 5 Proof of Theorem 3.1
Auxiliary results
In the following, our discussion will be along the lines of the classical proof from [CM97] with the necessary modifications. We define an auxiliary function w ε as follows. Let P ε i denote a cube of edge length 2δ ε centered at i ∈ L ε and let w ε be the solution to
Requiring that w ε ≡ 1 outside the union of all P ε i we obtain a function w ε ∈ W 1,∞ (R N ) for every ε > 0. In fact, exploiting radial symmetry, one can derive the explicit expression
Note that in particular w ε ≡ 1 in the small cubes C ε j of edge length 2(
Proof. We use the shorthand χ ε := χ Cε . It is enough to prove the statement for smooth ϕ. To this end, let ϕ ∈ C ∞ ((0, 1)) and assume |εΩ 0
We have
by assumption on ϕ ε . Denote by x ε j the centres of the cubes C ε j and consider the remaining term
The total volume of C ε is asymptotically
where the last statement follows from the smoothness of ϕ. Putting the pieces back together we have
Note that the volumes |C ε j | ∼ δ N ε do not depend on j and so
for some constant α ′ . Next we use the fact that all x ε j lie in planes {x n = const} and that ϕ * is constant inx. Thus all terms ϕ * (x ε j ) in the above sum with (x ε j ) N = (x ε k ) N are equal and lead to a factor ε δε N −1 . Denoting t ε 1 , . . . , t ε n the projection of x ε j onto the N -th coordinate we obtain
for some constant α. The last statement holds because ϕ is Riemann integrable.
Proof. It follows by a trivial modification of the argument in [CM97] that |εΩ 0 | − 1 2 w ε satisfies the bound (4.1) and even the stronger condition (ii) in Proposition 4.4. Thus, by Proposition 4.4 there
It remains to show w = 1. This will be done by applying Lemma 5.1.
Proof of claim: By the triangle inequality we have
On the other hand, also by Lemma 5.1
Since φ ∈ L 2 ((0, 1)) was arbitrary, we conclude w = 1.
−⇀ 0 (note that this is the full gradient and not merely∇), i.e. we have
Convergence of solutions
Lemma 5.3. Let u ε be a weak solution of (2.1) with right hand side f ε L 2 −→ f . Then the a priori bound
holds.
Proof. The weak formulation of (2.1) yields for arbitrary δ > 0
Choosing e.g. δ := z this yields
Note that this a priori bound actually proves that case (ii) of Lemma 4.4 is satisfied by the solutions u ε , since ∇ u ε L 2 (Ωε) is uniformly bounded. Thus there exists u ∈ H 1 ((0, 1)) such that
We will show that u satisfies the weak version of (3.1). Let φ ∈ H 1 ((0, 1)) and consider the weak formulation of (2.1) with test function w ε · U ε φ:
We will consider the convergence of each of these three terms separately.
Right-hand side:
Third term on the l.h.s.: By the same reasoning as above, one has u ε → u and w ε U ε φ → φ strongly in L 2 and thus
Second term on the l.h.s.: By the same reasoning as above,
Since ∇u ε converges weakly in L 2 , the whole integral converges to
First term on the l.h.s.: First, we rewrite the term
The second term on the right hand side of (5.6) converges to 0 by (5.2). Indeed, since u and ∇U ε φ are uniformly bounded in L ∞ , by Morrey's inequality, we have u ε ∇U ε φ L 2 −→ uφ ′ . The last remaining term is treated in the following
where µ was defined Theorem 3.1.
Proof. The proof is only a small variation of that of [CM97, Lemma 2.3]. We give it here nevertheless for the sake of self-containedness. First, note that by partial integration and boundary conditions,
where S ε i is the Dirac measure on ∂B δε (i): S ε i , ϕ = ∂B δε (i) ϕ dS. Moreover, let us define the function q ε as the unique solution of the Neumann problem
satisfying q ε = 0 on ∂B δε (i). Extending q ε by zero to all of Ω ε we can easily see that q ε → 0 in W 1,∞ (R N ). Consequently:
for every sequence with ϕ ε L 1 (Ωε) bounded. On the other hand, one has −∆q ε = N χ ε ∪ i B δε (i) − i∈Lε δ ε S ε i . Thus, we can take the limit in the following equation
The first term on the right hand side converges to µ 1 0 uφ dt as can be seen by the same argument as in the proof of Lemma 5.1. We obtain the equality
The assertion now follows by choosing ϕ ε = u ε U ε φ in the above equation (note that u ε U ε φ L 1 (Ωε) is uniformly bounded).
This settles the convergence of the last remaining term in (5.5) and leads to the limit problem
which is nothing but the weak formulation of (3.1). Since it has already been shown that u ε satisfies hypothesis (ii) of Proposition 4.4 and thus converges strongly in L 2 , the proof of Theorem 3.1 is completed.
Remark 5.5. We note that our assumption on the spherical shape of the holes was made for the sake of definiteness, however, our results easily generalise to more general geometries as detailed in 
Norm-Resolvent Convergence
In this section we will take a more operator-theoretic point of view and prove operator norm convergence for the resolvent. To this end, let us first introduce some notation. We define the following operators in L 2 .
Furthermore, we define the two identification operators between the domains
where f denotes extension by 0 into the holes. Note that U ε L(L 2 ((0,1)),L 2 (Ω p ε )) , V ε L(L 2 (Ω p ε ),L 2 ((0,1))) are uniformly bounded in ε. Now, let us go back to (5.5), and observe that the right-hand side will still converge if f ε is only weakly convergent in L 2 . We deduce the following Lemma 6.1. Let (g ε ) ⊂ L 2 ((0, 1)) and assume that g ε ⇀ g weakly in L 2 ((0, 1)). Then for any z > 0 one has
in L 2 ((0, 1)).
Proof. By the above comment, it is enough to show that U ε g ε L 2 −⇀ g in the sense of Definition 4.2.
To this end, let φ ε ∈ L 2 (Ω p ε ) and assume φ ε L 2 −→ φ for some φ ∈ L 2 ((0, 1)). We have
The last term goes to 0 since φ ε L 2 −→ φ, wheres the second term on the right hand side converges to 0 because |ε −1 T ε | → 0. Finally, the first term on the right-hand side converges to g, φ L 2 ((0,1)) by assumption, which concludes the proof. Lemma 6.1 shows that using U ε as an identification operator, the convergence of solutions of (2.1) is uniform in the right-hand side. We will now prove a similar statement for V ε .
−⇀ f and u ε be the sequence of solutions to (2.1). Then one has V ε u ε ⇀ u in H 1 ((0, 1)),
where u solves the limit problem (5.7).
Proof. First, note that V ε u ε H 1 ((0,1)) is uniformly bounded in ε. Indeed, we can compute
by the a priori bound (5.3). The right hand side remains bounded as ε → 0 since (f ε ) converges weakly. By the Rellich-Kondrachov theorem there exists a subsequence V ε u ε → v for some v ∈ H 1 ((0, 1)). It remains to show that v = u. This will be done in two steps.
Step 1: Because f ε ⇀ f , every term in the weak formulation (5.5) converges, that is, u ε H 1 − − ⇀ u (and thus strongly in L 2 ) in the sense of Definition 4.2, where u solves the limit problem (5.7).
Step 2: compute
and thus V ε u ε → u in L 2 ((0, 1)) which implies v = u and concludes the proof.
We are now able to state the main result of this section.
Theorem 6.3. Let A ε , A and U ε , V ε be defined as in (6.1) and (6.2). Then one has
Proof. We first prove (6.3). Let (g ε ) be any bounded sequence in L 2 ((0, 1) ). Then there exists a weakly convergent subsequence g ε ′ ⇀ g for some g ∈ L 2 ((0, 1) ). Now compute
. The first term on the right hand side converges to 0 by Lemma 6.1. The second term converges to 0 too, because g ε ′ ⇀ g, (A + z) −1 is a compact operator and U ε L(L 2 ((0,1)),L 2 (Ω p ε )) is uniformly bounded. Next, choose (g ε ) in such a way that sup h L 2 ((0,1)) ≤1
By the above, the right-hand side of this equation converges to 0 for a suitable subsequence (ε ′ ), so taking the limit ε ′ → 0 on both sides yields lim sup
Applying this reasoning to every subsequence of (A ε + z) −1 U ε − U ε (A + z) −1 yields the claim for the whole sequence and concludes the proof of (6.3).
To prove (6.4), let f ε ∈ L 2 (Ω p ε ) be a sequence with f ε L 2 (Ω p ε ) uniformly bounded. Then there exists f ∈ L 2 ((0, 1)) and a weakly convergent subsequence (f ε ′ ) such that f ε ′ L 2 −⇀ f in the sense of Definition 4.2 (where f ε denotes extension by 0 from Ω p ε to Ω ε ). In particular we have
as ε ′ → 0. The left hand side of this equation can be rewritten in terms of V ε f ε : ((0, 1) ). The rest of the proof is entirely analogous to that of (6.3), using compactness of (A + z) −1 and Lemma 6.2.
Spectral Convergence
In this section we will prove Corollary 3.3. Let us first note that, since the domains Ω p ε and (0, 1) are bounded, the domains D(A ε ), D(A) are compactly embedded in L 2 and hence A ε and A have compact resolvent and their spectra are discrete. Let us denote by (λ ε k ), resp. (λ k ), the eigenvalues of A ε + id, resp. A + id, labelled in increasing order. We will use a theorem from [IOS89] to prove the convergence of spectra.
Theorem 7.1 ([IOS89, Th. III.1.4]). Assume that the following hypotheses are satisfied:
(H1) One has U ε g L 2 (Ω p ε ) → g L 2 ((0,1)) for all g ∈ L 2 ((0, 1)); (H2) The operators (A ε +id) −1 , (A+id) −1 are positive, compact, self-adjoint and (A ε +id) −1
is uniformly bounded in ε;
(H3) For any g ∈ L 2 ((0, 1)) one has
uniformly bounded there exists a subsequence f ε ′ and some g ∈ L 2 ((0, 1)) such that
We will now show that (H1)-(H4) are satisfied for A ε , A and U ε . First, note that (H2) is obvious from the preceding discussion and the a priori estimate (5.3). Furthermore, (H3) follows directly from Theorem 6.3. (H4) can be seen as follows. ((0, 1) ). Now go back to the weak formulation (5.5) and note that the right-hand side term Ω ε ′ f ε ′ w ε ′ U ε ′ φ dx only requires weak convergence of f ε in order to yield the desired limit.
This shows (H4) with g = − d 2 dt 2 + 1 + µ −1 f . Finally, let us prove (H1). We have
→ 0 as ε → 0. Thus, all hypotheses are satisfied and Theorem 7.1 applies. From (7.1) we immediately obtain (0,1) ),L 2 (Ω p ε )) . (7.2)
Clearly, denoting a(ε) : (0,1) ),L 2 (Ω p ε )) , this proves Corollary 3.3.
Remark 7.2. Let us note that all the above results also hold in two dimensions with minor modifications in the definition of the function w ε which are detailed in [CM97] . We have excluded this case merely to simplify the presentation.
Graph-like Domains
In this section we extend our analysis towards domains approximating not merely an interval, but a finite connected graph. That is, the perforated domain consists of "fattened edges" of the form E ε := εΩ 0 × (a, b) which are connected by "fattened vertices" of the form V ε := R ε · V , with some open, bounded set V ⊂ R d and a scale parameter R ε → 0 for ε → 0. This geometric configuration has been studied in [KZ03, EP05] who proved spectral convergence for the operator −∆ with Neumann boundary conditions. The nature of the limit spectrum depends on the relative scaling of the edge neighbourhoods E ε and the vertex neighbourhoods V ε .
(i) if |V ε |/|E ε | → 0, the limit spectrum is that of the graph Laplacian with Neumann-Kirchhoff vertex conditions;
(ii) if |V ε |/|E ε | → ∞, the different edges decouple in the limit and the limit spectrum will be the union the Dirichlet-spectrum of all individual edges;
(iii) if |V ε |/|E ε | → q > 0, the spectrum converges to the solution (u, λ) of the problem
where the sum is over all edges e ending on v and u ′ e (v) = lim x→v,x∈e u ′ (x). Since the spectral parameter λ appears in the vertex condition, this is a generalised eigenvalue problem.
We will now apply our above results to study the influence of perforations on fattened graphs. We will focus on cases (i) and (iii) and not treat case (ii) in this article.
Small vertex neighbourhoods
Let us first consider the situation in which |Vε| /|Eε| → 0. Let Γ be a finite, connected graph and denote by Ω ε its fattened analogue. Let v be a vertex of Γ and e 1 , . . . e n be all edges incident to v.
Since we have assumed |Vε| /|Eε| → 0, the vertex neighbourhood is of the form V ε = R ε ·V with R N ε ε N−1 → 0 as ε → 0 and the fattened edges are of the form E ε,i = (εΩ 0 ) × (0, ℓ i ). Introducing a periodic perforation T ε as shown in Figure 2 defines a domain Ω p ε . On this domain we consider the Poisson equation with Dirichlet boundary conditions on the holes.
This new geometric situation requires new identification operators to be defined. To this end, let L 2 (Γ) := L 2 (e j ), where {e j } is the set of edges of Γ and let H 1 (Γ) denote the space of continuous functions φ on Γ such that for every edge e j the restriction φ| e j is in H 1 (e j ). Moreover, let us define Problem (8.2) immediately yields the a priori bound
4)
A proof analogous to that of Proposition 4.4 shows that there exists a subsequence (again denoted by u ε ) such that u ε − U Γ ε u L 2 (Ωε) → 0 for some u ∈ H 1 (Γ). Note that the fact that |V ε |/|E ε | → 0 ensures the convergence on the vertex neighbourhoods.
We are now going to derive an equation on Γ that identifies the limit u. To this end, we define a second identification operator V Γ ε which preserves H 1 regularity. Let
Let w ε now be defined as in (5.1) and consider the weak formulation of this problem with test function
on the holes, and is therefore a valid test function for the perforated domain problem. The weak formulation of (8.2) now gives
, where the sum is over all edges incident to v. Since every fattened edge is of the form E ε,i = (εΩ 0 ) × (0, ℓ i ), we can immediately conclude from the proof of Theorem 6.3 that
−⇀ f on each edge. It remains to study the integrals over V ε . To treat the gradient term, we compute
where we have used (8.4) in the fourth line. An explicit computation shows that
Thus, the term Vε ∇u ε ∇ w ε V Γ ε φ dx converges to 0 as ε → 0. Similarly, we compute
as ε → 0. Since the vertex v was arbitrary in the above procedure, we conclude that the limit u solves the problem then we have the following
It is easily seen that the conditions for Theorem 7.1 are also satisfied by the pair (A Γ ε , U Γ ε ), which allows us to conclude that Corollary 8.2. Choose z = 1 and let λ ε k and λ k denote the k-th eigenvalues of A Γ ε and A Γ , respectively. There exist a constant C > 0 and a function a(ε) with a(ε) → 0 as ε → 0 such that
Large vertex neighbourhoods
Next, we study the case of large vertex neighbourhoods, i.e. |V ε |/|E ε | → ∞. In other words, we
Here the situation is different from that in the previous subsection because the vertex neighbourhoods cannot be neglected in the limit anymore. In particular, spectral convergence will not be true anymore in this case, since (U Γ ε ) does not satisfy (H4) in Theorem 7.1 for large vertex neighbourhoods. Therefore we shall content ourselves with proving strong convergence here. To this end, let f ∈ L 2 (Γ) and consider the equation
on Ω ε . As a preparation, note that from the a priori estimate (8.4) we obtain a bound for u ε on the vertex neighbourhoods
A blow up argument as in the proof of Proposition 4.4 shows that there exists a constant u v such that u ε − |V ε | − 1 /2 u v L 2 (Vε) → 0. We will show that necessarily u v = 0. Owing to the new scale |V ε | present in this case, we introduce the extension operator
(8.10)
To this end, let φ ∈ H 1 (Γ) and z = −µ and use w ε W Γ ε φ as a test function in the weak formulation of (8.8). 
where in the last line we used the fact that U Γ ε f = 0 on V ε . As in Lemmas 5.2 and 5.4 one shows that
Moreover, all integrals over the edge neighbourhoods E i,ε converge to 0 by our choice of scaling in (8.10). Therefore, passing to the limit in (8.11) leads to µu v φ(v) + zu v φ(v) = 0. (8.12)
Since φ ∈ H 1 (Γ) was chosen arbitrary and z = µ we conclude from (8.12) that u v = 0. Moving on to the edge neighbourhoods, we note that it follows from the a priori estimate (8.4) that on each edge (a subsequence of) u ε ↿ E i,ε converges to a function in H 1 (e i ). We conclude that there exists a function u ∈ i H 1 (e i ) such that u ε − U Γ ε u L 2 (Ωε) → 0. To finish, we note that since ∇u ε L 2 (Ωε) is uniformly bounded and u ε → 0 at each vertex, we must have u ↿ E i,ε ∈ H 1 0 (E i,ε ) for all i.
Finally, we identify the limit equation satisfied by u. To this end, let φ ∈ H 1 0 (Γ) and use w ε V Γ ε φ as a test function in the weak formulation of (8.8) to obtain
By the choice of φ, all integrals over vertex neighbourhoods are zero, while the integrals over the edge neighbourhoods are treated exactly as in the case of small vertex neighbourhoods (cf. (8.5)).
Passing to the limit in (8.13) we conclude that Theorem 8.4. If R N ε ε N−1 → 1 as ε → 0, then the solutions u ε of (8.2) satisfy u ε − V Γ ε u L 2 (Ωε) → 0, where u ∈ H 1 (Γ) solves
In particular, the strange term µ enters the vertex condition of the limit problem.
Conclusion
We have shown that the classical result by [CM97] also holds in a thin domain shrinking towards an interval or a graph. Furthermore, norm-resolvent convergence in the sense of Theorem 6.3 and convergence of eigenvalues. Several generalisations suggest itself. First, the author believes that the norm convergence result generalises to unbounded domains (that is, when the limit domain is an unbounded interval). A suitable modification of the argument in [CDR17] or [KP17] seems like a reasonable approach. Second, the curious effect of the "strange term" µ appearing in the vertex condition observed in section 8.3 requires further study. Spectral convergence and abstract operator estimates will be the subject of future work.
