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Abstract. Hybrid quantum/molecular mechanics models (QM/MM methods)
are widely used in material and molecular simulations when MM models do not
provide sufficient accuracy but pure QM models are computationally prohibitive.
Adaptive QM/MM coupling methods feature on-the-fly classification of atoms
during the simulation, allowing the QM and MM subsystems to be updated as
needed. In this work, we propose such an adaptive QM/MM method for material
defect simulations based on a new residual based a posteriori error estimator,
which provides both lower and upper bounds for the true error. We validate
the analysis and illustrate the effectiveness of the new scheme on numerical
simulations for material defects.
1. Introduction
Quantum mechanics and molecular mechanics (QM/MM) coupling methods
have been widely used for simulations of large systems in materials science and
biology [3, 15, 20, 26, 32, 52]. In QM/MM simulations, the computational domain
is partitioned into QM and MM regions. The region of primary interest (e.g., a
material defect) is described by a QM model, which is embedded in an ambient en-
vironment (e.g., bulk crystal) that is described by an MM model. In this manner,
QM/MM methods can in principle combine the accuracy of a quantum mechanical
description with the efficiency of classical molecular mechanics.
A fundamental challenge for QM/MM methods is how to optimally assign each
atom to QM or MM subsystems so that a (quasi-)optimal balance between accu-
racy and efficiency can be achieved. A priori choices, even when they are feasible,
typically lead to sub-optimal distribution of computational resources. Adaptive
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QM/MM coupling methods offer an automatic partition of QM/MM subsystems
on the fly according to some error indicators during the simulation process. In
addition to the optimisation of computational cost, this allows an adaption to
moving regions of interest. Adaptive QM/MM methods have been proposed, e.g.,
for the study of molecular fragments in macromolecules, monitoring molecules en-
tering/leaving binding sites and tracking proton transfer via the Grotthuss mech-
anism (see [17] and references therein). Most adaptive QM/MM methods are
for solute-solvent system, and are based on different (heuristic) criteria, such as
distance to active sites [24, 25, 50]; Hamiltonian conservation [4]; density based
adaptivity [47]; number adaptivity [44]; local atomic stress [22]. For materials with
defects, [15, 26] propose the criterion of distance to defect. Closely related ideas
can be found in the quasi-continuum method for density-functional theory [21, 41].
The various a posteriori error estimators proposed in [4, 24, 22, 25, 47, 50] pro-
vide not only estimates and theoretical bounds for the solution error in a specified
metric, but also naturally lead to a QM/MM partitioning criterion of the atomic
sites.
Inspired by classical adaptive finite element methods [46, 16, 51], [10] introduced
the idea of using a posteriori error indicators for the QM/MM model residual. Us-
ing a weighted `2-norm on the QM/MM force error leads to a simple and practical
scheme, but makes it impossible to guarantee lower bounds on the error, which is
important to guarantee the efficiency of the algorithm. There have also been in-
vestigations of related a posteriori error estimates for atomistic/continuum (A/C)
coupling methods, which share many similarities [2, 33, 37, 42, 31, 43, 48, 28, 49].
In the present work, we construct a reliable and efficient a posteriori error es-
timator based on a natural dual norm of the model residual. The dual norm is
itself not computable since it requires the evaluation of the residual forces as well
as the solution of an auxiliary Poisson problem on the whole space. We therefore
construct a computable approximate estimator by truncating the Poisson problem
to a finite domain and finite-dimensional approximation space. We then estimate
the errors we committed in this additional step and demonstrate that this leads
to a practical, yet still reliable and efficient estimator up to a “data oscillation
term”. We propose an adaptive QM/MM algorithm for material defects, based on
this new estimator. Aside from providing both upper and lower bounds the new
estimator moves us closer to our goal of a fully adaptive QM/MM scheme without
requiring any a priori input from the user.
As a proof of concept, we will restrict ourselves to the tight binding model as
the quantum mechanical model and a prototypical QM/MM model [14], as well
as geometry equilibration problems (statics) of a defect in a homogeneous simple
lattice crystal.
Outline. In Section 2, we briefly describe the tight binding model, the variational
formulation for the equilibration of crystalline defects, and the QM/MM coupling
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methods that we consider. In Section 3, we construct the a posteriori error es-
timator based on a finite element approximation of the residual of the QM/MM
solution and establish both lower and upper bounds of the approximation error.
In Section 4.1, we describe the adaptive QM/MM algorithm in detail, including
the adaptive algorithm to control the approximation error of the approximate es-
timator. In Section 4, we present several numerical examples of point defects and
an edge dislocation by our adaptive algorithm. In Section 6 we provide a summary
and outlook.
Notation. We use the symbol 〈·, ·〉 to denote an abstract duality pair between a
Banach space and its dual space. The symbol |·| normally denotes the Euclidean or
Frobenius norm, while ‖ · ‖ denotes an operator norm. For second order tensors A
and B, we denote A : B =
∑
i,j AijBij and A⊗B the standard kronecker product.
For the sake of brevity, we will denote A\{a} by A\a, and {b − a | b ∈ A} by
A− a. For functional E ∈ C2(X), the first and second variations are denoted by
〈δE(u), v〉 and 〈δ2E(u)v, w〉 for u, v, w ∈ X, respectively. For a finite set A, we will
use #A to denote the cardinality of A. The closed ball with radius r and center
x is denoted by Br(x). The symbol C (or c) denotes generic positive constant
that may change from one line of an estimate to the next. When estimating
rates of decay or convergence, C will always remain independent of approximation
parameters such as the system size, the configuration of the lattice and the test
functions. The dependence of C will be clear from the context or stated explicitly.
To further simplify notation we will often write . to mean ≤ C as well as h to
mean both . and &. We use the standard definitions and notations Lp, W k,p, Hk
for Lebesgue and Sobolev spaces. In addition we define the homogeneous Sobolev
spaces H˙k(Ω) :=
{
f ∈ Hkloc(Ω) | ∇kf ∈ L2(Ω)
}
.
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2. QM/MM Coupling for Crystalline Defects
2.1. The tight binding model. Consider a many-particle system consisting of
N atoms. Let d ∈ {2, 3} be the space dimension and Π ⊂ Rd be an index set
(or a reference configuration), with #Π = N . An atomic configuration is a map
y : Π→ Rd satisfying
|y(`)− y(k)| ≥ m|`− k| ∀ `, k ∈ Π (2.1)
with accumulation parameter m > 0. We will use r`k := |y(`) − y(k)| for brevity
of notation.
For the sake of notational simplicity we restrict the presentation to orthogonal
two-centre tight binding models [23, 39], with a single orbital per atom. All results
and algorithms can be extended directly to general linear and some nonlinear (self-
consistent) tight binding models, using the techniques described in [13, § 2 and
Appendix A] and in [45].
Our model is formulated in terms of a discrete Hamiltonian with the matrix
elements (
H(y)
)
`k
=
{
hons
(∑
j 6=` %
(|y(`)− y(j)|)) , if ` = k,
hhop
(|y(`)− y(k)|), if ` 6= k, (2.2)
in which hons ∈ Cn([0,∞)) is the on-site term, % ∈ Cn([0,∞)) represents the charge
density with %(r) = 0 ∀r ∈ [Rcut,∞) where Rcut > 0 stands for the cutoff radius,
and hhop ∈ Cn([0,∞)) is the hopping term with hhop(r) = 0 ∀r ∈ [Rcut,∞). We
assume throughout that n ≥ 4.
Let ψs, εs, s = 1, 2, · · · , N , be the solutions of the eigenvalue problem H(y)ψs =
εsψs, ‖ψs‖ = 1, then we define the band energy to be
EΠ(y) =
∑N
s=1f(εs)εs, (2.3)
where f(ε) = (1+eβ(ε−µ))−1 is the Fermi-Dirac distribution function for the energy
states of a particle system obeying the Pauli exclusion principle. The inverse Fermi-
temperature, β, and the chemical potential, µ, are fixed throughout (see [11] for a
rigorous justification of this choice).
The starting point for the QM/MM we discuss below is a spatial partition of
the energy [19],
EΠ(y) =
∑
`∈Π
EΠ` (y) with E
Π
` (y) :=
∑
s
f(εs)εs |[ψs]`|2 , (2.4)
which formally defines a site energy EΠ` (y) and provides a connection between the
tight-binding model and classical interatomic potentials (molecular mechanics). To
make this connection quantitative we now review the regularity and locality results
for EΠ` from [13]: Suppose Λ is a countable index set or reference configuration
and Π ⊂ Λ is a finite subset. We denote by EΠ` the site energy with respect to
the subsystem Π ⊂ Λ. For a continuous domain A ⊂ Rd, we use the short-hand
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EA` := E
A∩Λ
` . The following lemma from [13, Theorem 3.1 (i)] implies the existence
of the thermodynamic limit of EΠ` as Π ↑ Λ and guarantees that EΠ` defined in
(2.4) can be taken as a proper (approximate) site energy.
Lemma 2.1. If y : Λ→ Rd is a configuration satisfying (2.1), then,
(i) (regularity and locality of the site energy) EΠ` (y) possesses j-th order partial
derivatives with 1 ≤ j ≤ n − 1, and there exist positive constants Cj and
ηj such that∣∣∣∣ ∂jEΠ` (y)∂[y(m1)]i1 · · · ∂[y(mj)]ij
∣∣∣∣ ≤ Cje−ηj∑jl=1 |y(`)−y(ml)| (2.5)
with mk ∈ Π and 1 ≤ ik ≤ d for any 1 ≤ k ≤ j;
(ii) (thermodynamic limit) E`(y) := lim
R→∞
E
BR(`)
` (y) exists and satisfies (i).
2.2. Variational model for crystalline defects. A rigorous framework for ge-
ometry equilibration of crystalline defects was developed in [12, 18], which for-
mulates the equilibrium of crystal defects as a variational problem in a discrete
energy space and establishes qualitatively sharp far-field decay estimates for the
corresponding equilibrium configuration. This framework will be the backbone of
our rigorous a posteriori error analysis.
Given d ∈ {2, 3}, A ∈ Rd×d non-singular, Λhom := AZd is the homogeneous
reference lattice which represents a homogeneous crystal formed from identical
atoms and possessing no defects. A reference lattice with a single defect in a
localized defect core region is denoted by Λ ⊂ Rd. We assume the defect is
contained within a ball BRDEF , RDEF > 0; that is, Λ \BRDEF = Λhom \BRDEF . The
deformed configuration of the infinite lattice Λ is a map y : Λ → Rd which we
decompose into
y(`) = x0(`) + u0(`) + u(`) = y0(`) + u(`), (2.6)
with x0 : Λ → Rd, x0(`) = `, u0 : Λ → Rd a predictor prescribing the far-field
boundary condition, and u : Λ → Rd the corrector. We require that the configu-
ration y0(`) is “near equilibrium” far from the defect core. For point defects we
achieve this by simply taking u0 = 0. The derivation of u0 for straight dislocations
is reviewed in § A; see also [18] for further details.
For a subset R ⊂ Λ− `, we define DRu(`) := (Dρu(`))ρ∈R, Dρu(`) := u(`+ρ)−
u(`), and Du(`) := DΛ−`u(`). For γ > 0 we then define the (semi-)norms∣∣Du(`)∣∣
γ
:=
( ∑
ρ∈Λ−`
e−2γ|ρ|
∣∣Dρu(`)∣∣2)1/2 and ‖Du‖`2γ := (∑
`∈Λ
|Du(`)|2γ
)1/2
.
All (semi-)norms ‖ · ‖`2γ , γ > 0, are equivalent [35] (also [14, Appendix A]). We can
therefore define the natural function space of finite-energy displacements,
U 1,2 :=
{
u : Λ→ Rd, ‖Du‖`2γ <∞
}
.
A POSTERIORI ERROR ESTIMATES FOR ADAPTIVE QM/MM 6A P STERIORI ER OR ESTIM ES FOR ADAPTIVE QM/MM 5
(a) (b)
Fig. 1.
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Figure 1. Domain decomposition in the QM/MM coupling scheme.
For a displacement u ∈ U 1,2 with associated configuration y0 + u satisfying the
accumulation condition (2.1), we define the energy-difference functional
E(u) :=
∑
`∈Λ
(
E`(y0 + u)− E`(y0)
)
. (2.7)
It was shown in [12, Theorem 2.7] (see also [18]) that, if δE(0) ∈ (U 1,2)∗, then E
is well-defined on he space Adm0 and i fact E ∈ Cn−1(Adm0), where
Admm :=
{
u ∈ U 1,2 : ∣∣(y0(`)+u(`))−(y0(m)+u(m))∣∣ > m|`−m| ∀ `,m ∈ Λ}.
Due to the decay imposed by the condition u ∈ U 1,2, any displacement u ∈ Adm0
belongs to Admm with some constant m > 0 [13].
We can now rigorously formulate the equilibration problem, which serves as our
benchmark application for the remainder of the paper,
u¯ ∈ arg min{E(u), u ∈ Adm0}, (2.8)
where “arg min” is understood as the set of local minima. One can generalise this
model to include more general equilibria, in particular saddle points [8], but for
the sake of simplicity we will restrict ourselves to minima.
2.3. QM/MM Coupling. To construct computational models for the variational
problem (2.8) we will restruct ourselves to the consistent energy-based QM/MM
models of [14]. However, our a posteriori error estimates and adaptive algorithms
are largely agnostic about the underlying approximation scheme and we expect
that most of our analysis and algorithms apply directly or can be generalized
to other QM/MM methods (including force-mixing methods [3, 14]) and entirely
different classes of coarse-graining or multi-scale methods.
Domain decomposition: Closely following [14] (where further details can be found),
the first step in constructing a QM/MM approximation is to decompose the ref-
erence configuration Λ into three disjoint sets, Λ = ΛQM ∪ΛMM ∪ΛFF, where ΛQM
denotes the QM region containing the defect core, ΛMM denotes the MM region
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and ΛFF denotes the far-field region where atom positions will be clamped to the
far-field predictor y0. This yields the approximate admissible set
AdmH0 := Adm0 ∩U H with U H :=
{
u ∈ U 1,2 | u = 0 in ΛFF} . (2.9)
In addition we specify a buffer region ΛBUF ⊂ ΛMM surrounding ΛQM such that
all atoms in ΛBUF ∪ΛQM are involved in the evaluation of the site energies in ΛQM
using the tight binding model. This decomposition is illustrated in Figure 1.
Specification of the MM model: In the MM region, we approximate the tight bind-
ing site energy E` by an MM site energy E
MM
` , which will be constructed such that
it is cheap to evaluate, but provides an accurate representation of interatomic in-
teraction at some distance from the defect core. These mild requirements motivate
the use of a Taylor expansion [14, eq. (36)]: First, we fix some MM cutoff radius
Rc, to obtain a truncated QM site energy E
BRc (`)
` . Next, we prescribe an accuracy
parameter k ≥ 2, to obtain the MM site energy as the k-order Taylor expansion,
EMM` (y0 + u) :=
k∑
j=0
1
j!
δjE
BRc (`)
` (y0)[u, . . . , u︸ ︷︷ ︸
j times
] (2.10)
where δjEΠ` (y0) [u, . . . , u] denotes the j-th order variations of E
Π
` . This construc-
tion is used throughout the numerical experiments in §4. Finally, we remark that
for |`| > RDEF + Rc the lattice becomes homogeneous in the ball BRc(`) and
hence the Taylor-potential site-energies have the same coefficients, i.e., they are
homogeneous as well.
The QM/MM hybrid model: The QM/MM hybrid energy functional approximat-
ing the QM energy difference functional E is given by
EH(u) =
∑
`∈ΛQM
(
EBUF` (y0+u)−EBUF` (y0)
)
+
∑
`∈ΛMM∪ΛFF
(
EMM` (y0+u)−EMM` (y0)
)
,
(2.11)
where the buffered QM site energy is given by EBUF` := E
ΛBUF∪ΛQM
` . The fully dis-
crete (computable) energy-based QM/MM scheme, as an approximation to (2.8),
is now given by the finite dimensional minimization problem
u¯H ∈ arg min{EH(u) | u ∈ AdmH0 }. (2.12)
Remark 2.2. We have chosen a QM/MM model that is consistent with the
reference QM model in the following sense: If u¯ is a strongly stable solution of
(2.8), i.e., δ2E(u¯) is positive in U 1,2, then for sufficiently large QM and buffer
regions there exist equilibria u¯H solving (2.12), such that
lim
RQM,RBUF→∞
‖u¯H − u¯‖U 1,2 = 0. (2.13)
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We refer to [14] for a precise statement and sharp convergence rates, but emphasize
that the Taylor expansion construction of the MM site potential about the far-
field lattice state is a key ingredient. Such a result not only gives confidence in
our scheme, but for the purpose of the present paper it also allows us to relate a
posteriori residual estimates to error estimates; cf. Proposition 3.1. 
3. A Posteriori Error Estimates for QM/MM Coupling
In this section, we construct a negative-norm a posteriori error estimator for the
QM/MM approximation u¯H, and show that the estimator provides both lower and
upper bounds of the approximation error.
3.1. Lattice interpolants. For technical purposes, it will be convenient to inter-
pret the lattice Λ as the vertex set of a simplicial grid T , the canonical partition,
as follows: first, we construct a regular (i.e., periodic) subdivision T hom with nodes
Λhom (the homogenous lattice); see e.g. [27, Fig. 1] for concrete constructions. We
then assume that the canonical partition, T , coincides with T hom outside the defect
core region; that is, we assume that T ∩ T hom ⊂ {T ∈ T hom : T ∩BRDEF = ∅}.
Let ζ`(x) ∈ W 1,∞(Rd;R) be the P1 nodal basis function associated with T , then
we extend all lattice displacements u : Λ→ Rd to Rd, via their nodal interpolants,
u(x) :=
∑
`∈Λ
u(`)ζ`(x). (3.1)
We then have the following norm-equivalence, for constants c and C depending
on γ, [14]
c‖∇u‖L2 ≤ ‖Du‖`2γ ≤ C‖∇u‖L2 ∀γ > 0. (3.2)
We prefer to use ‖∇u‖L2 as a semi-norm for U 1,2, but employ ‖Du‖`2γ primarily
when estimating interactions, where the parameter γ then becomes a measure of
the interaction decay. In the same spirit, we now define the corresponding dual
norm to be
‖δE(u)‖(U 1,2)∗ := sup
v∈U 1,2\{constants}
〈δE(u), v〉
‖∇v‖L2 . (3.3)
3.2. An abstract estimator. Under a suitable local stability condition, the
residual δE(u¯H) of a solution u¯H ∈ U H of (2.12) characterises its error (see, e.g.,
[10, Lemma 3.1]).
Proposition 3.1. Let u¯ be a strongly stable solution of (2.8). If the QM/MM
method is consistent, (2.13) then for RQM, RBUF sufficiently large, there exists a
QM/MM solution u¯H to (2.12) and constants c, C independent of the approxima-
tion parameters such that
c‖u¯− u¯H‖U 1,2 ≤ ‖δE(u¯H)‖(U 1,2)∗ ≤ C‖u¯− u¯H‖U 1,2 . (3.4)
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In light of this result we can focus entirely on the residual δE(u¯H), which we
express it in terms of the residual forces, implicitly defined by
〈δE(u¯H), v〉 =
∑
`∈Λ
f`(u¯
H) · v(`). (3.5)
Although the forces f` are not computable in practise, we will for now retain an
idealised setting and assume we do have access to them.
To proceed, we define the rescaled nodal interpolant
fˆ(u¯H)(x) :=
∑
`∈Λ
c`f`(u¯
H)ζ`(x), where c` :=
1∫
Rd ζ`(x) dx
; (3.6)
a continuum field fˆ ∈ L2(Rd;Rd) [35] representing the residual δE(u¯H). The
rescaling through c` accounts for the fact that near defects the atoms are not
arranged in a lattice and one needs to correct the “volume” assigned to them (see
the proof of Lemma 3.2). This allows us to obtain upper and lower bounds on
‖δE(u¯H)‖(U 1,2)∗ in terms of the solution of a whole-space Poisson problem, which
provides the starting point for the construction of our estimator.
Lemma 3.2. Up to a constant shift, there exists a unique φ ∈ H˙1(Rd) such that∫
∇φ · ∇v dx =
∫
fˆv dx ∀v ∈ H1(Rd). (3.7)
Moreover, there exist constants c1, C1 such that
c1‖δE(u¯H)‖(U 1,2)∗ ≤ ‖∇φ‖L2(Rd) ≤ C1‖δE(u¯H)‖(U 1,2)∗ . (3.8)
Sketch of the proof. Let φ ∈ H˙1(Rd) and φa ∈ U 1,2 be the solutions of (3.7).
Testing, respectively, with v ∈ H˙1(Rd) and v ∈ U 1,2, and employing Galerkin
orthogonality it is straightforward to show that
‖∇φa‖L2 ≤ ‖∇φ‖L2 ≤ ‖∇φa‖L2 + ‖∇φ−∇φa‖L2 ≤ ‖∇φa‖L2 + ‖fˆ‖L2 ,
where the last inequality follows from standard elliptic regularity and finite element
error estimates. Due to the discreteness of φa and fˆ we can then use suitable inverse
estimates to establish bounds between ‖fˆ‖L2 , φa and ‖f‖(U 1,2)∗ = ‖δE(u¯H)‖(U 1,2)∗ ,
which complete the proof. The details are given in Appendix A.2. 
The potential φ is a Riesz representation of the residual δE(u¯H), which is related
to the stress error employed in [36, 48], e.g., for constructing similar a posteriori
estimators for A/C coupling schemes. We discuss this connection in more detail
in § 5.3.
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Figure 2. Illustration of the combined triangulation T 0. Red and
blue triangulations are T a and T c respectively.
3.3. Finite element Poisson solver. The idealised estimator ‖∇φ‖L2 , derived
in Lemma 3.2, provides both upper and lower bounds for the residual, however,
it cannot be computed because (i) the equation (3.7) cannot be solved explicitly;
and (ii) the source term fˆ(u¯H) cannot be evaluated. To overcome this, we now
discretise the Poisson problem (3.7) and its source term: we truncate the infinite
computational domain for φ to a finite domain Ω; we approximate fˆ(u¯H) with a
coarse finite element interpolant which will require evaluating f` at few sites; and
we discretise the Poisson problem with a finite element method.
To make this concrete, let Ω be a convex polygon or polyhedron in Rd with
boundary Γ = ∂Ω, chosen such that ΛQM,ΛMM ⊂ Ω. Next, let T a be the restriction
of T to the QM and buffer region, i.e. the collection of triangles whose sites belong
to ΛQMΛBUF. We then extend T a with a coarse partition T c, which we require to
be a shape-regular simplicial partition of the region Ω\∪T a whose nodes belong to
Λ. We denote the combined triangulation by T 0 := T a⋃ T c and its set of nodes
by N 0. For efficiency we aim to have #N 0  #(Λ ∩ Ω). Figure 2 provides an
illustration of the triangulation T 0.
Our next step is to replace the lattice interpolant fˆ with an interpolant on
the mesh T 0. Interpolating fˆ directly is not feasibly since f` is not computable.
To overcome this we use the fact that the dependence of the force f`(u¯
H) on the
environment decays exponentially fast; cf. Lemma 2.1. Hence, we can approximate
each residual force f`(u¯
H) in a finite size patch BRc(`), i.e.,
f˜`(u¯
H) :=
∂EBRc (`)(u)
∂u(`)
∣∣∣
u=u¯H
, (3.9)
committing an error that is exponentially small in Rc. In practice, we choose
Rc = 8r0, where r0 is interatomic spacing, a reliable value that was numerically
found in [10].
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Thus, we can now define the approximate residual
fˆT 0(u¯
H)(x) :=
∑
`∈N 0
f˜`(u¯
H)(`)ζc` (x) + CfˆT 0
, (3.10)
where CfˆT 0
is chosen such that
∫
Ω
fˆT 0(u¯H)(x) dx = 0 and ζc` ∈ W 1,∞(Rd;R) is a
nodal basis function satisfying ζc` (`) = 1 and ζ
c
` (`
′) = 0 for all `′ ∈ N 0 \ {`}. We
note that ζc` is chosen as the standard piecewise affine basis functions over T 0,
fˆT 0(u¯H)(`) = f˜`(u¯H)(`) + CfˆT 0 for ` ∈ N
0 and fˆT 0(u¯H)(x) = 0 for x ∈ Rd \ Ω.
Given T 0 and fˆT 0 , we then generate a refined triangulation T h of Ω by some
adaptive refinement algorithm, which will be described in Section 4.1. We denote
the nodes of T h by N h, and define the refined finite element space
Uh := {uh ∈ P1(T h) : uh = 0 on Γ}.
We can now obtain an approximation to the idealised estimator φ by solving for
φh ∈ Uh such that∫
Ω
∇φh(u¯H) · ∇vh dx =
∫
Ω
fˆT 0(u¯
H) · vh dx ∀vh ∈ Uh. (3.11)
3.4. A posteriori error estimate for the Poisson problem. To estimate the
approximation error introduced by this discretization we particularly need to ac-
count for the truncation of the domain. We assume for the sake of technical
convenience, that there exists a radius RΩ such that BRΩ ⊂ Ω ⊂ B2RΩ ; that is,
Ω is approximately a ball. This allows us to define a simple truncation operator,
following [18], TRΩ : H˙
1(Rd)→ H10 (Ω),
TRΩv(x) := η(x)
(
v(x)− aRΩ
)
, aRΩ = −
∫
BRΩ\BRΩ/2
v(x) dx (3.12)
where η is a C1 cut-off function; η = 1 in BRΩ/2, η = 0 in B
c
RΩ
and |∇η| . R−1Ω .
Following [18], for vRΩ = TRΩv and aRΩ defined by (3.12) we readily obtain the
estimates
‖v − vRΩ − aRΩ‖L2(Ω) . RΩ‖∇v −∇vRΩ‖L2(Ω\BRΩ ), and (3.13)
‖∇v −∇vRΩ‖L2(Ω) . ‖∇v‖L2(Ω\BRΩ/2). (3.14)
Applying this truncation operator in a suitable way and combining it with clas-
sical residual-based a posteriori error estimates [5] we obtain the following a pos-
teriori error estimate for φh.
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Lemma 3.3. Let φ, φh be, respectively, given by (3.7) and (3.11), then
‖∇φ−∇φh‖L2 ≤‖fˆ − fˆT 0‖(H˙1)∗ + CRΩ‖fˆT 0‖L2(Ω\BRΩ/2) + C‖∇φh‖L2(Ω\BRΩ/2)
+ C
( ∑
T∈T h
h2T‖∆φh + fˆT 0‖2L2(T ) +
∑
e∈Γh
he
∥∥∥∥[∂φh∂n
]∥∥∥∥2
L2(e)
)1/2
,
(3.15)
where Γh contains the edges of the elements T ∈ T h which lie in the interior of Ω,
hT denotes the diameter of T and he is the length of the edge e.
The a posteriori error estimate (3.15) should be grouped into three components:
(1) The “data oscillation” ‖fˆ − fˆT 0‖(H˙1)∗ arises due to the approximate evalu-
ation and interpolation of the residual force. We claim that this term can
be neglected in practise, and will give a detailed justification for this in
Section 5.1.
(2) The group CRΩ‖fˆT 0‖L2(Ω\BΩ/2) + C‖∇φh‖L2(Ω\BRΩ/2) gives an estimate for
the error due to truncating the computational domain. The first of the
two terms will be analyzed together with the data oscillation term in 5.1.
Although the second term could simply be absorbed into the QM/MM a
posteriori error estimate (3.21), we will still retain it to control the size of
the computational domain Ω for φh.
(3) The remaining group is the standard residual-based a posteriori error esti-
mator on a finite domain, measuring how accurately φh solves the poisson
problem. We explain in Appendix 5.2 why we expect that it can also be
absorbed into ‖∇φh‖L2 , however, we also find in numerical experiments
that a well-resolved estimator φh provides significantly better estimates on
the QM/MM model error, hence we keep the present form in our adaptive
algorithm.
Proof of Lemma 3.3. By (3.7), for v ∈ H˙1, we have
‖∇φ−∇φh‖L2 = sup
‖∇v‖L2=1
∫
Rd
(
∇φ·∇v−∇φh·∇v
)
dx = sup
‖∇v‖L2=1
∫
Rd
(
fˆ ·v−∇φh·∇v
)
dx.
Let fˆT 0 be given by (3.10) and vR := TRΩv be given by (3.12), then we split the
residual into four groups,∫
Rd
(
fˆ · v −∇φh · ∇v
)
dx =
∫
Rd
(
fˆ − fˆT 0
)
· v dx+
∫
Rd
fˆT 0 · (v − vR) dx
+
∫
Rd
(
fˆT 0 · vR −∇φh · ∇vR
)
dx−
∫
Rd
∇φh · (∇v −∇vR) dx
= : T1 + T2 + T3 + T4. (3.16)
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The term T1 is simply estimated by
T1 =
∫
Rd
(fˆ − fˆT 0) · v dx ≤ ‖fˆ − fˆT 0‖(H˙1)∗‖∇v‖L2 . (3.17)
As for the term T2, we have
T2 =
∫
Rd
fˆT 0 · (v − vR) dx
=
∫
Rd
fˆT 0 · (v − vR − aR) dx+
∫
Rd
fˆT 0 · aR dx
≤CRΩ‖fˆT 0‖L2(Ω\BRΩ/2)‖∇v‖L2 . (3.18)
where the last inequality follows from (3.13) and the fact that
∫
Ω
fˆT 0 dx = 0, BRΩ/2
is a ball that containing the region where v = vR.
Next, since vR ∈ H˙10 (Ω), fˆT 0 = φh = 0 in Rd \ Ω and (3.13), ‖∇vR‖L2(Ω) ≤
‖∇v‖L2(Ω), we can estimate T3 by the standard arguments of residual-based a
posteriori error analysis (e.g., following [5, Theorem 8.1, § III.8]) to obtain
T3 ≤ C
{ ∑
T∈T h
h2T‖∆φh + fˆT 0‖2L2(T ) +
∑
e∈Γh
he
∥∥∥∥[∂φh∂n
]∥∥∥∥2
L2(e)
}1/2
‖∇v‖L2 . (3.19)
Finally, applying (3.14) to T4, and using the fact that ∇v = ∇vR in BRΩ/2 we
have
T4 =
∫
Rd
∇φh · (∇v −∇vR) dx ≤ C‖∇φh‖L2(Ω\BRΩ/2)‖∇v‖L2 . (3.20)
Combining (3.17), (3.18), (3.19) and (3.20), we obtain the stated result. 
3.5. QM/MM a posteriori error estimate. We are now in the position to de-
fine the approximate error estimator of a solution u¯H of the QM/MM scheme (2.12),
by
ηh(u¯
H) := ||∇φh(u¯H)||L2(Ω), (3.21)
where φh(u¯
H) is the solution to (3.11). The quality of the estimator φh is charac-
terized, in Lemma 3.3, by
ρ2h(u¯
H) :=
∑
T∈T h
h2T‖∆φh + fˆT 0‖2L2(T ) +
∑
e∈Γh
he
∥∥∥∥[∂φh∂n
]∥∥∥∥2
L2(e)
+R2Ω‖fˆT 0‖2L2(Ω\BRΩ/2) + ‖∇φh‖
2
L2(Ω\BRΩ/2). (3.22)
We summarize the results of the foregoing sections in the following main theo-
rem, demonstrating the equivalence of the idealised residual estimate ‖δE(u¯H)‖(U 1,2)∗
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and the approximate estimator ηh(u¯
H). The equivalence constants are determined
by an oscillation factor,
Fosc :=
‖fˆ − fˆT 0‖(H˙1)∗
‖fˆ‖(H˙1)∗
,
set to Fosc = 0 if ‖fˆ‖(H˙1)∗ = 0, which determines how well fˆT 0 approximates the
true residual.
Theorem 3.4. There exists constants c, C such that
c(1 + Fosc)
−1ηh(u¯H) ≤ ‖δE(u¯H)‖(U 1,2)∗ ≤ C
(
(1 + Fosc)ηh(u¯
H) + ρh(u¯
H)
)
, (3.23)
Proof. From Lemma 3.2, we already know that ‖δE(u¯H)‖(U 1,2)∗ h ‖∇φ‖L2 . More-
over, we recall that ‖∇φ‖L2 = ‖fˆ‖(H˙1)∗ . Since φ and φh are the solutions of (3.7)
and (3.11), respectively, we use Galerkin orthogonality to write
‖∇φ‖2L2 − ‖∇φh‖2L2 =〈∇φ−∇φh,∇φ−∇φh〉+ 2〈∇φ−∇φh,∇φh〉
=‖∇φ−∇φh‖2L2 + 2〈fˆ − fˆT 0 , φh〉, where (3.24)∣∣〈fˆ − fˆT 0 , φh〉∣∣ ≤‖fˆ − fˆT 0‖(H˙1)∗‖∇φh‖L2 ≤ Fosc‖∇φ‖L2‖∇φh‖L2 .
To obtain an upper bound for ‖∇φ‖L2 we use Cauchy’s inequality to estimate
‖∇φ‖2L2 ≤ ‖∇φh‖2L2 + ‖∇φ−∇φh‖2L2 + 2Fosc‖∇φ‖L2‖∇φh‖L2
≤ (1 + F 2osc)‖∇φh‖2L2 + ‖∇φ−∇φh‖2L2 + 14‖∇φ‖2L2 .
Rearranging and applying Lemma 3.3 we deduce
3
4
‖∇φ‖2L2 ≤
(
1 + F 2osc
)
η2h + Cρ
2
h. (3.25)
This establishes the upper bound.
To obtain an lower bound we can use an analogous argument. Starting again
from (3.24) we have
‖∇φh‖2L2 ≤ ‖∇φ‖2L2 + Fosc‖∇φ‖L2‖∇φh‖L2
≤ (1 + F 2osc)‖∇φ‖2L2 + 14‖∇φh‖2L2 ,
which can be rearranged to yield
(1 + F 2osc)
−1η2h ≤ 43‖∇φ‖2L2 . (3.26)
Noting that 1 + F 2osc h (1 + Fosc)2, and combining (3.25), (3.26) and Lemma 3.2
we obtain the stated result. 
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4. Implementation and Numerical Tests
We now describe an adaptive QM/MM algorithm leveraging the model error
estimator ηh(u¯
H), and present numerical examples for point defects and an edge
dislocation.
4.1. Adaptive Algorithms. We propose a two-layer adaptive strategy, consist-
ing of an outer Algorithm 1 driving the QM/MM model selection and an inner
Algorithm 2 to compute the estimator φh. Both algorithms follow the established
SOLVE-ESTIMATE-MARK-REFINE loop [16]. To choose where to refine the
model we split the estimator ηh into local contributions,
ηh,T :=
‖∇φh(u¯H)‖L2(T )
ηh(u¯H)
, ∀T ∈ T h, (4.1)
such that
∑
T∈T h η
2
h,T = η
2
h(u¯
H). We begin by describing the outer algorithm,
following by a detailed discussion of the individual steps.
Algorithm 1 Adaptive QM/MM algorithm
Prescribe ΛQM,ΛMM, termination tolerance ηtol, refinement tolerance τD.
1: repeat
2: Solve: Solve (2.12) to obtain u¯H.
3: Estimate: Apply Algorithm 2 to compute ηh(u¯
H) and ηh,T (cf. (3.21), (4.1)).
4: Mark : Use Do¨rfler strategy with τD to mark elements for refinment.
5: Refine: Construct new ΛQM and ΛMM regions.
6: until ηh(u¯
H) < ηtol
The Solve step requires no further comments, while the Estimate step is the
subject of Algorithm 2 below. We therefore discuss the Mark and Refine steps
first:
Mark. We employ Do¨rfler’s strategy [16], which is a widely used marking
strategy to ensure error reduction. Given 0 < τD < 1, we construct the minimal
setMr ⊂ Λ such that the following Do¨rfler properties are satisfied:
∑
T⊂Mr ηh,T ≥
τD
∑
T∈T h ηh,T and mark all the sites in Mr. The default parameter τD = 0.3 is
used in all experiments reported below.
Refine. Once we have marked elements for refinement, we must construct a
“refined” QM/MM partitioning. We present a simple strategy that has worked well
in all our tests, but has restrictions that we discuss in detail in the Conclusion.
We divide the marked elements into two subsets MQM and MMM. The set MQM
contains those elements connected with the QM/MM interface by a path whose
elements all belong toMQM. The remaining elements belong to the subset denoted
as MMM. We define dist : Λ → R to be the function mapping the atoms to
their distances to the defect core BRDEF , and let the new QM region has a radius
RQM = max`∈MQM∩Λ dist(`). See Figure 4(b) for an illustration. If MMM 6= ∅,
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then we analogously enlarge the MM region to absorb elements of MMM into the
MM region.
Estimate: Finally we turn towards the details of the Estimate step. As indi-
cated by Lemma 3.3 we construct an estimator ηh controlling its accuracy using
an adaptive finite element method; specifically we prescribe a relative tolerance
τest > 0 and require as a termination criterion that
ρh ≤ τest‖∇φh‖L2 .
To drive the mesh refinement we define the truncation error indicator,
ρh,Ω := RΩ‖fˆT 0‖L2(Ω\BRΩ/2) + ‖∇φh‖L2(Ω\BRΩ/2), (4.2)
which controls adaption of the computational domain Ω, and the local residual
indicator,
ρh,T :=
[
h2T‖∆φh(u¯H) + fˆT 0(u¯H)‖2L2(T ) +
1
2
∑
e⊂∂T
he
∥∥∥ [∂φh(u¯H)
∂n
] ∥∥∥2
L2(e)
] 1
2
, ∀T ∈ T k,
(4.3)
where T k denotes the triangulation of the k-th loop of the following algorithm,
and the initial configuration T 0 is introduced in Section 3.3. This leads to the
following adaptive finite element algorithm, which completes the specification of
our adaptive QM/MM scheme.
Algorithm 2 Adaptive algorithm for the estimator ηh(u¯
H)
Prescribe u¯H, Ω, T 0, k = 0, τest, refinement parameter τD .
1: Compute fˆT 0(u¯H) according to (3.10).
2: repeat
3: Solve: Solve (3.11) on T k for φh(u¯H) and compute ηh(u¯H) = ‖∇φh(u¯H)‖L2(Ω).
4: Estimate: Compute ρh,Ω and ρh,T from (4.2) and (4.3).
5: Compute ρh,T =
∑
T ρh,T and ρh = ρh,T + ρh,Ω.
6: if ρh,T ≤ ρh,Ω then
7: Increase RΩ to (1 + θ)RΩ, expand T 0 by constructing mesh for the in-
cremental domain; let fˆT 0(u¯H)(`) = 0 for ` belonging to the incremental
mesh.
8: end if
9: Mark : Use Do¨rfler strategy with parameter τD to mark elements for refine-
ment.
10: Refine: Bisect the selected elements to generate a new mesh T k+1.
11: Set k ← k + 1.
12: until ρh < τestηh
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(a) Point defect (b) Micro-crack (c) Edge-dislocation
Figure 3. Defect cores for the three test cases introduced in section
§ 4.2, serving as benchmark problems for the numerical tests.
According to [18, Theorem 2], the truncation error ρh,Ω(R) is approximately
CR−d/2. If we increase R to (1 + θ)R,
ρh,Ω((1 + θ)R) '
C
(
(1 + θ)R
)−d/2
CR−d/2
CR−d/2 = (1 + θ)−d/2ρh,Ω(R).
We can take θ = Θ−d/2 − 1 in order to reduce ρh,Ω(R) to Θρh,Ω(R) for 0 < Θ < 1.
4.2. Test problems. Our numerical tests will be performed with a tight-binding
toy model that retains the qualitative properties of more realistic tight-binding
models, but enables rapid experimenting on large computational domains with
limited resources. The Hamiltonian is given by (2.2), with the onsite term is
hons = 0, and the hopping term given by the Morse potential [30] (scaled to have
a minima at r = 1), hhop(r) = e
−2α(r−1) − 2e−α(r−1), with α = 2.0, which is the
same model as was used in the numerical results in [14, 10].
We consider three prototypical examples of localised defects; their core geome-
tries are visualised in Figure 4.2:
• Point defect: (Fig. 3(a)) a single vacancy located at the origin; defined by
Λ := Λhom\{0};
• Micro-crack: a row of five adjacent vacancies; while this is not technically
a “crack”, it serves as an example of a localised defect with an anisotropic
shape;
• Edge-dislocation: a straight edge dislocation with dislocation line orthog-
onal to the plane (see § A.1); this is a paradigm example of a topological
defect with long-range elastic field.
4.3. Adaptive algorithm study. In this section, we perform a detailed study
of the behaviour of our adaptive algorithm for the point defect case. Analogous
studies for the other two cases obtain very similar results; see Appendix A.4.
Applying our adaptive algorithm to the QM/MM coupling method for the point
defect results in the QM/MM decomposition given in Figure 4(a).
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QM
BUF
MM
(a) QM/MM Decomposition (b) Mark-Refine Steps
Figure 4. (a) Adaptively constructed QM/MM decomposition for
the vacancy defect example. (b) Illustration of MQM and MMM:
The elements marked gray close to the QM/MM interface (top-right)
belong to MQM, and the other elements belong to MMM.
Ei i i. i
Figure 5. Evolution of QM/MM configuration during Algorithm 2.
Algorithm 1, Mark and Refine steps: Figure 4(b) visualises a prototypical Mark
step in Algorithm 1, highlighting the marked elements. We observe that only
element close to the QM/MM interface and close to the MM/far-field interface
are marked for refinement (i.e., model refinement or domain enlargement). The
marked elements close to the QM/MM interface (top-right) belong toMQM, while
the remaining elements close to the MM/FF interface belong toMMM. The Refine
step sets updates RQM = max`∈MQM∩Λ dist(`) and RMM = max`∈MMM∩Λ dist(`)
respectively.
Convergence of Algorithm 2: Next, we study the convergence of Algorithm 2, which
computes the estimator φh. First, in Figure 5 we visualise the evolution of the finite
element mesh during refinement; observing that the mesh becomes more and more
concentrated around the QM/MM and MM/FF interfaces.
In Figure 6(a), we compare the truncation error and the discretization error with
respect to the error estimator ηh(u¯
H). We clearly observe the expected behaviour
that this ratio tends to zero as we increase the radius of the computational domain
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(a) Relative error ρh,Ω/ηh with increasing RΩ
while fixing RQM and RMM.
(b) The values of residual indicator ρh,T , the
estimator ηh and the data-oscillation during
the mesh refinement.
Figure 6. Comparison of the truncation indicator, the residual
indicator and the data-oscillation to the estimator. The data-
oscillation error remains approximately constant since the mesh T 0
is not refined.
for φh. Thus we can be confident to reduce the truncation error for φh by increasing
RΩ while keeping RMM fixed, as we did in Algorithm 2.
Figure 6(b) describes the evolution of several error indicators as the mesh is
refined, indicated by hk := max{diam(T ), T ∈ T k}. We observe that the error
indicator decays roughly linearly in hk, which is consistent with the use of a linear
finite element scheme. Secondly, we observe that the estimator ρh is significantly
smaller (on the order 15%) then the estimator ηh which clearly indicates that its
contribution to the QM/MM model error can be neglected. Finally, we observe
that the “data-oscillation”, i.e., the approximation of fˆ by fˆT 0 is even smaller and
may therefore also be neglected. In particular this provides a numerical verifica-
tion of our analysis in § 5.1. In combination, these observations suggest that the
QM/MM a posteriori error estimator is both efficient and reliable, in theory as
well as in practise.
The estimator tolerance τest: Finally, we study the sensitivity of the estimator
ηh to the refinement tolerance τest, which is the primary input parameter into
Algorithm 2. To that end we wish to compare ηh against the idealised estimator
‖∇φ‖L2 . As it is not computable we compare instead against an estimator ηa
computed analogously to ηh but where T h = T 0 coincide with the atomistic mesh.
That is, the only error that remains is the domain truncation error which we have
already shown to be small compared to the discretisation error.
While in theory we have found that ηh provides a reliable and efficient bound, we
have found that in practise it is important to obtain an finer resolution to obtain
an accurate estimate on the model error. Figure 7 shows that, with τest = 1.0, the
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(a) τest = 1.0 (b) τest = 0.3 (c) τest = 0.1
Figure 7. QM/MM errors and error indicators, plotted against
steps in the adaptive QM/MM Algorithm 1. Different stopping cri-
terion τest employed in Algorithm 2 can lead to qualitatively different
behaviour in the QM/MM model refinement.
accuracy of the discretized Poisson solver effects the adaptive process significantly.
The remaining panels in Figure 7 demonstrate that only mild reductions in τest
lead to excellent agreement between the coarse and idealised estimators.
4.4. Convergence rates. Finally, we study the convergence of the Algorithm 1,
for all three benchmark problems introduced in § 4.2. Let NQM and NMM represent
the numbers of atoms in the QM and MM regions respectively, In each solve for
u¯H, the computational cost is O(N3QM +NMM), as the cost to solve the QM (tight
binding) model scales cubically and the cost to solve the MM model scales linearly
with respect to the number of atoms. In Figure 8(a,b,c) we therefore plot the
approximation error ‖u − u¯H‖U 1,2 , and the estimators ηh(u¯H), ηa(u¯H) against this
estimate of computational cost with τest = 0.3. We observe two things: Firstly,
difference between the practise estimator ηh and the (nearly) ideal estimator ηa is
marginal, confirming our analysis and preliminary experiments that ηh provides
an efficient and reliable estimator for the QM/MM model residual. Secondly,
we observe that the estimators follow the trend of the approximation error fairly
closely, but overestimate by anything between a factor that ranges from 2.74(Point
defect), 3.57(Micro-crack) and 2.34(Edge-dislocation).
In Figure 8(d,e,f), the ratio of NQM and NMM during the adaptation process is
shown, demonstrating that our adaptive algorithm automatically approaches the
quasi-optimal cost splitting between QM and MM regions predicted by the a priori
error analysis [14].
5. Extensions and Remarks
After establishing the main theoretical ideas in § 3 and demonstrating their
utilities in § 4, we now provide additional analyses of additional issues that are
helpful to understand the properties of our adaptive algorithm.
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Figure 8. Convergence of the adaptive Algorithm 1 and the scaling
of QM and MM degrees of freedom during the adaptation process.
5.1. Data Oscillation. In this section, we analyse the oscillation factor Fosc in
Theorem 3.4 with respect to the decay of the residual force |f`(u¯H)|, under two
additional assumptions:
• The initial triangulation T 0 grows at most linearly with respect to the
distance from the defect core, that is,
h0(x) . |x|, with h0(x) := diam(T ) for x ∈ T ∈ T 0. (5.1)
• There exists a C2,1 interpolant fˇ such that
|∇j fˇ | .
{
|x|−α1−j, x ∈ ΩFF
|x|−α2−j, x ∈ ΩMM for j = 0, 1, 2, (5.2)
where α1, α2 > 0 are the decay rates of |f`| in FF region and MM region
respectively. This assumption is motivated by the results in [18, 14, 12].
Under these assumptions we obtain the following general result, which can be
interpreted in the context of the benchmark examples in § 4.
Proposition 5.1. If (5.1) and (5.2) are satisfied, then
‖fˆ − fˆT 0‖(H˙1)∗ . (logRΩ)t
(
R−β1Ω +R
−β2
QM +R
−β1
MM
)
‖fˆ‖(H˙1)∗ +R1+d/2Ω exp(−η1Rc),
(5.3)
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where βi = αi − d/2− 1 and t = 1 if d = 2, t = 0 if t ≥ 3.
Proof. See Appendix A.5. 
The general consequence of this result is that, if Rc is sufficiently large such that
the second term on the right hand side of (5.3) is negligible or at least proportional
to the first term, then we have
Fosc :=
‖fˆ − fˆT 0‖(H˙1)∗
‖fˆ‖(H˙1)∗
. (logRΩ)t
(
R−β1Ω +R
−β2
QM +R
−β1
MM
)
.
We now discuss assumption (5.2) for the test problems in § 4.2. According to
[14, 12] and the proof in Appendix A.6, under the reasonable additional assumption
that |Dju¯H| h |Dju¯| for j = 0, 1, we have the following a priori estimates for
` ∈ ΛMM and ` ∈ ΛFF:
(1) Point defects: d = 2 or d = 3, k = 2 in the definition of MM site energy
(2.10),
• |f`(u¯H)| h (1 + |`|)−3d for ` ∈ ΛMM,
• |f`(u¯H)| h exp(−γ|`|) for ` ∈ ΛFF.
(2) Dislocation: d = 3, k = 3 in (2.10),
• |f`(u¯H)| h |`|−4 for ` ∈ ΛMM,
• |f`| h |`|−3 for ` ∈ ΛFF.
In both cases, it therefore follows that Fosc is controlled (provided Rc is sufficiently
large).
Remark 5.2. We have made a simplifying assumption in the foregoing analysis
by assuming that the decay of the residual forces is uniform across the MM/FF
interface region. Due to a loss of symmetry this need not be true; see the discussion
in Appendix A.6 and the jump for the residual forces around the interface in [10,
Figure 4(b)]. However, in practice, we select a finer finite element mesh around
the MM/FF interface to construct T 0, as depicted in Figure 5, to reduce the
contribution of the force oscillation at the interface. 
5.2. Stable L2-projection. Under stronger requirements on the regularity of the
finite element mesh T h we can use stability of the L2-projection to obtain an
alternative a posteriori bound on ‖∇φ−∇φh‖L2 , which entirely removes the term
ρh from the resulting QM/MM residual bound. Concretely, let
ML2h := sup
v∈H10 (Ω)\{0}
‖∇Πhv‖L2(Ω)
‖∇v‖L2(Ω)
be the operator norm of the L2-projection. Estimating ML2h is a classical and well-
studied problem in numerical analysis. For example, if the mesh is locally quasi-
uniform and the volume of neighbouring elements does not change too drastically,
then one can obtain uniform bounds on ML2h [6]. Here, we shall not be further
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concerned with the precise conditions under which such bounds are obtained but
only study the consequences.
Let v ∈ H˙1(Rd), and let vR = TRΩv, then∫
Rd
fˆT 0 · v −∇φh · ∇v dx
=
∫
Rd
fˆT 0 · (v − vR) dx+
∫
Rd
fˆT 0 · (vR − ΠhvR) dx−
∫
Rd
∇φh · (∇v −∇ΠhvR) dx
=:T1 + T2 + T3.
Arguing as in the proof of Lemma 3.3 we immediately obtain
T1 + T3 .
(
RΩ‖fˆT 0‖L2(Ω\BRΩ/2) + (1 +M
L2
h )‖∇φh‖L2
)
‖∇v‖L2 .
To estimate T2 we note that
∫
Ω
fh · (vR − ΠhvR) dx = 0 for all fh in the finite
element space. Let
fˆ 0T 0 :=
∑
`∈N 0\∂Ω
fˆT 0(`)ζ
c
` (x),
i.e. we simply set the nodal values on the boundary to zero. Then we have
fˆ 0T 0 = fˆT 0 in all elements T except those that touch the boundary. For the latter
it is straightforward to prove that ‖fˆ 0T 0 − fˆT 0‖L2(T ) . ‖fˆT 0‖L2(T ). This allows us
to estimate
T2 =
∫
Ω
(fˆT 0 − fˆ 0T 0) · (vR − ΠhvR) dx
. ‖fˆT 0 − fˆ 0T 0‖L2‖vR‖L2 . RΩ‖fˆT 0‖L2(Ω\BRΩ/2)‖∇v‖L2 ,
where we have used the Poincare´–Friedrichs inequality in the final step. Indeed, we
have grossly overestimated here, but there is no advantage in a sharper estimate.
In summary we we obtain a simpler (less sharp) a posteriori error bound for the
estimator,
‖∇φ−∇φh‖L2 . RΩ‖fˆT 0‖L2(Ω\BRΩ/2) + (M
L2
h + 1)‖∇φh‖L2 . (5.4)
In light of the analysis in § 5.1 the first term, ‖fˆT 0‖L2(Ω\BRΩ/2), is naturally
interpreted as a data-error term, i.e., it is reasonable to define a modified oscillation
factor
F ′osc :=
‖fˆ − fˆT 0‖(H˙1)∗ +RΩ‖fˆT 0‖L2(Ω\BRΩ/2)
‖fˆ‖(H˙1)∗
.
With this alternative bound the main result, Theorem 3.4, could be reformulated
as
(1 + F ′osc)
−1‖∇φh‖L2 . ‖δE(u¯H)‖(U 1,2)∗ . (1 + F ′osc +ML2h )‖∇φh‖L2 . (5.5)
The estimate (5.4) will also be numerically verified in Figure 6(b). However,
our numerical experiments (see in particular Figure 7) show that it is in practise
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important to obtain a good resolution of the estimator φh; hence we have chosen
to retain the estimate (3.15) in the adaptive algorithm 2.
5.3. Stress of the QM Model. As our final remark on the algorithms derived
in the foregoing section, we will make the connection between the mechanical
notion of stress and the a posteriori estimator defined through φ in (A.7). This
is motivated by the stress based formulation of the atomistic/continuum coupling
method and corresponding stress based a posteriori estimators [34, 38, 36, 48, 28].
For a general discussion of atomistic stress we refer to [1].
To derive a QM stress we extend the technique used in [35, 36, 27] to QM models,
we restrict the discussion to the homogeneous lattice Λ ≡ Λhom. To map between
a defective reference configuration Λ and the corresponding homogeneous lattice
Λhom one can use [12, Lemma D.1], and extend this discussion to defective lattices.
After a straightforward computation following [36, 27], we have the identity∫
Rd
Σ(u¯H)(x) : ∇v(x) dx =
∫
Rd
fˆ(u¯H)(x) · v(x) dx, ∀v ∈ U 1,2, (5.6)
where the stress Σ(u¯H) is defined by
Σ(u¯H)(x) :=
∑
`∈Λ
∑
ρ∈RBUF`
χ`,ρ(x)V`,ρ(Du¯
H(`))⊗ ρ
with V`
(
Du
)
:= E`(y0 + u) and “smeared bonds” χ`,ρ(x) :=
∫ 1
0
ζ(` + tρ − x) dt.
For the sake of completeness we give the derivation of Σ(u¯H) in Appendix A.2.
Formally, Σ(u¯H) defines an analogue of the second Piola stress tensor for the
QM model. We note that the QM model has an infinite interaction range RBUF` .
However, thanks to the locality results Lemma 2.1, QM stress Σ is exponentially
localised. This makes a direct connection to the atomistic stress.
According to the Helmholtz-Hodge decomposition [34, 9], Σ(u¯H) can be decom-
posed as a sum of two orthogonal components:
Σ(u¯H) = ∇φ+∇× ψ, (5.7)
with φ ∈ U 1,2, ψ ∈ U 1,2. ∇φ ∈ L2 is called the “curl-free” component, and
∇×ψ ∈ L2 is divergence-free in the weak sense, i.e., ∫Rd∇×ψ(x) : ∇v(x) dx = 0.
Combining Theorem 3.4 and Lemma 3.2, we have
η2h(u¯
H) . ‖δE(u¯H)‖2−1 . ‖∇φ‖2L2 ≤ ‖∇φ‖2L2 + ‖∇ × ψ‖2L2 = ‖Σ(u¯H)‖2L2 .
Therefore, ‖Σ(u¯H)‖L2 provides an upper bound for the approximation error.
In (5.7), we can uniquely define φ by ∆φ = ∇ · Σ(u¯H) (in the weak sense). On
the other hand, we can choose an arbitrary divergence-free component ∇ × ψ in
Σ(u¯H) to satisfy (5.6). Therefore, Σ(u¯H) in the sense of (A.5) is not unique, and we
will consider the following problem to obtain a uniquely defined QM stress tensor,
ψ¯ ∈ arg min
ψ∈U 1,2
{‖Σ(u¯H)‖L2 = ‖∇φ+∇× ψ‖L2}. (5.8)
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A straightforward calculation and the orthogonality of the two components of
Helmholtz-Hodge decomposition lead to ∇× ψ¯ = 0. Hence, we denote the corre-
sponding uniquely defined QM stress tensor as
Σ0(u¯H) := ∇φ, for φ ∈ U 1,2. (5.9)
By choosing the unique QM stress tensor through (5.9) and the inverse inter-
polation operator (Ih1 )
−1 : U 1,2(Λhom) → U 1,2(Λ), we recover the equation (A.7)
which is used in the a posteriori estimates in the previous sections.
6. Conclusions
We proposed a residual based a posteriori error estimator, and designed an
accompanying model-adaptive algorithm, for QM/MM multi-scale approximations
of crystalline solids with embedded defects. We have shown both theoretically and
in three benchmark problems that the estimator provides both upper and lower
bounds for the approximation error.
Both our estimator and our algorithm are in many respects agnostic about
the approximations made to the reference electronic structure model, suggesting
possible extensions to other approximation schemes and application areas.
Outlook: Anisotropic geometries. Most but not all steps of our analysis and algo-
rithm are independent of the geometry of the material defect and computational
domain, hence we briefly mention where some refinements are required to achieve
full generality of the analysis and applicability of the algorithms to more complex
defect configurations (e.g. cracks, partials separated by a stacking fault, etc.):
The first potential problem is that the Poincare´ constant (cf. (3.12)) in anisotropic
domains depends on the domain shape. A simple and general class of domains
that can still be treated with minor changes to the analysis are those obtained by
smooth deformations of a ball. The Poincare´ constant can then be estiamted in
terms of the deformation gradient and the volume element.
The algorithmic challenges are more significiant: Algorithm 1 adjusts only
RQM and RMM to refine the model. This prevents us from capturing significant
anisotropy in the defect core, elastic field, or indeed defect nucleation. To con-
sider such generalisations, we need to evolve the QM/MM and MM/FF interfaces
anisotropically. A possible way forward is to think of this as a free interface prob-
lem based on the error distribution, which may lead to robust implementation of
model adaptivity.
Both the theoretical and practical aspects discussed above will be explored in
future work.
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Appendix A. Supplementary Material
A.1. Far-field boundary condition for dislocations: For dislocations, we fol-
low the constructions in [12, 18] and prescribe u0 as follows. Let Λ ⊂ R2, xˆ ∈ R2
be the position of the dislocation core and Υ := {x ∈ R2 | x2 = xˆ2, x1 ≥ xˆ1}
be the “branch cut”, with xˆ chosen such that Υ ∩ Λ = ∅. We define the far-field
predictor u0 by
u0(x) := u
lin(ξ−1(x)), (A.1)
where ulin ∈ C∞(R2 \Υ;Rd) is the solution of continuum linear elasticity (CLE)
Cjβiα
∂2ulini
∂xα∂xβ
= 0 in R2 \Υ,
ulin(x+)− ulin(x−) = −b for x ∈ Υ \ {xˆ}, (A.2)
∇e2ulin(x+)−∇e2ulin(x−) = 0 for x ∈ Υ \ {xˆ},
where the forth-order tensor C is the linearised Cauchy-Born tensor (derived from
teh potential V , see [18, Section 7] for more detail).
ξ(x) = x− b12 1
2pi
η
( |x− xˆ|
rˆ
)
arg(x− xˆ), (A.3)
with arg(x) denoting the angle in (0, 2pi) between x and b12 = (b1, b2) = (b1, 0),
and η ∈ C∞(R) with η = 0 in (−∞, 0] and η = 1 in [1,∞) which removes the
singularity.
We mention that for the anti-plane screw dislocation, under the proper assump-
tions on the interaction range RBUF` and the potential V , the first equation in
(A.2) simply becomes to ∆ulin = 0 [7]. The system (A.2) then has the well-known
solution ulin(x) = b
2pi
arg(x − xˆ), where we identify R2 ∼= C and use Υ − xˆ as the
branch cut for arg.
A.2. Derivation of (5.6), atomistic stress: We first introduce the so-called
localization formula (see [36])
Dρv˜(`) =
∫ 1
0
∇ρv˜(`+ tρ) dt =
∫
Rd
∫ 1
0
ζ(`+ tρ− x) dt∇ρv(x) dx. (A.4)
where the (quasi-)interpolation v˜ is defined as
v˜(x) := (ζ ∗ v)(x) =
∫
Rd
ζ(x− y)v(y)dy,
with the nodal interpolant on Λhom
v(x) :=
∑
`∈Λhom
v(`)ζ(`− x), for v ∈ U 1,2(Λhom).
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In order to make the QM stress more clear, let E` be the site energy we defined
in Section 2.1, we define V` : (Rd)Λ−` → R by
V`
(
Du
)
:= E`(y0 + u),
which is possible due to its translational invariance.
It can be shown in [35, Lemma 10] that v˜|Λhom ∈ U 1,2(Λhom). Hence, for any
solution u¯H ∈ U 1,2 of (2.12), by replacing the test function v by v˜, the first
variation of (2.7) is given by
〈δE(u¯H), v˜〉 =
∑
`∈Λ
∑
ρ∈RBUF`
V`,ρ(Du¯
H(`)) ·Dρv˜(`)
=
∫
Rd
∑
`∈Λ
∑
ρ∈RBUF`
ρ⊗ V`,ρ(Du¯H(`))
∫ 1
0
ζ(`+ tρ− x) dt : ∇v(x) dx
=:
∫
Rd
Σ(u¯H)(x) : ∇v(x) dx, (A.5)
where
Σ(u¯H)(x) :=
∑
`∈Λ
∑
ρ∈RBUF`
ρ⊗ V`,ρ(Du¯H(`))
∫ 1
0
ζ(`+ tρ− x) dt. (A.6)
We could also obtain that
〈δE(u¯H), v˜〉 =
∑
`∈Λ
∑
ρ∈RBUF`
[
V`−ρ,ρ(Du¯H(`− ρ))− V`,ρ(Du¯H(`))
]
v˜(`) =
∫
Rd
fˆ(u¯H)(x) · v(x) dx.
Combined with (A.5) leads to the following equation∫
Rd
Σ(u¯H)(x) : ∇v(x) dx =
∫
Rd
fˆ(u¯H)(x) · v(x) dx, ∀v ∈ U 1,2,
which yields (5.6) exactly.
A.3. Proof of Lemma 3.2: In variational form, (3.2) reads∫
Rd
∇φ(u¯H)(x) · ∇v(x) dx =
∫
Rd
fˆ(u¯H)(x) · v(x) dx, ∀v ∈ H˙1(Rd). (A.7)
Existence of φ ∈ H˙1 and uniqueness (up to shifts) are straightforward. It is, more-
over, convenient to define an atomistic grid potential φa ∈ U 1,2, by an analogous
discrete Poisson equation,∫
Rd
∇φa(u¯H)(x) · ∇v(x) dx =
∫
Rd
fˆ(u¯H)(x) · v(x) dx, ∀v ∈ U 1,2. (A.8)
We first prove the equivalence between ‖∇φ‖L2 and ‖∇φa‖L2 . The equations (A.7),
(A.8), and a Galerkin orthogonality argument yield the inequality
‖∇φa‖2L2 ≤ ‖∇φ‖2L2 = ‖∇φa‖2L2 + ‖∇φ−∇φa‖2L2 . (A.9)
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Since fˆ ∈ L2, we have φ ∈ H2loc, and ‖∇2φ‖L2 ≤ ‖∆φ‖L2 which is known as the
Miranda-Talenti estimate [29]. Applying the standard finite element a priori error
analysis [5, § II.6], we can therefore estimate the error term by
‖∇φ−∇φa‖L2 ≤ C‖∇2φ‖L2 ≤ C‖∆φ‖L2 = C‖fˆ‖L2 . (A.10)
Here we have used the fact that the mesh size for the atomistic grid is uniformely
bounded by a fixed constant.
We now estimate ‖fˆ‖L2 by ‖∇φa‖L2 . For any lattice function v ∈ U 1,2, we have
‖∇v‖L2 ≤ C‖Dv‖`2γ ≤ C‖v‖`2 ≤ C‖v‖L2 ,
and therefore, for any f ∈ `2, we have the dual bound
‖f‖`2 ≤ C‖fˆ‖L2 = sup
v∈U 1,2\{0}
∫
Rd fˆ · v dx
‖v‖L2 ≤ C supv∈U 1,2\{0}
∫
Rd fˆ(x) · v(x) dx
‖∇v‖L2 = C‖∇φa‖L
2 .
(A.11)
Using also the norm-equivalence ‖∇v‖L2 h ‖Dv‖`2 this establishes
‖∇φ‖L2 h ‖∇φa‖L2 h ‖fˆ‖(U 1,2)∗ := sup
v∈U 1,2\{0}
∫
Rd fˆ(x) · v(x) dx
‖Dv‖`2 . (A.12)
We have therefore reduced the statement to proving the equivalence between
‖fˆ‖(U 1,2)∗ and ‖f‖(U 1,2)∗ = ‖δE(u¯H)‖(U 1,2)∗ . The key observation is that we can
interpret f as a quadrature approximation to fˆ . If I denotes the standard P1
nodal interpolation operator, then according to (3.6) we have∫
Rd
I[fˆv] dx = ∑
`∈Λ
fˆ(`)v(`)
∫
Rd
ζ`(x) dx =
∑
`∈Λ
c`f(`)ζ`(`)v(`)
1
c`
=
∑
`∈Λ
f(`)v(`).
(A.13)
(Note that this is the key step where the rescaling of the nodal interpolant fˆ
enters.)
Following from the standard quadratrue estimates, we can obtain∣∣∣∣ ∫
Rd
fˆv dx−
∑
`∈Λ
f(`)v(`)
∣∣∣∣ = ∣∣∣∣ ∫
Rd
fˆv − I[fˆv] dx∣∣∣∣
. ‖∇fˆ‖L2‖∇v‖L2
. ‖fˆ‖L2‖∇v‖L2
. ‖f‖`2‖∇v‖L2 .
So in summary, according to the last two inequalities and the norm-equivalence
(3.2), we have shown that both
‖f‖(U 1,2)∗ . ‖fˆ‖(U 1,2)∗ + ‖fˆ‖L2 , and
‖fˆ‖(U 1,2)∗ . ‖f‖(U 1,2)∗ + ‖f‖`2 .
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In the first case, we use duality to bound ‖fˆ‖L2 . ‖fˆ‖(U 1,2)∗ ; and in the second
case we use duality to bound ‖f‖`2 . ‖f‖(U 1,2)∗ ; cf. (A.11). Combing the resulting
estimates we get the desired norm-equivalence.
QM
BUF
MM
(a) Micro-crack
QM
BUF
MM
(b) Edge-dislocation
Figure 9. QM/MM decompositions for micro-crack and edge dis-
location examples.
(a) Point defect (b) Micro-crack (c) Edge-dislocation
Figure 10. Combined triangulation T 0 constructed in § 3.3 for
three examples introduced in § 4.2.
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(a) Relative error ρh,Ω/ηh with increas-
ing RΩ while fixing RQM and RMM.
(b) The values of residual indicator ρh,T ,
the estimator ηh and the data-oscillation
during the mesh refinement.
Figure 11. (Edge-dislocation) Comparison of the truncation indi-
cator, the residual indicator and the data-oscillation to the estima-
tor.
A.4. Numerical supplements. We compare the truncation error, the discretiza-
tion error, and the data oscillation within Ω, with respect to error estimators ηh(u¯
H)
for the edge dislocation. In Figure 11(a), the truncation error decrease as RQM
and RMM increase, and also as the width of the FF region RΩ − RMM increase.
We also note that the truncation error is relatively small compared with ηh(u¯
H)
with sufficiently large RQM and RMM. In Figure 11(b), we observe that, during
the adaptive process of Algorithm 2, the discretization error decreases as we refine
the mesh, and the part of data oscillation ‖fˆ − fˆT 0‖(H˙1)∗(Ω) is relatively small if
the initial mesh T 0 is good enough.
A.5. Proof of Proposition 5.1. According to the definition of fˆT 0 (3.10) and
the fact
∫
Rd fˆ dx =
∫
Ω
fˆT 0 dx = 0, we have
‖fˆ − fˆT 0‖(H˙1)∗ = sup
‖∇v‖L2=1
(∫
Rd\Ω
fˆ · (v − v¯) dx+
∫
Ω
(fˆ − fˆT 0) · (v − v¯) dx
)
(A.14)
=: sup
‖∇v‖L2=1
(
T1 + T2
)
, (A.15)
where v¯ = −
∫
Ω
v dx. We can estimate T1 as
T1 =
∫
Rd\Ω
fˆ · (v − v¯) dx =
∫
Rd\Ω
ω(x)fˆ · ω−1(x)(v − v¯) dx . ‖ω(x)fˆ‖L2(Rd\Ω)‖∇v‖L2
(A.16)
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with
ω(x) =
 |x| ln |x| if d = 2,√1 + x2 if d ≥ 3. (A.17)
where the Cauchy-Schwarz inequality and the weighted Poincare´ inequality [40,
Corollary 16] have been used. We first focus on the case d ≥ 3 and the result for
d = 2 is very similar. According to the assumption (5.2), we can further bound T1
in (A.16) by,
T1 . ‖ω(x)fˆ‖L2(Rd\Ω)‖∇v‖L2 . R−α1+d/2−1Ω ‖fˆ‖(H˙1)∗‖∇v‖L2 . (A.18)
We add and substract the constant CfˆT 0
into T2 to have
T2 =
∫
Ω
(fˆ − fˆT 0) · (v − v¯) dx = −
∫
Ω
CfˆT 0
(v − v¯) dx+
∫
Ω
(fˆ − fˆT 0 + CfˆT 0 ) · (v − v¯) dx.
(A.19)
We note that the first term on the right hand side vanishes since CfˆT 0
is a constant
and v¯ = −
∫
Ω
v dx. Substitute (3.6) and (3.10) into the second term, and denote the
interpolant of f` on the finite element mesh T 0 by fˆN 0 :=
∑
`∈N 0 f`ζ
c
` (x), we split
T2 to two groups,∫
Ω
(fˆ − fˆT 0 + CfˆT 0 ) · (v − v¯) dx =
∫
Ω
(
fˆ −
∑
`∈N 0
f˜`ζ
c
` (x)
)
· (v − v¯) dx
=
∫
Ω
( ∑
`∈N 0
(f` − f˜`)ζc` (x)
)
· (v − v¯) dx
+
∫
Ω
(fˆ − fˆN 0) · (v − v¯) dx
=:T21 + T22.
As discussed in § 3.3, f` − f˜` decays exponentially with respect to Rc for each
` ∈ N 0. Using the Poincare´ inequality, we have
T21 .
∫
Ω
max
x∈Ω
(#{` ∈ N 0 | ζc` (x) 6= 0}) exp(−η1Rc) · (v − v¯) dx
.R1+d/2Ω exp(−η1Rc)‖∇v‖L2 , (A.20)
where the overlapping number maxx∈Ω(#{` ∈ N 0 | ζc` (x) 6= 0}) is bounded for a
shape-regular T 0.
We now turn our attention to T22. By the Cauchy-Schwarz inequality and the
weighted Poincare´ inequality, can get
T22 =
∫
Ω
ω(x)(fˆ − fˆN 0) · ω−1(x)(v − v¯) dx
. ‖ω(x)(fˆ − fˆN 0)‖L2(Ω\ΩQM)‖∇v‖L2(Ω), (A.21)
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where we use the fact that ΛQM ⊂ N 0 and ζc` = c`ζ` for ` ∈ ΛQM.
To estimate the difference between interpolations of forces on the fine mesh T
and the coarse mesh T 0, we introduce the C2-conforming interpolation fˇ and use
the triangle inequality,
‖ω(x)(fˆ − fˆN 0)‖L2(Ω\ΩQM)
.‖ω(x)(fˆ − fˇ)‖L2(Ω\ΩQM) + ‖ω(x)(fˇ − fˆN 0)‖L2(Ω\ΩQM)
.‖ω∇2fˇ‖L2(Ω\ΩQM) + ‖ωh20∇2fˇ‖L2(Ω\ΩQM)
.‖ωfˇ‖`2(ΛΩ\ΛQM) .
(
R
−α2+d/2−1
QM +R
−α1+d/2−1
MM
)
‖fˆ‖(H˙1)∗ , (A.22)
where h0(x) := diam(T ), for x ∈ T ∈ T 0. We note that in the third inequality
we use the assumptions (5.1), (5.2) and the `2/L2 norm equivalence.
Combining (A.18), (A.20), (A.22), and let βi = αi−d/2−1 for i = 1, 2, we have
‖fˆ − fˆT 0‖(H˙1)∗ .
(
R−β1Ω +R
−β2
QM +R
−β1
MM
)
‖fˆ‖(H˙1)∗ +R1+d/2Ω exp(−η1Rc).
By analogous analysis, we could obtain the following estimate for d = 2,
‖fˆ − fˆT 0‖(H˙1)∗ . logRΩ
(
R−β1Ω +R
−β2
QM +R
−β1
MM
)
‖fˆ‖(H˙1)∗ +R2Ω exp(−η1Rc).
which yields the stated result.
A.6. Decay estimates of the residual forces. We mainly give a decay estimate
of the residual force f`(u¯
H) for ` ∈ (ΛMM \ΛBUF)\ΛI, where ΛI := {` ∈ Λ | RMM−
RBUF ≤ |`| ≤ RMM +RBUF} is the MM/FF interface region. We also discuss about
the weaker estimate on MM/FF interface region due to the loss of symmetry. We
note that for ` ∈ ΛQM ∪ΛBUF there is no need to discuss its decay estimate due to
the construction of T 0 introduced in § 3.3, and for ` ∈ ΛFF \ΛI the decay estimate
has already been studied in [12].
Let E` be the site energy introduced in § 2.1, we define V` : (Rd)Λ−` → R by,
V`
(
Du
)
:= E`(x0 + u),
where x0 : Λ→ Rd, x0(`) = ` is the reference configuration.
For simplicity of the following presentation, let RBUF` := BRBUF(`) ∩ Λ and
uH0 (`) := u0(`) + u¯
H(`). By this definition, the residual force defined in (3.5) could
be expressed in terms of QM site potentials V` for ` ∈ Λ
f`(u¯
H) =
∑
ρ∈`−Λ
V`−ρ,ρ
(
DuH0 (`− ρ))−
∑
ρ∈Λ−`
V`,ρ
(
DuH0 (`)
)
.
For ` ∈ (ΛMM \ ΛBUF) \ ΛI belonging to the inner MM region, the force corre-
sponding to QM/MM hybrid energy (2.11) is defined by fH` (u¯
H) := ∂E
H(u)
∂u(`)
∣∣∣
u=u¯H
,
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which can also be written as
fH` (u¯
H) :=
∑
ρ∈`−RBUF`
V MM`−ρ,ρ
(
DuH0 (`− ρ)
)− ∑
ρ∈RBUF` −`
V MM`,ρ
(
DuH0 (`)
)
,
where
V MM`
(
Du
)
:=
k∑
j=0
1
j!
δjV
BRBUF (`)
`
(
0
)
[Du, . . . , Du︸ ︷︷ ︸
j times
]
with k ∈ N the order of the Taylor expansion. For ` ∈ ΛI, we note that fH` (u¯H) is
defined similarly, the only difference is that there only exists the interactions from
the MM region. We mention that for ` ∈ ΛMM \ΛBUF, which is far away from the
defect core, the site potential V
BRBUF (`)
` is nearly homogeneous due to Lemma 2.1,
hence in the following we simply use the notation V BUF` .
We now give the decay estimate of f`(u¯
H) for ` belongs to inner MM region.
Proposition A.1. If k = 2 for point defects and k = 3 for dislocations, then we
have
(1) Point defects: d = 2 or d = 3, |f`(u¯H)| h (1 + |`|)−3d for ` ∈ ΛMM.
(2) Dislocation: d = 3, |f`(u¯H)| h |`|−4 for ` ∈ ΛMM.
Proof. Observing that fH` (u¯
H) = 0 for each ` ∈ ΛMM \ ΛBUF and recalling the
definition of f˜` in (3.9), for σ = (σ1, ..., σk+1), we obtain
f`(u¯
H)− fH` (u¯H) =f`(u¯H)− f˜`(u¯H) + f˜`(u¯H)− fH` (u¯H)
=f`(u¯
H)− f˜`(u¯H) + 1
(k + 1)!
∑
ρ∈RBUF` −`
∑
σ∈(RBUF` −`)k+1
V BUF`,ρσ
(
0
) k+1∏
j=1
Dσju
H
0 (`)
+
1
(k + 1)!
∑
ρ∈`−RBUF`
∑
σ∈(`−RBUF` )k+1
V BUF`−ρ,ρσ
(
0
) k+1∏
j=1
Dσju
H
0 (`− ρ)
=:F1 + F2 + F3. (A.23)
Lemma 2.1 leads to, ∣∣F1∣∣ .e−ηRBUF .
For ` belongs to the inner MM region, i.e., ` ∈ (ΛMM \ ΛBUF) \ ΛI, combining
Cauchy-Schwarz inequality and (A.23), we have
∣∣F2∣∣ . k+1∏
j=1
( ∑
σj∈RBUF` −`
e−2γ|σj |
∣∣DσjuH0 (`)∣∣2)1/2 = ∣∣DuH0 (`)∣∣k+1γ .
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The term F3 can be estimated similarly, hence for ` ∈ (ΛMM \ ΛBUF) \ ΛI, we
have ∣∣f`(u¯H)∣∣ .e−ηRBUF + ∣∣DuH0 (`)∣∣k+1γ . (A.24)
We now discuss about the decay estimate for ` ∈ ΛI. Due to the loss of symme-
try, we note that the decay estimate is weaker than that inside MM region. For
example, for ` ∈ ΛI ∩ΛMM, if there exists a σj ∈ RBUF` − ` such that `+ σj ∈ ΛFF,
then the term Dσju
H
0 (`) will becomes to Dσju0(`) − u¯H(`). Hence, similar to the
estimate for inner MM region, for ` ∈ ΛI, we have∣∣f`(u¯H)∣∣ .e−ηRBUF + (∣∣Du0(`)∣∣k+1γ + ∣∣u¯H(`)∣∣k+1).
Indeed we have grossly overestimated here, but there is no advantage in a sharper
estimate since we do not really care about the decay estimate on MM/FF interface.
Using the generic decay estimate of u¯ and u0 in [12], |Du¯(`)|γ . (1+|`|)−d logt(2+
|`|), t = 0 for point defects, t = 1 for dislocations and |Du0(`)| . |`|−1, together
with an additional assumption that u and u¯H have the same decay rates, namely
|Dju¯H(`)|γ h |Dju¯(`)|γ for j = 0, 1, we derive the stated results by (A.24). 
References
[1] N. C. Admal and E. B. Tadmor. A unified interpretation of stress in molecular systems. J.
Elasticity, 100:63–143, 2010.
[2] M. Arndt and M. Luskin. Goal-oriented adaptive mesh refinement for the quasicontin-
uum approximation of a Frenkel-Kontorova model. Comput. Methods Appl. Mech. Engrg.,
197:4298–4306, 2008.
[3] N. Bernstein, J.R. Kermode, and G. Csa´nyi. Hybrid atomistic simulation methods for ma-
terials systems. Rep. Prog. Phys., 72:26051 1–25, 2009.
[4] J.M. Boereboom, R. Potestio, D. Donadio, and R.E. Bulo. Toward hamiltonian adaptive
qm/mm: accurate solvent structures using many-body potentials. J. Chem. Theory Com-
put., 12:3441–3448, 2016.
[5] D. Braess. Finite elements: Theory, fast solvers, and applications in solid mechanics. Cam-
bridge University Press, 2007.
[6] J. H. Bramble, J. E. Pasciak, and O. Steinbach. On the stability of the l2 projection in
h1(ω). Math. Comput., 71(237):147–156, 2001.
[7] J. Braun, M. Buze, and C. Ortner. The effect of crystal symmetries on the locality of screw
dislocation cores. SIAM J. Math. Anal., 51, 2019.
[8] J. Braun and C. Ortner. Sharp uniform convergence rate of the supercell approximation of
a crystalline defect. SIAM J. Numer. Anal., 58, 2020.
[9] P. Ceccon, H. C. Velho, and H. Lopes. Helmholtz-hodge decomposition and the analysis of
2d vector field ensembles. Comput. Graph., 55:80–9, 2016.
[10] H. Chen, M. Liao, H. Wang, Y. Wang, and L. Zhang. Adaptive qm/mm coupling for crys-
talline defects. Comput. Methods Appl. Mech. Engrg., 354:351–368, 2019.
[11] H. Chen, J. Lu, and C. Ortner. Thermodynamic limit of crystal defects with finite temper-
ature tight binding. Arch. Ration. Mech. Anal., 230:701–733, 2018.
[12] H. Chen, F.Q. Nazar, and C. Ortner. Geometry equilibration of crystalline defects in quan-
tum and atomistic descriptions. Math. Models Methods Appl. Sci., 29:419–492, 2019.
A POSTERIORI ERROR ESTIMATES FOR ADAPTIVE QM/MM 35
[13] H. Chen and C. Ortner. QM/MM methods for crystalline defects. Part 1: Locality of the
tight binding model. Multiscale Model. Simul., 14:232–264, 2016.
[14] H. Chen and C. Ortner. QM/MM methods for crystalline defects. Part 2: Consistent energy
and force-mixing. Multiscale Model. Simul., 15:184–214, 2017.
[15] G. Csa´nyi, T. Albaret, M.C. Payne, and A. De Vita. “Learn on the fly”: a hybrid classical
and quantum-mechanical molecular dynamics simulation. Phys. Rev. Lett., 93:175503 1–4,
2004.
[16] W. Do¨rfler. Convergence adaptive algorithm for poisson’s equation. SIAM J. Numer. Anal.,
33(3):1106–1124, 1996.
[17] A.W. Duster, C.H. Wang, C.M. Garza, D.E. Miller, and H. Lin. Adaptive quan-
tum/molecular mechanics: what have learned, where are we, and where do we go from
here? WIREs Comput. Mol. Sci., 7:1–21, 2017.
[18] V. Ehrlacher, C. Ortner, and A. V. Shapeev. Analysis of boundary conditions for crystal
defect atomistic simulations. Arch. Rat. Mech. Anal., 222:1217–1268, 2016.
[19] M. Finnis. Interatomic Forces in Condensed Matter. Oxford University Press, Oxford, 2003.
[20] J.L. Gao and D.G. Truhlar. Quantum mechanical methods for enzyme kinetics. Annu. Rev.
Phys. Chem., 53:467–505, 2002.
[21] V. Gavini, K. Bhattacharya, and M. Ortiz. Quasi-continuum orbital-free density-functional
theory: A route to multi-million atom non-periodic dft calculation. J. Mech. Phys. Solids,
55(4):697–718, 2007.
[22] O. E. Glukhova, G. V. Savostyanov, and M. M. Slepchenkov. A new approach to dynamical
determination of the active zone in the framework of the hybrid model (quantum mechanics/
molecular mechanics). Procedia Materials Science, 6:256–264, 2014.
[23] C.M. Goringe, D.R. Bowler, and E. Herna´ndez. Tight-binding modelling of materials. Rep.
Prog. Phys., 60:1447–1512, 1997.
[24] A. Heyden, H. Lin, and D.G. Truhlar. Adaptive partitioning in combined quantum me-
chanical and molecular mechanical calculation of potential energy functions for multiscale
simulations. J. Phys. Chem. B, 111:2231–2241, 2007.
[25] T. Kerdcharoen, K.R. Liedl, and B.M. Rode. A QM/MM simulation method applied to the
solution of Li+ in liquid ammoia. Chem. phys., 211:313–323, 1996.
[26] J. Kermode, T. Albaret, D. Sherman, N. Bernstein, P. Gumbsch, M.C. Payne, G. Csa´nyi,
and A. De Vita. Low-speed fracture instabilities in a brittle crystal. Nature, 455:1224–1227,
2008.
[27] X. H. Li, C. Ortner, A. Shapeev, and B. Van Koten. Analysis of blended atom-
istic/continuum hybrid methods. Numer. Math., 134, 2016.
[28] M. Liao, P. Lin, and L. Zhang. A posteriori error estimate and adaptive mesh refinement
algorithm for atomistic/continuum coupling with finite range interactions in two dimensions.
Commun. Comput. Phys., 27:198–226, 2020.
[29] A. Maugeri, D. K. Palagachev, and L. G. Softova. Elliptic and Parabolic Equations with
Discontinuous Coefficients. WileyVCH Verlag GmbH & Co., 2000.
[30] P. M. Morse. Diatomic molecules according to the wave mechanics. ii. vibrational levels.
Phys. Rev., 34:57–64, 1929.
[31] J.T. Oden, S. Prudhomme, A. Romkes, and P. T. Bauman. Multiscale modeling of phyisical
phenomena: Adaptive control of models. SIAM J. Sci. Comput., 28(6):2359–2389, 2006.
[32] S. Ogata, E. Lidorikis, F. Shimojo, A. Nakano, P. Vashishta, and R.K. Kalia. Hybrid finite-
element/molecular-dynamic/electronic-density-functional approach to materials simulations
on parallel computers. Comput. Phys. Commun., 138:143–154, 2001.
[33] C. Ortner. A priori and a posteriori analysis of the quasi-nonlocal quasicontinuum method
in 1D. Math. Comp., 80:1265–1285, 2011.
A POSTERIORI ERROR ESTIMATES FOR ADAPTIVE QM/MM 36
[34] C. Ortner. The role of the patch test in 2D atomistic-to-continuum coupling methods.
ESAIM Math. Model. Numer. Anal., 46, 2012.
[35] C. Ortner and A. Shapeev. Interpolants of lattice functions for the analysis of atom-
istic/continuum multiscale methods. ArXiv e-prints, 1204.3705, 2012.
[36] C. Ortner and F. Theil. Justification of the cauchy–born approximation of elastodynamics.
Arch. Ration. Mech. Anal., 207, 2013.
[37] C. Ortner and H. Wang. A posteriori error control for a quasi-continuum approximation of
a periodic chain. IMA J. Numer.l Anal., 34:977–1001, 2013.
[38] C. Ortner and L. Zhang. Construction and sharp consistency estimates for atom-
istic/continuum coupling methods with general interfaces: a 2D model problem. SIAM J.
Numer. Anal., 50, 2012.
[39] D.A. Papaconstantopoulos. Handbook of the Band Structure of Elemental Solids, From Z =
1 To Z = 112. Springer New York, 2015.
[40] D. Pauly and S. Repin. Functional a posteriori error estimates for elliptic problems in exterior
domains. J. Math. Sci., 162(3):393–406, 2009.
[41] M. Ponga, K. Bhattacharya, and M.Ortiz. A sublinear-scaling approach to density-
functional-theory analysis of crystal defects. J. Mech. Phys. Solids, 95:530–556, 2016.
[42] S. Prudhomme, P. T. Bauman, and J. T. Oden. Error control for molecular statics problems.
Int. J. Multiscale Comput. Engrg., 4:647–662, 2006.
[43] V. B. Shenoy, R. Miller, E. B. Tadmor, D. Rodney, R. Phillips, and M. Ortiz. An adaptive
finite element approach to atomic-scale mechanics–the quasicontinuum method. J. Mech.
Phys. Solids, 47(3):611–642, 1999.
[44] N. Takenaka, Y. Kitamura, Y. Koyano Y, and M. Nagaoka. The number-adaptive multi-
scale qm/mm molecular dynamics simulation: application to liquid water. Chem Phys Lett,
524:56–61, 2012.
[45] J. Thomas. Locality of interatomic interactions in self-consistent tight binding models.
ArXiV e-prints, 2004.09323, 2020.
[46] R. Verfu¨rth. A Review of A Posteriori Error Estimation and Adaptive Mesh-Refinement
Techniques. John Wiley & Sons Ltd., 1996.
[47] M.P. Waller, S. Kumbhar, and J. Yang. A density-based adaptive quantum mechani-
cal/molecular mechanical method. Chem. Phys. Chem., 15:3218–3225, 2014.
[48] H. Wang, M. Liao, P. Lin, and L. Zhang. A posteriori error estimation and adaptive al-
gorithm for the atomistic/continuum coupling in two dimensions. SIAM J. Sci. Comput.,
40:A2087–A2119, 2018.
[49] H. Wang and S. Yang. Analysis of the residual type and the recovery type a psoteriori
error estimators for a consistent atomistic-to-continuum coupling method in one-dimension.
Multiscale Model. Simul., 16:679–709, 2018.
[50] H.C. Watanabe, T. Kubarˇ, and M. Elstner. Size-consistent multipartitioning QM/MM: a
stable and efficient adaptive QM/MM method. J. Chem. Theory Comput., 10:4242–4252,
2014.
[51] B. Wolfgang and R. Rannacher. Adaptive finite element methods for differential equations.
Birkha´user., 2013.
[52] X. Zhang, Y. Zhao, and G. Lu. Recent development in quantum mechanics/molecular me-
chanics modelling for materials. Int. J. Multiscale Comput. Eng., 10:65–82, 2012.
A POSTERIORI ERROR ESTIMATES FOR ADAPTIVE QM/MM 37
Yangshuai Wang, Institute of Natural Sciences, School of Mathematical Sci-
ences, and MOE-LSC, Shanghai Jiao Tong University, Shanghai, China
E-mail address: yswang2016@sjtu.edu.cn
Huajie Chen, School of Mathematical Sciences, Beijing Normal University,
Beijing, China
E-mail address: chen.huajie@bnu.edu.cn
Mingjie Liao, Institute of Natural Sciences, School of Mathematical Sciences,
and MOE-LSC, Shanghai Jiao Tong University, Shanghai, China
E-mail address: mingjieliao@sjtu.edu.cn
Christoph Ortner, Mathematics Institute, University of Warwick, Coventry
CV4 7AL, UK
E-mail address: c.ortner@warwick.ac.uk
Hao Wang, School of Mathematics, Sichuan University, Sichuan, China
E-mail address: wangh@scu.edu.cn
Lei Zhang, Institute of Natural Sciences, School of Mathematical Sciences,
and MOE-LSC, Shanghai Jiao Tong University, Shanghai, China
E-mail address: lzhang2012@sjtu.edu.cn
