The connections between the elliptic functions and the hypergeometric series 2^1(2 > 5 ! * > x) 's we" known and classical. In this note, we investigate its relation with 2^1(4 . 4 ; 1; Jc). We find that it is less ideal than the classical case and discuss the flaws.
Introduction
Recently Berndt, Bhargava, and Garvan [3] provided the first proof of the following remarkable statement of Ramanujan.
Theorem A. For 0 < q < 1, let a = cMtf)#3(a3) + Mq)Hq3) . c = \a(qx>1) -\a(q), and x = c3/a3; and for 0 < tp < n/2 define (1) za= 2FX(\,\; \;xsin t)dt. Jo Then, for 0 < z < n/2 -v^ qns\n2nz ( Jo Then^ g"sin2nz (4) <D = Z + 2y -7--r-r. w r *-*< n(l -l-a2") n=l The proof of Theorem B goes as follows: We recall [4, p. 101] (
Let a = 0 and x = sin2 z . Then (5) becomes (6) 2F1(i,i;i;x) = -?TL=, |x| < 1.
From (6), we see that by letting x = k2 sin2 6 and t = sin 6 , we can write (3) as z^2= j\Fx(^,^;^;k2sin2d^de
Thus, from the definition of sn(z, k) (see [5, p . 492]), we see that
To solve (p in terms of z, we differentiate (7) with respect to z . Then (see [5, 
The identity (4) now follows immediately by integrating (8). This completes the proof of Theorem B.
It is worthwhile to point out that, when we let (p = n/2 in (1) and (3), they yield the following interesting identities: The proof can be found in [2] . We note that Ramanujan also discovered two other similar identities of this sort. Namely: The proof of (iii) follows quite easily from applying the quadratic transformations of the hypergeometric series. To see this, we appeal to the quadratic transformation [4, p. 112, (26) and (28)] 2Fi [vbu fe))= \r¥2fi (]' b1; z)-Then second identity of (iii) follows immediately from choosing z = #2/#3 • The proof of (iv) involves cubic transformations of the hypergeometric series and is thus much less straightforward. Naturally, in view of the above discussion, we are lead to the following analogue of Theorems A and B.
Theorem C. Let a and c be defined as in (iii). Define
where u = &2(q2)z and k = &l(q2)/$2(q2).
One feature of (9) is quite interesting. Namely, the differentiation of (7) "almost" yields (9). So in view of (2) and (4), it is natural to ask if one can solve (p in terms of z and obtain an analogue similar to (2) and (4). This, however, seems difficult, and we will discuss this question in the end of this paper.
It is important to observe here that in (8) the quantities a and a are defined in terms of $,(#), i = 2, 3, 4, whereas cosp in (9) is an elliptic function of modulus k which is defined in terms of #,(tf2). One therefore anticipates the involvement of quadratic transformations of theta functions in the proof of Theorem C.
In view of (ii) and (iii), one can regard Theorems A and C as, respectively, the cubic and quartic analogues of Theorem B.
We assume the readers are reasonably familiar with the properties and the basic notation of theta functions and the elliptic functions of Jacobi and Weierstrass.
Proof of Theorem C
In (5), we choose a = \ and set t = sin2 z. Then
So, to establish Theorem C, we are led to the consideration of the integral
(U) ^Z = 70 {(l-t2)(l-at2)) dt> where^ = sinF irst we note that making the substitution x = Vl -at2, the above integral becomes /w _ ((1 -x)(x2 - (1 -a) ))~x/2dx, where w = ^l-ay2.
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Incidentally, the second identity in (17) is exactly the statement that a4 = b4 + c4 . Therefore, from (17)
and Hence, from (19),
From (15) and (20),
Squaring both sides of (21), we obtain sin2 (p = sin2 u(l + k2 -k2sn2u) = sn2u(k2 + dn2u).
Therefore, cos<p = cnudnu. This establishes Theorem C. We now discuss the relation between q> and z . To do so, we differentiate (9) with respect to z . Then
Clearly, dtp/dz is even, of period n, and analytic for z real. Hence the Fourier series expansion of d(p/dz is of the form -r-= y^a"cos2«z. dz « =o
Integrating both sides and using the fact that (p = n/2 when z = n/2, we see
However, because of the presence of the radical in (22), d(p/dz is not an elliptic function; therefore, the coefficients a" seem difficult to evaluate. From this prospective, the "corresponding theory" of elliptic functions based on iFx(\, |; 1; x) seems less satisfactory in this respect. From a different angle, one can almost anticipate this difficulty of expressing (p in terms for z. This is because when we differentiate (1) and (3) with respect to z and set z = 0, we obtain, respectively, A °° n Ud)Uf) + M^Md') = -£ zo = 1 + 6E1 + fl! + (?2" and oo " «=i it is therefore reasonable to expect that dtp/dz for a general value z will possess a similar feature and this is indeed so. But the differentiation of (8) yields a> li)4(q) + d4(q) dz z=0 V 2 which is not known to be expressible in terms of simple Lambert series. We now end our discussion by observing that Choosing a = fi = \ , y = 1, and z = -c4/b4, we obtain the first part of the identity (23). The second part of the identity is an easy consequence of the fact that r/2sin2"ra7=5% Jo 2 n\
In view of the central theme of this paper, it will be interesting to consider the integral and ask whether a relation similar to (2) and (4) can be obtained.
