Many studies have indicated that predicting users' perception of visual quality depends on various factors other than artifact visibility alone, such as viewing environment, social context, or user personality. Exploiting information on these factors, when applicable, can improve users' quality of experience while saving resources. In this paper, we improve the performance of existing no-reference image quality metrics (NR-IQM) using image semantic information (scene and object categories), building on our previous findings that image scene and object categories influence user judgment of visual quality. We show that adding scene category features, object category features, or the combination of both to perceptual quality features results in significantly higher correlation with user judgment of visual quality. We also contribute a new publicly available image quality dataset which provides subjective scores on images that cover a wide range of scene and object category evenly. As most public image quality datasets so far span limited semantic categories, this new dataset opens new possibilities to further explore image semantics and quality of experience.
The first steps in this direction have investigated the role of visual attention been developed to perform this task, and usually fall into one of two cat- Quality Assessment databases (see more details in sec. 2.2).
234
The NR-IQMs described earlier, which are based on features representing 235 perceptual changes in an image due to the presence of impairments, have 236 higher interpretability and can still obtain acceptable accuracy. In this paper, 237 we aim at improving accuracy while maintaining interpretability. Therefore, 238 we focus on this category of metrics and on enabling them to incorporate 239 features that account for semantic content understanding. categories included in it, but also a more even distribution of these categories. 324 We describe our proposed dataset in the following subsections. buildings, cars, roads).
334
To have an unbiased annotation of the image categories, we asked five 335 users to categorize the image scenes and objects. They were shown the 336 pristine or unimpaired version of the images, and asked to assign the image 337 to either of the three scene categories and either of the two object categories.
338
The images were presented one at a time, and we did not restrict the time 339 for users to view each image. Each image was then assigned the scene and 340 object category which had the majority vote from the five users. In the 341 end, we have 39 indoor images, 19 outdoor natural images, and 21 outdoor 342 man-made images. In terms of object categories, we have 25 images with 343 animate objects and 54 with inanimate objects. Figure 1 shows examples of 344 the images in the dataset.
345
Image texture and luminance analysis. A possible concern in struc- consequently, on perceptual quality) [58, 59] , this ensures that we rule out 362 possible major effects of potential biases on our results so that we can ascribe 363 differences in perceptual quality (in our study) to differences in semantics. 364 We used a modified version of Law's texture energy filter based on [28] 365 to measure texture in horizontal and vertical directions. For each image, 366 we computed the average mean and standard deviation of texture measures 367 in both horizontal and vertical directions. Similarly, we used a weighted 368 low-pass filter based on [28] to measure luminance in horizontal and vertical 369 directions. We then calculated the average mean and standard deviation in 370 both directions as our image luminance measure. 371 We compared the luminance and texture values of the images in the differ-372 ent scene categories using a one-way ANOVA. To compare the values across 373 the different object categories, we used a T-Test. Our analysis showed that there is no significant difference in luminance or texture among the indoor, with those on JPEG images.
463
To help filter out unreliable participants, we included two control ques- For the crowdsourcing experiments on blurred images, we first filtered 477 out unreliable users based on incorrect answers to the content questions in 478 the experiment, and incomplete task executions. We also performed outlier detection on the filtered data. From the 337 total responses that we received 480 across all campaigns, we removed almost half of them due to incorrect an-481 swers to content questions, and failure to complete the whole task in one 482 campaign. We did not find any outliers from the filtered data. In the end, 483 we had 179 users whose responses were considered in our data analysis, with 484 on average 37 individual scores per image. These were further pooled in 485 MOS as described above. Figure 2 for an image i is expressed as in Eq. 1 below. HDR with JPEG XT as shown in Table 2 ). while that for blurred images uses a linear distribution with an identity link 551 function. We use the following notation to describe the output of our sta-552 tistical analysis. Next to each independent variable that we looked into, For images with JPEG impairments, we find that all three independent 559 variables, as well as the interaction of the three of them significantly in-560 fluence user rating of visual quality (impairment level: df1=2, df2=4.657, For a clear overview of the p-values for the different (semantic category) 578 independent variables, a summary is given in Table 3 . tions to be performed by our regression model is significantly smaller, thereby 635 reducing the computation time. To make the semantic feature vector sparse, 636 we set to zero the values of all but the top-N semantic categories in each 637 vector.
638
In our previous study [25] , we compared the performance of using only the 639 top-10, 20, and 50 probability values in the object feature vector in addition 640 to perceptual quality features. Our results showed no significant difference in 641 performance among the three choices of N for top-N object category features.
642
Given this result, we proceeded with using the top-20 object category features 643 in subsequent experiments. In the next subsection, we investigate whether 644 these results also hold for scene category features. scores across a 1000 folds cross-validation. Figure 9 gives an overview of the 744 prediction performance for each feature combination on the four datasets 745 TID2013, CSIQ, SA-IQ and ChallengeDB.
746
A look into the results on the TID2013 dataset reveals that the addi- 
793
We performed a full-stack comparison using the NFERM metric on the 794 datasets TID, CSIQ, SA-IQ and ChallengeDB. We used grid search to opti- BLUR HQ cluster p = 0.098 p = 0.971 p = 0.009 p = 0.324 LQ cluster p = 0.054 p = 0.469 p = 0.177 p = 0.228 JPEG HQ cluster p = 0.03 p = 0.049 p = 0.851 p = 0.866 LQ cluster p = 0.003 p = 0.219 p = 0.307 p = 0.365
In general, we can see that our data represented the different relationships 864 between perceived quality and utility across the range of quality. 865 We ran K-means on the blurred and JPEG image data, to isolate the 866 different clusters as shown in the plots, and conducted statistical analysis to 867 check how semantic categories influence utility and quality in these clusters. 868 We set the number of clusters k to two for both the blurred and JPEG data. 869 We then performed several one-way ANOVA for each cluster. Specifically, 870 we first conducted one-way ANOVAs with semantic categories (either scene 871 or object categories) as independent variables, and utility as dependent vari-872 ables. Similarly, we then conducted one-way ANOVAS with quality MOS as 873 dependent variables instead of utility.
874 Table 5 shows the results of our analysis. We label the two clusters for 875 each image sets as HQ for clusters with images having higher quality range, 876 and LQ for clusters with images having lower quality range. The numbers 877 in bold indicate cases in which semantics has a significant influence on ei-878 ther utility or quality. From the table, we can see that semantic categories 879 influence image utility and quality differently. Moreover, the influence of 880 semantics on utility seems to be more significant in JPEG images than in 881 blurred images. 882
Conclusion

883
In this paper, we showed that an image's semantic category information 884 can be used to improve its quality prediction to align better with human per- [5] J. Xue, C. W. Chen, Mobile video perception: New insights and adap-
