This paper considers adaptive hypothesis testing for the fractional di¤erencing parameter in a parametric ARFIMA model with unconditional heteroskedasticity of unknown form. A weighted score test based on a non-parametric variance estimator is proposed and shown to be asymptotically equivalent, under the null and local alternatives, to the Neyman-Rao e¤ective score test constructed under Gaussianity and known variance process. The proposed test is therefore asymptotically e¢ cient under Gaussianity. The …nite sample properties of the test are investigated in a Monte Carlo experiment and shown to provide potentially large power gains over the usual unweighted long memory test.
Introduction
There is a large literature on statistical inference for the fractional di¤erencing parameter in a stationary ARFIMA model. Of particular note is Robinson (1994) , who derived asymptotically e¢ cient score-based tests; see also Tanaka (1999) . Regression based LM tests of fractional integration have been developed by Agiakloglou and Newbold (1994) , Breitung and Hassler (2002) and Demetrescu, Kuzin and Hassler (2008) ; and Wald version of these regression based tests have been proposed by Dolado, Gonzalo and Mayoral (2002) and Velasco (2006, 2007) . All of this literature maintains an assumption of unconditional homoskedasticity. That is, while the disturbances of the model may be permitted to follow a martingale di¤erence structure that allows for some degree of conditional heteroskedasticity, this literature does not allow for changes in the unconditional variance.
There is, however, abundant empirical evidence that macroeconomic and …nancial time series exhibit unconditional heteroskedasticity; see for example Pagan and Schwert (1990) , Loretan and Phillips (1994) , Watson (1999) , McConnell and Perez-Quiros (2000) and van Dijk, Osborn and Sensier (2002) . Kew and Harris (2009) derived some implications for the size of long memory tests in the presence of such heteroskedasticity and constructed a heteroskedasticity-robust test, but they did not pursue the possibility of adapting the test to recover the power losses that unmodelled heteroskedasticity can incur. This paper takes up this point and derives a test that non-parametrically adapts to unconditional heteroskedasticity of unknown form. In particular, we …rst derive the infeasible asymptotically e¢ cient score test for a known variance process and then prove the asymptotic equivalence of a feasible version of this test that estimates the variance process using a kernel-based non-parametric regression on the squares of the residuals of the This research is supported by the Australian Research Council Discovery Grant DP1094010. Correspondence to: David Harris, E-mail: david.harris3@monash.edu model. This approach closely follows that taken by Xu and Phillips (2008) for an AR model and extends it to long memory testing in ARFIMA models.
Our paper sits within a growing literature that addresses issues of heteroskedasticity in time series models. Hamori and Tokihisa (1997), Kim, Leybourne and Newbold (2002), Cavaliere (2004) , Cavaliere and Taylor (2007 , 2008a , 2008b , 2008c , 2009 ), Beare (2008 , Cavaliere, Harvey, Leybourne and Taylor (2011), Smeekes and Taylor (2012) and Cavaliere, Phillips, Smeekes and Taylor (2013) examine the e¤ect of unconditional heteroskedasticity on unit root tests; Busetti and Taylor (2003) and Cavaliere and Taylor (2005) examine the stationarity tests; Phillips and Xu (2006) and Xu and Phillips (2008) examine the autoregressive models; Cavaliere, Rahbek and Taylor (2010, 2013) and Cheng and Phillips (2012) examine the cointegration tests; and Demetrescu and Hanck (2012a, 2012b) examine the panel unit root tests.
The paper is structured as follows. In section 2 we introduce the ARFIMA model and the general model of heteroskedasticity for the disturbances, and then derive the asymptotically e¢ cient score test for the fractional di¤erencing parameter based on a Gaussian likelihood with known variance process. In section 3 we outline the robust score test based on a quasi likelihood that imposes a constant variance, which is useful for comparisons with the e¢ cient test. In section 4 we provide the main result of the paper, which is that a feasible test, based on re-weighting using a non-parametric variance estimator, is asymptotically equivalent to the e¢ cient score test. This new test is shown to have superior asymptotic local power properties to the robust test, and hence to the robust test of Kew and Harris (2009) . These properties are evaluated in …nite samples in section 5, where it is shown that the new re-weighted test can achieve substantial power gains over robust tests for certain patterns of heteroskedasticity.
The e¢ cient test under known heteroskedasticity
Suppose the observed time series z t follows an ARFIMA model of the form d z t = y t ; t = 1; 2; : : :
where d is a known di¤erencing parameter, d is the type II fractional di¤erencing operator
where
It is assumed throughout that the lag orders p and q are …xed and that (L) and (L) have no common roots and no roots inside the unit circle, and that the standard deviation sequence t satis…es the following assumption, introduced by Cavaliere (2004) and Xu and Phillips (2008) .
Assumption S
t satis…es t = (t=T ), where (:) is a non-stochastic function with at most a …nite number of points of discontinuity; moreover (:) is a measurable function on the interval (0; 1] such that 0 < inf r2(0;1] (r) sup r2(0;1] (r) < 1; and (r) satis…es a (uniform) …rst-order Lipschitz condition except at the points of discontinuity.
As in Robinson (1991 Robinson ( , 1994 and Tanaka (1999) , we wish to test
against H 1 : < 0 or H 1 : > 0, which is equivalent to testing the null hypothesis that z t is I (d) for a given d. Henceforth we discuss the testing problem in terms of the observable time series y t .
It is convenient to write (1) and (2) as
with " t = 0 for t 0;
where = 1 ; : : : ; p ; 1 ; : : : ; q 0 and a 0 ( ) = 1. The true value of is denoted 0 . The coe¢ cients a j ( ) are twice continuously di¤erentiable with respect to , with …rst and second derivatives denoted a ;j ( ) and a ;j ( ).
An asymptotically e¢ cient test can be derived from the Gaussian log-likelihood function with known 2
Denote the score vector as s t ( ; ) = (s ;t ( ; ) ; s ;t ( ; )) 0 where s ;t ( ; ) = @l t ( ; ) =@ and
where ln = @ =@ = P t 1 j=1 j 1 L j : Evaluating these scores under H 0 : = 0 and = 0 gives
). These scores are martingale di¤erence sequences (since both lag polynomials ln and b (L; ) have lowest order term L 1 ) and, as part of Theorem 1 below, obey a Central Limit Theorem (CLT) with asymptotic variance
Following Choi, Hall and Schick (1996) , the standardised e¤ective score statistic is then de…ned to be
based on the e¤ective score
with variance
As shown in Theorem 1, the statistic T provides the basis for asymptotically e¢ cient tests of H 0 : = 0 when " t is Gaussian. The reported asymptotic distribution for T in part (ii) of the theorem holds under a more general assumption for " t , also imposed by Phillips and Xu (2006) for inference in the stationary autoregressive model.
Assumption E " t is a martingale di¤erence sequence with E " 2 t jF t 1 = 1 and sup t E j" t j 4 < B < 1 for > 1:
Theorem 1 Let the data generating process be given by (1)- (2) (ii) Under the sequence of local alternatives = h T 1=2 and Assumption E,
The asymptotically e¢ cient test implied by this theorem is to reject H 0 against H 1 : > 0 when T > z where z is the 100 (1 ) % percentile of the standard normal distribution, and similarly for a lower tailed test. This theorem extends the asymptotic e¢ ciency results of Robinson (1994) and Tanaka (1999) for the score test to include known heteroskedasticity. It is a straightforward theoretical extension, but the statistic T is infeasible. A feasible version of this test that retains asymptotic e¢ ciency under Gaussianity is given in section 4.
To illustrate the factors that determine the power of the test, we mention the explicit form of V j for some simple models. For a pure di¤erencing model, with p = q = 0, the parameter disappears and T has the asymptotic distribution T N h p 2 =6; 1 under local alternatives.
For both AR(1) and MA(1) models the form of V j follows from equation (52) of Tanaka (1999) .
The inverse of the usual ARMA(1; 1) information matrix is (cf equation (7.3.11) of Box, Jenkins and Reinsel (1994))
Since V j determines the non-centrality parameter of the asymptotic distribution in (9), this expression reveals that the power loss in the test for that results from the estimation of ARMA parameters depends in complicated ways on the values of the coe¢ cients.
3 Quasi-likelihood with constant variance
Suppose we impose the homoskedasticity assumption t = for all t to obtain a quasi loglikelihood function
and e t ( ; ) = a (L; ) y t :
The "quasi score" vector is denoted
These scores do not include weights to allow for heteroskedasticity, and under Assumptions E and S it is shown in the proof of Theorem 2 below that, under H 0 , r t (0; 0 ) satis…es a martingale CLT with asymptotic variance V R 1 0 (s) 4 ds, as opposed to V for the correct score s t (0; 0 ).
The standardised e¤ective quasi-score is de…ned to be
where r j ;t (0; 0 ) = r ;t (0; 0 ) r ;t (0; 0 ) 0 V 1 V Similar to the T test, we reject H 0 : = 0 when T > z for an upper tailed test.
Theorem 2 Under H 1;T : = h T 1=2 and Assumptions E and S
Under homoskedasticity = 1, so the tests based on T and T are equivalent. Under heteroskedasticity satisfying Assumption S we have 0 < < 1, so quanti…es the power loss due to using the quasi log-likelihood relative to the true log-likelihood. Kew and Harris (2009) 
Feasible Tests
In this section we propose feasible versions of the T and T tests. For the quasi-score T test in (10), 0 is unknown and so we de…ne^ to satisfy
That is,^ is the standard ARMA coe¢ cient estimator assuming a constant variance. Thus the feasible quasi-score test is^ T = T 1=2 P T t=1 r j ;t 0;^ r
Theorem 3 below establishes that^ T is asymptotically equivalent to its infeasible counterpart. Turning to the e¢ cient score T test in (8), both 2 t and 0 are unknown. Following the approach of Xu and Phillips (2008) we …rst, under the null, estimate 2 t non-parametrically and then adaptively estimate 0 : Xu and Phillips (2008) deal with an unconditionally heteroskedastic AR model and propose an Adaptive Least Squares estimator that has the same asymptotic distribution as the infeasible Generalised Least Squares estimator. We show that their method can be extended to this ARFIMA testing framework. Speci…cally we construct, under H 0 ;ê t = a L;^ y t and de…ne the non-parametric variance estimator aŝ
Here K (:) is a bounded nonnegative continuous kernel function de…ned on a real line such that R K (z) dz = 1 and b is a bandwidth parameter. Following Xu and Phillips (2008) , we leave out the t th observation ofê 2 t when estimating^ 2 t . Also, we use the cross validation method to select b; i.e. we calculate CV (b) = T 1 P T t=1 ê 2 t ^ in section 2 with^ t . De…ne the feasible MLE~ for to satisfy
;t 0;~ = 0 and de…ne the feasible e¢ cient score test statistic
To establish the asymptotic equivalence of~ T with its infeasible counterpart, we make the following set of assumptions.
Assumption E* sup t E " 8 t < 1:
These assumptions E* and B are from Xu and Phillips (2008) and the following theorem gives the main result of our paper.
Theorem 3 Under H 1;T : = h T 1=2 and Assumptions E, S, E* and B,
The implication of this theorem is that the feasible tests^ T and~ T inherit the asymptotic properties of T and T respectively. In particular, the non-parametrically variance-weighted test~ T is asymptotically e¢ cient in the Gaussian model, and retains the same asymptotic properties as the correctly weighted test when " t is not Gaussian.
Simulation Evidence
This section compares the …nite sample size and power properties of the various tests described in Theorem 3 when 2 t follows a one-time structural break model with 2 t = 2 1 for t b T c and 2 t = 2 2 for t > b T c for some 2 (0; 1) : We set, without loss of generality, 1 = 1: Let = 2 = 1 measure the size of the shift and, as in Cavaliere (2004) and Cavaliere and Taylor (2007) , we set = 1=3 (downward variance shift) and = 0:2 (early shift) and = 0:8 (late shift). Simulation results for = 3 are omitted since they are quite similar. For comparison purposes, we also give results for the homoskedastic case where = 1. The innovation " t is generated using the rndn routine in Gauss. The sample sizes T = 100; 400 and the number of replications is 50000:
Following Tanaka (1999) , the data generating process for y t is (1 L) y t = e t : We test H 0 : = 0 vs H 1 : < 0 or H 1 : > 0 and we report the null rejection percentages based on a 5% nominal level. We follow Tanaka (1999) and set the values for the AR coe¢ cient = 0; 0:6 and 0:8: When 6 = 0 we calculate the feasible quasi-score^ T test aŝ
whereê t = y t ^ y t 1 and we calculate the feasible e¢ cient score~ T test by replacingê t in^ T with" t =^ 1 t y t ~ y t 1 : When computing^ 2 t in (11) we use the Gaussian kernel and the cross validation method to select b: 1 Table 1 reports the case when no autocorrelation is present (i.e. = 0). It shows that when the errors are homoskedastic ( = 1) the^ T and~ T tests display acceptable size properties. The e¢ cient~ T test does not yield any power gains over the quasi^ T test and this is expected since in Theorem 2 is equal to 1: Also as expected, the empirical power of each test increases as T increases for a given ; and the power increases as j j becomes large for a given T:
When t is not constant because of an early downward variance shift with = 0:2; both our proposed^ T and~ T tests display relatively good size properties. In all cases, the powers of the e¢ cient score~ T test clearly exceed that of the quasi-score^ T test and these observed power gains are expected since, by Corollary 2 in Kew and Harris (2009), = 0:63, which is far less than 1:
By comparison, we consider a late variance shift with = 0:8: The e¢ cient score~ T test no longer yields signi…cant power gains over the quasi-score^ T test and this too is expected since now = 0:92; which is close to 1: Table 2 reports the case when …rst order autocorrelation is present 2 . Again~ T continues to yield substantial power gains over^ T in the presence of heteroskedasticity. Under homoskedasticity or = 1 there are very small di¤erences in terms of size and power between~ T and^ T . Notice that when = 0:6 and H 1 : < 0; the empirical sizes for both^ T and~ T tests are somewhat over-sized for small T but they improve as T increases to 400: Also with the same value, when H 1 : > 0 and = 0:2; for small T the^ T test is over-sized (7:18%) but~ T is under-sized (3:91%). Consequently^ T has marginally higher empirical powers than~ T , but this relation is reversed as T increases. 
where H t ( ; ) is the Hessian matrix with components h ;t ( ; ), h ;t ( ; ), h ;t ( ; ). The explicit form for V is derived from (5) and (6)
and the application of Cesaro summation to the variance of the martingale di¤erence sum
Theorem 1 of Choi, Hall and Schick (1996) then applies to deduce the asymptotic e¢ ciency of a test based on the e¤ective score.
(ii) Theorem 1 of Choi, Hall and Schick (1996) also supplies the asymptotic distribution of T under Gaussianity of " t . This distribution applies more generally when the Gaussianity assumption for " t is relaxed and replaced by Assumption E, since that assumption is su¢ cient for the martingale di¤erence CLT to continue to apply to s t (0; 0 ). In particular T 1=2 P T t=1 s j ;t (0; 0 ) N 0; V j continues to apply so that, under H 0 ,
Under H 1;T : = T , (9) then follows from Le Cam's third lemma.
We will show that the …rst two terms converge in probability to zero and the remaining two terms can be proved similarly since the third term is a mds and the last term is the product of the second and third terms. Proving the …rst two terms in (A.6) is analogous to showing equation (20) of Xu and Phillips (2008) in p.g. 276, which follows from Robinson (1987) . Our …rst term in (A.6) follows from their parts (a) to (c) with X t 1 u t replacing our ln e t (0; 0 ) e t (0; 0 ) : Also, their Lemma A in p.g. 277 still holds in our case except their parts (a), (b), (i) and (k). We can replace their parts (a) and (b) with Kew and Harris (2008) Lemma 2 (ii) in p.g. 19. As for their part (i), the arguments follow if we replace theirû i with the following mean value theorem on our e i :ê
Notice that because we are dealing with the e¤ective score, which by construction is orthogonal to the estimation of , this argument works without being speci…c about the distribution of , only that it is O p T 1=2 consistent. The variances can be proved similarly and so^ T T p ! 0. Le Cam's third lemma then implies equivalence under local alternatives for both^ T and^ T tests.
