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Abstract
Let X be a finite or infinite chain and let O(X) be the monoid of all endomorphisms of X . In
this paper, we describe the largest regular subsemigroup ofO(X) and Green’s relations onO(X).
In fact, more generally, if Y is a nonempty subset of X and O(X,Y ) the subsemigroup of O(X)
of all elements with range contained in Y , we characterize the largest regular subsemigroup of
O(X,Y ) and Green’s relations on O(X,Y ). Moreover, for finite chains, we determine when two
semigroups of the type O(X,Y ) are isomorphic and calculate their ranks.
2000 Mathematics subject classification: 20M20, 20M10.
Keywords: transformations, order-preserving, restricted range, rank.
Introduction and preliminaries
Let X be a nonempty set and denote by T (X) the monoid of all (full) transformations of X (under
composition).
Throughout this paper, we will represent a chain only by its support set and, as usual, its order
by the symbol ≤.
Now, let X be a chain. A function θ : A −→ X from a subchain A of X into X is said to be
order-preserving if x ≤ y implies xθ ≤ yθ, for all x, y ∈ A. Notice that, given two subchains A and
B of X and an order-isomorphism (i.e. an order-preserving bijection) θ : A −→ B, then the inverse
function θ−1 : B −→ A is also an order-isomorphism. In this case, the subchains A and B are
called order-isomorphic. We denote by O(X) the submonoid of T (X) of all (order) endomorphisms
of X, i.e. of all order-preserving transformations of X.
For a finite chain X, it is well known, and clear, that O(X) is a regular semigroup. The problem
for an infinite chain X is much more involved. Nevertheless, more generally, a characterization of
those posets P for which the semigroup of all endomorphisms of P is regular was done by Aıˇzensˇtat
in 1968 [4] and, independently, by Adams and Gould in 1989 [1]. Returning to the finite case, if X
is a chain with n elements, e.g. X = {1 < 2 < · · · < n}, we usually denote the monoid O(X) by
On. This monoid has been extensively studied since the sixties. In fact, in 1962, Aıˇzensˇtat [2, 3]
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project PEst-OE/MAT/UI0143/2013, and of Departamento de Matema´tica da Faculdade de Cieˆncias e Tecnologia
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showed that the congruences of On are exactly Rees congruences and gave a monoid presentation
for On, in terms of 2n − 2 idempotent generators, from which it can be deduced that the only
non-trivial automorphism of On where n > 1 is the one given by conjugation by permutation
(1 n)(2 n− 1) · · · (⌊n/2⌋ ⌈n/2⌉+1). In 1971, Howie [14] calculated the cardinal and the number of
idempotents of On and later (1992), jointly with Gomes [11], determined its rank and idempotent
rank. More recently, Fernandes et al. [8] described the endomorphisms of the semigroup On by
showing that there are three types of endomorphism: automorphisms, constants, and a certain type
of endomorphism with two idempotents in the image. The monoid On also played a main role in
several other papers [5, 6, 7, 10, 13, 22, 23, 28] where the central topic concerns the problem of the
decidability of the pseudovariety generated by the family {On | n ∈ N}. This question was posed
by J.-E. Pin in 1987 in the “Szeged International Semigroup Colloquium” and, as far as we know,
is still unanswered.
Given a nonempty subset Y of X, we denote by T (X,Y ) the subsemigroup {α ∈ T (X) |
Im(α) ⊆ Y } of T (X) of all elements with range (image) restricted to Y .
In 1975, Symons [27] introduced and studied the semigroup T (X,Y ). He described all the
automorphisms of T (X,Y ) and also determined when two semigroups of this type are isomorphic.
In [21], Nenthein et al. characterized the regular elements of T (X,Y ) and, in [24], Sanwong and
Sommanee obtained the largest regular subsemigroup of T (X,Y ) and showed that this subsemi-
group determines Green’s relations on T (X,Y ). Moreover, they also determined a class of maximal
inverse subsemigroups of this semigroup. Later, in 2009, all maximal and minimal congruences on
T (X,Y ) were described by Sanwong et al. [25]. Recently, all the ideals of T (X,Y ) were obtained
by Mendes-Gonc¸alves and Sullivan in [19] and, for a finite set X, Fernandes and Sanwong computed
the rank of T (X,Y ) [9]. On the other hand, in [26], Sullivan considered the linear counterpart of
T (X,Y ), that is the semigroup T (V,W ) which consists of all linear transformations from a vector
space V into a fixed subspace W of V , and described its Green’s relations and ideals.
In this paper, for a chain X and a nonempty subset Y of X, we consider the order-preserving
counterpart of the semigroup T (X,Y ), namely the semigroup O(X,Y ) = T (X,Y )∩O(X) = {α ∈
O(X) | Im(α) ⊆ Y }. If X is a (finite) chain, say X = {1 < 2 < · · · < n}, we denote O(X,Y )
simply by On(Y ).
A description of the regular elements of O(X,Y ) and a characterization of the regular semi-
groups of this type were given by Mora and Kemprasit in [20]. Here, in Section 1, we describe the
largest regular subsemigroup of O(X,Y ) (particularly of O(X)) and Green’s relations on O(X,Y ).
In special, we obtain descriptions for Green’s relations on O(X), which surprisingly, as far as we
know, were not characterized before. In Section 2, for finite chains, we determine when two semi-
groups of the type O(X,Y ) are isomorphic. Finally, in Section 3, we calculate the rank of the
semigroups On(Y ), for each nonempty subset Y of {1, 2, . . . , n}.
For general background on Semigroup Theory and standard notation, we refer the reader to
Howie’s book [15].
1 Regularity and Green’s relations
Let X be any chain and let Y be a nonempty subset of X.
The following useful regularity criterion for the elements of O(X) was proved in [20, Theorem
2.4] by Mora and Kemprasit.
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Theorem 1.1. Let X be a chain and let α ∈ O(X). Then α ∈ Reg(O(X)) if and only if the
following three conditions hold:
1. If Im(α) has an upper bound in X, then max(Im(α)) exists;
2. If Im(α) has a lower bound in X, then min(Im(α)) exists;
3. If x ∈ X \ Im(α) is neither an upper bound nor a lower bound of Im(α), then either max{a ∈
Im(α) | a < x} or min{a ∈ Im(α) | x < a} exists.
Based on this theorem, Mora and Kemprasit [20] deduced several previous known results. For
instance, that O(Z) is regular while O(Q)) and O(R) are not regular, by considering their usual
orders. See also [1, 4, 17, 18].
Here arises a natural question: describe the maximal regular subsemigroups of O(X). Our first
result applies Theorem 1.1 to answer this question.
Theorem 1.2. Let X be any chain. Then Reg(O(X)) is a subsemigroup of O(X). Consequently,
Reg(O(X)) is the largest regular subsemigroup of O(X).
Proof. Let α and β be two regular elements of O(X).
Assume that Im(αβ) has an upper bound x ∈ X. If both Im(α) and Im(β) have no upper
bounds in X, then there exist a, b ∈ X such that bβ > x and aα > b, whence aαβ ≥ bβ > x,
which is a contradiction. Hence, Im(α) or Im(β) has an upper bound in X. If Im(α) has an
upper bound in X then, by Theorem 1.1, there exists m = max(Im(α)) and so, clearly, we have
mβ = max((Im(α)β) = max(Im(αβ)). On the other hand, suppose that Im(α) has no upper
bounds in X. Then Im(β) must have an upper bound in X and so, by Theorem 1.1, there exists
m = max(Im(β)). Let a, b ∈ X be such that bβ = m and aα > b. Then aαβ ≥ bβ = m,
whence aαβ = bβ = m and so we also have m = max(Im(αβ)). Thus, in all cases, we proved that
max(Im(αβ)) exists.
Dually, assuming that Im(αβ) has a lower bound in X, we may show that min(Im(αβ)) exists.
Now, suppose that x ∈ X \ Im(αβ) is neither an upper bound nor a lower bound of Im(αβ). Let
a, b ∈ X be such that aαβ < x < bαβ. Let us consider two cases: x ∈ Im(β) and x ∈ X \ Im(β).
First, suppose that x ∈ Im(β). Then x = yβ, for some y ∈ X. Since aαβ < x < bαβ,
we may deduce that aα < y < bα, whence y is neither an upper bound nor a lower bound of
Im(α). Moreover, as x ∈ X \ Im(αβ), then y ∈ X \ Im(α). Hence, by Theorem 1.1, either
max{t ∈ Im(α) | t < y} or min{t ∈ Im(α) | y < t} exists. Clearly, it follows that (max{t ∈ Im(α) |
t < y})β = max({t ∈ Im(α) | t < y}β) = max{z ∈ Im(αβ) | z < x} or (min{t ∈ Im(α) | y < t})β =
min({t ∈ Im(α) | y < t}β) = min{z ∈ Im(αβ) | x < z} exists.
Secondly, suppose that x ∈ X \ Im(β). Since (aα)β < x < (bα)β, then x is neither an upper
bound nor a lower bound of Im(β) and so, by Theorem 1.1, either max{z ∈ Im(β) | z < x} or
min{z ∈ Im(β) | x < z} exists.
Assume that m = max{z ∈ Im(β) | z < x} exists. Notice that m ∈ Im(β) and m < x. Let
y ∈ X be such that m = yβ.
If m ∈ Im(αβ), since Im(αβ) ⊆ Im(β), we also have m = max{z ∈ Im(αβ) | z < x}.
On the other hand, suppose that m 6∈ Im(αβ). Then y 6∈ Im(α). If y ≤ aα then m = yβ ≤
aαβ < x and so, since aαβ ∈ Im(β), we have m = yβ = aαβ ∈ Im(αβ), which is a contradiction.
Thus aα < y. If bα ≤ y then bαβ ≤ yβ = m < x, which is also a contradiction. Therefore
aα < y < bα and so y ∈ X \ Im(α) is neither an upper bound nor a lower bound of Im(α). Hence,
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by Theorem 1.1, either max{t ∈ Im(α) | t < y} or min{t ∈ Im(α) | y < t} exists. As above, it
follows that (max{t ∈ Im(α) | t < y})β = max({t ∈ Im(α) | t < y}β) = max{z ∈ Im(αβ) | z < m}
or (min{t ∈ Im(α) | y < t})β = min({t ∈ Im(α) | y < t}β) = min{z ∈ Im(αβ) | m < z} exists.
Now, first of all suppose that m′ = max{z ∈ Im(αβ) | z < m} exists. Let z ∈ Im(αβ) be such
that z < x. Then z ≤ m and so z < m, since m 6∈ Im(αβ). It follows that z ≤ m′. As m′ ∈ Im(αβ),
we proved that we also have m′ = max{z ∈ Im(αβ) | z < x}.
Secondly, suppose that m′ = min{z ∈ Im(αβ) | m < z}. Then m′ ∈ Im(αβ) and m < m′. If
m′ < x then m′ ≤ m, which is a contradiction. Thus x ≤ m′ and, in fact, x < m′, since x 6∈ Im(αβ).
So m′ ∈ {z ∈ Im(αβ) | x < z}. Next, let z ∈ Im(αβ) be such that x < z. Since m < x, it follows
that m < z, whence m′ ≤ z. So m′ = min{z ∈ Im(αβ) | x < z}.
Therefore, assuming that max{z ∈ Im(β) | z < x} exists, we proved that either max{z ∈
Im(αβ) | z < x} or min{z ∈ Im(αβ) | x < z} exists. Dually, assuming that min{z ∈ Im(β) | x < z}
exists, we may reach the same conclusion, as required.
Now, let F(X,Y ) = {α ∈ T (X,Y ) | Im(α) ⊆ Y α} = {α ∈ T (X,Y ) | Im(α) = Y α}.
Clearly, the set F(X,Y ) is a right ideal of T (X,Y ). Moreover, it is easy to show that F(X,Y ) =
Reg(T (X,Y )) and so it is the largest regular subsemigroup of T (X,Y ). See [24] (and also [21]).
Also in [20, Theorem 3.1] Mora and Kemprasit showed:
Theorem 1.3. Let X be any chain and let Y be a nonempty subset of X. Then
Reg(O(X,Y )) = Reg(T (X,Y )) ∩ Reg(O(X)) = {α ∈ Reg(O(X)) | Im(α) = Y α ⊆ Y }.
Since F(X,Y ) is a subsemigroup of T (X,Y ), in view of Theorems 1.2 and 1.3, we have the
following immediate corollary.
Corollary 1.4. Let X be any chain and let Y be a nonempty subset of X. Then Reg(O(X,Y )) is
the largest regular subsemigroup of O(X,Y ).
Consider the subset
FO(X,Y ) = {α ∈ O(X,Y ) | Im(α) ⊆ Y α} = {α ∈ O(X,Y ) | Im(α) = Y α}
of O(X,Y ). It is clear that FO(X,Y ) is a right ideal of O(X,Y ) containing Reg(O(X,Y )). We
may wonder whether Reg(O(X,Y )) = FO(X,Y ). Naturally, if O(X) is regular then trivially the
equality holds (see also [20, Theorem 3.6]). However, this is not the case in general. For instance,
consider X = R equipped with the usual order, Y = ]−∞, 0] and α ∈ T (X) defined by
xα =
{
ex − 1 if x ≤ 0
0 if x > 0.
Then α ∈ O(X) and Im(α) = ]−1, 0] = Y α ⊆ Y , whence α ∈ FO(X,Y ). On the other hand,
Im(α) has lower bounds in X but no minimum. Thus α 6∈ Reg(O(X,Y )).
Now, recall the well known descriptions of Green’s relations L, R and D on T (X) (see e.g. [15,
Page 63]):
1. αLβ if and only if Im(α) = Im(β),
2. αRβ if and only if Ker(α) = Ker(β) and
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3. αDβ if and only if | Im(α)| = | Im(β)|,
for all α, β ∈ T (X). Moreover, in T (X), we have J = D.
Next, we present descriptions for Green’s relations on O(X,Y ) and, in particular, on O(X).
We start with L. First, observe that Sanwong and Sommanee [24, Theorem 3.2] showed that, for
α, β ∈ T (X,Y ), we have αLβ in T (X,Y ) if and only if either α = β or α, β ∈ F(X,Y ) and
Im(α) = Im(β). An analogous result holds for O(X,Y ).
Proposition 1.5. Let X be a chain and let Y be a nonempty subset of X. Then, for all α, β ∈
O(X,Y ), we have αLβ in O(X,Y ) if and only if either α = β or α, β ∈ FO(X,Y ) and Im(α) =
Im(β).
Proof. Suppose αLβ in O(X,Y ). Since αLβ in O(X,Y ) implies αLβ in T (X,Y ), if α 6= β then
α, β ∈ F(X,Y ) and Im(α) = Im(β). Hence, either α = β or α, β ∈ FO(X,Y ) and Im(α) = Im(β).
Conversely, assume that α, β ∈ FO(X,Y ) and Im(α) ⊆ Im(β). For each a ∈ Im(α) choose an
element ua ∈ aβ
−1 ∩ Y . Define a transformation γ of X by xγ = uxα, for all x ∈ X. Hence, for all
x ∈ X, we have xγβ = uxαβ = xα, i.e. α = γβ. Clearly, we also have Im(γ) ⊆ Y . Furthermore,
γ ∈ O(X,Y ). In fact, let x, y ∈ X be such that x ≤ y. Then xα ≤ yα. If uxα ≥ uyα then
xα = uxαβ ≥ uyαβ = yα, whence xα = yα and so uxα = uyα. Thus xγ = uxα ≤ uyα = yγ.
Similarly, by assuming that α, β ∈ FO(X,Y ) and Im(β) ⊆ Im(α), we may show the existence of
a transformation λ ∈ O(X,Y ) such that β = λα. Therefore, α, β ∈ FO(X,Y ) and Im(α) = Im(β)
implies αLβ in O(X,Y ), as required.
In particular for Y = X, a simpler statement can be presented:
Corollary 1.6. Let X be a chain and let α, β ∈ O(X). Then αLβ in O(X) if and only if
Im(α) = Im(β).
Notice that relation L in O(X) is just the restriction of relation L in T (X), despite O(X) may
be non-regular.
Before presenting a description for relation R, we introduce the notion of completable order-
preserving function and provide an alternative characterization, which helps to understand its
nature.
We say that an order-preserving function θ : A −→ B from a subchain A of X into a subchain
B of Y is completable in O(X,Y ) if there exists γ ∈ O(X,Y ) such aγ = aθ, for all a ∈ A. To
such γ ∈ O(X,Y ) (not necessarily unique) we designate a complete extension of θ in O(X,Y ). An
order-isomorphism θ : A −→ B, with A and B two subchains of Y , is said to be bicompletable in
O(X,Y ) if both θ and its inverse θ−1 : B −→ A are completable in O(X,Y ).
Observe that, an order-isomorphism between two subchains may be completable but not bi-
completable. For example, with Y = X = R equipped with the usual order, in O(R) the order-
isomorphism R −→ ]0,+∞[, x 7→ ex, is trivially completable while its inverse ]0,+∞[ −→ R,
x 7→ log(x), is clearly non-completable.
Recall that a subset I ofX (including the empty set) is called an order ideal ofX if x ≤ a implies
x ∈ I, for all x ∈ X and all a ∈ I. The following characterization of completable order-preserving
functions may be useful in practice.
Proposition 1.7. Let X be a chain and let Y be a nonempty subset of X. Let A be a subchain of X.
An order-preserving function θ : A −→ Y is completable in O(X,Y ) if and only if {x ∈ X | a < x <
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b, for all a ∈ I and b ∈ A \ I} 6= ∅ implies {y ∈ Y | aθ ≤ y ≤ bθ, for all a ∈ I and b ∈ A \ I} 6= ∅,
for all order ideal I of A.
Observe that, if I = ∅ (respectively, I = A), the set
{x ∈ X | a < x < b, for all a ∈ I and b ∈ A \ I}
should naturally be understood as {x ∈ X | x < b, for all b ∈ A} (respectively, {x ∈ X | a <
x, for all a ∈ A}). For the set {y ∈ Y | aθ ≤ y ≤ bθ, for all a ∈ I and b ∈ A \ I} we make similar
assumptions.
Proof of Proposition 1.7. The direct implication is clear. In order to prove the converse implication,
for each order ideal I of A such that the set {x ∈ X | a < x < b, for all a ∈ I and b ∈ A \ I} is
nonempty, choose an element vI belonging to the set
{y ∈ Y | aθ ≤ y ≤ bθ, for all a ∈ I and b ∈ A \ I}.
Let x ∈ X \ A and let Ix = {a ∈ A | a < x}. Clearly, Ix is an order ideal of A and a < x < b,
for all a ∈ Ix and b ∈ A \ Ix. Thus, we have an element vIx ∈ Y verifying aθ ≤ vIx ≤ bθ, for all
a ∈ Ix and b ∈ A \ Ix.
Define a transformation γ of X by
xγ =
{
xθ if x ∈ A
vIx if x ∈ X \ A.
Clearly, if γ ∈ O(X,Y ) then γ is a complete extension of θ. Thus, let us take x, y ∈ X such that
x ≤ y. Next, we consider four cases. If x, y ∈ A, then xγ = xθ ≤ yθ = yγ. If x ∈ X \ A and
y ∈ A, then y ∈ A \ Ix and so xγ = vIx ≤ yθ = yγ. If x ∈ A and y ∈ X \ A, then x ∈ Iy,
whence xγ = xθ ≤ vIy = yγ. Finally, suppose that x, y ∈ X \ A. Then, we have Ix ⊆ Iy. If
Ix = Iy then, trivially, xγ = vIx = vIy = yγ. If Ix ( Iy then we may take a ∈ Iy \ Ix and we have
xγ = vIx ≤ aθ ≤ vIy = yγ. Thus, we proved that γ ∈ O(X). Since, clearly, Im(γ) ⊆ Y , we have
γ ∈ O(X,Y ), as required.
Now, observe that, given α, β ∈ O(X) such that αRβ in O(X), then αRβ in T (X) and so
Ker(α) = Ker(β). On the other hand, in [24, Theorem 3.3] Sanwong and Sommanee showed that
the relation R in T (X,Y ) is just the restriction of the relation R in T (X), despite T (X,Y ) may
be non-regular.
Let α, β ∈ O(X) be such that Ker(α) = Ker(β). Define a relation θ : Im(α) −→ Im(β) by
(a, b) ∈ θ if and only if aα−1 = bβ−1, for all a ∈ Im(α) and b ∈ Im(β). It follows immediately from
the equality Ker(α) = Ker(β) that θ is a bijective function. Moreover, θ is an order-preserving
function. In fact, let a1, a2 ∈ Im(α) be such that a1 ≤ a2 and let b1 = a1θ and b2 = a2θ. Take
x1 ∈ a1α
−1 = b1β
−1 and x2 ∈ a2α
−1 = b2β
−1. If x2 ≤ x1 then a2 = x2α ≤ x1α = a1, whence
a1 = a2 and so a1θ = a2θ. On the other hand, if x1 ≤ x2 then a1θ = b1 = x1β ≤ x2β = b2 = a2θ.
Thus θ also preserves the order. We call to θ : Im(α) −→ Im(β) the canonical order-isomorphism
associated to the pair (α, β). Notice that, given x ∈ X and if a = xα and b = xβ, we have
x ∈ aα−1 ∩ bβ−1, from which it follows that aα−1 = bβ−1 and so xαθ = aθ = b = xβ and
xβθ−1 = bθ−1 = a = xα. Therefore, α = βθ−1 and β = αθ.
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Observe that, if α = β then the canonical order-isomorphism θ : Im(α) −→ Im(β) = Im(α)
is just the partial identity with domain Im(α). Notice also that any partial identity is always
(bi)completable in O(X), but it may be not completable in O(X,Y ). For instance, considering R
equipped with the usual order, the partial identity with domain ]0, 1[ is, trivially, not completable
in O(R, ]0, 1[).
Proposition 1.8. Let X be a chain and let Y be a nonempty subset of X. Let α, β ∈ O(X,Y ).
Then αRβ in O(X,Y ) if and only if either α = β or Ker(α) = Ker(β) and the canonical order-
isomorphism θ : Im(α) −→ Im(β) is bicompletable in O(X,Y ). Furthermore, if α and β are regular
elements of O(X,Y ), then αRβ in O(X,Y ) if and only if Ker(α) = Ker(β).
Proof. First, suppose that αRβ in O(X,Y ), with α 6= β. Let γ, ξ ∈ O(X,Y ) be such that α = βγ
and β = αξ. As observed above, we have Ker(α) = Ker(β) and so we may consider the canonical
order-isomorphism θ : Im(α) −→ Im(β). Let a ∈ Im(α) and b ∈ Im(β) be such that aα−1 = bβ−1.
Hence aθ = b (and bθ−1 = a). Take x ∈ aα−1 = bβ−1. Then aξ = xαξ = xβ = b and bγ = xβγ =
xα = a. Therefore, we proved that ξ and γ are complete extensions in O(X,Y ) of θ and θ−1,
respectively.
The converse is an immediate consequence of the equalities α = βθ−1 and β = αθ.
Finally, if α and β are regular in O(X,Y ), then αRβ in O(X,Y ) if and only αRβ in T (X) and
so the result follows, as required.
In view of the above observation, in particular, we have:
Corollary 1.9. Let X be a chain and let α, β ∈ O(X). Then αRβ in O(X) if and only if
Ker(α) = Ker(β) and the canonical order-isomorphism θ : Im(α) −→ Im(β) is bicompletable in
O(X).
We also have immediately:
Corollary 1.10. Let X be a chain, let Y be a nonempty subset of X and let α and β be two
regular elements of O(X,Y ) such that Ker(α) = Ker(β). Then the canonical order-isomorphism
θ : Im(α) −→ Im(β) is bicompletable in O(X,Y ).
Observe that, given α, β ∈ T (X,Y ) with Ker(α) = Ker(β), it is clear (see [24, Lemma 3.4])
that α ∈ F(X,Y ) if and only if β ∈ F(X,Y ). This is, in fact, a trivial statement as, under this
conditions, we have two R-related elements and F(X,Y ) = Reg(T (X,Y )).
If α, β ∈ O(X,Y ) are such that Ker(α) = Ker(β), then from the previous property it follows
immediately that also α ∈ FO(X,Y ) if and only if β ∈ FO(X,Y ). However, notice that, in this
case, we may not have αRβ in O(X,Y ) nor FO(X,Y ) = Reg(O(X,Y )). Moreover, in fact, in O(X)
is not true in general that the equality Ker(α) = Ker(β) suffices to imply that α ∈ Reg(O(X)) if
and only if β ∈ Reg(O(X)) (and, consequently, to imply that α and β are R-related).
For instance, with X = R equipped with the usual order, being α ∈ O(X) the exponential
function and β ∈ O(X) the identity function, then α is non-regular (since Im(α) = ]0,+∞[ has lower
bounds in R but no minimum) and, contrariwise, β is regular. However, we have Ker(α) = Ker(β).
Obviously, α and β are not R-related, since one of them is regular and the other is not. Apart from
this, notice that the canonical order-isomorphism θ : Im(α) −→ Im(β) is the logarithm function,
which is not completable in O(R), as already observed.
Observe also that two elements of O(X,Y ) may be R-related in O(X) but not R-related in
O(X,Y ). For example, considering again X = R equipped with the usual order, let α, β ∈ O(R) be
7
defined by xα = arctan(x) and xβ = arctan(x) + π2 , for all x ∈ R. Then, clearly, Ker(α) = Ker(β)
(both are injective functions) and the canonical order-isomorphism θ : Im(α) = ]−π/2, π/2[ −→
Im(β) = ]0, π[ (which is defined by aθ = a + π2 , for a ∈ ]−π/2, π/2[) is bicompletable in O(R).
Thus αRβ in O(R). On the other hand, let Y = ]−π/2,+∞[. Then, we also have α, β ∈ O(R, Y ).
However, despite θ is still completable in O(R, Y ), by the contrary, its inverse θ−1 : Im(β) =
]0, π[ −→ Im(α) = ]−π/2, π/2[ is clearly not. Therefore α and β are not R-related in O(R, Y ).
As an immediate consequence of Propositions 1.5 and 1.8, we have:
Corollary 1.11. Let X be a chain and let Y be a nonempty subset of X. Let α, β ∈ O(X,Y ).
Then αHβ in O(X,Y ) if and only if either α = β or α, β ∈ FO(X,Y ), Im(α) = Im(β), Ker(α) =
Ker(β) and the canonical order-isomorphism θ : Im(α) −→ Im(β) is bicompletable in O(X,Y ).
Furthermore, if α and β are regular elements of O(X,Y ), then αHβ in O(X,Y ) if and only if
Im(α) = Im(β) and Ker(α) = Ker(β).
If Y = X, like for the relations L and R, a simpler statement can be presented:
Corollary 1.12. Let X be a chain and let α, β ∈ O(X). Then αHβ in O(X) if and only if
Im(α) = Im(β), Ker(α) = Ker(β) and the canonical order-isomorphism θ : Im(α) −→ Im(β) is
bicompletable in O(X).
Now, recall that Sanwong and Sommanee showed in [24, Theorem 3.7] that, given α, β ∈
T (X,Y ), we have αDβ in T (X,Y ) if and only if either α, β ∈ F(X,Y ) and | Im(α)| = | Im(β)|
or α, β ∈ T (X,Y ) \ F(X,Y ) and Ker(α) = Ker(β). For α, β ∈ O(X,Y ) such that αDβ in
O(X,Y ), since αDβ also in T (X,Y ), we immediately deduce that either α, β ∈ FO(X,Y ) or
α, β ∈ O(X,Y ) \ FO(X,Y ). Furthermore, in O(X,Y ), we have:
Proposition 1.13. Let X be a chain, let Y be a nonempty subset of X and let α, β ∈ O(X,Y ).
Then αDβ in O(X,Y ) if and only if one of the following three statements holds:
1. αLβ in O(X,Y );
2. α, β ∈ FO(X,Y ) and there exists a bicompletable in O(X,Y ) order-isomorphism θ : Im(α)→
Im(β);
3. α, β ∈ O(X,Y ) \ FO(X,Y ) and αRβ in O(X,Y ).
Furthermore, if α and β are regular elements of O(X,Y ), then αDβ in O(X,Y ) if and only if
Im(α) and Im(β) are order-isomorphic.
Proof. First, suppose that αDβ and let γ ∈ O(X,Y ) be such that αRγ and γLβ. Then, by Proposi-
tion 1.8, either α = γ or Ker(α) = Ker(γ) and the canonical order-isomorphism θ : Im(α) −→ Im(γ)
is bicompletable in O(X,Y ). On the other hand, by Proposition 1.5, we have either γ = β or
γ, β ∈ FO(X,Y ) and Im(γ) = Im(β).
If α = γ then, trivially, αLβ. Hence, let us suppose that Ker(α) = Ker(γ) and the canonical
order-isomorphism θ : Im(α) −→ Im(γ) is bicompletable in O(X,Y ).
As observed above, from the equality Ker(α) = Ker(γ) we obtain α ∈ FO(X,Y ) if and only if
γ ∈ FO(X,Y ).
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If γ = β then either α, β ∈ FO(X,Y ) or α, β ∈ O(X,Y ) \ FO(X,Y ) and thus it follows
immediately that statement 2 or 3 holds. On the other hand, suppose that γ, β ∈ FO(X,Y ) and
Im(γ) = Im(β). Then, we have an order-isomorphism θ : Im(α) −→ Im(γ) = Im(β) which is
bicompletable in O(X,Y ) and so statement 2 holds.
Observe that, in any case, Im(α) and Im(β) are order-isomorphic.
In order to prove the converse implication, observe that if either statement 1 or 3 holds then,
trivially, we have αDβ.
Therefore, suppose that α, β ∈ FO(X,Y ) and there exists an order-isomorphism θ : Im(α) −→
Im(β).
Define a transformation γ of X by xγ = (xα)θ, for all x ∈ X. Clearly, γ ∈ FO(X,Y )
and Im(γ) = Im(β) and so, by Proposition 1.5, it follows that γLβ. On the other hand, given
x, y ∈ X, since θ is a bijection, we have xα = yα if and only if xγ = (xα)θ = (yα)θ = yγ. Thus
Ker(α) = Ker(γ).
Now, in particular, if α and β are regular elements of O(X,Y ) then γ is also a regular element
of O(X,Y ) (since γLβ), whence from Ker(α) = Ker(γ) we obtain αRγ, by Proposition 1.8.
Next, take a ∈ Im(α) and b ∈ Im(γ). If aα−1 = bγ−1 then, being x ∈ aα−1 = bγ−1, we have
aθ = (xα)θ = xγ = b. If aθ = b then, being x ∈ aα−1, we have b = (xα)θ = xγ, whence x ∈ bγ−1
and so x ∈ aα−1 ∩ bγ−1, from which it follows that aα−1 = bγ−1. Thus, the order-isomorphism
θ : Im(α) −→ Im(β) = Im(γ) is, in fact, the canonical order-isomorphism associated to (α, γ).
Hence, in addition, if θ is bicompletable in O(X,Y ) then, by Proposition 1.8, we also have αRγ.
Therefore, we proved that if either α and β are regular elements of O(X,Y ) with order-
isomorphic images or there exists a bicompletable in O(X,Y ) order-isomorphism θ : Im(α) −→
Im(β), then αDβ, as required.
Notice that we may have elements α, β ∈ FO(X,Y ) such that Im(α) = Im(β), and so αLβ in
O(X,Y ), that do not verify the condition 2 above. Next, we provide such an example.
Let X = R \ {0} equipped with the usual order and take Y = X \ {2} = R \ {0, 2}. Define
α, β ∈ T (X) by
xα =


1 if x ≤ −1
x+ 2 if −1 < x < 0 or 0 < x < 1
3 if 1 ≤ x ≤ 2
x+ 1 if x > 2
and xβ =


1 if x ≤ −1
x+ 2 if −1 < x < 0 or 0 < x < 1
3 if 1 ≤ x ≤ 2
x2 − 1 if x > 2.
Clearly, α, β ∈ O(X). Moreover, Im(α) = Y α = [1, 2[ ∪ ]2,+∞[ ⊆ Y and Im(β) = Y β =
[1, 2[ ∪ ]2,+∞[ ⊆ Y , whence α, β ∈ FO(X,Y ) and Im(α) = Im(β).
On the other hand, suppose there exists an order-isomorphism θ : [1, 2[ ∪ ]2,+∞[ −→ [1, 2[ ∪
]2,+∞[ which is completable in O(X,Y ). Since I = [1, 2[ is an order ideal of A = [1, 2[ ∪ ]2,+∞[
and {x ∈ X | a < x < b, for all a ∈ I and b ∈ A \ I} = {2} 6= ∅, by Proposition 1.7, there exists
an element y ∈ Y such that aθ ≤ y ≤ bθ, for all a ∈ I and b ∈ A \ I. Now, taking a ∈ I, we have
aθ ≥ 1, whence y ≥ 1 and so y ∈ [1, 2[ ∪ ]2,+∞[. Therefore y = cθ, for some c ∈ [1, 2[ ∪ ]2,+∞[.
From aθ ≤ cθ ≤ bθ, for all a ∈ I and b ∈ A\I, it follows a ≤ c ≤ b, for all a ∈ I and b ∈ A\I, and so
c = 2, which is a contradiction. Therefore, there is no bicompletable in O(X,Y ) order-isomorphism
θ : Im(α) −→ Im(β), as required.
By taking into account that any partial identity is (bi)completable in O(X), we derive from
Proposition 1.13 the following simpler statement for Y = X:
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Corollary 1.14. Let X be a chain and let α, β ∈ O(X). Then αDβ in O(X) if and only if there
exists a bicompletable in O(X) order-isomorphism θ : Im(α) −→ Im(β).
Finally, we focus our attention in Green’s relation J. Regarding T (X,Y ), Sanwong and Som-
manee proved in [24, Theorem 3.9] that, given α, β ∈ T (X,Y ), we have αJβ in T (X,Y ) if and only
if | Im(α)| = |Y α| = |Y β| = | Im(β)| or Ker(α) = Ker(β).
Observe that any injective order-preserving function θ : A −→ B, with A and B two subchains of
X, induces an order-isomorphism θ¯ : A −→ Aθ. By convenience, to the inverse order-isomorphism
θ¯−1 : Aθ −→ A we also call inverse of θ and we simply denote θ¯−1 by θ−1.
Proposition 1.15. Let X be a chain, let Y be a nonempty subset of X and let α, β ∈ O(X,Y ).
Then αJβ in O(X,Y ) if and only if one of the following three statements holds:
1. αLβ in O(X,Y );
2. αRβ in O(X,Y );
3. There exist injective order-preserving functions θ : Im(α) −→ Y β and τ : Im(β) −→ Y α
admitting completable inverses in O(X,Y ).
Proof. First, suppose that αJβ. Let λ, γ, δ, ξ ∈ O(X,Y )1 be such that α = λβγ and β = δαξ.
Since α = (λδλ)β(γξγ) and β = (δλδ)α(ξγξ), we may assume, with no loss of generality, that
λ ∈ O(X,Y ) if and only if δ ∈ O(X,Y ) and also γ ∈ O(X,Y ) if and only if ξ ∈ O(X,Y ).
Therefore, we have three cases to consider.
If γ = 1 then α = λβ and β = δα and so αLβ.
Similarly, if λ = 1 then α = βγ and β = αξ, whence αRβ.
Thus, it remains to consider the case λ, γ, δ, ξ ∈ O(X,Y ).
For each a ∈ Im(α), we choose an element wa ∈ Im(λβ) ∩ aγ
−1 ⊆ Y β. Then, define a map
θ : Im(α) −→ Y β by aθ = wa, for all a ∈ Im(α). Let a, b ∈ Im(α) be such that a < b. If wb ≤ wa,
then b = wbγ ≤ waγ = a, which is a contradiction. Thus aθ = wa < wb = bθ and so θ is an
injective order-preserving function. Now, since waθ
−1 = a = waγ, for all a ∈ Im(α), it follows that
γ is a complete extension of θ−1 : Im(θ) −→ Im(α) in O(X,Y ). Similarly, we define an injective
order-preserving function τ : Im(β) −→ Y α admitting a completable inverse in O(X,Y ).
Conversely, if either αLβ or αRβ then, trivially, αJβ. So, assume that statement 3 holds.
Let θ : Im(α) −→ Y β be an injective order-preserving function such that its inverse θ−1 :
Im(θ) −→ Im(α) has a complete extension γ ∈ O(X,Y ). For each b ∈ Im(θ) ⊆ Y β choose an
element zb ∈ bβ
−1 ∩ Y . Let λ be the transformation of X defined by xλ = zxαθ, for all x ∈ X.
Hence λ ∈ O(X,Y ). In fact, take x, y ∈ X such that x ≤ y. Then xα ≤ yα and so xαθ ≤ yαθ. If
zxαθ ≥ zyαθ then xαθ = zxαθβ ≥ zyαθβ = yαθ, whence xαθ = yαθ and so zxαθ = zyαθ. Thus zxαθ ≤
zyαθ, i.e. xλ ≤ yλ. Moreover, for each x ∈ X, we have xλβγ = zxαθβγ = xαθγ = xαθθ
−1 = xα.
Therefore α = λβγ.
Similarly, by supposing the existence of an injective order-preserving function τ : Im(β) −→ Y α
with completable inverse inO(X,Y ), we may find elements δ, ξ ∈ O(X,Y ) such that β = δαξ. Thus,
we proved that αJβ, as required.
In view of Corollaries 1.6 and 1.9 and by taking into account once again that any partial identity
is (bi)completable in O(X), for Y = X, we may state simply:
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Corollary 1.16. Let X be a chain and let α, β ∈ O(X). Then αJβ in O(X) if and only if there
exist injective order-preserving functions θ : Im(α) −→ Im(β) and τ : Im(β) −→ Im(α) admitting
completable inverses in O(X).
We finish this section by showing that we may have D ( J in O(X), or even in O(X,Y ), with
Y a proper nonempty subset of X.
Let X = R equipped with the usual order. Let α, β ∈ O(X) be defined by xα = arctan(x), for
x ∈ R, and
xβ =


−1 if x < −1
x if −1 ≤ x ≤ 1
1 if x > 1.
Then Im(α) = ]−π/2, π/2[ and Im(β) = [−1, 1], which are not order-isomorphic intervals of R and
so (α, β) 6∈ D in O(R). On the other hand, it is easy to show that αJβ in O(R). In fact, given any
two bounded intervals I and J of R we may find an injective order-preserving function I −→ J
admitting a completable inverse in O(R). By taking, for instance, Y = [−π/2, π/2], we still have
α, β ∈ O(X,Y ) and it is also easy to show that (α, β) 6∈ D and αJβ in O(X,Y ).
2 An isomorphism theorem
For finite chains X and X ′, it is easy to show that the monoids O(X) and O(X ′) are isomorphic if
and only if |X| = |X ′|. In general, given finite or infinite chains X and X ′, it is well known, and in
fact not difficult to prove (for completeness sake, an argument will be presented below), that the
monoids O(X) and O(X ′) are isomorphic if and only if X and X ′ are order-isomorphic or order-
anti-isomorphic. Notice that, if X and X ′ are finite chains, then X and X ′ are order-isomorphic if
and only if X and X ′ are order-anti-isomorphic if and only if |X| = |X ′|.
From now on, we are mainly interested in the case where X is a finite chain. However, since
some arguments are valid in general, we only make such restriction whenever necessary.
Being X a set and x ∈ X, we denote by Xx the constant transformation of T (X) with image
{x}. Observe that, given x ∈ X and α ∈ T (X), we have Xxα = Xxα and αXx = Xx. These
immediate equalities allow us to easily deduce the following properties.
Lemma 2.1. Let X and X ′ be two chains and let Y and Y ′ be nonempty subsets of X and X ′,
respectively. Let Θ : O(X,Y ) −→ O(X ′, Y ′) be an isomorphism. Then:
1. For all x ∈ Y there exists (a unique) x′ ∈ Y ′ such that XxΘ = X
′
x′;
2. Θ induces a bijection θ : Y −→ Y ′ defined by XxΘ = X
′
xθ, for all x ∈ Y ;
3. (xθ)(αΘ) = (xα)θ, for all x ∈ Y and α ∈ O(X,Y );
4. Fix(αΘ) = (Fix(α))θ, for all α ∈ O(X,Y ); in particular, Im(αΘ) = (Im(α))θ, for any
idempotent α ∈ O(X,Y );
5. Im(αΘ) = (Im(α))θ, for all α ∈ O(X,Y ) such that | Im(α)| = 2;
6. The bijection θ : Y −→ Y ′ is either an order-isomorphism or an order-anti-isomorphism.
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Proof. Let x ∈ Y . Then, for all α ∈ O(X,Y ), we have αXx = Xx and so (αΘ)(XxΘ) = XxΘ. Since
Θ is surjective, it follows that β(XxΘ) = XxΘ, for β ∈ O(X
′, Y ′). Take any element z ∈ Y ′. Then
X′(z)(XxΘ)
= X′z(XxΘ) = XxΘ and thus XxΘ = X
′
x′ , for some (unique, since Θ is a function) x
′ ∈ Y ′.
Therefore, we have a well defined function θ : Y −→ Y ′ satisfying the equality XxΘ = X
′
xθ, for
all x ∈ Y . A similar reasoning applied to the inverse isomorphism Θ−1 : O(X ′, Y ′) −→ O(X,Y )
allows us to show the existence of a function θ′ : Y ′ −→ Y satisfying the equality X′x′Θ
−1 = Xx′θ′ ,
for all x′ ∈ Y ′. Now, we have Xx = XxΘΘ
−1 = X′xθΘ
−1 = Xxθθ′ , for all x ∈ Y , and similarly
X′x′ = X
′
x′θ′θ, for all x
′ ∈ Y ′. Thus θ and θ′ are mutually inverse bijections.
Next, we prove property 3. Let x ∈ Y and α ∈ O(X,Y ). Then X′(xθ)(αΘ) = X
′
xθ(αΘ) =
(XxΘ)(αΘ) = (Xxα)Θ = XxαΘ = X
′
(xα)θ and so (xθ)(αΘ) = (xα)θ.
In order to prove 4, let us take α ∈ O(X,Y ). If x′ ∈ Fix(αΘ) then x′ = xθ, for some
x ∈ Y , and (xα)θ = (xθ)(αΘ) = x′(αΘ) = x′ = xθ, whence xα = x, since θ is injective, and so
x′ = xθ ∈ (Fix(α))θ. Conversely, if x ∈ Fix(α) then (xθ)(αΘ) = (xα)θ = xθ, i.e. xθ ∈ Fix(αΘ).
Thus Fix(αΘ) = (Fix(α))θ.
The second statement of 4 follows immediately from the fact that Im(α) = Fix(α), for any
idempotent α ∈ T (X).
Regarding 5, let α ∈ O(X,Y ) be such that Im(α) = {a < b} and define ε ∈ T (X) by xε = a,
if x ≤ a, and xε = b, otherwise. Clearly, Im(ε) = Im(α), ε2 = ε and ε ∈ O(X,Y ). Moreover,
αε = α, whence (αΘ)(εΘ) = αΘ and so Im(αΘ) ⊆ Im(εΘ) = (Im(ε))θ = (Im(α))θ. Now,
since α is non-constant, then αΘ is non-constant. Hence | Im(αΘ)| ≥ 2 = |(Im(α))θ| and thus
Im(αΘ) = (Im(α))θ.
Finally, we prove 6. We may suppose that |Y | ≥ 1 (in fact, we may even suppose that |Y | ≥ 2).
Let a, b, c, d ∈ Y be such that a < b and c < d. Define α ∈ T (X) by xα = c, if x ≤ a, and xα = d,
otherwise. Clearly, α ∈ O(X,Y ). Moreover, (aθ)(αΘ) = (aα)θ = cθ and (bθ)(αΘ) = (bα)θ = dθ,
whence aθ < bθ if and only if cθ < dθ, since αΘ is order-preserving and θ is injective. Therefore, θ
is either an order-isomorphism or an order-anti-isomorphism, as required.
Now, notice that, if X and X ′ are two chains, ϕ : X −→ X ′ either an order-isomorphism or
an order-anti-isomorphism and Y and Y ′ nonempty subsets of X and X ′, respectively, such that
Y ϕ = Y ′, then it is a routine matter to show that the map Θ : O(X,Y ) −→ O(X ′, Y ′) defined
by αΘ = ϕ−1αϕ, for all α ∈ O(X,Y ), is an isomorphism. By combining this fact together with
property 5 of Lemma 2.1, we immediately get the following well known result, already recalled:
Corollary 2.2. Let X and X ′ be two chains. Then the monoids O(X) and O(X ′) are isomorphic
if and only if X and X ′ are either order-isomorphic or order-anti-isomorphic.
On the other hand, we show next that, for finite chains X and X ′ the converse of the aforemen-
tioned property also is valid for non-trivial subchains Y and Y ′ of X and X ′, respectively. Notice
that, if |Y | = |Y ′| = 1 then the semigroups O(X,Y ) and O(X ′, Y ′) are always trivial (even with X
or X ′ infinite) and so isomorphic.
Observe also that, ifX andX ′ are two finite chains with the same size, then there exists a unique
order-isomorphism ι : X −→ X ′ and a unique order-anti-isomorphism σ : X −→ X ′. Furthermore,
if X = {x1 < x2 < · · · < xn} and X
′ = {x′1 < x
′
2 < · · · < x
′
n}, for some n ∈ N, then xiι = x
′
i and
xiσ = x
′
n−i+1, for all i ∈ {1, 2, . . . , n}.
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Theorem 2.3. Let X and X ′ be two finite chains and let Y and Y ′ be nonempty subsets of X and
X ′, respectively. Then the semigroups O(X,Y ) and O(X ′, Y ′) are isomorphic if and only if one of
the following conditions holds:
1. |Y | = |Y ′| = 1;
2. |X| = |X ′| and Y ι = Y ′, where ι : X −→ X ′ is the (unique) order-isomorphism;
3. |X| = |X ′| and Y σ = Y ′, where σ : X −→ X ′ is the (unique) order-anti-isomorphism.
Proof. Based on the above, if either condition 1, 2 or 3 is satisfied then the semigroups O(X,Y )
and O(X ′, Y ′) are isomorphic. Therefore, conversely assume there exists an isomorphism Θ :
O(X,Y ) −→ O(X ′, Y ′) and let θ : Y −→ Y ′ be the order-isomorphism or order-anti-isomorphism
induced by Θ as given by Lemma 2.1.
Take X = {x1 < x2 < · · · < xm} and X
′ = {x′1 < x
′
2 < · · · < x
′
n}, for some m,n ∈ N, and
Y = {xi1 < xi2 < · · · < xik} and Y
′ = {x′j1 < x
′
j2
< · · · < x′jk}, for some 1 ≤ k ≤ min{m,n}. If
k = 1 then condition 1 holds. Hence, from now on, we suppose that k ≥ 2.
Next, notice that xitθ = x
′
jt
, for all t ∈ {1, 2, . . . , k}, if θ is an order-isomorphism, and xitθ =
x′jk−t+1 , for all t ∈ {1, 2, . . . , k}, otherwise.
Let 2 ≤ t ≤ k. Let
A1 = {α ∈ O(X,Y ) | α = α
2 and Im(α) = {xi1 < xit}}
and
B1 = {β ∈ O(X
′, Y ′) | β = β2 and Im(β) = {xi1θ, xitθ}}.
Then, by Lemma 2.1, A1Θ = B1. Moreover, we have
|A1| = it − i1 and |B1| =
{
jt − j1 if θ is an order-isomorphism
jk − jk−t+1 otherwise.
(1)
Next, let
A2 = {α ∈ O(X,Y ) | α 6= α
2, Im(α) = {xi1 < xik} and xik ∈ Fix(α)}
and
B2 = {β ∈ O(X
′, Y ′) | β 6= β2, Im(β) = {xi1θ, xikθ} and xikθ ∈ Fix(β)}.
Again by Lemma 2.1, we get A2Θ = B2. Regarding the sizes, we have
|A2| = i1 − 1 and |B2| =
{
j1 − 1 if θ is an order-isomorphism
n− jk otherwise.
(2)
Finally, let
A3 = {α ∈ O(X,Y ) | α 6= α
2, Im(α) = {xi1 < xik} and xi1 ∈ Fix(α)}
and
B3 = {β ∈ O(X
′, Y ′) | β 6= β2, Im(β) = {xi1θ, xikθ} and xi1θ ∈ Fix(β)}.
Once again by Lemma 2.1, we obtain A3Θ = B3. In this case, we have
|A3| = m− ik and |B3| =
{
n− jk if θ is an order-isomorphism
j1 − 1 otherwise.
(3)
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Now, we analyze the equalities |A1| = |B1|, |A2| = |B2| and |A3| = |B3|, by considering two
cases.
First, suppose that θ is an order-isomorphism. Then, by (2), we have i1 = j1. By (1) follows
that it = jt, for 2 ≤ t ≤ k, and so by using (3) we also deduce that m = n. Thus, in this case,
condition 2 holds.
Finally, we suppose that θ is an order-anti-isomorphism. Therefore, by (2), we have jk =
n − i1 + 1. Next, by (1) and (2), it follows that jk−t+1 = jk − it + i1 = (n − i1 + 1) − it + i1 =
n − it + 1, for 2 ≤ t ≤ k. In particular, j1 = n − ik + 1, from which follows, by using (3), that
n = (j1− 1)+ ik = (m− ik)+ ik = m. Thus, we have m = n and jk−t+1 = n− it+1, for 1 ≤ t ≤ k,
and so, in this case, condition 3 holds, as required.
Observe that, if X is a finite chain, it is clear that the number of order-preserving mappings
from X into Y coincides with the number of combinations of |Y | objects taken |X| at a time,
repetitions being permitted, i.e.
|O(X,Y )| =
(
|X|+ |Y | − 1
|Y | − 1
)
(see [12]).
From the above results, in order to study the semigroups with restricted range O(X,Y ), with X
a finite chain, it suffices to consider the semigroups On(Y ), with Y a subchain of {1 < 2 < · · · < n}
and n ∈ N. Let us denote by σ the permutation that reflects {1 < 2 < · · · < n} (the unique
order-anti-automorphism of {1 < 2 < · · · < n}), i.e.
σ =
(
1 2 · · · n− 1 n
n n− 1 · · · 2 1
)
.
Following along this line, we may rewrite Theorem 2.3.
Corollary 2.4. Let n ∈ N and let Y and Z be nonempty subsets of {1, 2, . . . , n}. Then the
subsemigroups On(Y ) and On(Z) of On are isomorphic if and only if |Y | = |Z| = 1 or Y = Z or
Y σ = Z.
For infinite chains X and X ′, a result similar to Theorem 2.3 is not true in general, i.e. we
may have isomorphic semigroups O(X,Y ) and O(X ′, Y ′), with Y and Y ′ non-trivial subchains of
X and X ′, respectively, without X and X ′ being either order-isomorphic or order-anti-isomorphic
(although Y and Y ′ must be either order-isomorphic or order-anti-isomorphic, by Lemma 2.1). An
example with |Y | = |Y ′| = 2 is presented below.
We notice that Jitjankarn claims in the paper (preprint) [16] that, for |Y | ≥ 5, the semigroups
O(X,Y ) and O(X ′, Y ′) are isomorphic if and only if there exists either an order-isomorphism or an
order-anti-isomorphism ϕ : X −→ X ′ such that Y ϕ = Y ′. This result was obtained independently
and is almost a more general result than Theorem 2.3. Its proof is also, naturally, longer and much
more elaborate than ours. Despite that, the cases |Y | = |Y ′| = 3 and |Y | = |Y ′| = 4 (for X and X ′
infinite) seem to remain an open problem.
Example 2.1. Consider the chain with 2 elements U = {1 < 2} and the chains N = N0⊕U (where
N0 is equipped with the usual order andm < 1, for all m ∈ N0) and Z = Z⊕U (where Z is equipped
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with the usual order and m < 1, for all m ∈ Z). Notice that a typical element of O(N,U) is of the
form
αn =
(
0 · · · n n+ 1 · · · +∞ 1 2
1 2 2 2
)
or αi,j,k =
(
0 · · · +∞ 1 2
i j k
)
, (4)
with n ∈ N0 and 1 ≤ i ≤ j ≤ k ≤ 2, and a typical element of O(Z,U) is of the form
βm =
(
−∞ · · · m m+ 1 · · · +∞ 1 2
1 2 2 2
)
or βi,j,k =
(
−∞ · · · +∞ 1 2
i j k
)
, (5)
with m ∈ Z and 1 ≤ i ≤ j ≤ k ≤ 2.
Consider the map f : N0 −→ Z defined by
f(n) =
{
n+1
2 if n is odd
−n2 otherwise,
which is, clearly, a bijection.
Next, let Θ : O(N,U) −→ O(Z,U) be the map defined by
αnΘ = βf(n) and αi,j,kΘ = βi,j,k ,
for all n ∈ N0 and 1 ≤ i ≤ j ≤ k ≤ 2. Clearly, Θ is bijective. Moreover, it is also a routine matter
to show that Θ is a homomorphism.
Therefore, O(N,U) and O(Z,U) are isomorphic semigroups, despite N and Z are neither order-
isomorphic nor order-anti-isomorphic (since N has both maximum and minimum elements, while Z
only has maximum element).
3 On the semigroups On(Y )
The main objective of this section is to determine the ranks of the semigroups On(Y ), for all
nonempty subset Y of {1, 2, . . . , n}. Recall that the rank of a finite semigroup is the cardinality of
a least-size generating set.
We begin by presenting some basic structural properties.
It is a well known fact that On is a regular semigroup [11]. Therefore, as a particular instance
of Mora and Kemprasit’s results [20, Theorems 3.1 and 3.6], we immediately have:
Theorem 3.1. Let Y be a nonempty subset of {1, 2, . . . , n}. Then Reg(On(Y )) = {α ∈ On(Y ) |
Im(α) = Y α}. Moreover, On(Y ) is a regular semigroup if and only if Y = {1, 2, . . . , n} or |Y | = 1
or Y = {1, n}.
Next, notice that, as On is H-trivial [11], then On(Y ) is also H-trivial. Regarding the remaining
Green’s relations on On(Y ), it is easy to show that Propositions 1.5, 1.8 and 1.13 may be rephrased
as follows:
Theorem 3.2. Let Y be a nonempty subset of {1, 2, . . . , n}. Let α, β ∈ On(Y ). Then:
1. αLβ in On(Y ) if and only if either α = β or α, β ∈ Reg(On(Y )) and Im(α) = Im(β);
2. αRβ in On(Y ) if and only if Ker(α) = Ker(β);
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3. αDβ in On(Y ) if and only if either (i) α, β ∈ Reg(On(Y )) and | Im(α)| = | Im(β)| or (ii)
α, β ∈ On(Y ) \Reg(On(Y )) and Ker(α) = Ker(β).
Observe that, trivially, in On(Y ) we have D = J (since it is finite).
Let Y be a nonempty subset of {1, 2, . . . , n}. If |Y | = 1 then |On(Y )| = 1 and so its rank is,
trivially, equal to 1. In the antipodes, if |Y | = n then On(Y ) = On, which rank (as a monoid) and
size are well known to be respectively n and
(2n−1
n−1
)
[11]. Therefore, from now on, we suppose that
1 < |Y | < n and take r = |Y |. Recall that we have |On(Y )| =
(
n+r−1
r−1
)
.
We say that an element y ∈ Y is captive if either y ∈ {1, n} or 1 < y < n and y − 1, y + 1 ∈ Y .
Denote by Y ♯ the subset of captive elements of Y .
For instance, with n = 7, we have {1, 3, 4, 5}♯ = {1, 4}, {2, 3, 4, 5}♯ = {3, 4}, {2, 4, 5, 7}♯ = {7},
{1, 7}♯ = {1, 7}, {2, 4, 6}♯ = ∅ = {2, 3, 5, 6}♯ .
This notion allows us to state our main result of this section.
Theorem 3.3. Let 1 < r < n and let Y be a subset of {1, 2, . . . , n} with r elements. Then
rank(On(Y )) =
(
n−1
r−1
)
+ |Y ♯|.
The rest of this section (and paper) is dedicated to proving Theorem 3.3.
In what follows, it will be convenient to fix two particular complete extensions in On of an order-
preserving function between to subchains of {1 < 2 < · · · < n}. Take a partial (order-preserving)
transformation θ =
(
a1 · · · ak
b1 · · · bk
)
, with 1 ≤ a1 < · · · < ak ≤ n, 1 ≤ b1 ≤ · · · ≤ bk ≤ n and
1 ≤ k ≤ n. We define the canonical complete extensions θ̂, θ˜ ∈ On of θ by
xθ̂ =


b1 if 1 ≤ x < a2
bj if aj ≤ x < aj+1, for 2 ≤ j ≤ k − 1
bk if ak ≤ x ≤ n
and
xθ˜ =


b1 if 1 ≤ x ≤ a1
bj if aj−1 < x ≤ aj, for 2 ≤ j ≤ k − 1
bk if ak−1 < x ≤ n .
Observe that Im(θ̂) = Im(θ˜) = Im(θ) and so, in particular, if Im(θ) ⊆ Y then θ̂, θ˜ ∈ On(Y ).
For instance, let θ =
(
2 5 6 8
1 3 5 7
)
. Then, in O9 we have
θ̂ =
(
1 2 3 4 5 6 7 8 9
1 1 1 1 3 5 5 7 7
)
and θ˜ =
(
1 2 3 4 5 6 7 8 9
1 1 3 3 3 5 7 7 7
)
.
Let us consider Y = {y1 < · · · < yr}. The next two lemmas will provide us a set of generators
of On(Y ) containing only transformations of rank no less than r − 1.
Lemma 3.4. Let α ∈ On(Y ) be such that | Im(α)| = r − 1. Then α = βγ, for some β, γ ∈ On(Y )
such that | Im(β)| = r, | Im(γ)| = r − 1 and γ is regular.
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Proof. Let j ∈ {1, . . . , r} be such that Im(α) = Y \ {yj}. Then, put
α =
(
A1 · · · Aj−1 Aj Aj+1 · · · Ar−1
y1 · · · yj−1 yj+1 yj+2 · · · yr
)
and take k ∈ {1, . . . , r − 1} such that |Ak| ≥ 2. If j < k, then define
β =
(
A1 · · · Aj Aj+1 · · · Ak−1 min(Ak) Ak \ {min(Ak)} Ak+1 · · · Ar−1
y1 · · · yj yj+1 · · · yk−1 yk yk+1 yk+2 · · · yr
)
and
θ =
(
y1 · · · yj−1 yj yj+1 · · · yk−1 yk yk+2 · · · yr
y1 · · · yj−1 yj+1 yj+2 · · · yk yk+1 yk+2 · · · yr
)
.
If k < j, then define
β =
(
A1 · · · Ak−1 min(Ak) Ak \ {min(Ak)} Ak+1 · · · Aj−1 Aj · · · Ar−1
y1 · · · yk−1 yk yk+1 yk+2 · · · yj yj+1 · · · yr
)
and
θ =
(
y1 · · · yk−1 yk yk+2 · · · yj yj+1 · · · yr
y1 · · · yk−1 yk yk+1 · · · yj−1 yj+1 · · · yr
)
.
Finally, if j = k, then define
β =
(
A1 · · · Aj−1 min(Aj) Aj \ {min(Aj)} Aj+1 · · · Ar−1
y1 · · · yj−1 yj yj+1 yj+2 · · · yr
)
and
θ =
(
y1 · · · yj−1 yj yj+2 · · · yr
y1 · · · yj−1 yj+1 yj+2 · · · yr
)
.
In all cases, we have β, θ̂ ∈ On(Y ), with | Im(β)| = r and | Im(θ̂)| = r − 1. Moreover, Im(θ̂) = Y θ̂,
whence θ̂ is regular, and it is a routine matter to verify that α = βθ̂, as required.
Lemma 3.5. Let α ∈ On(Y ) be such that | Im(α)| = k < r − 1. Then α = βγ, for some
β, γ ∈ On(Y ) such that | Im(β)| = | Im(γ)| = k + 1.
Proof. Take α =
(
A1 A2 · · · Ak
a1 a2 · · · ak
)
, where {a1 < · · · < ak} ⊆ Y . Since k ≤ r − 2, then there
exist u, v ∈ Y \{a1, . . . , ak} such that a1 < · · · < aℓ < u < aℓ+1 < · · · < am < v < am+1 < · · · < ak,
for some 0 ≤ ℓ ≤ m ≤ k. On the other hand, since k < n, then there exists j ∈ {1, . . . , k} such
that |Aj | ≥ 2. Next, we consider three cases.
case 1. First, suppose that 1 ≤ j ≤ ℓ. Define a full transformation β by
β =


(
A1 · · · Aℓ−1 min(Aℓ) Aj \ {min(Aℓ)} Aℓ+1 · · · Ak
a1 · · · aℓ−1 aℓ u aℓ+1 · · · ak
)
if j = ℓ
(
A1 · · · Aj−1 min(Aj) Aj \ {min(Aj)} Aj+1 · · · Aℓ−1 Aℓ Aℓ+1 · · · Ak
a1 · · · aj−1 aj aj+1 aj+2 · · · aℓ u aℓ+1 · · · ak
)
otherwise
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and a partial transformation θ by
θ =


(
a1 · · · am v am+1 · · · ak
a1 · · · am v am+1 · · · ak
)
if j = ℓ
(
a1 · · · aj aj+2 · · · aℓ u aℓ+1 · · · am v am+1 · · · ak
a1 · · · aj aj+1 · · · aℓ−1 aℓ aℓ+1 · · · am v am+1 · · · ak
)
otherwise.
case 2. Next, suppose that ℓ+ 1 ≤ j ≤ m. Now, define a full transformation β by
β =


(
A1 · · · Aℓ min(Aℓ+1) Aℓ+1 \ {min(Aℓ+1)} Aℓ+2 · · · Ak
a1 · · · aℓ u aℓ+1 aℓ+2 · · · ak
)
if j = ℓ+ 1
(
A1 · · · Aℓ Aℓ+1 Aℓ+2 · · · Aj−1 min(Aj) Aj \ {min(Aj)} Aj+1 · · · Ak
a1 · · · aℓ u aℓ+1 · · · aj−2 aj−1 aj aj+1 · · · ak
)
otherwise
and a partial transformation θ by
θ =


(
a1 · · · aℓ u aℓ+2 · · · am v am+1 · · · ak
a1 · · · aℓ aℓ+1 aℓ+2 · · · am v am+1 · · · ak
)
if j = ℓ+ 1
(
a1 · · · aℓ u aℓ+1 · · · aj−1 aj+1 · · · am v am+1 · · · ak
a1 · · · aℓ aℓ+1 aℓ+2 · · · aj aj+1 · · · am v am+1 · · · ak
)
otherwise.
case 3. Finally, suppose that m+ 1 ≤ j ≤ k. In this last case, we define a full transformation β
by
β =


(
A1 · · · Am min(Am+1) Am+1 \ {min(Am+1)} Am+2 · · · Ak
a1 · · · am v am+1 am+2 · · · ak
)
if j = m+ 1
(
A1 · · · Am Am+1 Am+2 · · · Aj−1 min(Aj) Aj \ {min(Aj)} Aj+1 · · · Ak
a1 · · · am v am+1 · · · aj−2 aj−1 aj aj+1 · · · ak
)
otherwise
and a partial transformation θ by
θ =


(
a1 · · · aℓ u aℓ+1 · · · am v am+2 · · · ak
a1 · · · aℓ u aℓ+1 · · · am am+1 am+2 · · · ak
)
if j = m+ 1
(
a1 · · · aℓ u aℓ+1 · · · am v am+1 · · · aj−1 aj+1 · · · ak
a1 · · · aℓ u aℓ+1 · · · am am+1 am+2 · · · aj aj+1 · · · ak
)
otherwise.
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In each case, it is a routine matter to verify that β, θ̂ ∈ On(Y ), | Im(β)| = | Im(θ̂)| = k + 1 and
α = βθ̂, as required.
Now, let
A = {α ∈ On(Y ) | | Im(α)| = r} = {α ∈ On(Y ) | Im(α) = Y }
and
B = {α ∈ On(Y ) | α is regular and | Im(α)| = r − 1}.
By Lemma 3.5 and a simple induction process, we may conclude that each element of On(Y )
with rank less than or equal to r − 1 is a product of elements of rank r − 1, which in turn, by
Lemma 3.4, are products of elements of A ∪B. On the other hand, take α ∈ A and β, γ ∈ On(Y )
such that α = βγ. Then Ker(β) ⊆ Ker(α) and, since the ranks of β and γ cannot be smaller than
the rank of α, we must also have β, γ ∈ A. It follows that α and β have the same image and kernel,
whence α = β (since On is H-trivial). Thus, we immediately have:
Proposition 3.6. The semigroup On(Y ) is generated by A ∪ B. Moreover, any generating set of
On(Y ) must contain A.
Observe that, since the elements of A have all the same image and On is H-trivial, then A
has as much elements as the number of distinct kernels, i.e. |A| =
(
n−1
r−1
)
, the number of convex
equivalences of weight r on {1, . . . , n} (see [11]).
For each i ∈ {1, . . . , r}, define
Bi = {α ∈ B | Im(α) = Y \ {yi}} = {α ∈ B | Y α = Y \ {yi}}.
and
εi =
(
y1 · · · yi−1 yi+1 · · · yr
y1 · · · yi−1 yi+1 · · · yr
)
.
Clearly, ε̂i, ε˜i ∈ Bi, for 1 ≤ i ≤ r, and B = B1 ∪˙B2 ∪˙ · · · ∪˙Br. Moreover, we have the following
useful decompositions:
Lemma 3.7. Let i ∈ {1, . . . , r} and let α ∈ Bi. The following statements hold:
1. If i ≤ r − 1 then there exists β ∈ Bi+1 such that α = βε˜i;
2. If i ≥ 2 then there exists β ∈ Bi−1 such that α = βε̂i.
Proof. Since Im(α) = Y \{yi} = Y α, then we can write α =
(
A1 · · · Ai−1 Ai · · · Ar−1
y1 · · · yi−1 yi+1 · · · yr
)
,
where Ai ∩ Y 6= ∅, for all i ∈ {1, . . . , r − 1}. If i ≤ r − 1 then, being
β =
(
A1 · · · Ai−1 Ai Ai+1 · · · Ar−1
y1 · · · yi−1 yi yi+2 · · · yr
)
∈ Bi+1,
we have α = βε˜i. On the other hand, if i ≥ 2 then, being
β =
(
A1 · · · Ai−2 Ai−1 Ai · · · Ar−1
y1 · · · yi−2 yi yi+1 · · · yr
)
∈ Bi−1,
we have α = βε̂i, as required.
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Now, let i ∈ {1, . . . , r} and take α ∈ Bk, for some k ∈ {1, . . . , r} \ {i}. Then, by the previous
lemma, we have
α =
{
βε˜i−1 · · · ε˜k if k < i
βε̂i+1 · · · ε̂k if k > i,
for some β ∈ Bi. Hence, as a consequence of Proposition 3.6 and Lemma 3.7, we immediately
obtain:
Corollary 3.8. For any i ∈ {1, . . . , r}, one has On(Y ) = 〈A, ε˜1, . . . , ε˜i−1, Bi, ε̂i+1, . . . , ε̂r〉.
Next, let i = min{k ∈ {1, . . . , n} | k 6∈ Y }. Clearly, we must have 1 ≤ i ≤ r + 1. Moreover:
1. If i = 1 then y1 > 1;
2. If i = 2 then y1 = 1 ∈ Y
♯ and 2 < y2 6∈ Y
♯;
3. If 3 ≤ i ≤ r then we have y1 = 1, . . . , yi−1 = i − 1 and yi > i, with y1, . . . , yi−2 ∈ Y
♯ and
yi−1, yi 6∈ Y
♯; and
4. If i = r + 1 then Y = {1, . . . , r} and so Y ♯ = {1, . . . , r − 1}.
For the case i = 1, we have:
Lemma 3.9. If y1 > 1 then B1 ⊆ 〈A〉. Moreover, in this case, On(Y ) = 〈A, ε̂2, . . . , ε̂r〉.
Proof. Take α =
(
A2 · · · Ar
y2 · · · yr
)
∈ B1. Since y1 > 1, we must have 1, y1 ∈ A2. Define
β =
(
1 A2 \ {1} A3 · · · Ar
y1 y2 y3 · · · yr
)
and θ =
(
1 y1 y3 · · · yr
y1 y2 y3 · · · yr
)
.
Then, clearly β, θ̂ ∈ A and α = βθ̂. Hence B1 ⊆ 〈A〉 and thus, by Corollary 3.8, On(Y ) =
〈A, ε̂2, . . . , ε̂r〉, as required.
Observe that y1 ∈ Y
♯ if and only if y1 = 1 (if and only if 1 ∈ Y ).
Similarly to the previous lemma, we may prove:
Lemma 3.10. If yr < n then Br ⊆ 〈A〉. Moreover, in this case, On(Y ) = 〈A, ε˜1, . . . , ε˜r−1〉.
In particular, this lemma guarantees us that On({1, . . . , r}) = 〈A, ε˜1, . . . , ε˜r−1〉.
Lemma 3.11. If y1 = 1, . . . , yi−1 = i − 1 and yi > i, for some 2 ≤ i ≤ r, then On(Y ) =
〈A, ε˜1, . . . , ε˜i−1, ε̂i, ε̂i+1, . . . , ε̂r〉.
Proof. Take α =
(
A1 · · · Ai−1 Ai+1 · · · Ar
y1 · · · yi−1 yi+1 · · · yr
)
∈ Bi. Then Aj ∩Y 6= ∅, for all j = 1, . . . , i−
1, i + 1, . . . , r, whence yi ∈ Ai−1 ∪ Ai+1 and so i ∈ Ai−2 ∪ Ai−1 ∪ Ai+1 (where Ai+1 = ∅, if i = r,
and Ai−2 = ∅, if i = 2).
First, suppose that i ∈ Ai+1 (in this case, we must have i < r). Then, since Ai+1 ∩ Y 6= ∅, we
must have |Ai+1| ≥ 2. Define
β =
(
A1 · · · Ai−1 min(Ai+1) Ai+1 \ {min(Ai+1)} Ai+2 · · · Ar
y1 · · · yi−1 yi yi+1 yi+2 · · · yr
)
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and
θ =
(
y1 · · · yi−1 i yi yi+2 · · · yr
y1 · · · yi−1 yi yi+1 yi+2 · · · yr
)
.
Hence, clearly β, θ̂ ∈ A and α = βθ̂.
Next, suppose that i ∈ Ai−1. Then, since Ai−1 ∩ Y 6= ∅, we must also have |Ai−1| ≥ 2. Hence,
by defining
β =
(
A1 · · · Ai−2 min(Ai−1) Ai−1 \ {min(Ai−1)} Ai+1 · · · Ar
y1 · · · yi−2 yi−1 yi yi+1 · · · yr
)
∈ A,
we obtain α = βε̂i.
Finally, suppose that i ∈ Ai−2 (in this case, we must have i > 2). Once again, since Ai−2∩Y 6= ∅,
it follows that |Ai−1| ≥ 2. Then, define
β =
(
A1 · · · Ai−3 min(Ai−2) Ai−2 \ {min(Ai−2)} Ai−1 Ai+1 · · · Ar
y1 · · · yi−3 yi−2 yi−1 yi yi+1 · · · yr
)
and
θ =
(
y1 · · · yi−2 i yi yi+1 · · · yr
y1 · · · yi−2 yi−1 yi yi+1 · · · yr
)
.
Clearly, we have β, θ̂ ∈ A and α = βθ̂ε̂i.
Therefore, we proved that Bi ⊆ 〈A, ε̂i〉 and so, by Corollary 3.8, the result follows.
Now, for 3 ≤ i ≤ r, define
ε1,i =
(
y1 · · · yi−2 yi · · · yr
y2 · · · yi−1 yi · · · yr
)
.
Clearly, ε˜1,i ∈ B1.
Lemma 3.12. If y1 = 1, . . . , yi−1 = i− 1 and yi > i, for some 3 ≤ i ≤ r, then ε˜1, ε˜i−1 ∈ 〈A, ε˜1,i〉.
Proof. Let θ =
(
y2 · · · yi−1 yi−1 + 1 yi · · · yr
y1 · · · yi−2 yi−1 yi · · · yr
)
. Then θ˜ ∈ A and it is easy to verify that
ε˜1 = θ˜ε˜1,i and ε˜i−1 = ε˜1,iθ˜, which proves the lemma.
Next, for 2 ≤ j ≤ r − 1, define
εr,j =
(
y1 · · · yj−1 yj+1 · · · yr
y1 · · · yj−1 yj · · · yr−1
)
.
It is clear that ε̂r,j ∈ Br. Moreover, similarly to the previous lemma, we may prove:
Lemma 3.13. If yr = n, . . . , yj = n− r+ j and yj−1 < n− r+ j − 1, for some 2 ≤ j ≤ r− 1, then
ε̂r, ε̂j ∈ 〈A, ε̂r,j〉.
Before proving Theorem 3.3, we still need two more lemmas.
Lemma 3.14. If yk + 1 < yk+1, for some 2 ≤ k ≤ r − 1, then ε̂k ∈ 〈A〉.
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Proof. Let θ =
(
y1 · · · yk−1 yk + 1 yk+1 · · · yr
y1 · · · yk−1 yk yk+1 · · · yr
)
. Then θ̂ ∈ A and we have ε̂k = θ̂
2 ∈
〈A〉, as required.
Lemma 3.15. If yk−1 < yk − 1 and yk < n− r + k, for some 2 ≤ k ≤ r − 1, then ε̂k ∈ 〈A〉.
Proof. Since yk < n − r + k then n− yk + 1 > r − k + 1, whence {yk, . . . , yr} ( {yk, . . . , n}. Take
y ∈ {yk, . . . , n}\{yk, . . . , yr} and let ℓ ∈ {k, . . . , r} be such that yℓ < y < yℓ+1 (where yℓ+1 = n+1,
if ℓ = r). If ℓ = k then yk + 1 ≤ y < yk+1 and so, by Lemma 3.14, ε̂k ∈ 〈A〉. On the other hand,
suppose that ℓ ≥ k + 1 and define
θ1 =
(
y1 · · · yk−1 yk+1 · · · yℓ y yℓ+1 · · · yr
y1 · · · yk−1 yk · · · yℓ−1 yℓ yℓ+1 · · · yr
)
and
θ2 =
(
y1 · · · yk−1 yk − 1 yk yk+1 · · · yℓ−1 yℓ+1 · · · yr
y1 · · · yk−1 yk yk+1 yk+2 · · · yℓ yℓ+1 · · · yr
)
.
Then θ̂1, θ̂2 ∈ A and it is easy to show that ε̂k = θ̂1θ̂2 ∈ 〈A〉, as required.
Finally, we are now able to prove the main result of this section.
Proof of Theorem 3.3. Let i = min{k ∈ {1, . . . , n} | k 6∈ Y }. Recall that 1 ≤ i ≤ r + 1.
If i = r+1 then Y = {1, . . . , r}, whence Y ♯ = {1, . . . , r−1}. Moreover, as we already observed,
Lemma 3.10 ensures us that On(Y ) = 〈A, ε˜1, . . . , ε˜r−1〉 and so, in this case, we have a generating
set of On(Y ) with |A|+ |Y
♯| elements.
Next, suppose that 1 ≤ i ≤ r. Then, by Lemmas 3.9, 3.11 and 3.12, we have
On(Y ) =


〈A, ε̂2, . . . , ε̂r〉 if i = 1
〈A, ε˜1, ε̂2, . . . , ε̂r〉 if i = 2
〈A, ε˜1,i, ε˜2, . . . , ε˜i−2, ε̂i, ε̂i+1, . . . , ε̂r〉 if 3 ≤ i ≤ r.
(6)
Notice that, we have y1 = 1 ∈ Y
♯, for i = 2, and {y1, . . . , yi−2} = {1, . . . , i− 2} ⊆ Y
♯, for 3 ≤ i ≤ r.
Now, let j ∈ {1, . . . , r + 1} be such that n− r + j − 1 6∈ Y and {n− r + j, . . . , n} ⊆ Y . Notice
that i < n− r+ j, since {1, . . . , i− 1}∪ {n− r+ j, . . . , n} ⊆ Y ( {1, . . . , n}. Particularly, it follows
that {1, . . . , i− 1} ∩ {n− r + j, . . . , n} = ∅, whence (i− 1) + (r − j + 1) ≤ |Y | = r and so i ≤ j.
If j = 1 then Y = {n−r+1, . . . , n} and thus Y ♯ = {n−r+2, . . . , n}. Furthermore, in this case,
we also have i = 1 and so A ∪ {ε̂2, . . . , ε̂r} is a generating set of On(Y ) with |A|+ |Y
♯| elements.
If j = r + 1 then n 6∈ Y , whence yr < n (and so yr 6∈ Y
♯). Thus, by Lemma 3.10, from (6) we
get
On(Y ) =


〈A, ε̂2, . . . , ε̂r−1〉 if i = 1
〈A, ε˜1, ε̂2, . . . , ε̂r−1〉 if i = 2
〈A, ε˜1,i, ε˜2, . . . , ε˜i−2, ε̂i, ε̂i+1, . . . , ε̂r−1〉 if 3 ≤ i ≤ r.
(7)
If j = r then n ∈ Y and so yr = n ∈ Y
♯.
Finally, if 2 ≤ j ≤ r − 1 then, by Lemma 3.13, from (6) we obtain
On(Y ) =


〈A, ε̂2, . . . , ε̂j−1, ε̂j+1, . . . , ε̂r−1, ε̂r,j〉 if i = 1
〈A, ε˜1, ε̂2, . . . , ε̂j−1, ε̂j+1, . . . , ε̂r−1, ε̂r,j〉 if i = 2
〈A, ε˜1,i, ε˜2, . . . , ε˜i−2, ε̂i, . . . , ε̂j−1, ε̂j+1, . . . , ε̂r−1, ε̂r,j〉 if 3 ≤ i ≤ r.
(8)
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Notice that, in this case, we have {yj+1, . . . , yr} = {n− r + j + 1, . . . , n} ⊆ Y
♯.
Now, observe that if yk = n− r + k, for some 1 ≤ k ≤ r, then yℓ = n− r + ℓ, for all k ≤ ℓ ≤ r.
Thus, let us take an element of the type ε̂k from the sets of generators (7), for j = r+1, or from
the sets of generators (6), for j = r, or from the sets of generators (8), for 2 ≤ j ≤ r− 1, such that
yk 6∈ Y
♯. Hence 2 ≤ k ≤ r − 1 and, from what we observed above and the definition of j, we must
have yk < n− r + k. Moreover, since yk 6∈ Y
♯, yk + 1 < yk+1 or yk−1 < yk − 1 and so, by Lemma
3.14 or by Lemma 3.15, respectively, we have ε̂k ∈ 〈A〉. Therefore, in each case, by removing all the
elements of this type from the considered generating set, we obtain a new generating set of On(Y )
with exactly |A|+ |Y ♯| elements.
So far we proved that rank(On(Y )) ≤ |A|+ |Y
♯|. Next, we will prove the opposite inequality.
Let D be any generating set of On(Y ). Then, by Proposition 3.6, we have A ⊆ D. Now, for each
j ∈ {1, . . . , r}, define Cj = {α ∈ On(Y ) | Im(α) = Y \ {yj}} and let C = C1 ∪˙ · · · ∪˙Cr. Hence, by
showing that Cj ∩D 6= ∅, for all j ∈ {1, . . . , r} such that yj ∈ Y
♯, we get rank(On(Y )) ≥ |A|+ |Y
♯|
and so rank(On(Y )) = |A|+ |Y
♯|, as required. Therefore, let j ∈ {1, . . . , r} be such that yj ∈ Y
♯.
First, suppose that j ∈ {1, r}. Then yj ∈ {1, n} and so any transformation β ∈ On such that
yj ∈ Im(β) must fix yj. Let α be any element of Cj and let β1, . . . , βk ∈ D (k ∈ N) be such that
α = β1 · · · βk. Since α has rank r−1, we deduce that β1, . . . , βk ∈ A∪C. If β1, . . . , βk ∈ (A∪C)\Cj
then yj ∈ Im(βi), for all i ∈ {1, . . . , k}, and so βi fixes yj, for all i ∈ {1, . . . , k}, whence α = β1 · · · βk
fixes yj, which is a contradiction. Thus βi ∈ Cj, for some i ∈ {1, . . . , k}, and so Cj ∩D 6= ∅.
Now, assume that 1 < j < r. Then yj−1 = yj − 1 and yj+1 = yj + 1. Take
α =
(
1 · · · j − 1 j j + 1 · · · r − 1 r · · · n
y1 · · · yj−1 yj+1 yj+2 · · · yr yr · · · yr
)
.
Then α ∈ Cj and, as above, there exist k ∈ N and β1, . . . , βk ∈ D∩ (A∪C) such that α = β1 · · · βk.
If k = 1 then β1 = α ∈ Cj∩D. So, suppose that k > 1. Moreover, we may assume that α 6= β1 · · · βi,
for i = 1, . . . , k − 1.
Let β = β1 · · · βk−1. Then β ∈ A ∪C and, as α is injective in {1, . . . , r − 1}, so is β.
Suppose that β ∈ A. Then
β =
(
1 · · · j − 1 j j + 1 · · · r − 1 r · · · r − 1 + t r + t · · · n
y1 · · · yj−1 yj yj+1 · · · yr−1 yr−1 · · · yr−1 yr · · · yr
)
,
for some 0 ≤ t ≤ n− r, and so, as α = ββk, the restriction of βk to Y is transformation
θ =
(
y1 · · · yj−1 yj yj+1 · · · yr−1 yr
y1 · · · yj−1 yj+1 yj+2 · · · yr yr
)
.
If βk ∈ A then there exists yj−1 < y < yj such that yβk = yj, which contradicts the equality
yj−1 = yj − 1. Thus βk ∈ Cj and so Cj ∩D 6= ∅.
Finally, suppose that β ∈ C. Then
β =
(
1 · · · j − 1 j j + 1 · · · r − 1 r · · · n
y1 · · · yj−1 yj yj+1 · · · yr−1 yr−1 · · · yr−1
)
or
β =
(
1 · · · ℓ− 1 ℓ ℓ+ 1 · · · r − 1 r · · · n
y1 · · · yℓ−1 yℓ+1 yℓ+2 · · · yr yr · · · yr
)
,
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for some 1 ≤ ℓ ≤ r−1. In the first case, the restriction of βk to Y must be again the transformation
θ defined above, which once again implies that βk ∈ Cj and so Cj ∩D 6= ∅. So, suppose we have
the second case. First, observe that, as β 6= α, then ℓ 6= j.
If j < ℓ ≤ r − 1 then the restriction of βk to Y \ {yℓ} is transformation(
y1 · · · yj−1 yj yj+1 · · · yℓ−1 yℓ+1 · · · yr
y1 · · · yj−1 yj+1 yj+2 · · · yℓ yℓ+1 · · · yr
)
and so, as above, βk ∈ A implies that there is yj−1 < y < yj such that yβk = yj, which contradicts,
once more, the equality yj−1 = yj − 1. Thus, also in this situation, βk ∈ Cj and so Cj ∩D 6= ∅.
On the other hand, if 1 ≤ ℓ < j then the restriction of βk to Y \ {yℓ} is transformation(
y1 · · · yℓ−1 yℓ+1 yℓ+2 · · · yj yj+1 · · · yr
y1 · · · yℓ−1 yℓ yℓ+1 · · · yj−1 yj+1 · · · yr
)
,
which also implies that βk ∈ Cj . In fact, if βk ∈ A then there exists yj < y < yj+1 such that
yβk = yj, which contradicts, this time, the equality yj+1 = yj + 1. Thus, under these conditions,
also Cj ∩D 6= ∅.
Therefore, we proved that Cj ∩D 6= ∅, for all j ∈ {1, . . . , r} such that yj ∈ Y
♯, as required.
Observe that On(Y ) is generated by A if and only if Y
♯ = ∅. Moreover, in this case,
rank(On(Y )) = |A| =
(
n− 1
r − 1
)
.
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