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RESUMEN
Marco Aurelio López Ramírez Fecha de graduación: mayo de 2021
Universidad Autónoma de Nuevo León
Facultad de Ingeniería Mecánica y Eléctrica
Título del estudio: ESTIMACIÓNDE LA INERCIA SÍNCRONABASADA ENMEDICIONES
FASORIALES
Número de páginas: 105 Candidato para el grado de Maestría en
Ciencias de la Ingeniería Eléctrica
Propósito ymétodo de estudio: El propósito de este trabajo de investigación es el desa-
rrollo de un algoritmo basado enmediciones fasoriales, el cual puede estimar de
manera confiable la inercia síncrona disponible en un sistema de potencia definido.
Además, que la detección del evento al ocurrir un desbalance de potencia seamejor
quemétodos actuales. Asimismo, que se determine un umbral de comparación en
inercia síncrona y residual para una correcta operación del sistema de potencia sin
que este en riesgo el accionamiento de protecciones contra variaciones bruscas de
frecuencia. Lametodología propuesta se evaluó con dos sistemas de prueba.
Contribuciones y conclusiones: Laprincipal aportaciónde la realizaciónde este trabajo
es la creación de un algoritmo que pueda incorporarse a los estudios dinámicos de
potencia convencionales, con el fin de estimar la inercia síncrona disponible dadas
las mediciones fasoriales en las unidades de generación en general. Este algoritmo
no requiere unmodelado previo, y puede aplicarse a cualquier sistema de potencia
con presencia de energías renovables. Este algoritmo permite que las detecciones
de eventos de flujo de carga seanmás precisas que las basadas en las metodologías
existentes. Una estimación más confiable de inercia disponible tiene utilidades
en cuanto a la planeación al integrar unidades de generación renovables en un
sistema con baja inercia, conmotivo de unamejor regulación y confiabilidad en la
operación del mismo. Lametodología presenta resultados con precisión aceptable
y tiene posibilidad de ser implementado en un esquema en tiempo real.
Asesor: Dr. Manuel Antonio Andrade Soto
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CAPÍTULO 1
INTRODUCCIÓN
1.1 Motivación
Los sistemas eléctricos de potencia han ido cambiando a lo largo del tiempo, la
implementación de la electrónica de potencia ha supuesto grandes cambios en los para-
digmas del análisis de sistemas de potencia. En el área de distribución, por ejemplo, los
compensadores puedenmedir y corregir las corrientes que están próximas a las cargas
conectadas. En el área de transmisión, los enlaces HVDC, pueden transportar grandes
cantidades de energía útil a grandes distancias y han sido posibles gracias a la implemen-
tacióndeelectrónicadepotencia. Enel áreadegeneración (queesdondenos centraremos
en esta tesis), las unidades convencionales de energía, tales como termoeléctricas tienden
a ser desplazadas cada vezmas por unidades de generación renovable.
Las unidades de generación renovable mas comunes son las siguientes:
Solar
Eolica
Hidroeléctrica
Geotérmica
Dentro de dichas unidades de generación renovables encontraremos las que están
conectadas a través de convertidor, es decir que para su funcionamiento es preciso usar
electrónica de potencia, para el propósito de esta tesis nos centraremos en las fuentes
1
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solares y eólicas al decir unidades de generación renovables o no convencionales.
A medida que las unidades de generación conectadas a través de un convertidor
(renovables) se hacenmás recurrentes, en un futuro desplazarán a la generación tradicio-
nal térmica, lo cual está llevando a una reducción significante de inercia en el sistema,
esto hace que la operación del sistema seamás complicada.
Desde el puntode vista del sistemaeléctrico, esta generaciónde electricidad renova-
ble se comporta demaneramuy diferente a las instalaciones tradicionales de generación
centralizada. Aparte de su naturaleza intermitente, la mayoría de estas fuentes no contri-
buye (todavía) a la inercia del sistema debido al desacoplamiento eléctrico del generador
de la red. Además, el almacenamiento de energía disponible, necesario para proporcionar
inercia, a menudo falta en estas unidades de generación renovable [2].
Con la implementación de todos los dispositivos antes mencionados en el sistema
actual, el control de los sistemas eléctricos de potencia ha tenidomayores retos, uno de
estos supone la correcta operación ante desbalances de potencia y su íntima relación
con los cambios abruptos de frecuencia. Uno de los principales problemas que se pre-
sentan en sistemas de baja inercia es el aumento de la tasa de cambio en la frecuencia
(ROCOF).
Este aumento de ROCOF puede considerarse como una de las principales barreras
para operar un sistema con baja inercia de unamanera segura, ya que no sólo reduce el
períodode tiempoparaque el control del gobernador reaccione antes deque la frecuencia
supere losumbralesen losque lacarga/generación también tieneun impactoen losesque-
mas de protección actuales y en el funcionamiento de las unidades síncronas [2].
En los sistemas de potencia actuales con generación convencional y renovable,
dichas formas de estimación de inercia se vuelvenmenos precisas debido al desacopla-
miento antes mencionado.
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1.2 Antecedentes
En general el intercambio de energía cinética entre las masas giratorias de las
máquinas síncronas compensa desbalances entre generación y carga, en los sistemas
de potencia tradicionales dichos desbalances son empleados para calcular la inercia
disponible en el sistema.
En la literatura, se estudian diferentes métodos para estimar la inercia del sistema
mediante mediciones de frecuencia después de un desbalance de potencia. Principal-
mente, calculan el ROCOF y usan la información del desbalance de potencia junto con la
ecuación de oscilación para determinar la inercia del sistema.
Surgen varios problemas prácticos comofiltrar lasmediciones de frecuencia,mues-
treando la frecuencia para calcular el ROCOF e identificar el instante de inicio exacto del
evento, todo esto hace difícil la estimación de la inercia [3–5,1].
Naturalmente, los primeros trabajos realizados en el ámbito de inercia síncrona
consistían principalmente en estimar de diferentesmaneras la constante de inercia de las
maquinas síncronas, ya seamediante pruebas en laboratorio [6] o bien, en la literatura
diversos libros recomendaban ya constantes de inercia según el tipo de generador que se
tratase [7,8].
No fue hasta que en [4] se propuso estimar la inercia de un sistema de potencia
extenso, en este caso fue estimar la reserva de inercia síncrona de todo Japón. En su
método, Toshio propone el uso de una aproximación polinomial para aproximar las
desviaciones de frecuencia, y de esta manera fue posible estimar la constante de inercia
del país, con bastantes limitantes como el filtrado de la señal, y unamala detección del
evento.
En [3] también estimo la inercia del consejo de coordinación de electricidad oc-
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cidental mediante el uso de transitorios en la frecuencia. Hubo una notoria diferencia
en cuanto a los resultados de [3] y [4], principalmente se debe al número de eventos
analizados, pero, además se usaron diferentes métodos de filtrado.
Más adelante, en [9] se estimó la inercia de un sistema conocido en sistemas de un
solo generador y de un sistemamulti-máquina, en este trabajo, a diferencia de los anterio-
res se tomoencuenta el centrode inercia para estimar la frecuencia de todo el sistema. Las
bondades de esta estimación fue un bajo error de estimación cunado los intercambios de
potencias son particularmente grandes, en cambio, cuando los desbalances de potencia
son pequeños el porcentaje de error en la estimación se eleva exponencialmente debido
a que el valor registrado de ROCOF es apenas unas décimas, pero bastante significante
en la estimación.
Pero en [10] comenzó un interés en obtener una expresión donde no se requiera la
potencia mecánica en la ecuación de oscilación, ya que al tener presente solo la potencia
eléctrica es posible una estimación de inercia mas confiable. Con la expresión y el uso
de 4 ventanas de tiempo en la frecuencia y potencia se pudo ver como se obtiene una
estimaciónmas confiable de inercia ante ruido en la señal. En este artículo semenciona
que hasta ese entonces lométodos para la estimación de la inercia se podían dividir en
dos grupos: En el primero se encuentran los métodos que usan la ecuación de oscilación
basado en el análisis post-mortem demediciones de frecuencia en un lugar en un evento
conocido como en [4,3]. El segundo grupo demétodos consisten enmodelos precisos de
una especifica unidad de generación como [11,12] donde se puede estimar la inercia que
proveen los aerogeneradores y sus limitantes.
Actualmente la inclusión de unidades de medición fasorial en los sistemas de
transmisión es más recurrente, dichas unidades con susmediciones de alta precisión de
datos proporcionan amayor detalle la dinámica del sistema de potencia en tiempo real y,
además, en los análisis posteriores a los disturbios. Sin embargo, se ha demostrado [13]
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que la colocación de una PMU con respecto a un evento del sistema puede afectar en
granmedida a la medición de la frecuencia posterior a la falla y cualquier análisis corres-
pondiente de ese evento. Además, el estándar para las mediciones de sincrofasores (IEEE
C37.118.1-2011) deja tanto el método de medición de frecuencia como el rendimiento
de los dispositivos en condiciones transitorias no especificadas [14], lo que significa
que en tales condiciones los dispositivos de diferentes los fabricantes podrían producir
resultadosmuy variados [1].
En [1] se realizó un enfoque novedoso basado en mediciones de sincrofasores
distribuidos en todo el sistema de potencia de Gran Bretaña.
1.3 Objetivos
Esta tesis tiene como objetivo definir y cuantificar las diferentes formas de inercia,
así como describir el efecto de lamezcla de la inercia de las plantas convencionales y de la
inercia de las unidades conectadas a través de convertidores en la estabilidad del sistema
de potencia.
1.4 Alcances y limitaciones
El alcance de este trabajo de tesis es el desarrollo de un algoritmo basado enmedi-
ciones fasoriales que sea capaz de estimar la inercia síncrona y residual presente en un
sistema de potencia dados los registros de WAMS de una manera confiable. Asimismo,
que éste pueda detectar el inicio del evento demaneramás precisa a comparación de los
métodos actuales.
Este algoritmo se limita a sistemas de potencia donde se tienenmediciones faso-
riales de todas las unidades de generación presentes en él.
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1.5 Escritura de tesis
El presente trabajo de tesis está compuesto por 5 capítulos, los cuales se describen
a continuación:
En el Capítulo 1 se presenta la motivación, en la cual se dan las principales razones
que impulsaronel desarrollo de este trabajode tesis, así como los antecedentes enmateria
de inercia síncrona en sistemas de potencia y una revisión bibliográfica de métodos
existentes. Además, se da a conocer el objetivo principal de la tesis.
En el Capítulo 2 se describen los conceptos primordiales de estimación de inercia
síncrona, partiendo de la definición tradicional, es decir, la ecuación de oscilación de las
máquinas síncronas, también se presenta la manera de estimar la inercia de plantas de
generación conectada a través de convertidor. Se presentan las metodologías propuestas
recientemente para la estimación de inercia síncronamediantemediciones fasoriales a
sistemas de potencia.
En el Capítulo 3 se presenta la metodología propuesta, en donde se proponen las
distintas maneras de estimar la inercia síncrona mediante las mediciones fasoriales,
además de la comparación de métodos para calcular el ROCOF, una comparativa de
metodologías para detección del evento y una alternativa de aminorar problemas de baja
inercia implementando condensadores síncronos.
En el Capítulo 4 se presentan dos sistemas de prueba con diferentes escenarios de
desbalance de carga. Los resultados obtenidos con las simulaciones son comparados con
otras metodologías actuales para evaluar el desempeño del algoritmo propuesto.
En el Capítulo 5 se mencionan las conclusiones y resultados obtenidos en este
trabajo de tesis, además de definir las recomendaciones para trabajos futuros.
CAPÍTULO 2
ESTABILIDAD DEL SEP
2.1 Introducción
Una cualidad de los sistemas eléctricos de potencia reales es el constante cambio
que hay dentro de cada uno. La conexión y desconexión de cargas, fuentes o líneas
implican un cambio topológico en la red, en donde constantemente la potencia que fluye
por las líneas de transmisión va cambiando enmagnitud (inclusive en sentido) según lo
requiera el sistema.
A estos cambios inherentes del sistema se les conoce también como desbalances
de carga debido al cambio en los requerimientos de potencia de la red, dicho fenómeno
permite el estudio del comportamiento en operación del sistema, es decir, el compor-
tamiento dinámico del sistema, el cual está íntimamente ligado a la respuesta de los
generadores ante eventos.
Ya que analizar la estabilidad de un sistema de potencia es similar a analizar la
estabilidad de cualquier sistema dinámico, es posible definir y clasificar la estabilidad en
cuantoa sistemasdepotencia se refiere enbasea fundamentosmatemáticosqueestudian
la estabilidad de un sistema dinámico, pero realmente es más práctico la clasificación en
cuanto a los fundamentos físicos sin olvidar los fundamentos matemáticos.
A continuación, se abordan los tópicos de estabilidad en cuanto al estudio relacio-
nado con la inercia se refiere.
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2.2 Definición y clasificación de estabilidad
La estabilidad en el análisis de sistemas eléctricos de potencia se define general-
mente como la propiedad de un sistema de potencia que le permite mantener un estado
de equilibrio bajo condiciones operativas normales y recuperar un estado de equilibrio
aceptabledespuésdeestar sujeto aundisturbio. La inestabilidad enel análisis de sistemas
eléctricos de potencia puede sermanifestada demuchas formas dependiendo de la confi-
guración del sistema ymodo operativo. Tradicionalmente, el problema de estabilidad ha
sido el demantener la operación síncrona. Ya que los sistemas de potencia dependen de
las máquinas síncronas para la generación de energía eléctrica, una condición necesaria
para satisfacer laoperacióndel sistemaesque todas lasmáquinas síncronas semantengan
en sincronía [8].
Parahacerunaclasificacióndeestabilidadsepuedeverdedistintasmaneras,dentro
de la literatura donde se propone una clasificación se puede llegar a la siguiente conclu-
sión:
Realizar una clasificación por el tipo de evento que se suscite en el sistema no es
una opción viable, ya que un evento puede conllevar otromás o inclusive, muchosmás.
Tambien se debe considerar que realizar una clasificación basada en las repercuciones en
el sistema no es viable, ya que son bastantes los eventos que puedan causar un cambio
en el sistema de potencia.
En la Figura 1 se da una clasificación propuesta en [8] donde los criterios de clasifi-
cación son:
La naturaleza física del modo resultante de inestabilidad como lo indica la variable
principal del sistema en la que se puede observar la inestabilidad.
El tamaño de la perturbación considerada, que influye en el método de cálculo y
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predicción de estabilidad.
Los dispositivos, procesos y el período de tiempo que deben tenerse en cuenta para
evaluar la estabilidad.
Estabilidad
de ángulo
Estabilidad
de frecuencia
Estabilidad
de voltaje
Estabilidad de
pequeña señal
Estabilidad
transitoria
Estabilidad
de severa
perturbación
Estabilidad
de pequeña
perturbación
Estabilidad
de SEP
Estabilidad de
pequeña señal
Estabilidad
transitoria
Figura 1. Clasificación de estabilidad.
2.2.1 Estabilidad de ángulo
La estabilidad de ángulo-rotor se refiere a la habilidad de las máquinas síncronas
de un sistema de potencia interconectado para permanecer en sincronía después de estar
sujeto a un disturbio. Esto depende de la habilidad demantener/restaurar el equilibrio
entre el torque electromagnético y el torquemecánico de cadamáquina síncrona en el
sistema. La inestabilidad puede ocurrir con el incremento de las oscilaciones angulares
de algunos generadores llevando a la pérdida de sincronismo con otros generadores, este
tipo de estabilidad se considera de periodo corto [15].
La estabilidad del ángulo del rotor de pequeña señal se relaciona con la capacidad
del sistema de potencia paramantener el sincronismo en pequeñas perturbaciones. Se
considera que las perturbaciones son lo suficientemente pequeñas como para permitir
la linealización de las ecuaciones del sistema para fines de análisis [7,16].
La estabilidad del ángulo del rotor transitoria, tiene que ver con la capacidad del
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sistema de energía paramantener el sincronismo cuando se somete a una perturbación
severa, como un cortocircuito en una línea de transmisión. La respuesta del sistema
resultante implica grandes excursiones de los ángulos del rotor del generador y está
influenciada por la relación de ángulo de potencia no lineal. El período de tiempo de
interés en los estudios de estabilidad transitorios suele ser de 3 a 5 segundos después
de la perturbación. Puede extenderse a 10-20 segundos para sistemasmuy grandes con
cambios dominantes entre áreas [15].
2.2.2 Estabilidad de frecuencia
La estabilidad de frecuencia se refiere a la capacidad de un sistemadepotencia para
mantener una frecuencia constante después de un evento grave del sistema que resulta
en un desequilibrio significativo entre la generación y la carga. Depende de la capacidad
demantener / restaurar el equilibrio entre la generación del sistema y la carga, con una
pérdida de cargamínima no intencional. La inestabilidad que puede resultar se produce
en forma de oscilaciones de frecuencia sostenidas que conducen al disparo de unidades
generadoras y / o cargas [15].
Las alteraciones severas del sistemageneralmente resultan en grandesdesviaciones
de frecuencia, flujos de potencia, voltaje y otras variables del sistema, invocando las
acciones de procesos, controles y protecciones que no semodelan en estudios conven-
cionales de estabilidad transitoria o estabilidad de voltaje. Estos procesos pueden ser
muy lentos, como la dinámica de la caldera, o solo activarse para condiciones extremas
del sistema, como los generadores de disparo de protección de volts/Hz. En los grandes
sistemas de potencia interconectados, este tipo de situación se asocia más comúnmente
con las condiciones posteriores a la división de los sistemas en islas. La estabilidad en este
caso es una cuestión de si cada isla alcanzará o no un estado de equilibrio operativo con
una mínima pérdida involuntaria de carga. Está determinado por la respuesta general
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de la isla como lo demuestra su frecuencia media, en lugar del movimiento relativo de
las máquinas. En general, los problemas de estabilidad de frecuencia están asociados
con deficiencias en las respuestas de los equipos, una coordinación deficiente de los
equipos de control y protección o una reserva de generación insuficiente. Ejemplos de
tales problemas se informan en las referencias [17–20]. En sistemas insulares aislados, la
estabilidad de frecuencia podría ser motivo de preocupación por cualquier perturbación
que cause una pérdida de carga o generación relativamente significativa [21].
2.2.3 Estabilidad de voltaje
La estabilidad de voltaje se refiere a la capacidad de un sistema de energía para
mantener voltajes constantes en todos los buses en el sistema después de haber sido
sometido a una perturbación de una condición de operación inicial dada. Depende de la
capacidaddemantener/restablecer el equilibrio entre lademandadecargayel suministro
de carga del sistemade potencia. La inestabilidad que puede resultar se produce en forma
de una caída progresiva o aumento de los voltajes de algunos buses. Un posible resultado
de la inestabilidad del voltaje es la pérdida de carga en un área, o la desconexión de las
líneas de transmisión y otros elementos por sus sistemas de protección que conducen
a interrupciones en cascada. La pérdida de sincronismo de algunos generadores puede
resultar de estas interrupciones o de condiciones de operación que violan el límite de
corriente de campo [22].
La estabilidaddel voltajede severaperturbación se refiere a la capacidaddel sistema
paramantener voltajes constantes después de grandes perturbaciones tales como fallas
del sistema, pérdida de generación o contingencias de circuito. El período de estudio de
interés puede extenderse de unos pocos segundos a decenas deminutos [15].
La estabilidad del voltaje de pequeña perturbación se refiere a la capacidad del
sistema paramantener voltajes constantes cuando se somete a pequeñas perturbaciones,
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comocambios incrementales en la carga del sistema. Asumiendo condiciones apropiadas
las ecuaciones del sistema se pueden linealizar para el análisis, lo que permite que el gasto
computacional sensible arroje información útil para identificar los factores que influyen
en la estabilidad. Por lo tanto, una combinación de análisis lineales y no lineales se utiliza
demanera complementaria [23,24].
2.3 Inercia
2.3.1 SEP tradicionales y futuros
Un sistema de potencia en sí es un sistema dinámico, los flujos de potencia varían
con la demanda de la red para que el suministro de energía sea constante, asimismo la
constante adición de cargas (domesticas, industriales, etc.) y de generación (plantas ter-
moeléctricas, eólicas, fotovoltaicas, etc.) hacen que el sistema cambie tanto en operación
interna de la red como topológicamente hablando.
Gracias a la invención e implementación de la tecnología por semiconductores del
siglo pasado a los sistemas de potencia han emergido otras líneas de investigación, una
de ellas es la llamada electrónica de potencia. Esta línea de investigación ha dado lugar a
diversos componentes que ahora están arraigados en cualquier sistema cuyo propósito
sea desplazar la generación convencional.
En la Figura 2 se puede apreciar como es que en los SEP tradicionales la generación
estabamodelada pormáquinas síncronas, que bien podían ser plantas termoeléctricas,
nucleoeléctricas o hasta hidroeléctricas. Todos estos tipos de generación eranmodelados
de la misma forma ya que su principio de funcionamiento consiste en encontrar una
manera de impulsar una turbina conectada a un generador síncrono. En cuanto a la
transmisión de energía eléctrica, tradicionalmente se empleaban líneas de transmisión
de AC convencionales.
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Figura 2. SEP tradicional.
Con el desarrollo e implementación de electrónica de potencia en los sistemas de
potencia múltiples dispositivos han entrado en uso, tales como rectificadores, inversores
y convertidores. Gracias a estos dispositivos ha sido posible la creación de enlaces de
transmisión en corriente directa (HVDC), incorporación de energía fotovoltaica (PV),
eólica y energía almacenada a la red. En la Figura 3 semuestra como es que los sistemas
de potencia son en realidad con la llegada de la electrónica de potencia.
ESG
ESG
EV
EV EPV0 
EWT
EST
HVDC
ESYS2
Figura 3. SEP futuros.
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2.3.2 Definicion y descripción del problema
En general el término inercia se refiere a la tendencia de un cuerpo a permanecer
en su estado de reposo o demovimiento lineal uniforme, y la primera ley deNewton suele
llamarse también la ley de la inercia [25].
Haciendo una analogía de la definición anterior se puede llegar a una definición
de inercia para los sistemas de potencia tradicionales, en donde los cuerpos que tiendan
a mantener su estado de movimiento sean las máquinas rotativas conectadas al SEP y
donde suoposiciónal cambiode velocidad rotativohace referencia almomentode inercia
de susmasas en giratorias.
Respecto a la generación conectada a través de convertidos tales como eólica,
fotovoltaica, almacenamientodebaterías, etc. Este tipodegeneraciónno tieneuna inercia
como se concibe tradicionalmente en los sistemas de potencia, ya que no hay unamasa
rotativa que provea dicha inercia.
La inercia de sistema se considera como un parámetro muy importante en los
análisis de estabilidad yaque la inercia de lasmasas rotativas de los generadores síncronos
determina la respuesta inmediata de la frecuencia ante los desbalances de potencia.
Cuando ocurre un cambio de frecuencia, dichasmasas rotativas son quienes absorben
o entregan energía cinética a la red para contrarrestar las desviaciones de frecuencia
[2].
Una consecuencia directa de la tendencia a desplazar a los generadores síncronos
es la perdida de inercia rotacional (síncrona), esto repercute en la estabilidad de la red y
su robustez ante los disturbios [26].
Dicho fenómeno causa diversos problemas en cuanto a la operación del sistema
ya que la física del SEP es no lineal, de gran escala y tiene múltiples escalas de tiempo
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para la dinámica tantomecánicas como eléctrica. Como resultado el control y el análisis
de los sistemas de potencia están basados en otros modelos con distintos niveles de
confiablidad [27].
2.3.3 Ecuación de oscilación
Como se ha mencionado anteriormente, la inercia síncrona hace referencia a la
energía cinética almacenada en masas giratorias de las máquinas síncronas. Al girar
dichas máquinas, se llegó a la conclusión de que el torque acelerante que se presenta
es debido a la interacción de dos fuerzas existentes en el sistema: la fuerza mecánica
y la fuerza eléctrica, las cuales por naturaleza se oponen en cuanto a la dirección de
rotación [8]:
g0 = g; − g4 (1)
en la Figura 4 Se muestra el esquema convencional de una máquina síncrona, donde
se aprecia como es la disposicion de los torques mecanicos y electricos, asi como su
interacción con el torque acelerante (rotación). Entonnces, cuando la máquina síncrona
se comporta como generador el resultado deg0 es positivo y al comportarse comomotor
g0 es negativo.
Figura 4. Esquema demáquina síncrona.
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El torque acelerante es debido al momento combinado de inercia del generador y
la turbina:
g0 = 
3l;
3B
(2)
la ecuación anterior al ser normalizada en términos de unidades por unidad se puede
definir una constante de inercia , la cual expresa en cuanto tiempo lamáquina síncrona
puede entregar toda su energía almacenada, aunque también se puede interpretar como
la energía quepuede ser entregadapor cantidaddepotencia aparente, ya queno se espera
que unamáquina síncrona entregue toda su energía cinética para efectos de operación
de SEP’s.
 =
1
2
l20;
(10A4
(3)
el momento de inercia de una máquina síncrona en términos de  se expresa de la
siguiente manera:
 =
2
l20;
(10A4 (4)
realizando una sustitución de (2) y (4) en (1) se puede plantear que:
2
l20;
(10A4
3l;
3B
= g; − g4 (5)
ordenando los términos podemos llegar a la siguiente expresión:
2
3
3B
(
l;
l0;
)
=
(g; − g4 )l0;
(10A4
(6)
podemos definir el torque base para que la expresión anterior pueda estar en términos
de por unidad, ya que así es más sencillo el cálculo.
g10A4 =
(10A4
l0;
(7)
de esta manera podemos definir la ecuación de oscilación tradicional de la siguiente
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forma:
2
3l̄@
3B
= ḡ; − ḡ4 (8)
la ecuación anterior es la representación tradicional de la ecuación de oscilación para
unamáquina síncrona, para propósitos del presente trabajo semodificará su notación de
la siguiente manera: ¯g; y ḡ4 en realidad hacen referencia a la potencia expresada en por
unidad ya que en (6) hubo unamultiplicación de los torques mecánicos y eléctricos por
la velocidad angular nominal del rotorl0; , dichamultiplicación de torque y velocidad
angular produce una potencia [28], y al estar dividido entre la potencia base del sistema
resulta en potencias por unidad, de esta manera:
% =
3,
3B
= gl (9)
además, el término l̄@ hace referencia a la velocidad angular eléctrica del rotor en por
unidad, esdecir, adimensional, por loqueel términode laderivadade la velocidadangular
eléctrica es, de igual manera, la derivada de la frecuencia eléctrica.
3
3B
(
l;
l0;
)
=
3
3B
(
2c 5;
2c 50;
)
=
3 5̄@
3B
(10)
teniendo estas consideraciones en cuenta podemos reescribir la ecuación de oscilación
en por unidad de la siguiente forma:
2
3 5̄@
3B
= %̄; − %̄4 (11)
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2.3.4 Centro de inercia
Con (11) semuestra la interacciónde las energíasmecánicas y eléctricas enuna sola
máquina síncrona, es importante recordar que en la realidad los sistemas de potencia no
son exclusivos de una solamáquina síncrona para generar energía eléctrica, a los sistemas
de más de un generador síncrono como se muestra en la Figura 5, se les conoce como
sistemasmulti-máquina.
Red 
de
transmisiónGeneración Carga
Figura 5. Esquema de sistemamulti-máquina.
Al tener un sistema conmúltiples generadores síncronos el análisis individual de
cada generador resulta ser una tarea ostentosa, razón por la cual se desarrollan nuevos
métodos para evaluar la estabilidad del sistema dadas ciertas mediciones.
Un método ampliamente conocido y utilizado para evaluar la estabilidad de un
sistemamultimáquina es el de definir un centro de inercia (COI por sus siglas en ingles),
el método para realizar un análisis de estabilidad por centro de inercia esta apoyado por
los estudios de mecánica de materiales, en donde se define el centro de masa [9]. Con
este análisis resulta una frecuencia del centro de inercia, también llamada frecuencia del
sistema, y se expresa de la siguiente manera:
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52 =
#∑
7=1
7 57
#∑
7=1
7 7
=
1
)
#∑
7=1
7 57 (12)
de esta manera, al tener un sistema multi-máquina con una cantidad considerable de
máquinas síncronas, se puede analizar una sola frecuencia del sistema para análisis de
dinámica. La mayor bondad de este método es: si en un sistema multi-máquina una
máquina síncrona con una constante de inercia alta, entregará en unamayor cantidad de
tiempo toda la energía cinética que tenga almacenada, es decir, la tasa de cambio de la
frecuencia con respecto al tiempo es de ordenmenor cuando la constante de inercia de
la máquina síncrona seamayor. Esta relación permite que el cálculo de una frecuencia
del sistema seamas preciso si se requiere saber como es que esta operando un sistema
multi-máquina.
2.3.5 Inercia Virtual
Debido a la preocupación tanto de los proveedores de energía conectada a través
de convertidor como de los operadores de red de que las fuentes de generación no con-
vencionales no aporten inercia como lo hacen las maquinas síncronas, se dio a la tarea
de encontrar unamanera de contrarrestar los cambios abruptos de frecuencia mediante
lazos de control en los convertidores, es decir, tratar de imitar lo que haría unamáquina
síncrona convencional, a esta acción se le conoce como inercia virtual.
En la mayoría de los controladores de inercia virtual imitan a los generadores sín-
cronos, midiendo la tasa de cambio de frecuencia entregan potencia activa [29–31].
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Inercia virtual
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Frecuencia
Figura 6. Esquema de inercia virtual convencional.
En la Figura 6 se puede apreciar un esquema básico de inercia virtual, en donde
precisa de cambios en la medición de frecuencia en el nodo al cual este conectado. De
no existir un cambio en la frecuencia el lazo de control no demandará un cambio en
la potencia activa que se este entregando ya que, el controlador imita lo que haría una
unidad de generación convencional. Dicha tasa de cambio en la frecuencia que esta
siendo censada se ve afectada por una constante D también llamada constante de inercia
virtual, la cual se obtiene con simulaciones para conocer el comportamiento requerido
de la unidad de generación que se trata durante un evento de cambio de carga. Además, la
constantede inercia virtualpuedesermodificada fácilmente, esto suponeunaversatilidad
en el desempeño de la unidad generadora no convencional.
Aun así, dicha inercia no contrarresta los cambios demanera física como lo hacen
las masas rotativas de las unidades de generación síncrona, pero el uso de inercia virtual
si favorece a que la desviación de frecuencia en un lapso debido a un desbalance de
potencia entre generación y carga sea menor. Sin embargo, los cambios abruptos de
potencia conllevan un cambio abrupto de frecuencia en el mismo instante en que se
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inicia el evento, la inercia virtual tiene demanera inherente cierto retraso en la respuesta
inercial que trata de imitar, esto conlleva a diferentes preguntas e investigaciones para
mejorar dicho aspecto en los controladores de inercia virtual [32].
2.4 Mediciones fasoriales
2.4.1 Unidades demedición fasorial (PMU)
La transmisión de energía eléctrica convencional está dada por corriente alterna,
la cual se refiere a que la magnitud de la corriente varia con respecto al tiempo de forma
sinusoidal, generalmente se representa así:
7 (B ) = ; cos(lB + q) (13)
donde ; es la magnitudmáxima de la onda sinusoidal,l es la frecuencia angular de la
señal y q es el desface que tiene la señal respecto a la referencia dada.
Sin embargo, en un sistema de potencia donde se encuentran distintas respuestas
de corriente y voltaje con distintos valores tanto de magnitud, frecuencia y desface la
resolución de estas variables en un cálculo de flujos resulta extenuante y difícil de trabajar.
Debido a estos problemasque supone trabajar con la representación convencional deuna
onda sinusoidal se han empleado diversos métodos para una simplificación, siendo la
más empleada el cambio de dominio del tiempo a una representación fasorial (compleja),
usando la fórmula de Euler, esta representación compleja abreviada recibe el nombre
de fasor. En la Figura 7 se puede apreciar cómo es la equivalencia en la representación
sinusoidal (tiempo) y la representación fasorial. Cabe destacar que en la representación
fasorial puede ser indicado tanto por una coordenada real e imaginaria (rectangular) o
por la magnitud y ángulo (polar).
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Figura 7. Esquema representacion fasorial-sinusoidal.
Lo anterior hace referencia a la representación de un sistema trifásico desbalancea-
do en componentes simétricas, ahora bien, el uso de dichas componentes simétricas se
extiende bastante en la vida real, ya que, como semencionó anteriormente, los sistemas
trifásicos no son perfectamente balanceados.
En el área de sistemas eléctricos de potencia, existen estudios llamados flujos de
potencia, dichos estudios son de gran utilidad e importancia en planeación y diseño de
sistemas eléctricos de potencia futuros, así como en la determinación de las condiciones
propicias de operación de algún sistema ya existente. Comúnmente la finalidad de estos
estudios es la magnitud y ángulo de fase del voltaje en cada nodo, así como el comporta-
miento de las potencias real y reactiva que fluyen en cada línea de transmisión [33].
Cabe recalcar la finalidad de dichos estudios, específicamente en la magnitud y
ángulo de fase del voltaje por nodo, ya que al hacer un estudio de flujos de potencia
dichos fasores de voltaje que se obtienen son los voltajes en componente positiva, y
para el cálculo del flujo de potencias las razones de usar dicha componente son las
siguientes:
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La secuencia cero es la suma algebraica de lo que sucede en el cable neutro del
sistema trifásico, en el diseño se espera que dicha componente sea cero siempre.
Generalmente para las redes de transmisión trifásicas el neutro no se lleva en la
línea, ya que el arreglo de transformadores estrella o delta permite no emplear dicho
cable extra, lo que lleva a un ahorro económico en la línea y, además, el propósito
de los flujos de potencia es precisamente conocer cómo es que las potencias (activa
y reactiva) fluyen a través de las fases y no del neutro.
La secuencia negativa hace referencia a la misma topología de la red, pero su-
poniendo que las unidades de generación no aportan nada, dichas unidades de
generación son las responsables de las diferencias de potencial (magnitud y ángulo)
en los buses, que causa el flujo de potencias a través de la red eléctrica. Además, la
diferencia entre secuencias positiva y negativa es la presencia de las unidades de
generación.
La secuencia positiva, tiene la misma secuencia abc (rotación fasorial) que la red
original. Por lo tanto, si la red abc estuviera balanceada, solo existiría la secuencia
positiva.
Para un correcto funcionamiento de un sistema de potencia de escala considerable,
tal como un país entero, es preciso obtener una correcta medición fasorial de los nodos
que son de interés, tales como las centrales de generación principales del sistema, y las
cargas principales o demayor demanda.
Esta necesidad dio como resultado la implementación de un sistema llamado con-
trol de supervisión y adquisición de datos (SCADApor sus siglas en ingles), dicho sistema si
bien fue bastante útil para el análisis del sistema de potencia en el que estuviera instalado,
durante la operación y control del mismo se mantenían bastantes retos para lograrlo.
La razón principal de esto es que el muestreo de dichos sistemas era del orden de 2-5
segundos, dicho tiempo demuestreo no era suficiente para visualizar lo que sucede en la
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dinámica de los sistemas de potencia.
Otra limitantede los sistemasSCADAera ladesincronizaciónde losnodos censados,
es decir, el muestreo de datos no se capturaba al mismo tiempo, por lo que dicho desfase
provocaba que los datos no fueran lo suficientemente precisos para aplicar el control y
operación que se deseara en el sistema.
El empleo demediciones fasoriales resultó bastante útil para la invención de diver-
sos dispositivos que hoy en día están desplazando en granmedida a los sistemas SCADA.
El origen de dichasmediciones se puede decir que es el desarrollo de los relés de distancia
por componentes simétricas (SCDR por sus siglas en ingles), los cuales empleaban com-
ponentes simétricas de voltajes y corrientes ya que, en vez de usar 6 ecuaciones de un
sistema trifásico, usaban solounausandoelmétodode componentes simétricas.Después
a principio de 1980 el despliegue masivo de los satélites GPS en el mundo conmotivos
de sincronía en el tiempo demuestreo resulto un avance significativo para el desarrollo
de la tecnología de sincro-fasores, es decir, mediciones fasoriales sincronizadas. Todo lo
anterior dio como resultado que en dicha década en los laboratorios de investigación en
sistemas de potencia en Virginia Tech se hiciera el primer PMU experimental [34].
Las unidades de medición fasorial (PMU por sus siglas en ingles) se define como
un equipo que produce estimaciones de fasores sincronizados, de frecuencia y de varia-
ción de frecuencia (ROCOF) a partir de señales de voltaje y/o corriente y una señal de
sincronización horaria o temporal [14].
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Figura 8. Esquema básico de un PMU.
En la Figura 8 se muestra el esquema de funcionamiento básico de un PMU. Como
entradas se tienen las señales brindadas por los transformadores de corriente y poten-
cial (TC´s y TP´s), además de entradas digitales, tales como el muestreo deseado en la
operación del PMU.
Las entradas de corriente y voltaje son dispuestas a un filtro anti-solape antes de
ser procesadas, de un satélite GPS se obtiene la señal de muestreo en tiempo, donde el
PMU se apoya en un oscilador de fase bloqueada para pasar de analógico a digital.
Una vez que se procesan las señales digitalmente es posible el procesamiento del
sincrofasor en una huella de tiempo, la salida del mismo es llevada a la pantalla local
del dispositivo y además, a un concentrador de datos de fase (PDC por sus siglas en
ingles).
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Figura 9. Esquema de funcionamiento PMU-PDC-WAMS.
Los concentradores (PDC) son de gran importancia, ya que se encargan de reunir
los datos brindadospor los PMUparaposteriormente realizar elmonitoreo de área amplia
(WAMS por sus siglas en ingles). En la Figura 9 semuestra como los PMU localizados en
nodos distintos y apoyados por un satélite GPS envían las señales fasoriales a los PDC y
posteriormente se realiza el monitoreo del sistema.
La importancia de los satélites GPS radica en que los PMU localizados en distintos
nodos de la red pueden estar separados por cientos de kilómetros y aun así pueden estar
sincronizados con un error en la huella de tiempomínimo (alrededor de 1`A ) [35].
El desarrollo de este tipo de dispositivos con una capacidad de muestreo signifi-
cativamente mayor a la tecnología que se empleaba antes trajo consigo el desarrollo e
implementación demétodos y algoritmos que actualmente se emplean para protección,
detección de fallas y operación del sistema.
Con la creación de PMU’s y la comercialización era necesario un estándar para los
fabricantes. Así pues, el estándar IEEE 1344 se completó en 1995, en dicho estándar se
27
definían los sincrofasores como señal de salida de los PMU [36].
Posteriormente en 2005 se realizó el estándarC37.118-2005 el cual tuvouna revisión
completa muy detallada del desempeño esperado por los PMU en el sistema de potencia
donde estén localizados, los puntos mas destacables del protocolo son los siguientes
[37]:
Describe un estándar demedición, así como el método de cuantificar las medicio-
nes.
Método de realizar las pruebas a los equipos.
Requerimientos para verificar la precisión del equipo.
Describe el formato de transmisión de datos.
Describe el protocolo de comunicación de datos en tiempo real.
En diciembre de 2011 se publico una nueva versión del estándar, siendo el estándar
vigente hasta el día de hoy, en donde se particionaba en dos partes:
C37.118.1-2011 trata el tema de la estimación del fasor.
C37.118.2-2011 trata sobre el protocolo de comunicación.
Cabe destacar que este protocolo divide los PMU en dos tipos según su uso:
Tipo M (Medición): Con requerimientos similares a los del estándar original del
2005, se emplean principalmente para la medición del estado estable.
Tipo P (Protección): Siendo más flexible en ciertos requerimientos en cuanto al
rendimiento, ya que su uso es para capturar el comportamiento dinámico del
sistema.
Este último estándar tiene diversas contribuciones, siendo las siguientes lasmás notables
[38]:
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Redefinir el conceptode “fasor absoluto” referido a losGPSy a la frecuencianominal
absoluta, así como a la huella de tiempo.
Introduce el concepto de “error total del vector” (TVE por sus siglas en ingles) para
cuantificar el error demedición fasorial.
Introduce el procedimiento de prueba de cumplimiento del PMU.
El método que se emplea para estimar el fasor es mediante una ventana de tiempo,
como se ilustra en la Figura 10. Una señal sinusoidal que este avanzando en el tiempo,
se determina una “ventana” de datos que se estarán censando y procesando con cada
entrada de datos para estimar el fasor correspondiente. Cuando un dato nuevo entra a
la ventana, los demás datos se desplazan para posteriormente eliminar el último dato
registrado.
Magnitud
{
Ventana deslizante|
Figura 10. Ventana deslizante.
El métodomás común de obtención del fasor es el cálculo a través de la transfor-
mada discreta de Fourier (DFT) [34]. En el estándar C37.118.1-2011 se puede encontrar la
Tabla 1 en donde semuestran las posibles frecuencias demuestreo que pueden tener los
PMU según la frecuencia de operación del sistema, cabe recalcar que amayor cantidad
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TABLA 1
Frecuencias demuestreo del éstandar C37.118.1-2011
Frecuencia del sistema (Hz) 50 60
Muestras por ciclo 10 25 50 10 12 15 20 30 60
demuestras por ciclo, mayor será el requerimiento computacional del PMU.
Otra de las cualidades de los PMU es la observabilidad, es decir, que un PMU
dispuesto en un nodo del sistema es capaz de observar los nodos aledaños a él, por lo
tanto, no es necesario tener todos los nodos de un sistema con un PMU. Es posible tener
todo el sistema observable con solo unos PMU desplegados en puntos clave del sistema
que estén entregando susmediciones fasoriales.
Figura 11. Ejemplo de observabilidad de los PMU.
Como se puede apreciar en la Figura 11, en un sistema de 9 nodos no es necesa-
rio desplegar 9 PMU sino solo 2 (estrellas negras), y los otros 7 nodos del sistema son
observables por estar aledaños a los PMU en sitio (estrellas blancas).
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2.4.2 Métodos de estimación de frecuencia
Hasta ahora se ha visto la importancia de el uso de componentes simétricas para
estimar parámetros de interés dentro del sistema de potencia que se requiera analizar.
El desarrollo matemático tradicional para expresar un fasor tiene una consideración
importante, el sistema de potencia opera a una frecuencia única.
Esta práctica se realiza como una simplificación en los métodos de obtención
fasorial en los nodos. Una vez que se conocen los fasores pertinentes en estudios de flujos
de potencia es posible estimar la frecuencia de los nodos analizando la señal mediante
métodos de estimación de frecuencia, que también será de utilidad para conocer el
ROCOF de cada nodo.
A continuación, se presentan losmétodosmas populares para extraer la frecuencia
a partir de la señal de voltaje [39]:
1. Ajuste de puntos a la ecuación de onda sinusoidal pura
Enestemétodo (APSWpor sus siglas en ingles) sehaceusode tresmuestras consecu-
tivas de la señal de voltaje, dichasmuestras deben estar desplazadas por un período
demuestreo ΔB . La frecuencia fundamental se estima de una señal sinusoidal pura
comparada con la señal presente.
cos(2c 5 ΔB ) = +<−2 ++<
2+<−1
(14)
Así pues, la frecuencia se estima de la siguiente forma:
5 =
1
2cΔB
−1
(
+<−2 ++<
2+<−1
)
(15)
de (15)hayunavariablequeafectaengranmedidaal valorde la frecuenciaestimada,
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ya que el valor que tome+<−1 puede producir errores en lamedición en caso de que
dicha variable sea de un valor considerablemente pequeño. Por lo que este método
se realiza de preferencia con un periodo demedio ciclo para evitar dichos errores.
2. Cruce por cero
Este método (ZC por sus siglas en inglés) recibe su nombre debido a que se basa en
la estimación del tiempo que realiza la señal en los cruces por cero. El mayor reto es
en encontrar precisamente el tiempo enque se realiza el cruce, ya que dependiendo
del tiempo demuestreo y la precisión de éste, se podrá encontrar el valor exacto del
cruce. Generalmente se hace uso de una linealización de la función entre muestras.
A continuación, se muestra la ecuación que define el tiempo de cruce por cero:
BH2 =
B<−1+< − B<+<−1
+< −+<−1
(16)
dicho método hace uso de la memoria para que después del siguiente cruce por
cero se calcule la frecuencia de la siguiente forma:
5 =
1
2(BH2 − BH2 :0AB )
(17)
3. Transformada discreta de Fourier
Estemétodo (DFTpor sus siglas en inglés) obtieneuna representacióneneldominio
de la frecuencia a partir de una función en el dominio del tiempo con la restricción
de que la señal de entrada este discretizada y de duración finita.
La estimaciónde frecuencia por estemétodo generalmente se realiza de dos formas:
Mediante el cálculo de un fasor estacionario cuya velocidad angular relativa a la
nominal se va rastreando, omediante un fasor rotacional calculando su velocidad
angular.
El primermétodo asume que la estimación del fasor que se obtienemediante algún
método recursivo apoyado quizá de alguna ventana deslizante no está rotando. Si la
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frecuencia decae de su valor nominal, el fasor empezará a rotar con una velocidad
relativa a su desviación de frecuencia. La expresiónmatemática que define dicho
comportamiento es la siguiente:
5 = 51 + 5@ (18)
donde 51 es la frecuencia nominal del sistema en estado estable y 5@ es la desviación
de frecuencia durante algún transitorio. La frecuencia relativa puede ser expresada
de la siguiente forma:
5@ =
U< − U<−1
ΔB
(19)
donde U< y U<−1 son los ángulos del fasor calculados en la muestra < y (< − 1)
respectivamente y ΔB es el tiempo demuestreo.
El segundométodo asume que el fasor que se estime es un vector rotativo. Por lo
que la estimación de frecuencia se realiza diferenciando la posición angular del
fasor que está rotando:
5 =
U< − U<−1
ΔB
· #
2c
· 51 (20)
donde# es el número demuestras por período de la frecuencia fundamental y 51
es la frecuencia nominal.
4. Mínimo error cuadrado
Este método (LSE por sus siglas en ingles) parte de la expresión tradicional de una
onda senoidal como semuestra a continuación:
D (B ) =+; sin(2c 5 B + q) (21)
33
donde, al realizar una sustituciónmatemática la expresión resulta ser así:
D (B ) =+; cos(q) sin(2c 5 B ) ++; sin(q) cos(2c 5 B ) (22)
de la ecuación anterior los términos sin(2c 5 B ) y cos(2c 5 B ) son expandidos con
series de Taylor de la siguiente manera:
D (B ) =+; cos(q) · U ++; sin(q) · V (23)
donde U y V son:
U = sin(2c 50B ) + 2cB ( 5 − 50) cos(2c 50B ) − ( 5 − 50)2 sin(2c 50B ) (24)
V = cos(2c 50B ) + 2cB ( 5 − 50) sin(2c 50B ) −
(2cB )2
2
( 5 − 50)2 cos(2c 50B ) (25)
en (23) se agrupa de la siguiente manera:
D (B ) = U1F1 + U2F2 + U3F3 + U4F4 + U5F5 + U6F6 (26)
donde los términos F hacen referencia a variables que no se conocen relacionados
a las variables+; , q y desviación de frecuencia ( 5 − 50), dichos términos son los
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siguientes:
F1 =+; cos(q)
F2 = ( 5 − 50)+; cos(q)
F3 =+; sin(q)
F4 = ( 5 − 50)+; sin(q)
F5 = ( 5 − 50)2+; cos(q)
F6 = ( 5 − 50)2+; sin(q)
a su vez, los términos U hacen referencia a variables que si son conocidas relaciona-
dos al tiempo demuestreo y frecuencia nominal, dichos términos agrupados son
los siguientes:
U<1 = sin(2c 50B<)
U<2 = 2cB< cos(2c 50B<)
U<3 = cos(2c 50B<)
U<4 = 2cB< sin(2c 50B<)
U<5 = − sin(2c 50B<)
U<6 = −2c2B 2 cos(2c 50B<)
donde B< = (< − 1)ΔB .
Cuando semuestrea una señal de voltaje con cierto período demuestreo ΔB , gene-
ralmente se usa una ventana deslizante, la cual precisa de unamemoria (buffer) que
puede ser llenada con < muestras de voltaje, para determinar un set de ecuaciones
puede ser de la siguiente manera:
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
D (0)
D (1)
...
D (<)

=

U01 U02 U03 U04 U05 U06
U11 U12 U13 U14 U15 U16
...
...
...
...
...
...
U<1 U<2 U<3 U<4 U<5 U<6


F1
F2
...
F6

(27)
la desviación de frecuencia se obtiene de la siguiente manera:
( 5 − 50) = Δ5 =
F2
F1
=
( 5 − 50)+; cos(q)
+; cos(q)
(28)
entonces la frecuencia exacta se estima de la siguiente manera:
5 = 50 + Δ5 (29)
Existen numerosos métodos para estimar la frecuencia en los nodos de un sistema de
potencia a partir de su señal de voltaje, los mencionados anteriormente son los más
empleados en la actualidad.
2.5 Metodologías para la estimación de inercia
Dentro de las investigaciones que se han realizado en sistemas de potencia hasta
la actualidad, el área que concentra a las investigaciones de inercia en un sistema se
llama dinámica del SEP, esto se debe a que el comportamiento dinámico de un sistema
de potencia solo se puede percibir mediante un cambio en el sistema.
Se han realizado diversas investigaciones en lo que concierne a la estimación de
la inercia en un sistema de potencia, dentro de los primeros estudios en el tema era de
esperarse un estudio post mortem, es decir, con eventos registrados en algún sistema de
potencia, se recolectaban losdatos y enbaseal estudiodinámicodel sistemaque se tratase
y su comportamiento era posible estimar diversos factores, entre ellos la inercia.
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Másadelante con la inclusiónydesarrollode softwares especializadosenel temaera
posible modelar sistemas de gran escala que no necesariamente existieran, o que serian
modificados. Este tipo de estudios tiene la bondad de que no es necesario un análisis post
mortem, sino que es posible suponer eventos. Este tipo demétodos trajo grandes ventajas
a comparación de los métodos post mortem, ya que una debilidad de los métodos post
mortem era que solo disponían de la información registrada.
Con la inclusión de los PMU en sistemas de potencia, es posible realizar diversos
estudios en cuanto a la dinámica del SEP, una gran contribución de los métodos por
mediciones fasoriales es la posibilidad de estudio en tiempo real, donde se puede prever
y analizar el riesgo que corra un sistema de potencia que opere con baja inercia.
A continuación, se describen las metodologías para estimación de inercia más
importantes separadas por los criterios anteriores:
2.5.1 Métodos post mortem
En [4] se realizó un procedimiento para estimar la constante de inercia" (2 ) del
sistema de potencia de Japón, adicionalmente se calculó la reserva de energía de
los generadores del sistema. Con el uso de una aproximación polinomial respecto
al tiempo para analizar la señal transitoria de la frecuencia. Para este estudio se
analizaron 10 eventos registrados en el sistema de potencia.
"
3 (Δ5
50
)
3B
+  Δ5 = −Δ% (30)
Partiendo de la ecuación (30) en donde semodela el comportamiento de la frecuen-
cia ante un desbalance de potencia, en dicha ecuación se emplea la frecuencia de
un centro de inercia. Δ5 es el cambio en frecuencia (Hz), Δ% es el desbalance de
potencia (p.u.)," se le llama a la constante de inercia (2 ), 50 es la frecuencia
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nominal del sistema (Hz), y K es la constante característica de potencia/frecuencia
del sistema.
Como el desbalance de potencia es un dato conocido (ya que es un análisis post
mortem) y el cambio en la frecuencia al inicio de cada evento (B = 0) es cero (Δ5 =
0), la constante de inercia" se expresa de la siguiente forma:
" =
−Δ%
3 ( Δ550 )
3B
(31)
como semencionó anteriormente, el orden adecuado de la aproximación polino-
mial es 5 debido a la componente oscilatoria que es particularmente grande. Por lo
que la aproximación polinomial se expresa así:
Δ5
50
= 5B
5 + 4B 4 + 3B 3 + 2B 2 + 1B (32)
si sustituimos (32) en (31), al derivar la aproximación polinomial y suponiendo que
se está en el tiempo de inicio del evento (B = 0) se tiene:
" =
−Δ%
1
(33)
la aproximación de la constante de inercia supuso una brecha en los estudios de
inercia en sistemas de potencia. Cada evento analizado en este artículo obtuvo
un valor de constante de inercia M, por lo que sus resultados concluyeron que
la constante de inercia del sistema de potencia de 60 Hz en Japón era de 14 a 18
segundos y que la capacidad de reserva de los generadores era del 20 al 40% de la
carga del sistema.
En [3] se dio a la tarea de estimar la inercia del consejo de coordinación eléctrica
occidental (WECC por sus siglas en ingles), a diferencia de [4] no se requirió el uso
de una aproximación polinomial, ya que se uso un transductor de frecuencia a 10
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muestras por segundo.
En dicho artículo se muestra como es que la constante de inercia estimada en la
WECC es bastante diferente a la estimada en [4], se explica que la razón principal de
esto es, que para estimar la constante de inercia en el sistema de potencia de Japón
solo se usaron 10 eventos para analizar, a diferencia con laWECC que emplearon
167 eventos registrados.
Esto supuso una pauta en estos tipos de estudio, ya que a partir de dicho articulo los
estudios relacionados con la estimación de inercia se basaban en realizar muchas
simulaciones o analizar muchos eventos registrados para estimar la inercia. Con
el registro de estos eventos el autor propone el uso de una regresión lineal, la cual
resultará en una expresión lineal (Figura 12) que denotará el comportamiento de la
inercia según el tamaño del desbalance en el sistema de potencia que se analice.
Constante de
inercia M (s)
Desbalance de potencia (MW)|
Figura 12. Regresión lineal de potencia/inercia .
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2.5.2 Métodos por simulación
En [10] se presenta un método de estimación mediante simulaciones, el cual se
basa en la resolución de la siguiente ecuación de oscilación:
2Δ
3 5 (B )
3B
= %; (B ) − %4 (B ) (34)
en donde Δ denota el cambio en la derivada de la frecuencia en B = 0+. como la
constante de inercia,%; potenciamecánica en el eje del generador y%4 la potencia
eléctrica en el estator del generador.
En la estimación se desarrolla el concepto de inercia disponible en el sistema como
la suma de las constantes de inercia de cada generador individual.
La razón por la que en (34) se especifica para B = 0+ es debido a que la ecuación
es válida justo después de que ocurre un desbalance de potencia en el sistema. El
método requiere dos datos de entrada: Lasmediciones de flujo de potencia activa y
mediciones del ROCOF en el punto de conexión del generador.
Para el método propuesto fue necesario modificar (34) ya que, las mediciones de
potencia activa son complicadas de obtener en un sistema de potencia complejo,
así que la componente %; se eliminó resultando la siguiente ecuación:
2
[
3 5 (B +)
3B
− 3 5 (B
−)
3B
]
= %4 (B −) − %4 (B +) (35)
donde B + es el tiempo en donde la primer muestra es tomada después del evento y
B − es el tiempo en el cual la últimamuestra fue tomada antes del evento.
Si (35) se usara directamente para calcular la constante de inercia , la estimación
resultaría muy vulnerable ante el ruido, por lo que se emplean cuatro ventanas
deslizantes que darán cuatro datos de salida como se puede apreciar en la Figura 13.
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Tiempo (s)
Tiempo (s)
Potencia 
Activa
(MW)
ROCOF
(Hz/s)
0
Figura 13. Método de estimación de inercia por cuatro ventanas
deslizantes.
%1 =
B0∑
7=B0−1
> (7 )
1
%2 =
B0+, +2∑
7=B0+,
> (7 )
2
'1 =
B0∑
7=B0−3
3 5 /3B (7 )
3
'2 =
B0+, +4∑
7=B0+,
3 5 /3B
4
(36)
De esta forma la estimación de la constante de inercia  se realiza acorde a la
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siguiente ecuación:
 =
1
2
%1 − %2
'2 − '1
(37)
elmétodo fue empleado en el sistema de 39 buses de la IEEE dando como resultado
una estimación de la inercia del sistema (como la suma de cada generador) con un
porcentaje de error del -4.491%.
En [40] se propone una estimación de inercia para un sistema de potencia dado
teniendo en cuenta no solo el ROCOF y el cambio en potencia activa, sino además
el impacto que tiene el voltaje y el tiempo. Partiendo de la ecuación de oscilación
tradicional:
2
3 5 (B )
3B
= Δ% (B ) (38)
en donde la mayoría de los métodos toman el cambio de potencia (Δ% (B )) en la
ecuación de oscilación (38) como el cambio de potencia provocado por el disturbio
de la siguiente manera:
Δ% (B ) = −Δ%37AB (39)
teniendo en cuenta que el flujo de potencia total también es función del voltaje,
frecuencia y tiempo se añade la funciónℎ:
Δ% (B ) = ℎ ( 5 ,+ , B ) − Δ%37AB (40)
posteriormente,ℎ ( 5 ,+ , B ) es remplazado por el término' (B )Δ5 (B ), por lo que (38)
es modificada de la siguiente forma:
24AB
3 5 (B )
3B
= ' (B )Δ5 (B ) − Δ%37AB (41)
en donde4AB es la constante de inercia estimada,' (B ) es una función variante en
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el tiempo y Δ5 (B ) es la desviación de frecuencia.
Cuandoocurre un evento dedesbalance depotencia enun sistema, existendiversos
factores entran en juego, los más relevantes son el voltaje y frecuencia. El término
' (B )Δ5 (B ) cumple la función de capturar el comportamiento de dichos factores
justo en el momento en que ocurre el evento.
En (41) las variables desconocidas son la inercia estimada (4AB ) y la variable' (B ),
por lo que para llegar a la estimación de la inercia en el sistema se debe calcular
' (B ). Considerandoque losdatosproporcionadosdeROCOFalrededordeunpunto
(BA ) son simétricos o asimétricos, el valor de ' (BA ) puede ser aproximado con el
promedio de los valores de ' (BA+7 ). Al considerar (41) para N puntos del ROCOF
alrededor de un tiempo B (A ), se puede obtener N+1 ecuaciones.
24AB
3 5 (BA+7 )
3B
= ' (BA+7 )Δ5 (BA+7 ) − Δ%37AB
24AB
3 5 (BA )
3B
= ' (BA )Δ5 (BA ) − Δ%37AB
' (BA ) =
# /2∑
7=−# /2
' (BA+7 )
#
{7 |7 ∈ ℤ ∧ −# /2 ≤ 7 ≤ # /2 ∧ 7 ≠ 0}
(42)
Una vez que se estimó la inercia de cada generador, es posible estimar la inercia
actual del sistema con la siguiente expresión:
02B =
<∑
7=1
7(,7
<∑
7=1
(,7
(43)
donde7 es la inercia individual de cada generador, (,7 es la potenica nominal del
generador 7 y < es el numero total de generadores en el sistema de potencia.
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El porcentaje de error se estima así:
%error =
4AB −02B
02B
· 100% (44)
el método propuesto fue implementado en el sistema de 32 nodos de la IEEE te-
niendo diversos escenarios de simulación con porcentajes de error que van desde
1.28% hasta 20%.
2.5.3 Métodos por mediciones fasoriales
En [41] se propone el uso demediciones fasoriales en un sistema de potencia con
una equivalencia de Thévenin para estimar la inercia del sistema. Teniendo cual-
quier sistema de potencia en donde se conecta un generador1 como semuestra
en la Figura 14:
G1 N1 N2
N3
N4
T1
T2
Gn
TL2
TL1
TL3
L1
N5
Figura 14. SEP convencional.
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Se puede encontrar una equivalencia de Thévenin en las terminales del generador a
analizar, en este caso es el generador1, si se reduce el sistema de potencia resulta
como la Figura 15.
G1
N1
Equivalencia de Thevénin
Figura 15. Equivalencia de Thévenin en terminales del genera-
dor G1.
El objetivo es encontrar el valor de -Bℎ y+Bℎ . La representación fasorial de la Figu-
ra 15 resulta así:
Referencia
Figura 16. Representación fasorial de la equivalencia de Théve-
nin.
Si se asume que \ = 0 debido a que se toma como referencia se puede llegar a lo
siguiente:
+ sin i −+Bℎ sin \ = -Bℎ cosU (45)
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+ cos i −+Bℎ cos \ = -Bℎ sinU (46)
en la Figura 15 se puede apreciar que la potencia activa y reactiva entregada a la red
por parte del generador1 es:
% =
+Bℎ+
-Bℎ
sin i (47)
& =
+
-Bℎ
(+ −+Bℎ cos i ) (48)
de (47) y (48) se puede encontrar el valor de+Bℎ y de -Bℎ :
+Bℎ =
%+
& sin i + % cos i
(49)
-Bℎ =
+ 2

sin i
& sin i + % cos i
(50)
los valores de potencia activa y reactiva que puede proporcionar un PMU situado
en las terminales del generador1 se definen de la siguiente manera:
% =+  cos(i − U) (51)
& =+  sin(i − U) (52)
unavezque sepuedenencontrar los valoresde% y& porpartedel PMUesposible
calcular el valor de -Bℎ y+Bℎ .
Para estimar la inercia del sistema de potencia se requiere de la ecuación de oscila-
ción y de la inercia equivalente del sistema:
27
5<
3 57
3B
= (% 7; − % 74 )>C = Δ%
>C
7
(53)
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AGA =
<∑
7=1
(
1
2
7l
2
A
)
<∑
7=1
( 7<
=
<∑
7=1
(( 7<7 )
<∑
7=1
( 7<
(54)
sustituyendo7 de (53) en (54) resulta:
AGA =
<∑
7=1
( 7<
(
5<Δ%
>C
7
23 57
3B
)
<∑
7=1
( 7<
(55)
AGA =
1
2
5<
<∑
7=1
(
Δ%7
'$$7
)
<∑
7=1
( 7<
(56)
el valor deAGA debe ser calculado inmediatamente de ocurrido el desbalance de
potencia y antes de que los sistemas de control del generador como AVR’s o el
gobernador operen.
En [1] se introdujo el concepto de inercia residual, y en donde se separa del con-
cepto de inercia síncrona, siendo esta última la inercia física debida a las unidades
de generación convencional y la inercia residual la que causan las unidades de
generación renovable.
Si bien los artículos anteriores estimaban la constante de inercia , esta no reflejaba
del todo lo propenso que era el sistema analizado ante desbalances de potencia, por
lo que hablar de inercia de forma separada entre residual y síncrona ayuda bastante
en el análisis de sistemas de gran escala.
Partiendo de la ecuación de oscilación convencional:
Δ%7 = −
27(7
50
3 57
3B
(57)
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teniendo en cuenta que el análisis será para un sistemamulti-máquina las sumas
de los cambios de potencia activa en cadamáquina resultaran en el desbalance de
potencia real del sistema:
Δ%̂ =
#∑
7=1
Δ%7 (58)
en el método los valores de inercia son multiplicados en cada máquina con su
potencia aparente que genera cada una.
64< =
#∑
7=1
7(7 (59)
Posteriormente se calcula la )=B la cual hace referencia en la cantidad real de
potencia activa en el desbalance y la cantidad de potencia activa que supone el
autor, con dicha relación se compara con la64< .
B=B =
Δ%
Δ%̂
·64< (60)
De esta manera es que el autor determina la inercia residual (expresada en porcen-
taje) de esta manera:
%@4A =
B=B −64<
B=B
· 100% (61)
el método fue probado en simulación del sistema de transmisión de Gran Bretaña
en donde realizó 22 eventos de desbalance de potencia, todos los valores de inercia
residual fueron promediados hasta dar con el valor de inercia residual del sistema
la cual fue de 18.18%, dichos valores de los 22 eventos fluctuaban desde 8 a 25%.
48
2.6 Conclusiones
En la actualidad la integración de unidades de generación renovable se esta dando
de formamasiva con una tendencia a desplazar las unidades de generación convencio-
nales. En los sistemas de potencia que operan con unamayor dependencia de energías
renovables se presentan los problemas asociados a la baja inercia, tales como: disparos
de protecciones por baja frecuencia, creación de islas, etc.
El estudio de sistemas eléctricos de potencia dinámicos es de vital importancia ya
que, se ha visto que existen distintas metodologías para estimar la inercia síncrona en el
sistema, una vez que se pueda estimar dicho valor la regulación en cuanto a la integración
de energías renovables será mejor, dando paso a una mejor operación del sistema sin
riesgo a que se presenten los problemas antes mencionados.
Se realizo una búsqueda de las metodologías existentes para la estimación de iner-
cia, en general se emplea la ecuacióndeoscilaciónpara lograr la estimación.Cadamétodo
difiere en la obtención de los datos a partir del muestreo seleccionado o la forma en que
se obtienen, ya sea por mediciones fasoriales o no.
De las metodologías presentadas, ya sea análisis post mortem o por simulación, se
puede apreciar que el uso de las mediciones fasoriales es de gran ayuda para unamejor
estimación, ya que con la inclusión de unidades demedición fasorial se percibe de una
mejor manera la dinámica del sistema.
CAPÍTULO 3
METODOLOGÍA PROPUESTA
3.1 Introducción
Como se ha visto anteriormente, las metodologías que han sido propuestas no
están diseñadas para una operación continua, es decir, en tiempo real. Un SEP real con
penetración de energías renovables puede ser censado continuamente para llegar a una
estimaciónde inercia síncronay residual, conel objetivode regularizar la implementación
de las unidades renovables en el sistema. La gran ventaja de implementar las mediciones
fasoriales es que solo es necesaria la medición en los puntos de generación importantes
del sistema, además la inclusión de los PMU en las unidades de generación es cada día
más requerida.
En este trabajo se propone un algoritmo para la estimación de inercia síncrona y
residual basado enmediciones fasoriales de las unidades de generación en un SEP dado,
en donde las unidades de generación renovable estén presentes.
El algoritmoprecisa de lasmediciones trifásicas para obtenermediciones fasoriales
(magnitud, ánguloy frecuencia), apartir de las cuales esposible estimar la inercia síncrona
y residual enel sistemadepotenciademaneracontinua,paraobservar el comportamiento
inercial de un SEP ante un desbalance de potencia, así como su relación con los cambios
de frecuencia por nodo y el comportamiento del centro de inercia.
En el presente capitulo se describe la metodología aplicada para el desarrollo del
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algoritmo propuesto, así como el análisis por etapas descritas en la metodología.
3.2 Aspectos importantes
3.2.1 Señales de entrada
Las señales de entrada serán extraídas de los nodos de generación del sistema que
se pretenda analizar mediante PMU’s ya que se espera trabajar con señales fasoriales, las
unidades que se usen para realizarmediciones arrojan las siguientes variables requeridas
para el algoritmo propuesto:
Voltajes en componentes simétricas (+012)
Corrientes en componentes simétricas (012)
Frecuencia estimada (5 )
ROCOF estimado (3 5
3B
)
Para el algoritmo propuesto es necesario conocer de antemano las constantes de inercia
de cada unidad de generación para realizar la estimacion de inercia sincrona y resi-
dual.
Cada fabricante de PMU’s los opera a distintas frecuencias de muestreo, para el
presente trabajo se tomó una frecuencia demuestreo de 2880 Hz (48muestras por ciclo),
ya que con esta cantidad demuestras por ciclo es posible percibir la dinámica del sistema
que se estudió.
3.2.2 Ventana deslizante
En [1] se toma el valor máximo alcanzado del ROCOF para llegar al censo de poten-
cias aportadas en cada generador, una vez que se tienen las mediciones de potencia total
se realiza el promedio de los diversos eventos a analizar, debido a este procedimiento en
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el presente trabajo se propone una ventana deslizante que realizará un filtro promedio
a los valores de ROCOF y de potencia activa que se extraen de los nodos censados conti-
nuamente, esto con el propósito de que las mediciones constantes del SEPmostrará la
dinámica a la cual esta sometido el sistema constantemente, lo cual nos dará un valor de
inercia a la cual está operando realmente.
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Figura 17. Visión general de fenómenos y control en SEP’s en
escala de tiempo.
En la Figura 17 se puede observar como es que las respuestas inerciales como
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fenómenos de los SEP’s se ubican en la escala de tiempo y que algoritmos de control están
dentro de su escala de tiempo. En lo que refiere al dominio de la inercia, se puede observar
que actúa en escalas de tiempo relativamente cortas que van desdemilisegundos hasta
decenas de segundos, la relación entre estos fenómenos y la estabilidad de corto plazo es
clara, debido a la íntima relación de la inercia con la estabilidad de ángulomencionada
anteriormente [2].
El filtro promedio se realiza con una ventana deslizante de medio segundo, esto
acorde a la Figura 17 ya que se elige un tiempo que este dentro del rango de las respuestas
inerciales.
3.2.3 Detección de evento
Un aspecto importante de la metodología propuesta es la detección del evento,
es decir, que el algoritmo sepa distinguir entre un evento de desbalance de potencia a
cualquier otro evento que no contemplen los cambios inerciales.
La importancia de detectar el evento correctamente se debe a que (11) solo es válida
después de que ocurra el evento, el ROCOF en pu puede ser descompuesto de la siguiente
forma:
2
50
3 5@
3B
= %̄; − %̄4 (62)
en donde 50 no es necesariamente la frecuencia de operación del sistema que se este ana-
lizando, sino la frecuencia al ocurrir el evento. Por lo anterior es muy importante detectar
el evento lomas pronto para tener unamejor precisión en la estimación inercial.
En la literatura se puede encontrar unmétodo estadístico llamado análisis de fluc-
tuación de tendencias (DFA por sus siglas en ingles), dicho método es empleado en
diversas aplicaciones como medicina, biotecnología, economía e ingeniería debido a
que esmuy susceptible a los cambios de flujo de datos debido a su funcionamiento.
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Para efectuar el método es necesario obtener unamuestra delimitada de los datos
a analizar, suponiendo una serie de datos F9 se le resta el promedio de toda la serie (F̄)
[42].
G (9 ) =
9∑
7=1
[F9 − F̄] (63)
A la variable G (9 ) se le conoce como suma acumulativa, posteriormente la serie de datos
es dividida en ventanas no solapadas con < datos cada una, para cada ventana la tenden-
cia local (G< (9 )) se calcula mediante un ajuste polinomial de orden : . Si el orden es de
1(regresión lineal), G< (9 ) se expresa de la siguiente manera:
.< (9 ) = 0<9 + 1< (64)
después de eso se calcula la raíz media cuadrática para estimar la fluctuación:
 (<) =
√√
1
#
#∑
7=1
(G (9 ) − G< (9 ))2 (65)
es importantedefinir unumbral que sea aptoparadistinguir cuando se tratedeuncambio
en desbalance de potencia, generalmente el umbral es de  = 0.2F10−8 [1], dicho valor
fue empleado en el presente trabajo.
3.3 Algoritmo propuesto
El algoritmo propuesto se basa principalmente en que, mediante mediciones fa-
soriales en los nodos de generación principales del sistema de potencia que se este
analizando, es posible estimar la inercia síncrona y residual del sistema.
Para lograr dicho objetivo es preciso el uso de unidades demedición fasorial coordi-
nadas medianteWAMS para el monitoreo contante del sistema, así como la observación
y análisis de la dinámica del mismo. La recopilación de datos que puede proporcionar un
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PMUesde vital importancia ya queunmonitoreo contante y deuna cantidaddemuestras
por ciclo considerables son de gran ayuda en el método de detección del evento, si el
muestreo no fuera tan constante la detección del evento resultaría tardía, ocasionando
un error en la estimación.
El algoritmo esta implementado en tres etapas: la primera etapa consiste en realizar
mediciones trifásicas (entradas de los PMU) para obtener las mediciones fasoriales; la
segunda consiste en la ventana deslizante con filtro promedio para estimar los cambios
de potencia totales (ideal y real); mientras que la última consiste en el cálculo de inercia
residual y síncrona en porcentaje. Las etapas antes mencionadas se presentan en el
diagrama de flujomostrado en la Figura 18.
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Mediciones trifásicas
(Vabc , Iabc)
Estimación de inercia 
residual
%Hres
Mediciones fasoriales
(V012 , I012)
Mediciones frecuenciales 
e inerciales
(F , ROCOF, H)
Ventana de datos
(500 ms)
Filtro promedio
Ventana de datos
(500 ms)
Filtro promedio
Etapa 1
Etapa 2
Etapa 3
}
}
}
Figura 18. Algoritmo para estimación de inercia residual y
síncrona.
A continuación, se realiza una descripción a detalle de cada una de las etapas antes
mencionadas.
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3.3.1 Etapa 1
En la primera etapa se supone como un inicio las entradas de los PMU, los cuales
están dispuestos en las unidades de generación, las entradas son las señales de voltaje y
corriente trifásicas, las cuales son transformadas a señales fasoriales.
El proceso de conversión entre mediciones trifásicas y fasoriales es mediante la
siguiente matriz de conversión [43]:

 00
 10
 20

=
1
3

1 1 1
1 0 02
1 02 0


0
1
2

(66)
donde las señales pueden ser tanto de corriente como voltaje y teniendo en cuenta que
0 = 1∠120.
Una vez realizado este paso se obtienen las mediciones fasoriales 012 y+012, dichas
mediciones serán empleadas para obtener la potencia real que se está suministrando o
extrayendo por parte de las unidades de generación [43].
> = D00700 + D01701 + D02702 (67)
Por otra parte, con las mediciones trifásicas también es posible estimar mediciones
frecuenciales e inerciales, es decir, obtener la frecuencia y ROCOF en el nodo donde se
ubique el PMU y como se revisó en [41] estimar la inercia del sistema en segundos.
En cuanto a las estimaciones frecuenciales y de ROCOF realizadas por los PMU’s
convencionalmente se realizanmedianteelmétodode la transformadadiscretadeFourier
(DFT) como se revisó en la sección 2.4.2.
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En el presente trabajo con el software empleado, las mediciones frecuenciales y de
ROCOF se realizanmediante la primer y segunda derivada del ángulo de los voltajes en
los nodos censados, de esta forma:
X@ = X@−1 +
Δ5
5<
2c
#
(68)
siendo X@ el ángulo de fase en la iteración @ y el ángulo con subíndice @ − 1 el ángulo de la
iteración anterior. Además, se debe tomar en cuenta que# es el número demuestras por
ciclo y 5< la frecuencia nominal del sistema que se esté analizando.
Reordenando la ecuación anterior se puede encontrar la relación que expresa el
cambio de ángulo respecto al tiempo:
X@ − X@−1(
1
# 5<
) = 2cΔ5 = 3X
3B
(69)
De la ecuación anterior se puede encontrar la relación que existe entre la frecuencia y
ángulo de fase, en donde la frecuencia puede ser expresada comouna frecuencia nominal
a la cual se espera que trabaje el sistema, sin embargo, en los SEP actuales siempre existen
variaciones frecuenciales por lo que se puede expresar la frecuencia como una frecuencia
nominal más un cambio en ella:
5 = 5< + Δ5 (70)
realizandouna sustituciónde (69) en (70) se puede encontrar la siguiente expresión:
5 = 5< +
1
2c
3X
3B
(71)
de la expresión anterior es posible estimar el ROCOF de la siguiente forma:
3 5
3B
=
1
2c
32X
3B 2
(72)
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Una vez estimadas las frecuencias y el ROCOF en cada nodo de generación y de las
constantesde inerciadecadaunidaddegeneración (siendocalculadasde formacontinua)
siendopara lasmáquinas síncronasuna constante fácil de obtener, peropara las unidades
de generación renovable un dato no tan fácil de obtener, por lo que se opta por tomar
la constante de inercia de unidades fotovoltaicas como cero debido a que no hay aporte
mecánico en dicha generación.
Teniendo la ecuación de oscilación (11), y además, conociendo el valor de la cons-
tante de inercia y el valor del ROCOF de cada nodo de generación es posible estimar el
cambio en lapotencia suministradapor lasunidades generadoras (yaque %̄;−%̄4 = −Δ%̄ ),
de esta manera:
Δ>̄ = −2 3 5̂@
3B
(73)
por lo tanto, en cada nodo de generación existirá un cambio de potencia calculado con la
ecuación anterior, se puede inferir que esta potencia calculada es la potencia que debería
de resultar si la generación fuera enteramente por máquinas síncronas.
3.3.2 Etapa 2
En esta etapa se hace uso deWAMS para conocer lasmediciones de potencia reales
y calculadas a partir de (67) y (73) respectivamente, para proceder con las sumatorias de
cada nodo de generación.
La suma de potencias reales se expresa de la siguiente manera:
Δ% =
<∑
9=1
>9
(base
=
<∑
9=1
(
D9007
9
00 + D9017901 + D9027902
)
(base
(74)
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La suma de potencias calculadas se expresa de la siguiente manera:
Δ%̂ =
<∑
9=1
Δ>̄9 =
<∑
9=1
−2 9 3 5̄
9
3B
(75)
Cabe destacar que las potencias reales y calculadas son expresadas en pu.
Una vez obtenidos los datos de las sumatorias de potencia real y calculada dichos
vectores se someten a un filtro promedio de 500ms, la longitud de la ventana deslizante
para aplicar el filtro promedio se elige en base al artículo en que se basa el presente
trabajo [1] conmotivo de realizar comparativas entre algoritmos, además como se puede
ver en la Figura 17 el dominiode los fenómenos inerciales vadel ordende losmilisegundos
a las decenas de segundos, sin embargo como el propósito del presente trabajo se centra
en observar la dinámica del sistema de potencia la ventana de datos demedio segundo
va acorde a dicho propósito.
Para obtener el nuevo vector con el filtro promedio aplicado es necesario emplear
una ventana deslizante como se revisó en la Figura 10 con < número de datos, de cada
ventana se obtiene un valor en donde se inserta en un nuevo vector. Siendo F9 como cada
valor de la ventana y F̄ como el valor promedio de cada ventana la expresión para definir
el filtro promedio en cada ventana es la siguiente:
F̄ =
<∑
9=1
(
F9
)
<
(76)
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3.3.3 Etapa 3
Como etapa final del método propuesto, se hace uso de las mediciones de cambio
de potencia activa real (dado por las mediciones fasoriales) y calculada (dado por las
mediciones frecuenciales y de ROCOF), con las cuales se realizará una comparativa entre
cada una, de esta manera se puede encontrar el porcentaje de inercia residual y síncrona.
A partir de (60) y (61) se puede llegar a la siguiente expresión:
%res =
(
1 − Δ%
Δ%̂
)
· 100% (77)
la expresión anterior es de bastante utilidad en el propósito de análisis en tiempo real ya
que, a diferencia delmétodo en [1], en dicho artículo son necesarios los datos de potencia
aparente de cada unidad de generación para el cálculo del parámetrogen, por lo que la
ecuación (77) no requiere los datos de potencia aparente y únicamente requiere los datos
del cambio de potencia real y calculada, los cuales son estimados en cadamedición de
los PMU, esto hace que el método sea demenor gasto computacional al requerir menos
operaciones aritméticas.
3.4 Conclusiones
En el presente capítulo se presentó la metodología propuesta para la estimación
de inercia síncrona y residual en base amediciones fasoriales en nodos de generación y
además, con las restricciones que implica unamedición confiable, tales como unmétodo
adecuado para detección del evento y que estemismo sea capaz de diferenciar un evento
de desbalance de potencia a cualquier evento de otra índole.
El algoritmo propuesto de basa fuertemente enmetodologías previamente emplea-
das donde las mediciones fasoriales fueron de gran importancia, sin embargo, dichas
metodologías son usadas para análisis post mortem, donde algunas variables importan-
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tes son conocidas, el presente trabajo tiene como fin un uso en tiempo real donde las
mediciones síncronas que pueden proporcionar losWAMS son empleadas para realizar
la estimación continuamente, ya que el método propuesto no precisa de ciertas variables
que en los trabajos previos son de vital importancia, tales como la potencia aparente de
cada generador y el cambio total de potencia en cada evento.
El algoritmo propuesto pertenece al grupo demetodologías basadas en el calculo
del ROCOF, como se ha revisado hasta ahora, realizar dicho calculo pueden emplearse
diversos métodos y el estándar de sincrofasores no especifica el método de medición
de la frecuencia hace que cada dispositivo de diferentes fabricantes entregue resultados
distintos.
CAPÍTULO 4
PRUEBAS Y RESULTADOS
4.1 Introducción
Para demostrar la metodología propuesta en el capitulo anterior se realizaron las
comparativas entre el método propuesto y el método en [1] en 2 sistemas de prueba que
son analizados demanera recurrente en diversas investigaciones.
La razónprincipal para comparar estosmétodos es que elmétodopropuesto estima
la inercia residual en tiempo real, en cambio, elmétodo del artículo lo hacemediantemúl-
tiples simulaciones de un sistema de potencia. Ambosmétodos son realizados mediante
el mismo software DigSilent Power Factory y procesadosmedianteMatlab.
Generalmente se busca que el sistema de potencia a analizar sea relativamente
pequeño para poder observar de la mejor manera el comportamiento dinámico que
concierne a los desbalances de potencia y a los fenómenos inerciales.
Para cada sistema de prueba se realizaron diversos eventos de desbalance de poten-
cia, donde las cargas en el SEP cambiaban su valor en determinadomomento, para que
los generadores (nodos de generación conmediciones fasoriales) tanto síncronos como
no convencionales (fotovoltaicos o eólicos) puedan satisfacer la energía demandada por
la carga.
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4.2 Sistemas de prueba
4.2.1 Sistema de prueba 1
G2
G1
1
2 7
5
8
9 3
6
4
G3
Figura 19. Esquema de sistema de pruebas 1.
El primer sistema de prueba es el sistema de 9 Nodos de Anderson [44] mostrado
en la Figura 19. Dicho sistema está diseñado a una potencia base de 100 MVA y a una
frecuencia nominal de 60 Hz, con 3 unidades de generación convencional conectadas a
la red por 3 transformadores para alimentar 3 cargas.
En el apéndice A se puede encontrar los parámetros de línea en p.u. y real (Tabla
16 y 17 respectivamente), ya que en la literatura es común encontrar los parámetros para
modelar el sistema en p.u. sin embargo, para el software empleado los parámetros de
las líneas de transmisión se ingresan en valores reales, el sistema consta de 6 líneas de
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transmisión aéreas en secuencia abc.
Los parámetros de los transformadores se reflejan en la Tabla 18 donde todos los
transformadores operan a 100MVA.
Los parámetros de los generadores se encuentran en la Tabla 19 donde se reflejan
los aspectos más importantes para el modelado del generador.
Los parámetros de los nodos, tales como la definición de cada nodo (nodo slack,
generador, carga o transición), el voltaje al cual opera cada nodo, la potencia reactiva
máxima ymínima de operación de los generadores y valor de cargas se encuentran en la
Tabla 20, el valor total de la carga es de 315MW y 115MVAR’s.
Para este sistema se incorporó un sistema fotovoltaico en el nodo 4 que aporta 30
MW al SEP.
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4.2.2 Sistema de prueba 2
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Figura 20. Esquema de sistema de pruebas 2.
El segundo sistema de prueba es el sistema de 14 Nodos de la IEEE [45] mostrado
en la Figura 20. Dicho sistema está diseñado a una potencia base de 100 MVA y a una
frecuencia nominal de 60 Hz, con 2 unidades de generación convencional y 3 condensa-
dores síncronos, el sistema esta separado en 4 regiones de distinto voltaje en donde las
unidades de generación se encuentran en la región de alto voltaje, el sistema consta de 5
transformadores para separar cada región.
En el apéndice B se puede encontrar los parámetros de línea en p.u. y real (Tabla 21
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y 22 respectivamente), el sistema consta de 15 líneas de transmisión aéreas en secuencia
abc.
Los parámetros de los transformadores se reflejan en la Tabla 23 donde todos los
transformadores operan a 100MVA.
Los parámetros de los generadores se encuentran en la Tabla 24 donde se reflejan
los aspectos más importantes para el modelado del generador y de los condensadores
síncronos.
Los parámetros de los nodos, tales como la definición de cada nodo (nodo slack,
generador o carga), el voltaje al cual opera cada nodo, la potencia reactiva máxima y
mínima de operación de los generadores y valor de cargas se encuentran en la Tabla 25,
el valor total de la carga es de 259MW y 77.4MVAR’s.
Para este sistema se incorporó un sistema fotovoltaico en el nodo 5 que aporta 30
MW al SEP.
4.3 Casos de análisis
Para el análisis de eventos que conciernen al dominio de la inercia se realizaron
diversas simulaciones en donde se evaluaronmúltiples casos de análisis según el sistema
que se esté revisando.
Para cada SEP de prueba hubo 5 tipos de crecimiento de carga, los eventos simula-
dos cambian la magnitud de la carga seleccionada según el caso a analizar, el porcentaje
de incremento de carga fue de 1, 5, 10, 15 y 20% tanto en potencia activa y reactiva de la
carga (o de las cargas) del caso que se esté analizando.
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4.3.1 Casos de sistema de prueba 1
Para el sistema de pruebas 1 se realizaron 7 casos posibles de desbalance de carga,
con 5 posibles incrementos de carga, es decir se realizaron 35 simulaciones para evaluar
la metodología propuesta contra la metodología en [1].
En la Tabla 2 se encuentran los posibles casos de desbalance de potencia, para cada
caso hay 5 posibles escenarios de incremento porcentual de carga.
4.3.2 Casos de sistema de prueba 2
Para el sistema de pruebas 2 se realizaron 15 casos posibles de desbalance de carga,
con 5 posibles incrementos de carga, es decir, se realizaron 75 simulaciones para evaluar
la metodología propuesta contra la metodología en [1].
En la Tabla 3 se encuentran los posibles casos de desbalance de potencia, para cada
caso hay 5 posibles escenarios de incremento porcentual de carga.
TABLA 2
Casos de sistema de pruebas 1
Carga 1 2 3
Nodo 8 6 5
Caso 1 X
Caso 2 X
Caso 3 X
Caso 4 X X
Caso 5 X X
Caso 6 X X
Caso 7 X X X
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TABLA 3
Casos de sistemas de prueba 2
Carga 1 2 3 4
Nodo 3 4 6 13
Caso 1 X
Caso 2 X
Caso 3 X
Caso 4 X
Caso 5 X X
Caso 6 X X
Caso 7 X X
Caso 8 X X
Caso 9 X X
Caso 10 X X
Caso 11 X X X
Caso 12 X X X
Caso 13 X X X
Caso 14 X X X
Caso 15 X X X X
4.4 Resultados
4.4.1 Resultados de sistema de prueba 1
El sistema de pruebas 1 tiene 35 casos simulados, de los cuales se presentarán los
resultados gráficos de la simulación ante un incremento de carga al 1% en el caso 1, ante
un incremento de carga al 10% en el caso 4 y ante un incremento de carga al 20% en el
caso 7.
El método de detección empleado fue el análisis de fluctuación (DFA por sus siglas
en inglés) endonde se tomauna ventanamóvil de 1 segundo (60 datos, 1 dato por ciclo) de
longitud, endondecadaventanaarrojaunvalor asignadoa lafluctuacióncorrespondiente
de ese intervalo de tiempo. En la Figura 21 semuestra el comportamientodel flujodurante
69
un incremento de carga al 1% en el caso 1.
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Figura 21. Fluctuación (DFA) ante incremento de carga al 1%,
Caso 1.
Al ser unmétodo basado en la resolución de la ecuación de oscilación y al ser obte-
nido el ROCOFmediante los ángulos de voltaje, los resultados gráficos que se presenten
serán los siguientes:
Ángulos de los nodos de generación
Frecuencias de los nodos de generación
ROCOF de los nodos de generación
Potencias medidas y calculadas del sistema
Porcentaje de inercia residual
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Figura 22. Comportamiento de ángulos en nodos de generación
ante incremento de carga al 1%, Caso 1.
En la Figura 22 se puede observar el comportamiento de los ángulos en los nodos de
generación, al momento en que ocurre el incremento de carga (3 segundos) los ángulos
caen, oscilan por unos segundos y finamente tienden a recuperar el valor nominal.
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Figura 23. Comportamiento de frecuencias en nodos de genera-
ción ante incremento de carga al 1%, Caso 1.
En la Figura 23 es muy claro el comportamiento frecuencial del sistema ante cual-
quier incremento de potencia, la frecuencia nominal es 60Hz y almomento en que ocurre
el evento decae. Cabe resaltar que las acciones del gobernador y AVR´s no son visibles ya
71
que el propósito de este trabajo es observar el comportamiento justo después de ocurrido
el evento.
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Figura 24. Comportamiento de ROCOF en nodos de generación
ante incremento de carga al 1%, Caso 1.
En la Figura 24 se puede apreciar cómo es que el ROCOF alcanza su puntomáximo
al instante en que ocurre el incremento de carga, y a medida en que transcurre el tiempo
va oscilando y tratando de llegar a cero.
0 2 4 6 8 10 12 14 16 18 20
Tiempo (s)
-1
0
1
2
3
4
5
6
7
8
9
P
 (
p
.u
.)
10-3
P calculada
P medida
Figura 25. Comportamiento de potencias medidas y calculadas
del sistema ante incremento de carga al 1%, Caso 1.
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El análisis para la estimación de inercia residual del presente trabajo se basa en la
comparación de dos variables, la potencia activamedida por los PMU que entregan los
generadores al sistema y la potencia activa que resulta de la resolución de la ecuación de
oscilación.
En la Figura 25 sepuedeobservar las potencias activas antesmencionadas, realmen-
te se hace el cálculo y medición por nodos para realizar la sumatoria correspondiente, ya
que el análisis deja de ser nodal para ser del sistema de potencia completo. En la gráfica se
ve como es que existe una diferencia entre las dos variables, dicha diferencia es realmente
lo que hace que exista el concepto de inercia residual.
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Figura 26. Comportamiento de inercia residual del sistema ante
incremento de carga al 1%, Caso 1.
Con los resultados de cambio de potencia y la diferencia que existe entre estas dos
variables es posible estimar el porcentaje de inercia residual y por ende el porcentaje de
inercia síncrona en el sistema de potencia a analizar.
En la Figura 26 el dominio inercial es el periodo de tiempo que va desde el inicio
del evento hasta que el porcentaje de inercia residual se hace cero, realmente para este
últimomomento en un sistema de potencia ya habrán entrado en acción los sistemas de
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control como AVR’s y gobernador por lo que el análisis se centra desde el inicio del evento
hasta un par de segundos después.
En el inicio del evento (3 segundos) se puede apreciar un salto en la estimación de
inercia lo cual es de esperarse, ya que se comienza a realizar el filtro promedio de 500ms,
cuando la ventana de datos del filtro promedio está llena (3.5 segundos) la estimación
de inercia residual empieza a tener el comportamiento esperado, un valor máximo y
comienza a oscilar en el tiempo, disminuyendo su valor.
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Figura 27. Comportamiento de ángulos en nodos de generación
ante incremento de carga al 10%, Caso 4.
Como se puede apreciar en la Figura 27, los ángulos en los nodos de generación
ante un incremento en la demanda tienden a caer durante los primeros momentos en
que sucede el evento, a comparación con la Figura 22 se puede observar como es que los
ángulos ante un incremento al 10% causa una perturbación en los ángulos muchomás
marcada a comparación de un incremento de carga al 1%.
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Figura 28. Comportamiento de frecuencias en nodos de genera-
ción ante incremento de carga al 10%, Caso 4.
En la Figura 28 se puede observar que (como en el caso anterior) la frecuencia decae
ante un incremento de carga como era de esperarse, y en donde el valormínimo que llega
la frecuencia es demenormagnitud que en el caso anterior.
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Figura 29. Comportamiento de ROCOF en nodos de generación
ante incremento de carga al 10%, Caso 4.
La ecuación de oscilación define la relación entre un desbalance de potencia y el
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cambio en el ROCOF, es de esperarse que cuando el cambio de potencia es mayor, lo sea
también el ROCOF, en la Figura 29 se ve como es que en el momento en que se suscita el
evento el valor de la derivada de la frecuencia respecto al tiempo se dispara, y el valor que
alcanza supera en cuanto amagnitud al caso anterior.
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Figura 30. Comportamiento de potencias medidas y calculadas
del sistema ante incremento de carga al 10%, Caso 4.
El comportamiento de la potencia medida y calculada es similar al caso anterior,
realmente dichas potencias en la Figura 30 ya pasaron por el filtro promedio, por lo que
realmente se debe enfocar la atención después de que la ventana de datos se llene (3.5
segundos).
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Figura 31. Comportamiento de inercia residual del sistema ante
incremento de carga al 10%, Caso 4.
En la Figura 31 se puede observar un comportamiento similar al del ejemplo ante-
rior, ademas se puede ver como es que el valor de@4A no cambia radicalmente en cuanto
amagnitud a comparación del caso anterior.
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Figura 32. Comportamiento de ángulos en nodos de generación
ante incremento de carga al 20%, Caso 7.
Como se puede observar en la Figura 32 cuando el incremento de carga esmayor,
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el cambio en la magnitud de los ángulos de fase en los nodos de generación también es
mayor, este caso analizado es el caso en donde haymayor incremento porcentual en las
cargas y en donde todas las cargas en el sistema aumentan.
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Figura 33. Comportamiento de frecuencias en nodos de genera-
ción ante incremento de carga al 20%, Caso 7.
El comportamiento de la frecuencia en este caso (Figura 33) es predecible teniendo
en cuenta los casos mostrados anteriormente, aunque se puede observar como es que
la frecuencia en todos los nodos actúa de manera similar, aunque se puede observar
un nadir de frecuencia en los 17 segundos, posteriormente empieza a incrementar la
magnitud de frecuencia.
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Figura 34. Comportamiento de ROCOF en nodos de generación
ante incremento de carga al 20%, Caso 7.
El cambio de la frecuencia respecto al tiempo es directamente proporcional al cam-
bio en el incremento de carga, en el eventomostrado (Figura 34), en donde el incremento
de carga es el mayor de las simulaciones realizadas se aprecia que el ROCOF alcanza
valores extremos que podrían causar el disparo de protecciones por ROCOF en algunos
países [46].
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Figura 35. Comportamiento de potencias medidas y calculadas
del sistema ante incremento de carga al 20%, Caso 7.
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El comportamiento de la Figura 35 es bastante similar al comportamiento de los
casos anteriormente analizados, y ahí reside el aporte de este método para aplicaciones
en tiempo real, endonde sin importar el porcentaje de incrementodepotencia y las cargas
que cambien nos resulte en una estimación confiable.
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Figura 36. Comportamiento de inercia residual del sistema ante
incremento de carga al 20%, Caso 7.
En la Figura 36 se puede observar como es que el comportamiento de la inercia
residual es similar en cada caso y en cada incremento de carga.
En la Tabla 4 se muestran los resultados de inercia residual (%) por caso e incre-
mento porcentual de la carga, así como el promedio de todos los resultados simulados y
la desviación estándar. Además, en la Tabla 5 semuestran los promedios y desviaciones
estándar por el incremento de carga (por columnas) y en la Tabla 6 se muestran los
promedios y desviaciones estándar por caso (por renglones), esto se realiza para hacer
una comparación a profundidad con el método [1], el cual se realizó en el mismo sistema
de pruebas bajo las mismas condiciones, en la Tabla 7 se muestran los resultados de
inercia residual que resultarían de aplicar el método en el artículo anterior, también se
muestran los resultados por incremento de carga y por casos en las tablas 8 y 9 respecti-
80
vamente.
Al analizar cada uno de los resultados anteriores se puede ver que en el método
propuesto la desviación estándar es muchomenor tomando en cuenta todos los casos y
también los resultados por incremento de carga. El aspectomás importante al tomar en
cuenta está en la comparación de dos casos en particular: El caso 1 con 1%de incremento
de carga y el caso 7 con 20% de incremento de carga; ambos casos sonmuy distintos el
uno del otro enmagnitud, en realidad, son el casomínimo de carga y el casomáximo de
carga, al ver el porcentaje de inercia residual en ambos casos nos encontramos que la
diferencia es solo del 3.14%, esta diferencia tan reducida entre dos casosmuy distintos
da alusión a que el método pueda ser empleado en tiempo real, ya que sin importar que
carga este cambiandoo el incremento en la demandapodemos garantizar una estimación
confiable con un error mínimo de estimación.
Con los resultados del método en [1] se puede notar como es que la estimación de
inercia residual no es tan concisa como en el método propuesto en el presente trabajo,
además, se puede apreciar cómo es que dependiendo de los tipos de casos simulados (si
solo aumentan cargas individuales o colectivas) la inercia residual cambia bruscamente
de un caso a otro.
Cabe aclarar que en los resultados de la Tabla 7 en el último caso el porcentaje de
inercia residual se eleva considerablemente a comparación con las demás estimaciones,
esto es debido a que ese caso en particular supone que todas las cargas se incrementan al
mismo tiempo, en el artículo relacionado a esta tabla las simulaciones realizadas por el
autor se llevaban a cabo en casos de cambio en la demanda únicos y grupales (mas no
todas las cargas). Si nos centramos en este tipode casos el promedio y desviación estándar
del estudio serian de 33.14% y 11.86% respectivamente. Al realizar la comparación entre
los dosmétodos con las restricciones anteriores la diferencia en promedio es de 4.28%,
teniendo en cuenta que la desviación estándar del método propuesto es más de 10 veces
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menor que el método en [1].
TABLA 4
Porcentaje de inercia residual en sistema de pruebas 1 - método
propuesto
Inercia residual (%)
Casos
Incremento de carga (%)
1 5 10 15 20
1 31.45 29.12 28.81 28.69 28.63
2 30.77 28.77 28.46 28.34 28.27
3 31.45 28.81 28.50 28.41 28.36
4 29.75 28.65 28.47 28.41 28.37
5 29.92 28.65 28.50 28.44 28.41
6 29.66 28.49 28.33 28.27 28.23
7 29.29 28.49 28.38 28.34 28.31
Promedio 28.86
Desviación
estándar
0.85
TABLA 5
Resultados estadísticos por incremento de carga en sistema de
pruebas 1 - método propuesto
Incremento de carga (%)
1 5 10 15 20
Promedio 30.33 28.71 28.49 28.41 28.37
Desviación
estándar
0.89 0.22 0.15 0.13 0.13
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TABLA 6
Resultados estadísticos por casos en sistema de pruebas 1 -
método propuesto
Casos Promedio Desviación estándar
1 29.34 1.19
2 28.92 1.05
3 29.11 1.32
4 28.73 0.58
5 28.78 0.64
6 28.60 0.60
7 28.56 0.41
TABLA 7
Porcentaje de inercia residual en sistema de pruebas 1 - método
[1]
Inercia residual (%)
Casos
Incremento de carga (%)
1 5 10 15 20
1 23.65 23.55 23.35 23.15 22.96
2 25.07 24.81 17.74 17.61 17.47
3 18.02 17.77 24.50 24.29 24.02
4 49.70 49.15 41.83 41.38 40.92
5 42.70 42.28 48.50 47.82 47.23
6 44.00 43.48 42.93 42.37 41.82
7 68.61 67.62 66.65 65.66 64.56
Promedio 37.92
Desviación
estándar
16.18
4.4.2 Resultados de sistema de prueba 2
El sistema de pruebas 2 tiene 75 casos simulados, en la tabla 10 se muestran los
resultados de inercia residual ( %) por caso e incremento porcentual de la carga, así como
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TABLA 8
Resultados estadísticos por incremento de carga en sistema de
pruebas 1 - método [1]
Incremento de carga (%)
1 5 10 15 20
Promedio 38.82 38.38 37.93 37.47 37.00
Desviación
estándar
17.79 17.52 17.21 16.90 16.58
TABLA 9
Resultados estadísticos por casos en sistema de pruebas 1 -
método [1]
Casos Promedio Desviación estándar
1 23.33 0.28
2 20.54 4.02
3 21.72 3.50
4 44.60 4.42
5 45.71 2.97
6 42.92 0.86
7 66.62 1.59
el promedio de todos los resultados simulados y la desviación estándar. Además, en la
tabla 11 semuestran los promedios y desviaciones estándar por el incremento de carga
(por columnas) y en la Tabla 12 semuestran los promedios y desviaciones estándar por
caso (por renglones), esto se realiza para hacer una comparación a profundidad con el
método [1], el cual se realizó en elmismo sistemadepruebas bajo lasmismas condiciones,
en la Tabla 13 se muestran los resultados de inercia residual que resultarían de aplicar
el método del artículo anterior, también semuestran los resultados por incremento de
carga y por casos en las tablas 14 y 15 respectivamente.
Cuando se realiza un análisis profundo de los datos de cada una de las tablas que
comprenden al sistema de pruebas 2 podemos se puede decir que el método no funcionó
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como era de esperarse, aunque la desviación estándar del método propuesto esmenor
que el método con el que se comparó. En cuanto a la inercia residual existe un 7.68% de
diferencia.
Es importante notar que el comportamiento de inercia residual en todos los casos
depende en granmedida de la magnitud de incremento de carga, además en el método
propuesto la desviación estándar es mínima cuando el incremento en la carga también
lo fue, y aumento el valor diez veces cuando el incremento aumento al 5% y semantuvo
en los demás escenarios de incremento de carga. En cuanto a las estadísticas por casos
podemos inferir que la desviación estándar semantiene en rangos bastante aceptables
para una operación en tiempo real, pero con los promedios de inercia residual por casos
tan distintos no es recomendable.
4.5 Discusión
Realizando la comparación entre los distintos métodos llevados a simulación se
pueden encontrar dos diferencias importantes: en cuanto a la estimación de inercia
residual, en elmétodo visto en [1] necesita de la potencia aparente de cada generador para
llevar a cabo la estimación,mientras que elmétodopropuesto solo requiere de la potencia
activa para realizarla, esto se ve reflejado en unmenor costo computacional en caso de
que se requieramonitorear un sistema de potencia de escala considerable, es decir con
múltiples PMU’s que entreguen las lecturas demedidas fasoriales a las WAMS.
Por otra parte, el cambio de potencia activa en [1] se llevó a cabo por simulaciones
donde dicho valor era conocido desde el principio, mientras que en el método propuesto,
dicho valor se calculaba en el tiempo en la que la simulación corría, es decir como se
hubiera comportado en tiempo real.
Estas diferencias entre métodos suponen una diferencia en cuanto a las estimacio-
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TABLA 10
Porcentaje de inercia residual en sistema de pruebas 2 - método
propuesto
Inercia residual (%)
Casos
Incremento de carga (%)
1 5 10 15 20
1 57.57 60.28 60.44 60.51 60.57
2 29.65 29.81 29.87 29.91 29.96
3 34.68 35.86 36.01 36.07 36.13
4 32.06 33.09 33.22 33.28 33.33
5 49.20 49.54 49.63 49.71 49.80
6 57.26 57.67 57.78 57.88 57.98
7 54.72 56.75 56.86 56.96 57.06
8 29.18 29.41 29.50 29.58 29.65
9 28.90 29.05 29.15 29.23 29.30
10 33.72 34.33 34.52 34.60 34.68
11 47.51 48.35 48.47 48.60 48.71
12 47.72 47.89 48.02 48.14 48.26
13 28.65 28.83 28.95 29.06 29.18
14 54.43 54.60 54.76 54.90 55.05
15 46.71 46.88 47.04 47.21 47.37
Promedio 42.82
Desviación
estándar
11.36
TABLA 11
Resultados estadísticos por incremento de carga en sistema de
pruebas 2 - método propuesto
Incremento de carga (%)
1 5 10 15 20
Promedio 42.13 42.82 42.95 43.04 43.14
Desviación
estándar
1.29 11.73 11.74 11.75 11.77
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TABLA 12
Resultados estadísticos por casos en sistema de pruebas 2 -
método propuesto
Casos Promedio Desviación estándar
1 59.87 1.29
2 29.84 0.12
3 35.75 0.61
4 33.00 0.53
5 49.58 0.23
6 57.71 0.28
7 56.47 0.99
8 29.46 0.18
9 29.13 0.16
10 34.37 0.39
11 48.33 0.48
12 48.01 0.21
13 28.93 0.21
14 54.75 0.24
15 47.04 0.26
nes de inercia residual en donde el método propuesto es válido para una estimación en
tiempo real con sistemas de potencia con generación periférica (en anillo) como es el
caso del sistema de pruebas 1, sin embargo en sistemas de potencia radiales como es el
caso del sistema de pruebas 2 el método propuesto no se desempeñó como se esperaba,
aunque en ambos casos la desviación estándar de la estimación esmejor con el método
propuesto siendo 10 veces menor al otro método para el sistema de pruebas 1 y 1.4 veces
menor para el sistema de pruebas 2.
87
TABLA 13
Porcentaje de inercia residual en sistema de pruebas 2 - método
[1]
Inercia residual (%)
Casos
Incremento de carga (%)
1 5 10 15 20
1 45.45 45.82 46.31 46.77 47.20
2 23.51 23.51 23.34 23.13 22.88
3 68.83 69.44 69.82 70.02 70.00
4 20.52 62.57 62.76 62.69 62.81
5 54.76 54.85 55.24 55.64 56.05
6 49.94 50.10 50.56 51.01 51.42
7 50.51 50.81 51.20 51.63 52.04
8 32.82 32.67 32.48 32.19 31.93
9 32.03 32.12 31.85 31.62 57.80
10 64.79 65.80 65.96 66.16 66.34
11 56.04 57.15 57.52 57.91 58.32
12 55.57 57.47 57.86 58.26 58.65
13 38.28 38.20 37.97 37.71 61.51
14 53.90 54.13 54.52 54.93 55.33
15 56.54 59.41 59.78 60.17 60.56
Promedio 50.50
Desviación
estándar
13.36
TABLA 14
Resultados estadísticos por incremento de carga en sistema de
pruebas 2 - método [1]
Incremento de carga (%)
1 5 10 15 20
Promedio 46.90 50.27 50.48 50.66 54.19
Desviación
estándar
0.70 13.36 13.57 13.76 12.42
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TABLA 15
Resultados estadísticos por casos en sistema de pruebas 2 -
método [1]
Casos Promedio Desviación estándar
1 46.31 0.70
2 23.28 0.27
3 69.62 0.50
4 54.27 18.87
5 55.31 0.54
6 50.61 0.61
7 51.24 0.62
8 32.42 0.36
9 37.08 11.59
10 65.81 0.61
11 57.39 0.87
12 57.56 1.20
13 42.73 10.50
14 54.56 0.58
15 59.29 1.60
4.6 Conclusiones y recomendaciones
Elmétodo propuesto tuvo un gran rendimiento en el sistemade pruebas 1 ya que se
pudo demostrar que es posible una implementación de un algoritmo en tiempo real para
mejor monitoreo de la estabilidad en el sistema por inercia, esto debido a la desviación
estándar reducida y la congruencia entre estimaciones sin importar el caso que se tratase
o el incremento porcentual en la carga.
Sin embargo, para el sistema de pruebas 2 no es el caso, la variabilidad en la esti-
mación y la desviación estándar de magnitud tan grande no es recomendable para los
propósitos de tiempo real, aunque globalmente dio resultados mejores que el método
con el que se comparó.
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Cuando se hace la comparación topológica entre sistemas de prueba, así como
los escenarios realizados, se puede concluir que el método propuesto es adecuado para
una ejecución en tiempo real cuando la carga o los eventos de desbalance de potencia
estén centralizados, tomando como ejemplo el trabajo realizado en [1] donde se estimo
la inercia residual de Gran Bertaña (Figura 37) se puede apreciar como es que los eventos
analizadosporpartedel autorocurrenenel centrodel sistemadepotencia congeneración
por la periferia. Así como en el sistema de pruebas uno donde la generación es periférica
y la carga esta centralizada.
Figura 37. Ubicación de nodosmonitoreados y eventos simula-
dos en [1].
A diferencia del sistema de pruebas 2 en donde la generación solo se entrega por
una parte del sistema para satisfacer la carga y en donde la carga se ve esparcida a lo
largo del SEP podemos inferir que el método propuesto es viable cuando la generación es
periférica y la carga esta centralizada.
CAPÍTULO 5
CONCLUSIONES Y RECOMENDACIONES
5.1 Conclusiones
Los sistemas de potencia del futuro tenderán a desplazar en granmedida las unida-
des de generación convencionales para emplear unidades de generación renovable, esto
es posible gracias a los avances en electrónica de potencia que permiten el cambio entre
corriente directa a corriente alterna. La propia naturaleza de este tipo de tecnologías crea
un ciclo de conexión y desconexión a la red constante para su correcto funcionamiento.
Dicho ciclo en los dispositivos empleados para la integración de unidades de generación
renovables hace que el sistema se debilite (en términos de inercia), por lo que las fallas
debidas al accionamiento de protecciones por ROCOF sean cada vez más frecuentes,
dicha acción podía ser causa desde la salida de un generador, hasta un blackout.
Existenmuchos eventos que pueden afectar la estabilidad del sistema de potencia
los cuales se deben a diversas razones y tienen un impacto distinto en el SEP según el
evento del que se trate, por lo que es de suma importancia poder distinguir entre un
evento y otro, aunque hay métodos propios de la línea de investigación de sistemas de
potencia se ha visto que losmétodos estadísticosmultidisciplinarios también pueden ser
demucha utilidad según el tipo de evento que se quiera identificar.
Dentro de los primeros aportes en el campo de la cuantificación de inercia se
emplearon los datos de eventos registrados con anterioridad y mediante el uso de la
ecuación de oscilación se realizaron estimaciones bastante aceptables, posteriormente el
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uso de software especializado permitió la cuantificación de la inercia de todo un sistema
con datos modelados e inclusive datos supuestos para una planificación del sistema. Sin
embargo, la estimación cuantitativa de inercia en un sistema de potencia con penetra-
ción de energía renovable no muestra realmente lo propenso que esta el sistema ante
problemas debidos a una baja inercia.
Realizandounaabstracciónde la inercia endos tiposqueestén íntimamente ligados
(residual y síncrona) se puede percibir de una mejor manera como es que las energías
renovables debilitan al sistema eléctrico de potencia y proyectar como se comportara el
SEP ante eventos dentro del rango inercial.
El algoritmopropuestoeneste trabajo seapoyaenunmétodoexistenteparaestimar
la inercia síncrona y residual, pero con fines de uso en tiempo real y mediante el uso de
mediciones fasoriales. El uso de unidades de medición fasorial (PMU) se incrementa
día con día y presentamuchas ventajas contra los sistemas SCADA, uno de losmayores
logros de esta tecnología es que permite observar la dinámica del sistema a frecuencias
demuestreomuchomás altas. El algoritmo propuesto pertenece al grupo de técnicas de
estimación inercial basadas en la ecuación de oscilación.
De igual manera se demostró que un sistema conWAMS incorporado permite el
usodel algoritmopropuesto, ya que serándeutilidad comoseñales de entrada aunmenor
costo computacional ya que no requiere el computo de la potencia aparente por cada
generador. Gracias a la implementación de lasmediciones fasoriales elmétodopropuesto
no requiere un modelado previo del sistema a analizar, aunque es preciso censar las
unidades de generaciónmas importantes del sistemadepotencia que se requiera analizar,
además, tiene un menor costo computacional comparado con el método del cual esta
basado, ya que no es necesario el calculo de la potencia aparente de cada generador, por
lo que es posible su uso en tiempo real.
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El algoritmono se puede utilizar en cualquier sistema de potencia, como se ha visto
en los resultados obtenidos, es mejor emplearlo en sistemas que tengan la generación en
la periferia y la carga centralizada.
5.2 Aportaciones
La principal aportación de este trabajo de investigación es el desarrollo de un
método de estimación de inercia síncrona y residual en tiempo real, el cual no requiere
de un modelado previo del sistema para su correcto funcionamiento, únicamente el
compromiso de censar mediante mediciones fasoriales las unidades de generaciónmás
importantes del SEP con la condición de que el sistema tenga una carga centralizada y
que esta sea abastecida por la generación en la periferia del sistema. Con la implementa-
ción del algoritmo es posible censar como es que las unidades de generación renovable
afectan a la robustez inercial del sistema, al tener dicho parámetro en operación continua
facilita la toma de decisiones para futuros proyectos en el sistema, estudios post-mortem,
estudios de protecciones eléctricas, etc.
5.3 Recomendaciones para trabajo futuro
Con base en los resultados obtenidos en el presente trabajo, se proponen las si-
guientes recomendaciones:
Evaluar el método de estimación propuesto conmediciones reales.
Encontrar una expresión analítica que relacione el porcentaje de inercia residual y
el ROCOFmáximo que puede tener un sistema.
Realizar comparativa entre métodos de estimación de ROCOF con distintos fabri-
cantes de PMU.
Proponer un nuevo umbral para el DFA aplicado a tiempo real, ya que en las simu-
laciones se observó que el umbral empleado en [1] era demasiado sensible ante los
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desbalances de potencia elegidos en la simulación.
Realizar estudios ante perturbaciones en el sistema que no se consideraron en el
presente trabajo, tales como reducción de carga, salidas de unidades de generación
del sistema y desconexión de una carga.
Como trabajos a futuro se propone el uso de este método para un sistema real con un
monitoreo de área constante (WAMS) para determinar la relación entre la estimación con
los valores de ROCOF en el sistema para unamejor planeación del SEP.
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APÉNDICE A
DESCRIPCIÓN DEL SISTEMA DE PRUEBA 1
TABLA 16
Parámetros de líneas (p.u.) de sistema de prueba 1
Parámetros de lineas (p.u.)
Del
Nodo
Al
Nodo
Resistencia
'
Reactancia
-
Suceptancia

4 5 0.0100 0.0850 0.1760
5 7 0.0320 0.1610 0.3060
7 8 0.0085 0.0720 0.1490
8 9 0.0119 0.1008 0.2090
9 6 0.0390 0.1700 0.3580
6 4 0.0170 0.0920 0.1580
TABLA 17
Parámetros de líneas (real) de sistema de prueba 1
Parámetros de lineas (real)
Del
Nodo
Al
Nodo
Resistencia
R
(Ω/km)
Reactancia
X
(Ω/km)
Suceptancia
B
(`S / km)
1 2 5.2900 44.9650 332.70321
1 5 16.9280 85.1690 578.44991
2 3 4.4965 38.0880 281.66352
2 4 6.2951 53.3232 395.08507
2 5 20.6310 89.9300 676.74858
3 4 8.9930 48.6680 298.67675
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TABLA 18
Parámetros de transformadores de sistema de prueba 1
Parámetros de transformadores
Del
Nodo
Al
Nodo
Reactancia
(p.u.)
Relación
del tap
4 7 0.0576 1.0000
4 9 0.0625 1.0000
5 6 0.0586 1.0000
TABLA 19
Parámetros de generadores de sistema de prueba 1
Parámetros de generadores
Generador 1 2 3
MVA 247.5 192 128
F: 0.0336 0.0521 0.0742
@0 0.0000 0.0000 0.0000
F3 0.1460 0.8958 1.3125
F ′
3
0.0608 0.1198 0.1813
F ′′
3
0.0500 0.0700 0.1000
) ′
3
0 8.9600 6.0000 5.8900
) ′′
3
0 0.0152 0.0750 0.0750
F? 0.0969 0.8645 1.2578
F ′? 0.0969 0.1969 0.2500
F ′′? 0.0500 0.0700 0.1000
) ′? 0 0.0000 0.5350 0.6000
) ′′? 0 0.0242 0.0750 0.0750
H 9.5515 3.3333 2.3515
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TABLA 20
Parámetros de nodos de sistema de prueba 1
Parámetros de nodos (p.u.)
Nodo Voltaje (kV) %Gen &Gen %Load &Load Tipo de nodo &máx &mín
1 16.5 0.716 0.270 0.000 0.000 1 2.475 -2.475
2 16.5 1.630 0.067 0.000 0.000 2 1.920 -1.920
3 16.5 0.850 0.109 0.000 0.000 2 1.280 -1.280
4 230 0.000 0.000 0.000 0.000 0 0.000 0.000
5 230 0.000 0.000 1.250 0.500 3 0.000 0.000
6 230 0.000 0.000 0.900 0.300 3 0.000 0.000
7 230 0.000 0.000 0.000 0.000 0 0.000 0.000
8 230 0.000 0.000 1.000 0.350 3 0.000 0.000
9 230 0.000 0.000 0.000 0.000 0 0.000 0.000
APÉNDICE B
DESCRIPCIÓN DEL SISTEMA DE PRUEBA 2
TABLA 21
Parámetros de líneas (p.u.) de sistema de prueba 2
Parámetros de líneas (p.u)
Del
Nodo
Al
Nodo
Resistencia
R
Reactancia
X
Suceptancia
B
1 2 0.01938 0.05917 0.05280
1 5 0.05403 0.22304 0.04920
2 3 0.04699 0.19797 0.04380
2 4 0.05811 0.17632 0.03740
2 5 0.05695 0.17388 0.03400
3 4 0.06701 0.17103 0.03460
4 5 0.01335 0.04211 0.01280
6 11 0.09498 0.19890 0.00000
6 12 0.12291 0.25581 0.00000
6 13 0.06615 0.13027 0.00000
9 10 0.03181 0.08450 0.00000
9 14 0.12711 0.27038 0.00000
10 11 0.08205 0.19207 0.00000
12 13 0.22092 0.19988 0.00000
13 14 0.17093 0.34802 0.00000
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TABLA 22
Parámetros de líneas (real) de sistema de prueba 2
Parámetros de lineas (real)
Del
Nodo
Al
Nodo
Resistencia
R
(Ω/9;)
Reactancia
X
(Ω/9;)
Suceptancia
B
(`(/9;)
1 2 3.37677 10.30978 303.03030
1 5 9.41419 38.86249 282.36915
2 3 8.18754 34.49429 251.37741
2 4 10.12509 30.72200 214.64646
2 5 9.92297 30.29685 195.13315
3 4 11.67582 29.80027 198.57668
4 5 2.32610 7.33725 73.46189
6 11 1.03433 2.16602 0.00000
6 12 1.33849 2.78577 0.00000
6 13 0.72037 1.41864 0.00000
9 10 0.34641 0.92021 0.00000
9 14 1.38423 2.94444 0.00000
10 11 0.89352 2.09164 0.00000
12 13 2.40582 2.17669 0.00000
13 14 1.86143 3.78994 0.00000
TABLA 23
Parámetros de transformadores de sistema de prueba 2
Parámetros de transformadores
Del
Nodo
Al
Nodo
Reactancia
(p.u.)
Relación
del tap
4 7 0.20912 0.9780
4 9 0.55618 0.9690
5 6 0.25202 0.9320
7 8 0.17615 1.0000
7 9 0.11001 1.0000
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TABLA 24
Parámetros de generadores de sistema de prueba 2
Parámetros de generadores
Generador 1 2 3 4 5
MVA 615 60 60 25 25
F: 0.2396 0.0000 0.0000 0.1340 0.1340
@0 0.0000 0.0031 0.0031 0.0014 0.0041
F3 0.8979 1.0500 1.0500 1.2500 1.2500
F ′
3
0.2995 0.1850 0.1850 0.2320 0.2320
F ′′
3
0.2300 0.1300 0.1300 0.1200 0.1200
) ′
3
0 7.4000 6.1000 6.1000 4.7500 4.7500
) ′′
3
0 0.0300 0.0400 0.0400 0.0600 0.0600
F? 0.6460 0.9800 0.9800 1.2200 1.2200
F ′? 0.6460 0.3600 0.3600 0.7150 0.7150
F ′′? 0.4000 0.1300 0.1300 0.1200 0.1200
) ′? 0 0.0000 0.3000 0.3000 1.5000 1.5000
) ′′? 0 0.0330 0.0990 0.0990 0.2100 0.2100
H 5.1480 6.5400 6.5400 5.0600 5.0600
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TABLA 25
Parámetros de nodos de sistema de prueba 2
Parámetros de nodos (p.u.)
Nodo
Voltaje
(kV)
%4< &4< %!=03 &!=03
Tipo de
nodo
&;0F &;7<
1 132.000 2.320 0.000 0.000 0.000 2 10.000 -10.000
2 132.000 0.400 -0.424 0.217 0.127 1 0.500 -0.400
3 132.000 0.000 0.000 0.942 0.190 2 0.400 0.000
4 132.000 0.000 0.000 0.478 0.000 3 0.000 0.000
5 132.000 0.000 0.000 0.076 0.016 3 0.000 0.000
6 33.000 0.000 0.000 0.112 0.075 2 0.240 -0.060
7 11.000 0.000 0.000 0.000 0.000 3 0.000 0.000
8 1.000 0.000 0.000 0.000 0.000 2 0.240 -0.060
9 33.000 0.000 0.000 0.295 0.166 3 0.000 0.000
10 33.000 0.000 0.000 0.090 0.058 3 0.000 0.000
11 33.000 0.000 0.000 0.035 0.018 3 0.000 0.000
12 33.000 0.000 0.000 0.061 0.016 3 0.000 0.000
13 33.000 0.000 0.000 0.135 0.058 3 0.000 0.000
14 33.000 0.000 0.000 0.149 0.050 3 0.000 0.000
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