ABSTRACT In this paper, we propose an algorithm for identifying bruised apples based on 3-D shape information obtained by a 3-D infrared imaging system. The algorithm aims at classifying the harvested apples into two classes: bruised apples and un-bruised apples. The proposed algorithm is composed of two steps: feature extraction and classification. For feature extraction, we introduce a vertex-based mesh local binary pattern (vmLBP) operator to extract binary patterns from 3-D meshes. Specifically, we design a framework to construct ordered vertex rings (OVRs) for the computation of vmLBP codes. The constructed OVRs are designed to have the same ordering fashion as each other. For classification, we apply a support vector machine classifier to train the feature vectors generated from the histograms of vmLBP codes. Through experiments, we investigated and optimized the parameters of the proposed algorithm to achieve the highest identification accuracy. We compared the proposed algorithm with other algorithms. Experimental results show that the proposed algorithm has achieved a better performance for bruised apple identification than traditional algorithms, which indicates that the proposed vmLBP operator has good potential in a 3-D shape analysis due to its high discriminative power.
I. INTRODUCTION AND RELATED WORK
Bruise identification is one essential part in determining the quality of fruits. Bruises affect the appearance of fruits, which is an important quality index. Having a detection system that can detect and remove the damaged products could gain significant improvement in the quality of products for sale, and may consequently improve the whole fruit economy [1] . A study investigating the relationship between bruises and harvested apples showed that, using hand-picking method, bruises were found in as many as 16% of harvested apples, and this number increased when mechanical pickers were used [2] . Bruise detection used to be done manually based on the quality characteristics of the fruits [3] . Manual detection has several limitations, including being extremely time-consuming, labor-intensive, and affected by humanbias. In order to overcome such limitations, many efforts have been made to develop automatic bruise detection systems. In these systems, image processing technologies were widely used to identify bruised fruits. Varith et al. [4] applied thermal imaging to discriminate the surface temperature between bruised and sound tissues. Kleynen et al. [5] developed a multi-spectral imaging system using four wavelength bands in the visible/NIR ranges to detect bruised regions. The average accuracy of current bruise detection approaches are from 62% for Red Delicious [6] , to 82% using NIR infrared spectroscopy [7] . However, bruise detection using 2D imaging technologies has some limitations, such as low scanning accuracy, high sensitivity to the view point of the camera and lighting conditions, incapability to provide depth measurement of bruises, low accuracy in detecting the stems/calyxes, and so on. As a result, 3D imaging technologies gain more and more attraction in recent years in the field in order to overcome those limitations.
3D near infrared imaging technologies with certain wavebands are harmless to human beings and foods. These technologies have been applied for 3D human image acquisition [8] . Compared with 2D imaging technologies, 3D near infrared imaging technologies can provide accurate shape and depth information for any types of the objects that they scan. The obtained 3D surface information is able to tag slightly damaged or misshaped fruits that a 2D imaging system might otherwise overlook. Moreover, 3D near infrared imaging technologies are insensitive to the viewpoint of camera and lighting conditions, which makes them more userfriendly and more accurate than 2D imaging technologies. Another obvious advantage of near infrared 3D imaging technologies over the 2D technologies is that the 3D imaging systems can provide more accurate 3D depth damage measurements and contribute to bruise grading. Moreover, near infrared 3D imaging technologies can improve the accuracy of stem/calyx identification. All of those advantages make 3D near infrared imaging technologies perfectly suited for bruises detection on fruits. In this paper, we propose a bruised apple identification algorithm based on 3D NIR imaging [9] .
In computer vision, the external geometric information of a 3D object is often represented using polygon meshes, such as triangular meshes and quadrilateral meshes. Due to the irregular discrete distribution of vertices, meshes cannot be directly used in many shape analysis applications, such as detection, matching, and classification. Many studies have been done to develop shape descriptors (signatures) to represent 3D objects and have gained success in different applications. We divide current 3D shape descriptors into two categories. The first category is local shape descriptors that represent the partial region in the mesh. Some examples include Mesh-HoG descriptor proposed by Zaharescu et al. [10] , Mesh-SIFT descriptor proposed by Maes et al. [11] , and heat kernel signatures (HKS) proposed by Sun et al. [12] . With support of an interest points selection approach, those local shape descriptors are often used for mesh matching and mesh retrieval tasks and have achieved state-of-art performance. The second category is global shape descriptors that represent the whole mesh. Shape-DNA proposed by Reuter et al. [13] describes the whole mesh data by taking the normalized eigenvalues of its Laplace-Beltrami operator. It has shown good performance in some mesh matching and mesh retrieval tasks. GHKS proposed by Castellani et al. [14] is another global shape descriptor. It computes the histogram of local shape descriptors HKS of all vertices in the mesh data in different time steps and concatenates them to generate the feature vector. It was claimed to include global feature as well as local feature of the mesh data and showed superior performance to Shape-DNA in a brain classification task. Bag-of-words (BoW) model was used by Tang and Godil [15] to generate global feature vectors from curvature features for 3D shape retrieval.
Local binary pattern (LBP) proposed by Ojala et al. [16] is a local shape descriptor used to represent 2D textures in gray images Due to its computational simplicity and high efficiency, LBP has been widely studied and applied in many applications. In [16] , LBP was used for rotation invariant 2D texture classification. In [17] , a facial expression recognition system was developed based on LBP. In [18] , different topologies were investigated for the generation of LBP features in medical image analysis. In [19] , center-symmetric local binary pattern was proposed as the combination of scale-invariant feature transform (SIFT) descriptor and LBP descriptor. In [20] , local ternary pattern (LTP) was proposed as an alternative of LBP and was applied for face recognition. Recently, studies have been done on applying LBP method to 3D shape analysis. In [21] , a 3D surface was first transformed to a 2D depth map, then LBP like features were extracted from the 2D depth image for face recognition. However, the method contains two main disadvantages: 1) Generating a 2D representation of a 3D surface may lose important shape information; 2) Transformation requires extra computation and it may increase time cost of the whole processing. Local normal binary pattern (LNBP) was proposed for coding shape information in [22] . Instead of coding the difference of intensity values between the central point and its neighbors to obtain the local binary code, LNBP codes the angles between the vertex normal at the central point and the normals at its neighbors to improve discriminative power. However, the neighbor rings in LNBP operator were still constructed from the transformed depth image, thus it does not solve the time cost issue. Werghi et al. [23] proposed an algorithm, denoted by mesh-LBP, to directly extract LBP like features from mesh data. For each facet, it constructs an ordered ring facet (ORF) that contains facets around the central facet; all ORFs share the same traversal orientation. Then the curvature differences between the central facet and the facets in the ORF are used to generate the LBP code corresponding to the central facet. Werghi's algorithm completely removes the process of converting a mesh to a depth image. However, Werghi did not compare mesh-LBP with other 3D shape descriptors in the paper, so the actual performance of mesh-LBP in different applications is unknown.
In this paper, we proposed a new local shape descriptor, which we call vmLBP, based on the LBP algorithm proposed in [16] . Like mesh-LBP, the proposed descriptor also avoids the transformation from 3D meshes to 2D depth images. The main difference between the proposed algorithm and mesh-LBP method lies in that, instead of constructing ORFs for the computation of LBP codes, the proposed algorithm constructs ordered vertex rings (OVRs). Due to the fact that the number of vertices in a standard mesh is around half of the number of facets, the proposed algorithm is expected to be able to cut the number of the generated LBP codes to half and thus reduce the time cost while achieving the same or even better performance than mesh-LBP method. The histogram of vmLBPs of all the vertices is used to construct a global shape descriptor, and a support vector machine (SVM) classifier is used for the classification. In the experiment, we compared the performance of vmLBP with mesh-LBP and other stateof-art shape descriptors, vmLBP showed higher classification accuracy than others in the identification of bruised apples. In addition, we compared the performance of the proposed VOLUME 6, 2018 3D method with other 2D methods used for bruised fruit classification. The experimental results showed the superior performance of the proposed 3D method. Our contributions in this paper include:
(1) we are the first to use 3D near-infrared imaging in bruised apples identification; (2) we develop a simple and effective local shape descriptor to capture the shape information in a local region; (3) we investigate the potential of different shape descriptors for mesh classification tasks whose different classes have high degree of similarity; (4) the time cost of the proposed vmLBP is almost half of mesh-LBP.
The rest of the paper is organized as follows. The detailed procedure of computing vmLBP is presented in section II. Section III briefly introduces SVM for classification. The comparison results of vmLBP with other shape descriptors and comparison results of the proposed method with other methods for bruised apple classification are presented in section IV. Section V concludes the whole paper and proposes our future work.
II. vmLBP ALGORITHM
In the original LBP algorithm, the decimal form of LBP operator in a 2D image is defined as follows [16] : where c and η denote the central pixel and its neighbor pixels, P denotes the number of neighbor pixels used for the computation, I denotes the intensity value at the corresponding position. An important requirement for the computation of LBP codes is that the neighbors are arranged in an ordered circle fashion. The implicit ordering of the 2D image array makes the extraction of LBP codes from 2D images very easy. An example is shown in Fig. 1 . In a 3×3 2D image region, eight pixels are uniformly distributed around the central pixel (see Fig. 1(a) ), the ordering of the neighbor ring is defined to be clockwise and it starts from the up-left pixel (see Fig. 1(b) ). An eight-digit binary number is constructed based on the difference of intensity values between the pixels in a neighbor ring and the central pixel. 1 represents the intensity value of the neighbor pixel is larger than the intensity value of the central pixel at the corresponding position, 0 otherwise (see Fig. 1 (c) and Fig. 1(d) ). The triangular mesh, however, does not have such implicit ordering, thus extracting LBP codes from meshes becomes a little tricky. The rest of this section describes how the algorithm is designed. 
A. CONSTRUCTING ORDERED VERTEX RINGS (OVRs)
Triangular mesh model is often represented using two arrays: vertex array, and face array. Vertex array describes the mesh geometry (position of vertices), and face array describes the mesh topology (connection among different vertices). Face array is defined as a n × 3 matrix, where n indicates the number of triangular faces and each row describes the order of three vertices in the face. The orientation of the triangle face determines the pointing direction of the face normal. Taking Fig. 2 as an example, the left figure represents a face with an anti-clockwise order of vertices, the face normal is pointing outward from the surface. The right figure represents a face with a clockwise order of vertices, the face normal is pointing inward from the surface. Our framework is based on the assumption that all the face normals in the mesh are pointing outward from the surface of the mesh. In another word, the order of vertices in each triangular face is anticlockwise. Such assumption is easy to be fulfilled with modern mesh processing tools, such as MeshLab [24] or Blender [25] . Our goal is to construct an ordered ring of vertices around each vertex, such ring is defined as the set of vertices whose shortest path to the central vertex contains only one edge [26] , and these vertices in the ring are traversed in the same ordered fashion. We name the constructed ring as the ordered vertex ring (OVR). In this subsection, we only consider cases in regular meshes, i.e. all faces have the same number of edges, and all vertices are incident to the same number of edges. Given a regular triangular mesh, each vertex has a valence of six. Cases in irregular mesh will be addressed later. Given an example shown in Fig. 3 , the procedure for constructing the OVR around a central vertex v c is as follows:
Step 1: Construct a set of faces, denoted by F Nei , in which all faces share vertex v c (see Fig. 3(a) ).
Step 2: Randomly select a face, denoted by F r , from F Nei . Traverse the vertex order of F r , the vertex after v c is chosen as the first vertex in the OVR, denoted by v s . The vertex after v s , denoted by v t , is chosen to be the second vertex in the OVR (see Fig. 3(b) ).
Step 3: Find the face from F Nei , denoted by F i , that satisfies the following conditions: the face contains vertex v c and v t ; v t is after v c in the vertex ordering (see Fig. 3(c) ). Step 4: Extract the vertex after v t in F i and add it to the OVR (see Fig. 3(c) ).
Step 5: Replace v t with the last vertex in the OVR, replace F r by F i , and repeat the procedure from step 3 to step 4. The process terminates when v t becomes the first vertex in the OVR (see Fig. 3(d) ). Through the proposed framework, the constructed OVR is guaranteed to have an anti-clockwise order.
B. OVRs AROUND THE BOUNDARY VERTICES
In an unclosed mesh, vertices at the boundary of the surface only have an unclosed OVR, which is defined as a list of vertices having an anti-clockwise or clockwise order, and the shortest path between the first vertex and the last vertex contains more than one edge. We call these vertices boundary vertices. In addition, the first vertex and the last vertex in an unclosed OVR are also boundary vertices. An example of constructing the OVR around a boundary vertex is shown in Fig. 4 . Specifically, we add an extra step between step 3 and step 4 in the framework described in the previous section: if F i is not found, which indicates that v t is a boundary vertex, the algorithm stops searching forward (see Fig. 4(b) ). Next, the program starts searching for the other boundary vertex. Specifically, the algorithm replaces v t with v s and starts searching in the opposite direction. The algorithm will look for the face F i (from F Nei ) which satisfies the following new conditions: (1) the face contains vertex v c , and v t ; (2) v t is before v c in the vertex order of the face. The vertices in the OVR are right shifted, and the vertex before v t in F i is inserted to be the first vertex in the OVR (see Fig. 4(c) ). Such procedure is repeated until the F i is not found again, and the whole process is terminated (see Fig. 4(d) ). 
C. INVARIANCE OF vmLBP TO THE ORDERING OF AN OVR
As mentioned above, the traversal orientations of the constructed OVRs are anti-clockwise. However, in order to make vmLBP be invariant to the ordering of an OVR, one more thing needs to be addressed, that is, the position of the first vertex in an OVR. One solution suggested in the traditional LBP [16] is to generate multiple LBPs on the same local ring through bit-wise shifting, and choose the LBP with the smallest decimal value. Such method may increase the redundancy of computations and decrease the discrimination power of LBP. Werghi et al. [23] proposed a simpler solution, which is to choose the nearest face to the azimuth plane of the central face as the first face in an ORF. We propose two methods for our framework: (1) choose the vertex which has the smallest Euclidean distance to the central vertex to be the first vertex in an OVR, denoted by D1_OVR; (2) choose the vertex which has the smallest distance to its projection on the tangent plane of the central vertex to be the first vertex in an OVR, denoted by D2_OVR. These two methods will be tested and compared in the experiments.
D. REGULARIZATION OF OVRs
In this subsection, we consider the second case in irregular meshes: there exist some vertices (excluding boundary vertices) whose valence is not equal to six. Directly computing LBP codes from OVRs constructed in such case would result in having multiple LBP codes to describe a single pattern. The discriminative power of LBP would be significantly reduced, and eventually the detection will fail. The issue can be solved by using regularization methods [23] . We use a similar approach proposed in [23] , that regularizes the features of vertices, i.e. curvatures, in the constructed OVR during the computation of LBP codes. Specifically, we apply interpolation on the constructed OVR, assuring the number of feature values used in LBP computation is the same for all OVRs. Two methods, linear interpolation [27] and cubic interpolation [28] , are commonly used for interpolation. Compared with linear interpolation, the cubic interpolation generates a smoother curve for the estimation of interpolated points, yet it requires more time than linear interpolation. These two methods will be tested and compared in the experiments.
E. COMPUTATION OF VERTEX-BASED MESH LOCAL BINARY PATTERNS (vmLBPs)
The last step is to compute LBP codes from the regularized OVR. The decimal form of the vertex-based mesh local binary pattern (vmLBP) is defined as:
where m denotes the number of neighbor vertices used for the computation after regularization, f (v) denotes the feature representation of vertex v. Principle curvatures are commonly used as the feature descriptors of vertex in 3D shape analysis [29] - [32] . The principal curvatures measure bending degree of the surface at a point on the surface, they are often represented by two scalar value, κ 1 and κ 2 , which are the largest and the smallest eigenvalues of the Weingarten map of a vertex on the surface [33] . Other type of curvatures are also proposed to represent vertex feature in the past studies and they all can be derived from the principle curvatures [34] . We use the algorithm proposed by Rusinkiewicz [35] for the computation of principal curvatures due to the fact that it can achieve higher accuracy in majority types of meshes and has lower outlier estimations. Rusinkiewicz proposed to compute the curvatures of a vertex by averaging the shape tensors of the facets sharing the vertex. The shape tensor, also called the second fundamental form, , is defined in terms of the directional derivatives of the surface normal [36] :
where N denotes the facet normal, u f and v f are the directions of an orthonormal coordinates in the tangent frame of face f . Multiplying by any vector s in the tangent plane gives the derivative of normal in that direction:
The shape tensor of a vertex p, p , can be estimated based on the shape tensors of faces around vertex v. The procedure for the computation of principal curvatures at vertex p is [35] :
Step 1: Compute per-vertex normal and construct an initial (u p , v p ) coordinate system in the tangent plane for vertex p.
Step 2: Compute per-facet shape tensor, denoted by f , by solving a least square problem given the three edge vectors e and the normal differences n between each vertex; re-express the shape tensor f in terms of (u p , v p ).
Step 3: Compute the accumulated tensor at vertex p by adding the weighted tensors of the facets sharing the vertex, the weight is denoted by w(f , p); divide the accumulated tensor by the sum of the weights to get the vertex tensor p .
Step 4: Find principal curvatures and directions by computing eigenvalues and eigenvectors of p .
We choose to apply and test 6 types of curvature-based features, including maximum curvature, minimum curvature, mean curvature, Gaussian curvature, curvature index, and shape index, to describe the vertex in the computation of vmLBP. They can be computed based on the principle curvatures κ 1 and κ 2 . Assuming κ 1 ≥ κ 2 , they are defined as [34] :
Minimum curvature:
Mean curvature:
Gaussian curvature:
Shape index:
Curvature index:
Fig. 5 shows an example of using different types of curvatures to describe the 3D mesh of a bruised apple. The bruise region of the apple is shown in the corresponding 2D color image (see Fig. 5(a) ) which is taken in the front of the object. The original mesh of the bruised apple is shown in Fig. 5(e) . 
F. MULTI-ORDER vmLBPs
We also expand our algorithm to generate multi-order vmLBP features. The ith order vmLBP code is computed based on the ith OVR around a central vertex. The ith OVR around the central vertex is defined as an ordered ring of vertices which the shortest path from each vertex in the ring to the central vertex contains i edges. In this subsection, we only consider the cases that the mesh does not have boundary vertices. In the framework, for a particular vertex, the construction of the (n + 1)-th OVR requires the n-th OVR, and the 1st OVR of all vertices in the n-th OVR (see Fig. 6(a) ). Given the example shown in Fig. 6 , the procedure of constructing the (n + 1)-th OVR starts from the first vertex in the n-th OVR, denoted as v c , is described as follows:
Step 1: From the n-th OVR, find the vertex before v c , denoted by v s , and the vertex after v c , denoted by v e (see Fig. 6(b) ).
Step 2: From the 1st OVR of v c , extract a set of ordered vertices, denoted by V set . The set satisfies the following condition: the vertices in the set are between v s and v e (see Fig. 6(b) ). Step 3: The first vertex in V set was removed and the remaining vertices are added to the (n + 1)-th OVR (see Fig. 6(b) ).
Step 4: Replace v c with the vertex after v c in the n-th OVR and repeat the procedure from step 1 to step 3 (see Fig. 6(c) ). The whole process terminates when all the vertices in the n-th OVR are traversed (see Fig. 6(d) ).
After regularization, vmLBPs with different orders are computed using (3) proposed in section II-E. We call the vmLBP computed using the n-th OVR the n-th order vmLBP around the central vertex.
III. CLASSIFICATION
The histogram of LBPs of the whole image are often computed and used as the feature vector to describe the whole image in the classification tasks [37] - [39] . We use the same strategy to compute a global feature vector from the histogram of all vmLBPs to describe the whole mesh. In addition to generating the global feature vector from the histogram of single type vmLBPs, we explore the potential of global feature vector derived from multiple types of vmLBPs, i.e. computed based on different curvatures, through feature combination. The generated feature vectors are used to train a SVM classifier for the identification of bruised apples.
A. FEATURE COMBINATION
There are two existing strategies for feature combination, serial and parallel combination [40] . Both methods require a preprocessing step of computing weights for each sub feature vector, representing its importance in the combined feature vector. We use a simple method to determine the value of VOLUME 6, 2018 weights, which is proportional to the inverse of the distance from the OVR to the central vertex. The serial combination concatenates weighted sub feature vectors into one long feature vector, whose number of elements equals to the sum of number of elements in the sub feature vectors. The parallel combination first uses a hyper-dimensional feature vector to represent multiple feature vectors in a hyper-dimensional space, the L 2 norm of each element in the hyper-dimensional feature vector is computed and used to construct the final feature vector. The parallel combination requires that the number of the elements in the sub feature vectors equals to each other and the number of elements in the feature vector equals to the number of elements in the sub feature vectors. For example, given three histograms of vmLBPs α, β, and γ , and their weights w 1 , w 2 , and w 3 , the combined feature vector using serial combination is represented as [w 1 α, w 2 β, w 3 γ ], and the combined feature vector using parallel combination is represented as ||i · w 1 
2 , where i, j, and k indicate unit vectors. Different feature vector combinations will be compared and tested in the experimental parts.
B. SUPPORT VECTOR MACHINE
In 2D applications, LBP is often combined with SVM for pattern recognition and image classification [41] - [43] . SVM classifier is a linear binary classifier [44] . The goal of a SVM classifier is to find an optimal decision surface to separate the dataset into two classes. Although the original SVM classifier is a linear classifier, it can be modified to implement non-linear classifications by introducing basis function. The decision surface is defined as a hyperplane [45] :
that maximizes the separating margin between the two classes by minimizing the following cost function [45] :
where (X ) is the basis function, C is a regularization parameter, l indicates the number of instances, b denotes bias, and ζ j (j = 1, . . . , l) are introduced to relax the separability constraint. Equation (13) is called the primal form of SVM. By solving the Lagrangian dual of primal form, the problem can be simplified to the following dual problem:
The maximization problem shown in (15) is a quadratic function of α i subject to linear constraints. Therefore, it can be efficiently solved with quadratic programming algorithms. After solving the problem in (15), the bias b can be calculated using:
where (X k , y k ) is randomly picked from the dataset. The decision surface can be expressed as
where
The choice of (X ) determines the performance of a SVM classifier. Since (X ) never appears explicitly in the training of the SVM algorithm, in practice we use the kernel function k(X , Y ). Most frequently used kernel functions are linear, polynomial, and radial basis function (RBF) kernels [46] :
After we extract LBPs from 3D meshes, the histogram of LBPs is calculated and used as the features vector to represent the meshes. Then we train the SVM classifier on generated feature vectors to classify each 3D mesh into a bruised or normal apple (including stem-end/calyx).
IV. EXPERIMENTS A. IMPLEMENTATION DETAILS 1) IMPLEMENTATION PLATFORM
All algorithms used in the experiments were implemented using Matlab 2016a. All experiments were performed under Windows 10 on a machine with CPU Intel Core i7-6700 @ 3.40HZ, GPU NVIDIA Quadro K620 and 16GB of RAM.
2) DATASET
All the algorithms in this paper were evaluated using a dataset of Granny Smith apples. The dataset contained 200 bruised apples and 102 unbruised apples. Each object had an unclosed 3D mesh, and a 2D image taken from front-view angle. Each mesh contained around 100,000 vertices and 200,000 faces. In order to reduce the burden of computations for feature extraction while preserving the details of shape information, we down-sampled the mesh data using iso2mesh toolbox [47] . Interestingly, we found that in addition to processing efficient, applying the proposed algorithm on down-sampled meshes also resulted in higher classification accuracy. Therefore, in the following experiments, we focused on exploring and optimizing the proposed algorithm based on the down-sampled dataset. Specifically, the decimation rate for down sampling was set to 0.1, and the mesh data after down sampling had around 10,000 vertices and 20,000 faces.
3) vmLBP IMPLEMENTATION
Computing vmLBP codes from an unclosed OVR will affect the discriminative power of vmLBP. Therefore, in the experiments, we set all boundary vertices to have an identical pattern, and we assigned a constant value, −1, to their vmLBP codes. As a result, the decimal value of the generated vmLBP codes ranged from −1 to 2 m − 1.
4) SVM CLASSIFIER
For classification, we used libSVM library to implement SVM classifier in the experiments [48] . Note that a main characteristic of this dataset was that a bruised apple and an unbruised apple may have high degree of similarity. The appearance of slightly damaged bruised tissue regions may have small shape difference from healthy tissue regions and the locations of bruised regions in the mesh are not directly provided. Therefore, having a global shape descriptor capable of interpreting abnormal regions is the key factor to the success of classification.
5) ITERATIVE CROSS-VALIDATION
Because the number of instances in the dataset was small, we used the whole dataset to evaluate the performance of the proposed algorithm. In specific, the dataset was randomly partitioned to 10 subsets and each subset had the same or close number of instances. 10-fold cross validation approach was adopted and the average of different measures was computed to represent the validation result. The partition process as well as 10-fold cross validation was repeated 50 times, and we used the mean and standard deviation of all validation results, denoted by mean ± standard deviation, to approximate the final performance of the algorithms over the whole dataset.
6) STATISTICAL MEASURES
We gave the definition of statistic measures to evaluate the performance of the proposed classifiers. Let a bruised apple be defined as a positive instance, and an unbruised apple as a negative instance. P denotes the number of positives in the dataset, and N denotes the number of negatives in the dataset. TP denotes the number of positives being recognized as positives and FP is used to denote the number of negatives being recognized as positives. TN is used to denote the number of negatives being recognized as negatives, and FN is used to denote the number of negatives being recognized as positives. Given the above definitions, the following statistic measures, including true positive rate (TPR), positive predictive value (PPV), accuracy (ACC), and F1 score (F1) are defined as:
TPR measures the proportion of real bruised apples that are correctly recognized. PPV measures the proportion of real bruised apples in the apples which are recognized as bruised apples by the algorithm. ACC measures the proportion of true results among the total number of examined cases. F1 is similar to ACC without considering true negatives.
B. EXPERIMENTAL RESULTS
In the following experiments, we first used three experiments to explore and compare different configurations and different parameter values to optimize vmLBP to achieve the highest performance. Next, we compared the performance of the optimized vmLBP with three other popular shape descriptors that were used for 3D shape analysis applications in the past studies. Then we investigated the potential of combining multiple types of vmLBP descriptors for the classification of bruised apples. Finally, we compared the proposed classification algorithm with similar algorithms which used different image modalities provided in the dataset to implement classification.
1) DETERMINATION OF THE POSITION OF THE FIRST VERTEX FOR THE CONSTRUCTION OF OVR
In this experiment, we investigated the effect of different methods to determine the position of the first vertex in an OVR on the performance of the proposed algorithm. We only used the 1st order vmLBP in the experiment because the first vertex in the higher order OVR is determined by the first vertex in the 1st OVR. We chose mean curvature to represent the feature of a vertex in the mesh. Linear interpolation was applied for the regularization of an OVR, and m in (3) was set to 6. For SVM classifier, the 3rd order polynomial kernel was used for training, and γ and C were both set to 1.
TPR, PPV, F1, and ACC were computed to evaluate the performance of different algorithms, the comparison of different measures was listed in TABLE 1. The experimental results showed that although the algorithm using D1_OVR had higher value of PPV, the algorithm using D2_OVR method had higher values of TPR, F1, and ACC than the algorithm using D1_OVR method. The classification accuracy of the algorithm using D2_OVR was achieved by 89.06±0.42%, which was around 5% higher than the algorithm using D1_OVR. The comparison result indicated that the discriminative power of vmLBP was distinctly improved by applying D2_OVR to determine the position of the first vertex in the construction of an OVR. As a result, we only used D2_OVR method to determine the position of the first vertex in an OVR in the following experiments.
2) REGULARIZATION FOR THE COMPUTATION OF vmLBP
In this subsection, we investigated the effect of regularization on the discriminative power of vmLBP. Two important factors, type of interpolation methods and the number of query points m were explored in this experiment. Specifically, the 1st, 2nd and 3rd order vmLBPs based on linear and cubic interpolation methods and with m set to 6, 9, 12 and 15, 24 descriptors in total, were computed and tested in the experiment. 6, 9, 12, and 15. The histograms of vmLBP descriptors used for the classification had 65, 513, 4097, and 32760 bins respectively. The third order polynomial kernel was used in SVM classifier in the experiment as well. Different measures of the classification results were listed in TABLE 2. From the table we first found that, for each order vmLBPs, setting m to 15 always resulted in lower value of TPR, PPV, F1, and ACC. It indicated that the discriminative power of vmLBP does not always improve with the increase of number of query points in the regularization. In addition, the standard deviation of the validation results increased with the increase of m in most cases. It implied that high value of m might increase the instability of the descriptor. For the descriptors using the 1st OVR for the computation of LBP, the best classification rate (ACC) was achieved by 89.06±0.42%, which was the descriptor using linear interpolation and having m equal to 6. It also had higher TPR, PPV, and F1 than others. For the descriptors computed from the 2nd OVR, the best classification rate was achieved by 87.73±0.50%, which was the descriptor using cubic interpolation and having m equal to 9, and it also had higher TPR, PPV, and F1. For the descriptors computed from the 3rd OVR, the best performance was achieved by the descriptor using cubic interpolation and having m equal to 6, which is 88.01±0.33%. Although the descriptor using cubic interpolation and having m equal to 12 had very close result in the mean, its standard deviation is larger than the descriptor whose m equal to 6. Based on the comparison results we made the following conclusions: linear interpolation method is suit for 1st order vmLBP, and cubic interpolation is suit for higher order vmLBP; The increasing of the number of query points in the regularization may increase the instability of the descriptor. The overall highest classification accuracy was achieved by 89.06±0.42% with the 1st vmLBP using linear interpolation and having m equal to 6. In the following experiments, we will use linear interpolation and let m equal to 6 for the computation of the 1st order vmLBP, and use cubic interpolation and set m equal to 9 for the computation of the 2nd order vmLBP, and use cubic interpolation and set m equal to 6 for the computation of the 3rd order vmLBP.
3) DETERMINATION OF FEATURE FOR THE COMPUTATION OF vmLBP
In this experiment, we investigated the effect of adopting different types of curvature features for the computation of vmLBP to classify the bruised apples. The curvature features explored were minimum curvature, maximum curva- ture, mean curvature, Gaussian curvature, curvature index, and shape index. The 1st, 2nd, and 3rd order vmLBP were computed with the optimal regularization settings obtained from the previous experiment. The same setting as the previous experiment was used for SVM classifier in the experiment. TPR, PPV, F1, and ACC of classification results based on each type of vmLBP were computed and listed in TABLE 3. From the comparison results we found that, in most cases, descriptors using maximum curvature, mean curvature, and curvature index achieved higher performance than the descriptors using minimum curvature, Gaussian curvature, and shape index. For the 1st order vmLBP, the best classification accuracy was 91.54±0.48%, which was achieved by the descriptor using maximum curvature; it was also the overall highest accuracy. For the 2nd order vmLBP, the best classification accuracy was 89.62±0.27%, which was achieved by the descriptor using maximum curvature. For the 3rd order vmLBP, the best classification accuracy was 88.80±0.56%, which was achieved by the descriptor using curvature index. As a result, we only considered using maximum curvature for the computation of the 1st and 2nd order vmLBP, and curvature index for the computation of the 3rd order vmLBP in the following experiments.
4) COMPARISON OF DIFFERENT SHAPE DESCRIPTORS
In this subsection, we compared the performance of vmLBP descriptors with several other shape descriptors, including mesh-LBP, shapeDNA, BoW feature, and GHKS, in the application of bruised apple identification. For shapeDNA and GHKS, we followed the parameter settings suggested in [14] to generate the global feature vectors, and directly used them to train the SVM classifier. The number of elements in shapeDNA was 200, the number of elements in GHKS is 1000. For BoW based feature, we used k-means method to generate words (clusters) in the visual dictionary. The number of words was chosen to be 200. We chose to compute the BoW histogram over all points in the mesh without sampling. As suggested in [15] , we used mean curvature, shape index, and curvature index for the computation of three BoW features, denoted by BoW-1, BoW-2, and BoW-3 respectively. For mesh-LBP, following the parameter settings suggested in [23] , we computed 9 mesh-LBP descriptors based on different combinations of ORF and curvature feature. They were: (1) 1st ORF + maximum curvature, denoted by MeshLBP-1; (2) 1st ORF + mean curvature, denoted by MeshLBP-2; (3) 1st ORF + curvature index, denoted by MeshLBP-3; (4) 2nd ORF + maximum curvature, denoted by MeshLBP-4; (5) 2nd ORF + mean curvature, denoted by MeshLBP-5; (6) 2nd ORF + curvature index, denoted by MeshLBP-6; (7) 3rd ORF + maximum curvature, denoted by MeshLBP-7; (8) 3rd ORF + mean curvature, denoted by MeshLBP-8; and (9) 3rd ORF + curvature index, denoted by MeshLBP-9. The histograms of the 9 mesh-LBP descriptors were used as the global feature vectors to train the SVM classifier. For vmLBP, we chose the 1st, 2nd and 3rd order vmLBP with the optimized setting obtained from the previous experiment, denoted by vmLBP-1, vmLBP-2, and vmLBP-3 and used their histograms to train the SVM classifier. In addition to compare the performance of shape descriptors, we exploited different kernels, including linear kernel, the 2rd, and the 3rd order polynomial kernels, and RBF kernel in the SVM. The value of parameters γ and C in the SVM was set to 1 in the polynomial kernels and the RBF kernel. The average time cost for computing different VOLUME 6, 2018 shape descriptors from the mesh data and their performance with different kernel-SVM classifiers was listed in TABLE 4. Experiment results showed that ShapeDNA and GHKS took significantly less time to compute the feature vector, and the fastest algorithm was ShapeDNA. However, the SVM classifier using ShapeDNA and GHKS failed to make right identification of bruised apples from the dataset. The best classification rate using ShapeDNA was 66.67±0%, which was achieved by SVM classifier with RBF kernel. The best classification rate using GHKS was 62.53±1.64%, which was achieved by SVM classifier with linear kernel. The results implied that both ShapeDNA and GHKS failed in identifying the damaged tissue regions on the surface of apples, or the difference between the representations of healthy tissues and bruised regions in ShapeDNA and GHKS were too small to be distinguished. For BoW-1, the highest classification accuracy was 91.55±0.49%, achieved by using linear kernel to train the SVM classifier. For BoW-2, the highest classification accuracy was 90.63±0.40%, achieved by using RBF kernel to train the SVM classifier. For BoW-3, the highest classification accuracy was 91.46±0.60%, achieved by using RBF kernel to train the SVM classifier as well. The highest performance was achieved by BoW feature is using mean curvature (BoW-1), and it is very close to the best performance achieved by vmLBP. However, generation of visual dictionary with hundreds of words over large amount of data points took a significant amount of time to accomplish. Taking it into account, computing BoW features took much longer time than computing vmLBP. For the 1st order mesh-LBP, the average computation time was 15.30s, and the best classification accuracy was 89.84±0.57%, which was achieved by using curvature index for the computation of the descriptor, and using linear kernel to train the SVM classifier. It did not surpass the best performance of 1st order vmLBP, which was 91.83±0.46%, achieved by using maximum curvature and linear kernel. The time cost of computing the 1st order mesh-LBP was around 2.4 times of time cost to compute the 1st order vmLBP. For the 2nd order mesh-LBP, the average computation time is 19.79s, and the best classification result was 87.75±0.47%, which was achieved by using curvature index and linear kernel. It also did not surpass the best performance of the 2nd order vmLBP, which was 89.63±0.28%, achieved by using maximum curvature and RBF kernel. The time cost of computing the 2nd order mesh-LBP was around 2.9 times of the time cost to compute the 2nd order vmLBP. For the 3rd order mesh-LBP, the average computation time is 26.61s, and the best classification result was 87.77±0.49%, which was achieved by using curvature index and linear kernel. It also did not surpass the best performance of the 3rd order vmLBP as well, which was 89.23±0.58% achieved by using mean curvature and RBF kernel. The time cost of computing the 3rd order mesh-LBP was around 3.72 times of the time cost used to compute the 3rd order vmLBP. The comparison results indicated that the vmLBP descriptor had better performance than mesh-LBP descriptor, implying vmLBP having higher discriminative power to distinguish bruised apples. The comparison between the time cost of computing vmLBP and mesh-LBP showed that computing vmLBP descriptors took much less time than computing mesh-LBP. The reason is : (1) the number of vmLBP descriptors need to be computed for the whole mesh data is around half times of the number of mesh-LBP descriptors; and (2) the algorithm of constructing an OVR is simpler and more efficient than the algorithm of constructing an ORF. The ratio between the time cost of computing mesh-LBP and computing vmLBP increased with the increase of the order indicated that vmLBP has a faster framework to compute higher order descriptors. Based on the experimental results we concluded that BoW feature, vmLBP and mesh-LBP are more capable of detecting small difference among the objects who have similar shapes than ShapeDNA and GHKS. In addition, compared with mesh-LBP and BoW feature, vmLBP took less time to compute, which makes it more suit for real-time classification task, such as the identification of damaged objects on a conveyor belt. In addition, different kernel functions gained little improvement on the performance of vmLBP, i.e. less than 0.5% in most cases. Therefore, we used linear kernel for the SVM classifier in the following experiments because it is simpler and more efficient.
5) COMBINATION OF vmLBPs FOR THE CLASSIFICATION
In this subsection, we investigated the potential of combining multiple vmLBPs to train the SVM classifier. Specifically, we adopted serial and parallel combinations to design 8 new feature representations of the meshes for the identification of the bruised apples. Four of them were based on serial combination, denoted by Serial-1, Serial-2, Serial-3, and Serial-4, and three of them were based on parallel combination, denoted by Parallel-1, Parallel-2, Parallel-3, and one of them was based on the combination of both serial and parallel combinations, denoted by MIX.
The ways for the construction of the feature vector for feature representations Serial-1, Serial-2, Serial-3, and Serial-4 are the same. For each feature representation, the histograms from the 1st, 2nd, and 3rd order vmLBPs are concatenated to form the new feature vector. The difference among the different feature representations was that different feature representations used different types of curvatures for the computation of the 1st, 2nd, and 3rd order vmLBPs, respectively. Serial-1 used maximum curvature, maximum curvature, and curvature index for the computation of the 1st, 2nd, and 3rd order vmLBPs respectively, because those curvatures resulted in better performances for the corresponding vmLBPs in the previous experiment. Serial-2 used maximum curvature for the computation of all the 1st, 2nd, and 3rd order vmLBPs. Serial-3 used mean curvature for the computation of all the 1st, 2nd, and 3rd order vmLBPs. Serial-4 used curvature index for the computation of all the1st, 2nd, and 3rd order vmLBPs.
Parallel-1 used parallel combination to combine the histograms of the three 1st order vmLBPs computed using maximum curvature, mean curvature, and curvature index respectively. Parallel-2 used parallel combination to combine the histograms of the three 2nd order vmLBPs computed using maximum curvature, mean curvature, and curvature index respectively. Parallel-3 used parallel combination to combine the histograms of the three 3rd order vmLBPs computed using maximum curvature, mean curvature, and curvature index respectively. MIX concatenated the generated Parallel-1, Parallel-2, and Parallel-3 to form a new feature vector.
The number of elements in Serial-1, Serial-2, Serial-3, Serial-4, and MIX is equal to 4675; the number of elements in Parallel-1 is equal to 65; the number of elements in Parallel-2 is equal to 513; the number of elements in Parallel-3 is equal to 4097.
From the previous experiments we found that kernel functions have little improvement on the classification accuracy. We used the linear kernel to train the SVM classifier. The classification results and their quantitative measures were computed and listed in TABLE 5. Based on the table we found that none of the combinations surpassed the best classification accuracy achieved by the single order vmLBP. The best performance of the algorithms using the combined vmLBPs was achieved by Serial-1, which was 91.55±0.42%. It was around 0.3% lower than the classification accuracy of vmLBP-1. In addition, in most cases, the algorithms using the parallel strategy for feature combination resulted in lower performance than the algorithms using the serial strategy, the best classification accuracy of the algorithms using the parallel strategy was 90.63±0.41%, which was achieved by Parallel-1, was around 0.9% lower than Serial-1. The classification accuracy of the algorithm using MIX achieved higher performance than the algorithms using the parallel strategy, but it was still around 0.7% lower than Serial-1. The experimental results indicated that, with serial or parallel feature combination strategy, neither the combination of multiorder vmLBPs using the same type of feature values nor the combination of the same order vmLBPs using different types of feature values can further improve the best classification accuracy of the proposed algorithm.
6) COMPARISON OF CLASSIFICATION ALGORITHMS ON DIFFERENT IMAGING MODALITIES
At last, we compared the proposed algorithm with four other methods, which all used the histogram of LBPs or variants of LBPs as the global feature and used SVM classifier for VOLUME 6, 2018 training. The major difference among them was that their LBPs were extracted from different data modalities. The first algorithm used 3DLBP proposed in [21] to extract LBP from a 2D range image transformed from the mesh data. The procedure of generating a 2D range image is as follows: (1) assuming the time-of-flight (ToF) camera is aligned with z-axis, construct a 2D regular grid that covers the x and yaxis of the mesh data. The distance between the points in the 2D grid is set to 0.001 both in x and y-axis; (2) For each point in the 2D grid, find the vertices whose x and y coordinates are located within a 3×3 window centered at the point and compute the value of the point by averaging the distance values between the camera and vertices; (3) use dilateerode function to fill the holes of the grid to generate the range image. The rest three methods extracted LBPs from 2D images of apples provided along with the mesh data. A preprocessing step was applied on 2D data to extract the interest regions for the classification: (1) generate mask images of the apples through thresholding; (2) given the mask images, compute the mass center of the apples; (3) extract the region of interest (ROI) from the 2D image with a 500×500 pixel window centered at the mass center of the apples. The second algorithm applied the traditional LBP method [16] , denoted by LBP, to generate a global feature vector from the gray image transferred from RGB color space. The third algorithm applied Multivariate Local Binary Pattern (MLBP) to generate feature vector directly from the color image. It is defined as
The value of MLBP is within the range [0∼71] when the number of neighbor pixels was set to 8, and its histogram had 72 bins. The forth algorithm applied Center Symmetric Local Binary Pattern (CS-LBP), which generated the feature vectors from gray images by comparing the center symmetric pairs of neighbor pixels around the central pixel. It is defined as CSLBP (c) =
where t is a threshold value, which was set to 5 in the experiment. The value of CSLBP was within the range [0∼15] when P was set to 8, and its histogram had 16 bins. We generated 3 descriptors for each method based on the 1st, 2nd, and 3rd neighbor rings. We set the value of P in each descriptor to 8 for all 3DLBP, LBP, MLBP, and CSLBP through linear interpolation. The corresponding descriptors were denoted by the 1st, 2nd, and 3rd order 3DLBP, the 1st, 2nd, and 3rd order LBP, 1st, 2nd, and 3rd order MLBP, and 1st, 2nd, and 3rd order CSLBP respectively. Fig. 7(k) respectively. The features extracted using these descriptors were used to train a SVM classifier with the linear kernel and then used to identify the bruised apples. The performance of the SVM classifiers based on these feature extractors was compared with the optimized 1st, 2nd, and 3rd order vmLBP. All four measures were computed and listed in TABLE 6. For 3DLBP, the best classification accuracy was 69.95±3.35%, which was achieved by the 2rd order 3DLBP. It was worth noting that the validation results of 3DLBP have very high standard deviation, larger than 3%, indicating the performance of 3DLBP may be unstable. For LBP, the best classification accuracy was 82.22±1.24%, which was achieved by the 1st order LBP. It was around 12% higher than 3DLBP, meanwhile it has a smaller standard deviation, indicating LBP was more stable. For MLBP, the best performance was 85.94±0.74%, which was achieved by 1st order MLBP. It was around 4% higher than LBP. It is worth noting that, although MLBP had relatively high TPR compared with other 2D image based LBPs, its PPV reduced distinctly with the increase of the radius of the neighbor ring. For CSLBP, the best performance was 81.67±1.47%, which was achieved by the 2nd order CSLBP. It was around 11% higher than 3DLBP. For vmLBP, the best classification accuracy was 91.83±0.46%, achieved by the 1st order vmLBP. It was around 9% higher than LBP, and its standard deviation was distinctly lower than LBP. The experimental results indicated that using similar classification frameworks, the algorithm learning from 3D shapes got higher classification accuracy than the algorithms learning from transformed 2D range images and 2D images. It also implied that, compared with range images and 2D images, 3D shapes contain more detailed information of bruised regions on the surfaces of apples. VOLUME 6, 2018 
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed an algorithm for bruised apple identification from 3D shape information. The algorithm consists of two parts: feature extraction and classification. For feature extraction, we designed a local shape descriptor, called vmLBP, to extract local binary patterns directly from mesh data. We also extended our algorithm to generate multi-order vmLBPs. We used the normalized histogram of vmLBPs to generate a global feature vector to describe the whole mesh data. For classification, we choose to apply SVM classifier to distinguish bruised and unbruised apples based on the global feature vectors. In the experiments, we optimized the vmLBP descriptors to achieve the highest classification accuracy. The highest classification accuracy was 91.83±0.46%. We compared vmLBP with several state-ofart shape descriptors, including mesh-LBP, ShapeDNA, BoW feature, and GHKS, for the identification of bruised apples.
The experimental results showed that vmLBP has better performance than others in detecting bruised regions and vmLBP is more time efficient than mesh-LBP, and BoW, which makes it more suitable for real-time classification tasks. In addition, we investigated different strategies to combine multiple vmLBPs to train a SVM classifier. The experimental results showed that the serial combination of multiple order vmLBPs has potential of improving the detection rate of bruised apples. At last, we compared the proposed classification framework with similar methods but using different image modalities provided by the dataset. The experimental results
showed the superior performance of 3D shape information in representing damaged tissue regions on the surfaces of apples.
In the experiments, we noticed that in the computation of vmLBP almost took half of time to compute the curvature features, which may become one bottleneck in real-time applications. In the future work, we will investigate GPU technique to accelerate the computation of the curvatures. We will also explore the potential of using other type of feature values to improve the performance as well as the efficiency of vmLBP. As mentioned before, our algorithm performed better on down-sampled dataset. We will further investigate the effect of the resolution of mesh data on the performance of vmLBP. At last, the size of the dataset in this paper is small, we will construct new datasets with larger size and with more types of fruits in the future and test the proposed algorithm on those datasets to clarify the feasibility of the proposed algorithm in the identification of bruised fruits.
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