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MEAN WIDTH OF RANDOM PERTURBATIONS OF RANDOM
POLYTOPES
DAVID ALONSO-GUTIE´RREZ AND JOSCHA PROCHNO
Abstract. We prove some “high probability” results on the expected value of
the mean width for random perturbations of random polytopes. The random
perturbations are considered for Gaussian and p-stable random vectors, as well
as uniform distributions on ℓNp -balls and the unit sphere.
1. Introduction and notation
The convex hull of N independent random points is called a random polytope.
Their study was initiated by Sylvester with a problem posed in the April issue of
The Educational Times in 1864 [28]. He asked for the probability that four points
chosen uniformly at random in an indefinite plane have a convex hull which is a
four-sided polygon. Within a year it was understood that Sylvester’s question was
ill-posed. Therefore, he modified the question, asking for the probability that four
points chosen independently and uniformly at random from a convex set K in the
plane form a four-sided polygon. The problem became known as the famous “four-
point problem” and was the starting point of extensive research (see also [3] and
the references therein).
Later, in their seminal papers [21], [22], [23] Re´nyi and Sulanke focussed their
investigations on the asymptotic behavior of the expected volume of a random
polytope as the number of points N tends to infinity.
Since then, random polytopes received increasing attention, especially in the last
decades. Among other things, important quantities are expectations, variances, and
distributions of geometric functionals associated to the random polytope. Examples
are the volume, the number of vertices, intrinsic volumes, the distance between the
random polytope and K, and the mean width, just to mention a few.
The study is also stimulated by important applications and connections to var-
ious other fields. Those can be found not only in statistics in the form of extreme
points of random samples or in convex geometry used to approximate convex sets,
but also in theoretical computer science in analyzing the average complexity of
algorithms. In view of random perturbations, in this context it is important to
mention the groundbreaking work [27] by Spielman and Teng in which they intro-
duced the concept of “smooth analysis” which is a finer concept than worst-case or
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average-case analysis, using small random perturbations of worst-case inputs of the
algorithm. This was crucial to understand the excellent performance of the simplex
method, allowing them to show that it has polynomial “smoothed complexity”.
In this paper we are interested in one of the aforementioned geometric function-
als, namely the expected value of the mean width. We study this functional for
randomly perturbed random polytopes and give “high probability” estimates for
several types of perturbations such as Gaussian, p-stable, uniform distributions on
the unit sphere and on ℓNp -balls. Crucial in the proofs of the main results is the
so-called “concentration of measure phenomenon”, going back to an idea of Le´vy,
and pushed forward and emphasized by V. Milman in the 1970’s in his work on
asymptotic geometric analysis (see also [16], [13]). Another important tool is the
central limit theorem for isotropic log-concave random vectors [11], which shows
that for many directions, the density of the 1-dimensional marginals of an isotropic
log-concave random vector is approximately Gaussian in some range.
Now, let us introduce the notation we need in order to state our results. A
log-concave random vector X in Rn is a random vector whose density with respect
to the Lebesgue measure is f(x) = e−V (x), with V : Rn → (−∞,∞] a convex
function. A log-concave random vector is said to be isotropic if it is centered and
its covariance matrix is the identity:
• EX = 0
• EXiXj = δi,j ,
where E denotes the expectation and δi,j is the Kronecker delta. We will denote by
PX and EX the probability and expectation with respect to the random vector X ,
or simply P, and E when no confusion is possible. If θ is a vector in the Euclidean
unit sphere Sn−1, fθ will denote the density of the 1-dimensional marginal 〈X, θ〉,
where 〈·, ·〉 denotes the usual scalar product in Rn.
Examples of isotropic log-concave random vectors are standard Gaussian random
vectors or random vectors uniformly distributed in K
LK
, where K is an isotropic
convex body and LK is its isotropic constant.
Let X1, . . . , XN be independent copies of an isotropic log-concave random vector
X in Rn (n ≤ N). The random polytope KN will be defined as their symmetric
convex hull, i.e.,
KN := conv{±X1, . . . ,±XN}.
If y is a vector in RN , the perturbation of KN given by y will be denoted by KN,y
and is defined by
KN,y := conv{±y1X1, . . . ,±yNXN}.
If K ⊆ Rn is a convex body the support function of K is defined by
hK(x) := max{〈x, y〉 : y ∈ K}.
The mean width of K is
w(K) :=
∫
Sn−1
hK(θ) dσ(θ),
where dσ is the uniform Haar probability measure on Sn−1.
Our first result involves perturbations of a random polytope when the perturba-
tion is a standard Gaussian random vector:
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Theorem 1.1. Let X1, . . . , XN be independent copies of an isotropic log-concave
random vector in Rn (n ≤ N ≤ e
√
n) and let G be a Gaussian random vector in
R
N . Then there exist absolute constants c, c1, c2 such that for every t > 0
PG
(
c1(1− t) ≤ EX1,...,XNw(KN,G)
logN
≤ c2(1 + t)
)
≥ 1− 1
N ct
2 .
In our second result we also consider a random perturbation of a random polytope
where the random perturbation does not have independent coordinates:
Theorem 1.2. Let X1, . . . , XN be independent copies of an isotropic log-concave
random vector in Rn (n ≤ N ≤ e
√
n) and let u be a random vector uniformly
distributed on SN−1. Then there exist absolute constants c, c1, c2 such that for
every t > 0
σ
(
u ∈ SN−1 : c1(1− t) ≤ EX1,...,XNw(KN,u)logN√
N
≤ c2(1 + t)
)
≥ 1− 1
N ct
2 .
Another random perturbation we consider, with non-independent coordinates,
is the case in which the vector giving the perturbation is uniformly distributed in
the unit ball of ℓNp , which we denote by B
N
p . We will prove the following:
Theorem 1.3. Let X1, . . . , XN be independent copies of an isotropic log-concave
random vector in Rn (n ≤ N ≤ e
√
n) and let y be a random vector uniformly
distributed in BNp . Then there exist absolute constants, c1, c2, c, c
′ such that for
every t > 0
Py

c1(1− t) ≤ EX1,...,XNw(KN,y)
(logN)
1
p
+1
2
N
1
p
≤ c2(1 + t)

 ≥ 1− 1
N
(ct)p
p
.
Finally, we will consider random perturbations of random polytopes, where the
perturbation is given by a random vector whose coordinates are independent iden-
tically distributed p-stable random variables. A real valued random variable ξ is
called normalized symmetric p-stable for some p ∈ (0, 2] if its characteristic function
is
φξ(x) = Ee
iξx = e−|x|
p
.
In the case that 1 < p < 2 we have finite first moments, but no finite variance.
Gaussian random variables are 2-stable. However, their behavior is rather different
from the one of p-stable random variables when p is close to 2. We will prove the
following:
Theorem 1.4. Let X1, . . . , XN be independent copies of an isotropic log-concave
random vector in Rn and let ξ = (ξ1, . . . , ξN ) where ξ1, . . . , ξN are independent
identically distributed symmetric normalized p-stable random variables with 32 <
p < 2. Then there exist absolute constants c, c1, c2, C > 0 such that
Pξ
(
c1(1− t) ≤ EX1,...,XNω(KN,ξ)
N
1
p
≤ c2(1 + t)
)
≥ 1− C
√
logN
N
1
p
for every t with tp ≥ cM
√
logNp
N
log(M) log(1 + 2M log(M)), M = 12−p .
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The paper is organized as follows: in Section 2 we will state the main tools
we will use in our proofs. In Section 3 we will prove the aforementioned theorems.
Finally, in Section 4 we will prove an estimate for the mean width of some arbitrary
perturbations of a random polytope.
Given an isotropic log-concave random vector X and any 1 ≤ p < ∞, its Lp-
centroid body is defined via its support function
hZp(X)(θ) = (E|〈X, θ〉|p)
1
p .
We will use the notation a ∼ b to indicate the existence of two positive absolute
constants c1, c2 such that c1a ≤ b ≤ c2a. c, c′, c1, c2, C, . . . will always denote
positive absolute constants whose value may change from line to line. Throughout
this paper, | · | will denote the Lebesgue volume, the absolute value as well as the
Euclidean norm and the meaning will be clear from the context.
2. Preliminary Results
A convex function M : [0,∞)→ [0,∞) where M(0) = 0 and M(t) > 0 for t > 0
is called an Orlicz function. The conjugate function or dual function M∗ of an
Orlicz function M is given by the Legendre transform
M∗(x) = sup
t∈[0,∞)
(xt−M(t)).
Again, M∗ is an Orlicz function and M∗∗ = M . For instance, taking M(t) = 1
p
tp,
p ≥ 1, the dual function is given by M∗(t) = 1
p∗ t
p∗ with 1
p∗ +
1
p
= 1. The n-
dimensional Orlicz space ℓnM is R
n equipped with the norm
‖x‖M = inf
{
ρ > 0 :
n∑
i=1
M
(
|xi|
ρ
)
≤ 1
}
.
In caseM(t) = tp, 1 ≤ p <∞, we just have ‖ · ‖M = ‖ · ‖p. For a detailed and thor-
ough introduction to the theory of Orlicz spaces we refer the reader to [12] and [20].
In [8] the authors obtained the following result:
Theorem 2.1 ([8] Lemma 5.2). Let X1, . . . , XN be independent identically dis-
tributed random variables with finite first moments. For all s ≥ 0 let
M(s) =
∫ s
0
∫
{ 1
t
≤|X1|}
|X1| dP dt.
Then, for all x = (xi)
N
i=1 ∈ RN ,
E max
1≤i≤N
|xiXi| ∼ ‖x‖M .
Obviously, the function
(1) M(s) =
∫ s
0
∫
{ 1
t
≤|X1|}
|X1| dP dt
is non-negative and convex, since
∫
{ 1
t
≤|X|} |X | dP is increasing in t. Furthermore,
we have M(0) = 0 and M is continuous.
As a corollary we obtain the following result:
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Corollary 2.1. Let X1, . . . , XN be independent identically distributed random vec-
tors in Rn and let KN = conv{±X1, . . . ,±XN}. Let θ ∈ Sn−1 and
Mθ(s) =
∫ s
0
∫
{ 1
t
≤|〈X1,θ〉|}
|〈X1, θ〉| dP dt.
Then, for every y ∈ RN ,
EhKN,y(θ) ∼ ‖y‖Mθ .
Another important tool we will use is Klartag’s central limit theorem from [11].
Here, γ stands for the density of the standard Gaussian, i.e., γ(t) = 1√
2pi
e−
t2
2 .
Theorem 2.2 ([11], Theorem 1.4). Let n ≥ 1 be an integer and let X be an
isotropic, log-concave, random vector in Rn. Then there exists Θ ⊆ Sn−1 with
σn−1(Θ) ≥ 1 − Ce−
√
n such that for all θ ∈ Θ, the real valued random variable
〈X, θ〉 has a density fθ : Rn → [0,∞) with the following properties:
(1)
∫∞
−∞ |fθ(t)− γ(t)| dt ≤ 1nκ ,
(2) For all |t| ≤ nκ we have | fθ(t)
γ(t) − 1| ≤ 1nκ .
Here, C, κ > 0 are universal constants.
Finally, in order to prove that the estimates of the expected mean width of
a random perturbation of a random polytope hold with high probability, we will
need some concentration of measure results for the random vector that defines the
perturbation.
The concentration of measure inequality on the sphere states the following:
Theorem 2.3. There exist absolute constants c, C such that if f : RN → R is
1-Lipschitz, then for all t > 0
σ
(
θ ∈ SN−1 : |f(θ)− Ef(θ)| ≥ t) ≤ Ce−ct2N .
As a consequence, since the Gaussian measure is rotationally invariant, we have
the following:
Theorem 2.4. There exist absolute constants c, C such that if f : RN → R is
1-Lipschitz and G is a standard Gaussian random vector in RN , then for all t > 0
PG (|f(G)− Ef(G)| ≥ t) ≤ Ce−ct
2
.
In [26], the following concentration of measure result on BNp (1 ≤ p ≤ 2) was
proved. The case 2 ≤ p < ∞, for 0 < t < 2 is a consequence of the concentration
of measure theorem in uniformly convex spaces proved in [6]:
Theorem 2.5. There exist absolute constants c, C such that if f : BNp → R is
1-Lipschitz and y is a random vector uniformly distributed on BNp (1 ≤ p ≤ 2),
then for all t > 0
Py (|f(y)− Ef(y)| ≥ t) ≤ Ce−
cptpN
p .
The corresponding concentration of measure result for p-stable random vectors
can be found in [10], which we state here not in its most general form:
Theorem 2.6. Let y = (ξ1, . . . , ξN ) be a random vector, with ξ1, . . . ξN independent
symmetric normalized p-stable random variables, p > 32 , and let M =
1
2−p . Let
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f : RN → R be a 1-Lipschitz function. Then there exists a constant C > 0 such
that
Py (|f(y)− Ef(y)| ≥ t) ≤ C 1
tp
,
for all t with tp ≥ 4M log(M) log(1 + 2M log(M)).
3. Random Perturbations of Random Polytopes
In this section we will prove Theorems 1.1,1.2 1.3 and 1.4. The proofs of the
three results follow the same lines: we consider the function f : RN → R
f(y) = EX1,...,XNw(KN,y)
and we apply the concentration of measure theorems to f
L
, where L is the Lipschitz
constant of f . In order to do that we need to compute the expectation of f in the
three cases and the value of L. In the following lemma we compute the value of L.
Lemma 3.1. Let X1, . . . , XN (n ≤ N ≤ e
√
n) be independent copies of an isotropic
log-concave random vector in Rn, and let f : RN → R be the function f(y) =
EX1,...,XNw(KN,y). Then there exists an absolute constant C such that for any
y1, y2 ∈ RN we have
|f(y1)− f(y2)| ≤ C
√
logN |y1 − y2|.
Proof. Let y1, y2 ∈ RN be any two vectors
|f(y1)− f(y2)| =
∣∣∣∣
∫
Sn−1
EX1,...,XN
(
max
1≤i≤N
|〈y1(i)Xi, θ〉| − max
1≤i≤N
|〈y2(i)Xi, θ〉|
)
dσ(θ)
∣∣∣∣
≤
∫
Sn−1
EX1,...,XN
∣∣∣∣ max1≤i≤N |〈y1(i)Xi, θ〉| − max1≤i≤N |〈y2(i)Xi, θ〉|
∣∣∣∣ dσ(θ)
≤
∫
Sn−1
EX1,...,XN max
1≤i≤N
|〈(y1(i)− y2(i))Xi, θ〉| dσ(θ)
≤ max
u∈SN−1
∫
Sn−1
EX1,...,XN max
1≤i≤N
|〈uiXi, θ〉| dσ(θ)|y1 − y2|
= max
u∈SN−1
EX1,...,XNw(KN,u)|y1 − y2|
≤ EX1,...,XNw(KN )|y1 − y2|,
since |ui| ≤ 1 for all 1 ≤ i ≤ N . Since EX1,...,XNw(KN ) ≤ C
√
logN the result
follows (see [5] for a proof in the context of random polytopes in isotropic convex
bodies). For the sake of completeness we provide here a proof of this fact in the
general context of isotropic log-concave vectors: take p = logN
EX1,...,XNw(KN ) =
∫
Sn−1
EX1,...,XN max
1≤i≤N
|〈Xi, θ〉| dσ(θ)
≤ C
∫
Sn−1
EX1,...,XN
(
N∑
i=1
|〈Xi, θ〉|p
) 1
p
dσ(θ)
≤ C
∫
Sn−1
(
EX1,...,XN
N∑
i=1
|〈Xi, θ〉|p
) 1
p
dσ(θ)
= CN
1
p
∫
SN−1
(EX1 |〈X1, θ〉|p)
1
p dσ(θ)
= Cw(ZlogN (X)).
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Now w(ZlogN (X)) ∼
√
logN whenever 1 ≤ N ≤ e
√
n (see [17] for a proof in the
context of random vectors in an isotropic convex body. The same proof works for
a general isotropic log-concave random vector). 
The following lemma was essentially proved in [2]. Since it will be crucial in
order to estimate Ef(y) when y is a random perturbation, we include the proof
here. It is based on Klartag’s central limit theorem.
Lemma 3.2. Let X be an isotropic log-concave random vector in Rn. If n ≤ N ≤
nδ there exists a set of directions Θ ⊆ Sn−1 with σ(Θ) ≥ 1−Ce−
√
n and a constant
κ such that if θ ∈ Θ and α2 < κ
δ
then
P
(
|〈X, θ〉| ≥ α
√
logN
)
≥ c
N
α2
2
√
logN
.
Proof. By Theorem 2.2 there exist a constant κ and a set Θ ⊆ Sn−1 with measure
greater than 1 − Ce−
√
n such that for any θ ∈ Θ and any 0 ≤ t ≤ cnκ we have,
using the well known estimate for every t ≥ 1
γ(t)
2t
≤
∫ ∞
t
γ(s) ds ≤ 2γ(t)
t
,
P (|〈X, θ〉| < t) ≤
(
1 +
C′
nκ
)(
1− 2
∫ ∞
t
γ(s) ds
)
≤
(
1 +
C′
nκ
)(
1− γ(t)
t
)
,
and so
P (|〈X, θ〉| ≥ t) ≥ 1−
(
1 +
C′
nκ
)(
1− γ(t)
t
)
.
Taking t = α
√
logN we have that t ≤ cnκ, since N ≤ nδ. Thus
P
(
|〈X, θ〉| ≥ α
√
logN
)
≥ e
−α22 logN√
2πα
√
logN
− C
′
nκ
(
1− e
−α22 logN√
2πα
√
logN
)
≥ 1√
2παN
α2
2
√
logN
− C
′
nκ
≥ 1√
2παN
α2
2
√
logN
− C
′
N
κ
δ
≥ 1√
2παN
α2
2
√
logN
(
1− C
′′α
√
logN
N
κ
δ
−α22
)
≥ C√
2παN
α2
2
√
logN
,
whenever N ≥ N0 if we take α22 < κδ . 
In the following lemmas we will compute the expected value of f(y), when y is
distributed according to the previously mentioned distributions. Since the tech-
niques we use to compute it are quite different when the number of vertices is
big and when the number of vertices is small, we divide both cases into separate
lemmas.
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Lemma 3.3. Let X1, . . . , XN (n ≤ N ≤ nδ) be independent copies of an isotropic
log-concave random vector in Rn, and let f : RN → R be the function f(y) =
EX1,...,XNw(KN,y). There exists a constant depending on δ, c1(δ) and an absolute
constant c2 such that if G = (g1, . . . , gN) is a standard Gaussian random vector in
R
N then
c1(δ) logN ≤ Ef(G) ≤ c2 logN.
Proof. For any θ ∈ SN−1 we have that
EGEX1,...,XNhKN,G(θ) = EGEX1,...,XN max
1≤i≤N
|〈giXi, θ〉|
≤ EG max
1≤i≤N
|gi|EX1,...,XN max
1≤i≤N
|〈Xi, θ〉|
≤
√
logNEX1,...,XNhKN (θ).
Integrating in θ we obtain the upper bound
Ef(G) ≤ c2 logN.
On the other hand, for any θ ∈ Sn−1 we have
EGEX1,...XNhKN,G(θ) = EGEX1,...XN max
1≤i≤N
|gi||〈Xi, θ〉| ∼ ‖(1, . . . , 1)‖Nθ
= inf
{
s > 0 : Nθ
(
1
s
)
≤ 1
N
}
where Nθ is the Orlicz function given by
Nθ (s) = 2
∫ s
0
∫ ∞
−∞
∫ ∞
1
|a|t
|a|fθ(a)be
− b22√
2π
db da dt.
Thus
Nθ
(
1
s
)
= 2
∫ 1
s
0
∫ ∞
−∞
∫ ∞
1
|a|t
|a|fθ(a)be
− b22√
2π
db da dt
=
2√
2π
∫ 1
s
0
∫ ∞
−∞
|a|fθ(a)e−
1
2a2t2 da dt
≥ 2√
2π
∫ 1
s
1
2s
∫ ∞
−∞
|a|fθ(a)e−
1
2a2t2 da dt
≥ 2√
2π
∫ 1
s
1
2s
∫ ∞
−∞
|a|fθ(a)e−
2s2
a2 da dt
=
1√
2πs
∫ ∞
−∞
|a|fθ(a)e−
2s2
a2 da
≥ 1√
2πs
∫
{|a|≥√s}
|a|fθ(a)e−
2s2
a2 da
≥ 1√
2πs
∫
{|a|≥√s}
fθ(a)e
−2s da
=
e−2s√
2πs
P
(|〈X, θ〉| ≥ √s) .
Taking s = α2 logN we have that for every θ ∈ Sn−1
Nθ
(
1
α2 logN
)
≥ 1
N2α
2
√
2πα2 logN
P
(
|〈X, θ〉| ≥ α
√
logN
)
.
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By Lemma 3.2 there exists a constant κ such that if α2 < κ
δ
, then for a set of
directions Θ with σ(Θ) ≥ 1− Ce−
√
n we have that
P
(
|〈X, θ〉| ≥ α
√
logN
)
≥ c
N
α2
2
√
logN
,
and so for this set of directions
Nθ
(
1
α2 logN
)
≥ c
N
5
2α
2
α logN
>
1
N
,
if α is chosen small enough. Consequently, for this set of directions
EGEX1,...XNhKN,G(θ) ≥ c(δ) logN
and, by Markov’s inequality,
Ef(G) = EGEX1,...XNw(KN,G) ≥ c(δ) logN(1− Ce−
√
n) ≥ c1(δ) logN.

When the number of vertices is bigger, following the proof in [4] where the
authors used the ideas in [14] to prove a similar result when no perturbations are
involved, we have the following stronger result:
Lemma 3.4. Let X1, . . . , XN (N > n
2) be independent copies of an isotropic
log-concave random vector in Rn. There exist an absolute constant c such that if
G = (g1, . . . , gN ) is a standard Gaussian random vector in R
N then
PG,X1,...,XN
(
KN,G ⊇ c
√
logNZlogN (X)
)
→n→∞ 1.
Proof. Let Γ : ℓn2 → ℓN2 be the random operator
Γ(y) = (g1〈X1, y〉, . . . , gN 〈XN , y〉)
and for every γ > 0, let Ωγ be the event
Ωγ =
{
‖Γ‖ ≤ γ
√
N
√
logN
}
.
We have that
PG,X1,...,XN (Ω
c
γ) = PG,X1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
g2i 〈Xi, θ〉2 > γ2 logN
)
≤ PG,X1,...,XN
(
max
1≤i≤N
g2i max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ2 logN
)
≤ PG( max
1≤i≤N
|gi| > α
√
logN) + PX1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
≤ NPg1(|g1| > α
√
logN) + PX1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
≤ 2N√
2πN
α2
2
+ PX1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
.
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An application of the main Theorem in [15] gives that if N ≥ c1n log2 n (which
happens for n big enough since we are assuming N ≥ n2) then if γ
α
is a constant
big enough
P
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
≤ e−c2 γα ( N(logN)(n log n))
1
4
.
Consequently, if we take α a constant big enough and γ a constant big enough we
have that
P(Ωc) ≤ εn
with εn tending to 0 as n goes to ∞.
On the other hand, for any σ ⊆ {1, . . . , N} and any θ ∈ Sn−1, by Paley-Zygmund
inequality
PG,X1,...,XN
(
max
i∈σ
|〈giXi, θ〉| ≤ 1
2
(E|g1|)
1
q (E|〈X1, θ〉|q)
1
q
)
=
∏
i∈σ
PG,X1,...,XN
(
|〈giXi, θ〉| ≤ 1
2
(E|g1|)
1
q (E|〈X1, θ〉|q)
1
q
)
≤
(
1−
(
1−
(
1
2
)q)2
(E|g1|qE|〈X1, θ〉|q)2
E|g1|2qE|〈X1, θ〉|2q
)|σ|
.
Since, by Borell’s lemma (see [16], Appendix III) there exist absolute constants
C1, C2 such that
E|g1|2q ≤ Cq1E|g1|q E|〈X1, θ〉|2q ≤ Cq2E|〈X1, θ〉|q
the quantity above is bounded by(
1− 1
4Cq
)|σ|
≤ e− |σ|4Cq .
Take β ∈ (0, 12 ], m =
[
8
(
N
n
)2β]
and k =
[
N
m
]
. Let σ1, . . . , σk be a partition of
{1, . . . , N} with m ≤ |σi for every i and ‖ · ‖0 be the norm
‖u‖0 = 1
k
k∑
i=1
max
j∈σi
|uj |.
Since for all 1 ≤ i ≤ k and every z ∈ Rn
hKN,G(z) = max
1≤j≤N
|〈gjXj , z〉| ≥ max
j∈σi
|〈gjXj, z〉|,
then for every z ∈ Rn
hKN,G(z) ≥ ‖Γ(z)‖0.
By Markov’s inequality, if z ∈ Rn verifies ‖Γ(z)‖0 ≤ 14 (E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
then there exists a set I ⊆ {1, . . . , k} with |I| ≥ k2 such that
max
j∈σi
|〈gjXj , z〉| ≤ 1
2
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
for every i ∈ I. Thus, for every z ∈ Rn
PG,X1,...,XN
(
‖Γ(z)‖0 ≤ 1
4
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
)
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≤
∑
|I|=⌈ k2 ⌉
PG,X1,...,XN
(
max
j∈σi
|〈gjXj , z〉| ≤ 1
2
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q ∀i ∈ I
)
≤
∑
|I|=⌈ k2 ⌉
∏
i∈I
PG,X1,...,XN
(
max
j∈σi
|〈gjXj , z〉| ≤ 1
2
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
)
≤
∑
|I|=⌈ k2 ⌉
∏
i∈I
e−
|σi|
4Cq ≤
(
k
⌈k2⌉
)
e−
ckm
Cq ≤ ec′k− ckmCq ≤ e−cN1−βnβ .
if we take q ∼ β log N
n
.
Now, let S = {z ∈ Rn : 12 (E|g1|q)
1
q (E|〈X1, z〉|q)
1
q = 1} and let U be a δ-
net with cardinality |U | ≤ ( 3
δ
)n
.i.e., for every z ∈ S there is u ∈ U such that
1
2 (E|g1|q)
1
q (E|〈X1, z − u〉|q)
1
q ≤ δ. Then
P
(
∃u ∈ U : ‖Γ(u)‖0 ≤ 1
2
)
≤ en log 3δ−cN1−βnβ .
Now, if Γ ∈ Ωγ , since (E|〈X1, z〉|q)
1
q ≥ |z| for all z ∈ Rn, we have
‖Γ(z)‖0 ≤ 1√
k
|Γ(z)| ≤ γ
√
N
k
√
logN |z| ≤ γ
√
N
k
√
logN (E|〈X1, z〉|q)
1
q
≤ C√
β
γ
√
N
k
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q ,
since
√
logN ∼
√
log N
n
∼ 1√
β
(E|g1|q)
1
q because N ≥ n2. Thus, for every z ∈ S
there exists u ∈ U such that 12 (E|g1|q)
1
q (E|〈X1, z − u〉|q)
1
q ≤ δ and so
‖Γ(u)‖0 ≤ ‖Γ(z)‖0 + C γ√
β
√
N
k
δ.
Choosing δ =
√
βk
4Cγ
√
N
we have that
PG,X1,...,XN
(
Γ ∈ Ωγ : ∃z ∈ Rn : ‖Γ(z)‖0 ≤ 1
8
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
)
= PG,X1,...,XN
(
Γ ∈ Ωγ : ∃z ∈ S : ‖Γ(z)‖0 ≤ 1
4
)
≤ PG,X1,...,XN
(
Γ ∈ Ωγ : ∃u ∈ U : ‖Γ(z)‖0 ≤ 1
2
)
≤ en log 12Cγ
√
N√
βk
−cN1−βnβ ≤ e−cN1−βnβ
if N ≥ C(β)n.
Consequently, choosing β a constant in (0, 12 ] with probability greater than 1 −
e−cN
1−βnβ − εn we have that
KN,G ⊇ 1
8
(E|g1|q)
1
qZq(X) ⊇ c
√
logNZlogN (X)

Corollary 3.1. Let X1, . . . , XN (n ≤ N ≤ e
√
n) be independent copies of an
isotropic log-concave random vector in Rn, and let f : RN → R be the function
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f(y) = EX1,...,XNw(KN,y). There exist absolute constants c1, c2 such that if G =
(g1, . . . , gN ) is a standard Gaussian random vector in R
N then
c1 logN ≤ Ef(G) ≤ c2 logN.
Proof. If n ≤ N ≤ n2 this is Lemma 3.3. If n2 ≤ N ≤ e
√
n by Lemma 3.4
PG,X1,...,XN (w(KN,G) ≥ c
√
logNw(ZlogN (X)))
tends to 1 as n→∞. Thus, by Markov’s inequality
Ef(G) ≥ c′
√
logNw(ZlogN (X)) ∼ logN.

By integration in polar coordinates, we obtain the following:
Corollary 3.2. Let X1, . . . , XN (n ≤ N ≤ e
√
n) be independent copies of an
isotropic log-concave random vector in Rn, and let f : RN → R be the function
f(y) = EX1,...,XNw(KN,y). There exists absolute constants c1, c2 such that, if u is
random vector uniformly distributed on SN−1, then
c1
logN√
N
≤
∫
SN−1
f(u)dσ(u) ≤ c2 logN√
N
.
In order to compute Ef(y) when y is uniformly distributed in BNp we need the
following lemma, which was proved in [24]:
Lemma 3.5 ([24], Lemma 2). Let g1, . . . , gN be independent identically distributed
random variables with density fg(t) =
1
2Γ(1+ 1
p
)
e−|t|
p
. For all 1 ≤ p ≤ q < ∞, if
N ≥ 20pΓ
(
1 + 1
p
)
, then E
(∑N
i=1 |gi|q
) 1
q
is equivalent, up to absolute constants,
to q
1
pN
1
q , if q ≤ logN , and to (logN) 1p , otherwise.
Consequently, if p ≤ CN , we have that
E max
1≤i≤N
|gi| ≃ (logN)
1
p .
Lemma 3.6. Let X1, . . . , XN (n ≤ N ≤ e
√
n) be independent copies of an isotropic
log-concave random vector in Rn, and let f : RN → R be the function f(y) =
EX1,...,XNw(KN,y). There exist absolute constants c1, c2 such that for any 1 ≤ p ≤
∞, if y is a random vector uniformly distributed on BNp ,
c1
(logN)
1
p
+ 12
N
1
p
≤ Eyf(y) ≤ c2 (logN)
1
p
+ 12
N
1
p
.
Proof. Let G = (g1, . . . , gN) be a random vector where g1, . . . gN are independent
identically distributed random variables with density with respect to the Lebesgue
measure given by
fg(t) =
e−|t|
p
2Γ
(
1 + 1
p
) .
For any θ ∈ Sn−1 and any 1 ≤ p <∞, by Fubini’s theorem,
EGEX1,...,XNhKN,G(θ) =
∫
RN
EX1,...,XNhKN,x(θ)
e−‖x‖
p
p(
2Γ
(
1 + 1
p
))N dx
MEAN WIDTH OF RANDOM PERTURBATIONS OF RANDOM POLYTOPES 13
=
∫
RN
EX1,...,XNhKN,x(θ)
∫ ∞
‖x‖pp
e−t(
2Γ
(
1 + 1
p
))N dt dx
=
∫ ∞
0
e−t(
2Γ
(
1 + 1
p
))N
∫
t
1
pBNp
EX1,...,XNhKN,x(θ) dx dt
=
∫ ∞
0
t
N+1
p e−t(
2Γ
(
1 + 1
p
))N
∫
BNp
EX1,...,XNhKN,y(θ) dy dt
=
Γ
(
1 + N+1
p
)
(
2Γ
(
1 + 1
p
))N
∫
BNp
EX1,...,XNhKN,y(θ) dy
=
Γ
(
1 + N+1
p
)
Γ
(
1 + N
p
) EyEX1,...,XNhKN,y(θ)
∼ N 1pEyEX1,...,XNhKN,y(θ).
On one hand, if 1 ≤ p ≤ logN , by Lemma 3.5
EGEX1,...,XNhKN,G(θ) = EGEX1,...,XN max
1≤i≤N
|〈giXi, θ〉|
≤ EG max
1≤i≤N
|gi|EX1,...,XN max
1≤i≤N
|〈Xi, θ〉|
∼ (logN) 1pEX1,...,XNhKN (θ),
and integrating in θ ∈ Sn−1 we obtain that there exists an absolute constant such
that
Eyf(y) ≤ c2 (logN)
1
p
+ 12
N
1
p
.
On the other hand, like before, we use different techniques to prove the lower
estimate depending on the number of vertices. Assume first that n ≤ N ≤ nδ.
EGEX1,...,XNhKN,G(θ) = EGEX1,...,XN max
1≤i≤N
|〈giXi, θ〉| ∼ ‖(1, . . . , 1)‖Nθ ,
where
Nθ (s) = 2
∫ s
0
∫ ∞
−∞
∫ ∞
1
|a|t
|a|bfθ(a) e
−bp
2Γ
(
1 + 1
p
) db da dt.
Notice that
Nθ
(
1
s
)
= 2
∫ 1
s
0
∫ ∞
−∞
∫ ∞
1
|a|t
|a|bfθ(a) e
−bp
2Γ
(
1 + 1
p
) db da dt
≥ 1
Γ
(
1 + 1
p
) ∫ 1s
1
2
1
p s
∫ ∞
−∞
∫ ∞
1
at
|a|bfθ(a)e−b
p
db da dt
≥ (2
1
p − 1)
2
1
p sΓ
(
1 + 1
p
) ∫ ∞
−∞
∫ ∞
2
1
p s
a
|a|bfθ(a)e−b
p
db da
≥ (2
1
p − 1)
2
1
p sΓ
(
1 + 1
p
) ∫
{|a|≥s
p
p+2 }
∫ ∞
2
1
p s
a
|a|bfθ(a)e−b
p
db da
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≥ (2
1
p − 1)
2
1
p s
2
p+2Γ
(
1 + 1
p
)P(|〈X, θ〉| ≥ s pp+2)∫ ∞
2
1
p s
2
p+2
be−b
p
db.
Taking s0 = (α
2 logN)
1
p
+ 12 , we have
Nθ
(
1
s0
)
≥ (2
1
p − 1)
2
1
p (α2 logN)
1
pΓ
(
1 + 1
p
)P(|〈X, θ〉| ≥ α√logN)∫ ∞
(2α2 logN)
1
p
be−b
p
db.
By Lemma 3.2 there exists a constant κ such that if α2 < κ
δ
, then for a set of
directions Θ with σ(Θ) ≥ 1− Ce−
√
n we have that
P
(
|〈X, θ〉| ≥ α
√
logN
)
≥ c
N
α2
2
√
logN
.
Besides, if 1 ≤ p ≤ 2,∫ ∞
(2α2 logN)
1
p
be−b
p
db =
∫ ∞
(2α2 logN)
1
p
b2−pbp−1e−b
p
db ≥ (2α
2 logN)
2−p
p
pN2α
2 ,
and so, choosing α a constant small enough with α2 ≤ κ
δ
,
Nθ
(
1
s0
)
>
1
N
,
and for every θ ∈ Θ
EGEX1,...,XNhKN,G(θ) ≥ c1(δ)(logN)
1
p
+ 12 .
If 2 ≤ p ≤ logN∫ ∞
(2α2 logN)
1
p
be−b
p
db =
∫ ∞
(2α2 logN)
1
p
b2−pbp−1e−b
p
db
=
1
(2α2 logN)
p−2
p pN2α
− p− 2
p
∫ ∞
(2α2 logN)
1
p
bp−1
b2p−2
e−b
p
db
=
1
(2α2 logN)
p−2
p pN2α
2
− p− 2
p2(2α2 logN)
2p−2
p N2α
2
=
1
(2α2 logN)
p−2
p pN2α
2
(
1− p− 2
p(2α2 logN)
)
and also in this case, choosing α a constant small enough with α2 ≤ κ
δ
,
Nθ
(
1
s0
)
>
1
N
,
and for every θ ∈ Θ
EGEX1,...,XNhKN,G(θ) ≥ c1(δ)(logN)
1
p
+ 12 .
Integrating on Sn−1, by Markov’s inequality,
EGf(G) ≥ c1(δ)(logN)
1
p
+ 12 ,
and so
Eyf(y) ≥ c1(δ) (logN)
1
p
+ 12
N
1
p
.
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If p ≥ logN the estimate we have to prove is
c1(δ)
√
logN ≤ EBNp f(y) ≤ c2
√
logN.
Since for every y ∈ BNp max1≤i≤N |yi| ≤ 1,
f(y) ≤ f(1, . . . , 1) = EX1,...,XNw(KN ) ∼
√
logN.
On the other hand
Nθ
(
1
s
)
= 2
∫ 1
s
0
∫ ∞
−∞
∫ ∞
1
|a|t
|a|bfθ(a) e
−bp
2Γ
(
1 + 1
p
) db da dt
≥ 1
Γ
(
1 + 1
p
) ∫ 1s
1
2s
∫ ∞
−∞
∫ ∞
1
at
|a|bfθ(a)e−b
p
db da dt
≥ 1
2sΓ
(
1 + 1
p
) ∫ ∞
−∞
∫ ∞
2s
a
|a|bfθ(a)e−b
p
db da
≥ 1
2sΓ
(
1 + 1
p
) ∫
{|a|≥s
p
p+2 }
∫ ∞
2s
a
|a|bfθ(a)e−b
p
db da
≥ 1
2s
2
p+2Γ
(
1 + 1
p
)P(|〈X, θ〉| ≥ s pp+2)∫ ∞
2s
2
p+2
be−b
p
db.
Taking s0 = (α
2 logN)
1
p
+ 12 , we have
Nθ
(
1
s0
)
≥ 1
2(α2 logN)
1
pΓ
(
1 + 1
p
)P(|〈X, θ〉| ≥ α√logN) ∫ ∞
2(α2 logN)
1
p
be−b
p
db.
By Lemma 3.2 there exists a constant κ such that if α2 < κ
δ
, then for a set of
directions Θ with σ(Θ) ≥ 1− Ce−
√
n we have that
P
(
|〈X, θ〉| ≥ α
√
logN
)
≥ c
N
α2
2
√
logN
.
Since p ≥ logN , 2(α2 logN) 1p is smaller than some constant C and so∫ ∞
2(α2 logN)
1
p
be−b
p
db ≥
∫ 2C
C
be−b
p
db ≥ c′.
and like in the other cases, taking α a constant small enough and integrating on
Sn−1 we obtain the result.
Now assume that n2 ≤ N ≤ e
√
n. The proof in this case follows the one of lemma
3.4 so we just sketch it. Let Γ : ℓn2 → ℓN2 be the random operator
Γ(y) = (g1〈X1, y〉, . . . , gN 〈XN , y〉)
and for every γ > 0, let Ωγ be the event
Ωγ = {Γ : ‖Γ‖ ≤ γ
√
N(logN)
1
p }.
We have that if N ≥ c1n log2 n
PG,X1,...,XN (Ω
c
γ) ≤ PG
(
max
1≤i≤N
|gi| > α(logN)
1
p
)
+ PX1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
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≤ NP
(
|g1| > α(logN)
1
p
)
+ PX1,...,XN
(
max
θ∈Sn−1
1
N
N∑
i=1
〈Xi, θ〉2 > γ
2
α2
)
≤ 1
pΓ
(
1 + 1
p
)
Nα
p−1
+ e−c2
γ
α (
N
(logN)(n logn))
1
4
.
Consequently, if we take α a constant big enough and γ a constant big enough
we have that
P(Ωc) ≤ εn
with εn tending to 0 as n goes to ∞. Like in the proof of Lemma 3.4, if β ∈ (0, 12 ],
q ∼ β log N
n
and Γ ∈ Ωγ we have
‖Γ(z)‖0 ≤ 1√
k
|Γ(z)| ≤ γ
√
N
k
(logN)
1
p |z| ≤ γ
√
N
k
√
logN (E|〈X1, z〉|q)
1
q
≤ C
β
1
p
γ
√
N
k
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q ,
since (logN)
1
p ∼ (log N
n
) 1
p ∼ 1
β
1
p
(E|g1|q)
1
q because N ≥ n2. Thus, for every z ∈ S
there exists u ∈ U such that 12 (E|g1|q)
1
q (E|〈X1, z − u〉|q)
1
q ≤ δ and so
‖Γ(u)‖0 ≤ ‖Γ(z)‖0 + C γ
β
1
p
√
N
k
δ.
Choosing δ = β
1
p
√
k
4Cγ
√
N
we have that
PG,X1,...,XN
(
Γ ∈ Ωγ : ∃z ∈ Rn : ‖Γ(z)‖0 ≤ 1
8
(E|g1|q)
1
q (E|〈X1, z〉|q)
1
q
)
≤ e−cN1−βnβ
if N ≥ C(β)n.
Consequently, choosing β a constant in (0, 12 ] with probability greater than 1 −
e−cN
1−βnβ − εn we have that
KN,G ⊇ 1
8
(E|g1|q)
1
qZq(X) ⊇ c(logN)
1
pZlogN (X)
Using Markov’s inequality we obtain the desired estimate.
In the case p = ∞ we proceed in the same way taking G a random vector
uniformly distributed in BN∞. 
Let us now compute the expected value of f when y = (ξ1, . . . , ξN ), where
ξ1, . . . , ξN are independent copies of a p-stable random variable. It was proved
in [8] that for 1 < p < 2 a sequence of independent copies of a p-stable random
variables ξ generates the corresponding ℓp-norm, i.e., if ξ1, . . . , ξN are independent
copies of a p-stable random variable, then
(2) E max
1≤i≤N
|xiξi| ∼ ‖x‖p,
for any x ∈ RN . The corresponding result for ℓp-norms where p ≥ 2 was proved in
[18], using log-γ1,p distributed random variables.
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Lemma 3.7. Let X1, . . . , XN be independent copies of an isotropic log-concave ran-
dom vector in Rn, and let f : RN → R be the function f(y) = EX1,...,XNw(KN,y).
Let 1 < p < 2 and y = (ξ1, . . . , ξN ), where ξ1, . . . , ξN are independent copies of a
p-stable random variable ξ. Then
Eyf(y) ∼ N
1
p .
Proof. First of all, let θ ∈ Sn−1. Then, using (2), we have
EyEX1,...,XNhKN,y (θ) = EyEX1,...,XN max
1≤i≤N
|ξi〈Xi, θ〉| ∼ EX1,...,XN ‖(〈Xi, θ〉)Ni=1‖p.
Therefore, using Jensen’s inequality, we obtain that
EyEX1,...,XNhKN,y(θ) ≥ c‖(EXi |〈Xi, θ〉|)Ni=1‖p.
Since, as a consequence of Borell’s lemma, EX |〈Xi, θ〉| ∼ 1, we obtain the lower
bound
EyEX1,...,XNhKN,y(θ) ≥ cN
1
p .
On the other hand, using Ho¨lder’s inequality, we get
EX1,...,XN ‖(〈Xi, θ〉)Ni=1‖p ≤
(
N∑
i=1
EX |〈Xi, θ〉|p
) 1
p
.
Again, since by Ho¨lder’s inequality EX1,...,XN |〈Xi, θ〉|p ≤ 1, we obtain the upper
bound
EyEXhKN,y(θ) ≤ CN
1
p .
The bounds do not depend on the direction θ ∈ Sn−1. Therefore, taking the average
on the sphere and using Fubini’s theorem we get
Eyf(y) =
∫
Sn−1
EyEX1,...,XNhKN,y(θ) dσ(θ) ∼ N
1
p .

Remark. Exchanging p-stable by log-γ1,p distributed random variables and using
the results from [18], Lemma 3.7 can be obtained for p ≥ 2 with constants only
depending on p.
As mentioned before, there is an Orlicz norm ‖·‖Mθ associated to every direction
θ in the unit sphere. The proofs of the three previous lemmas give us the following
properties of these norms:
Corollary 3.3. Let X be an isotropic log-concave random vector in Rn and for
every θ let ‖ · ‖Mθ be the Orlicz norm in RN defined in Theorem 2.1. Then
a) For every θ and every N , if y = (ξ1, . . . , ξN ) is a random vector where
ξ1, . . . , ξN are independent copies of a p-stable random variable ξ (1 < p <
2),
Ey‖y‖Mθ ∼ N
1
p
b) There exists a set Θ ⊂ Sn−1 with σ(Θ) ≥ 1 − Ce−
√
n such that if n ≤
N ≤ nδ and G is a Gaussian random vector in RN or y is a random vector
uniformly distributed in BNp , then, for every θ ∈ Θ,
c(δ) logN ≤ EG‖G‖Mθ ≤ C logN
18 DAVID ALONSO-GUTIE´RREZ AND JOSCHA PROCHNO
and
c(δ)
(logN)
1
p
+ 12
N
1
p
≤ Ey‖y‖Mθ ≤ C
(logN)
1
p
+ 12
N
1
p
.
Proof. The proof is contained in the three previous lemmas, using that ‖y‖Mθ ∼
EX1,...,XNhKN,y(θ). The only thing left to prove is that if θ ∈ Θ then EX1,...,XNhKN (θ) ≤
C
√
logN , which is a consequence of the central limit theorem. Let us denote by
Kδ the floating body defined by
hKδ(θ) = sup{t > 0 : P (|〈x, θ〉| ≥ t) ≥ δ}.
It was proved in [19] that Kδ is homothetic to Zlog 1
δ
with absolute constants. Then
EX1,...,XNhKN (θ) ≤ CE
(
N∑
i=1
|〈Xi, θ〉|logN
) 1
logN
≤ ChZlogN (X)(θ) ∼ hK 1
N
(θ)
and if θ is in the set Θ given by the central limit theorem, then
P
(
|〈X, θ〉| ≥ β
√
logN
)
=
∫ β√logN
−β√logN
fθ(t)dt
≤
(
1 +
1
nκ
)
2
∫ β√logN
0
γ(t)dt
≤ 8
N
β2
2 β
√
logN
<
1
N
,
if β is a constant big enough. 
Now we can apply the concentration of measure results and prove the theorems.
Proof of Theorems 1.1, 1.2, 1.3 and 1.4: Let f : RN → R be
f(y) = EX1,...,XNw(KN,y).
By Theorem 2.4, for any t > 0
PG
(∣∣∣∣ f(G)EGf(G) − 1
∣∣∣∣ ≤ t
)
≥ 1− e−
ct2(EGf(G))
2
L2 ,
where L is the Lipschitz constant of f . Thus
PG ((1− t)EGf(G) ≤ f(G) ≤ (1 + t)EGf(G)) ≥ 1− e−
ct2(EGf(G))
2
L2 ,
Applying Lemmas 3.1 and Corollary 3.1to estimate L and EGf(G) we have
PG (c1(δ)(1 − t) logN ≤ f(G) ≤ c2(1 + t) logN) ≥ 1− e−c(δ)t
2 logN .
In the same way, applying Theorem 2.3 and Lemmas 3.1 and Corollary 3.2 we prove
Theorem 1.2. Applying Theorem 2.5 and Lemmas 3.1 and 3.6 we prove Theorem
1.3. Finally, applying Theorem 2.6 and Lemmas 3.1 and 3.7 we obtain the proof of
Theorem 1.3. 
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4. Partial Results for Arbitrary Perturbations of Random
Polytopes
In this section we will give a lower estimate for the expected value of the mean
width of KN,y when y is not a random vector. We will prove the following:
Proposition 4.1. Let X1, . . . , XN be independent copies of an isotropic log-concave
random vector in Rn. There exist absolute constants c1, c2 such that for any y ∈ RN ,
if we call
I(y) :=

k ∈ {1, . . . , n} : 1|y∗k|√ 1k∑ki=1 1|y∗i |2
(
≤ |y
∗
1 |
|y∗k|
)
≤ nc1

 ,
where y∗ denotes the decreasing rearrangement of y, then
Ew(KN,y) ≥ sup
k∈I(y)
c2
√
log(k + 1)√
1
k
∑k
i=1
1
|y∗
k
|2
.
Remark. Notice that in the case y = (1, . . . , 1) and n ≤ N ≤ nδ we recover the
exact lower bound for Ew(KN ).
Proof. Let y ∈ RN and k ∈ I(y). We can assume without loss of generality that
y = y∗. Obviously, we have that
KN,y ⊇ conv{±y1X1, . . . ,±ykXk} =: Kk,y.
Thus, for every θ ∈ Sn−1
hKN,y(θ) ≥ hKk,y (θ) = max
1≤i≤k
|〈yiXi, θ〉|,
and then
EhKN,y(θ) ≥ EhKk,y (θ) = E max
1≤i≤k
|〈yiXi, θ〉|.
By Theorem 2.1
E max
1≤i≤k
|〈yiXi, θ〉| ∼ ‖y‖Mθ = inf
{
s > 0 :
k∑
i=1
Mθ
( |yi|
s
)
≤ 1
}
.
Moreover,Mθ
(
|yi|
s
)
≥ P
(
|〈X, θ〉| ≥ 2s|yi|
)
. This holds because for every i = 1, . . . , k
Mθ
( |yi|
s
)
=
∫ |yi|
s
0
∫
{|〈x,θ〉|≥1
t
}
|〈x, θ〉| dP dt
≥
∫ |yi|
s
|yi|
2s
∫
{|〈x,θ〉|≥1
t
}
|〈x, θ〉| dP dt
≥ 2s|yi|
∫ |yi|
s
|yi|
2s
P
(
|〈X, θ〉| ≥ 2s|yi|
)
dt
= P
(
|〈X, θ〉| ≥ 2s|yi|
)
.
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Hence, we obtain for every θ ∈ Sn−1
EhKN,y(θ) ≥ c inf
{
s > 0 :
k∑
i=1
P{|〈X, θ〉| ≥ 2s|yi| } ≤ 1
}
.
Now, if for some s0 > 0 we have
k∑
i=1
P
(
|〈x, θ〉| ≥ 2s0|yi|
)
| > 1,
we obtain EhKN,y (θ) ≥ cs0.
By Theorem 2.2, there is a constant κ and a set Θ ⊆ Sn−1 with σ(Θ) ≥ 1−Ce−
√
n
such that if θ ∈ Θ and 2t|yi| ≤ nκ
P
(
|〈X, θ〉| ≥ 2t|yi|
)
> 1−
(
1 +
C′
nκ
)1− |yi|e−
2t2
|yi|2
2t
√
2π


≥ |yi|e
− 2t2|yi|2
2t
√
2π
− C
′
nκ
.
Thus, we are looking for t such that
k∑
i=1
|yi|e−
2t2
|yi|2
2t
√
2π
≥ 2 + C′ k
nκ
,
and, therefore, a t such that
1
k
n∑
i=1
|yi|e−
2t2
|yi|2
2t
√
2π
≥ C
′′
min{k, nκ}
works. By the arithmetic-geometric mean inequality
1
k
k∑
i=1
|yi|e−
2t2
|yi|2
2t
√
2π
≥ 1
2t
√
2π
k∏
i=1
|yi| 1k e−
2t2
k
∑k
i=1
1
|yi|2 .
Taking t =
√
α log(k+1)√
2
√
1
k
∑
k
i=1
1
|yi|2
we obtain that this quantity equals
√
1
k
∑k
i=1
1
|yi|2
∏k
i=1 |yi|
1
k
2
√
π
√
α log(k + 1)kα
≥ 1
2
√
π
√
α log(k + 1)kα
,
which is greater than C
′′
min{k,nκ} if α is a constant small enough. Thus, for every
θ ∈ Θ,
EhKN,y ≥
c
√
log(k + 1)√
1
k
∑k
i=1
1
|y∗i |2
.
By Markov’s inequality
Ew(KN,y) ≥ c2
√
log(k + 1)√
1
k
∑k
i=1
1
|y∗i |2
.

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