Abstract-This paper asks how much we can gain in terms of bandwidth and user satisfaction, if recommender systems became bandwidth aware and took into account not only the user preferences, but also the fact that they may need to serve these users under bandwidth constraints, as is the case over wireless networks. We formulate this as a new problem in the context of index coding: we relax the index coding requirements to capture scenaria where each client has preferences associated with messages. The client is satisfied to receive any message she does not already have, with a satisfaction proportional to her preference for that message. We consistently find, over a number of scenaria we sample, that although the optimization problems are in general NP-hard, significant bandwidth savings are possible even when restricted to polynomial time algorithms.
I. INTRODUCTION
Recommender systems decide which content to offer to users so as to maximize a benefit (for instance, in advertisement networks the benefit could be the profit gained from the ad placement) [1] , [2] . These recommendations are currently oblivious to the cost of distributing the content from the server to the points of consumption, which however forms many times the point of failure: unsatisfactory delivery is identified as a core threat to the user experience and has already caused loss of billions of revenue dollars [3] . Wireless consumption in particular, that is increasingly gaining momentum, is inherently subject to bandwidth constraints.
In this paper, we ask: how much could we gain in terms of bandwidth and user satisfaction, if recommendation systems became bandwidth aware, and took into account not only the user preferences, but also the fact that they need to serve these users under bandwidth constraints?
We formulate this as a new problem in the context of index coding. The index coding problem [4] , [5] , [6] considers a server with m messages and n clients. Each client has as sideinformation a subset of the messages and requires a specific message she does not have. The server can make error-free broadcast transmissions to all clients; the goal is to minimize the number of transmissions so that all clients are satisfied.
We relax the index coding requirements to capture scenaria where each client has preferences associated with messages: a client can now be satisfied by receiving any message she does not already have; however, the benefit we get is proportional to how high her preference, for the message she gets, is. For instance, consider wireless stations serving sale coupons inside a shopping mall: a client walking outside a shop would be This work was supported in part by the National Science Foundation under grant number 1527550. happy to receive a coupon she does not already have, but would be happier to receive (and more likely to use) a coupon closer to her interests. We note that the side-information setup fits well with the recommender systems framework [2] : collecting side information about the clients and keeping track of previous content served is an integral part of recommender systems; it is a natural step to leverage this side information, not only to inform recommendations, but to also increase the communication efficiency so as to extract more benefits under communication constraints. But for the amount of interesting work in index coding (eg., [4] , [5] , [6] , [7] , [8] ), this is the first paper as far as we know that explores trade-offs between user satisfaction and bandwidth.
A challenge we faced when setting as our goal to evaluate potential benefits, is that these depend on the preferences model we use. There exist numerous models for expressing preferences and for taking decisions based on them; clearly we cannot exhaustively investigate all possible ranking models. We opted to sample a few models that we thought were representative, with the hope of finding consistent trends across them. One model we investigated uses the Borda count, that has each client sort m messages according to her preferences, and assigns to a message ranked i by a client a score of m + 1 − i [9] . We also considered a more general model, where each message gets an arbitrary score w ij by a client.
To calculate the aggregate benefit, we count only the highest-preference message we have served to each client. This is motivated from that, if a client at a certain time can see only one video (or read one article or click one ad), although her device may have downloaded multiple items, she will only see her most preferred one, and we will collect the corresponding benefit. This benefit model aligns well with the index-coding rationale, where only the one message the client wants counts.
We consistently find that recommender systems can achieve significant savings when factoring bandwidth constraints in their choices. We make this case across the formulations in Section II, by analytically deriving polynomial time algorithms and performance bounds in Sections III-V. We also evaluate our algorithms numerically over simulated scenaria as well as over real world data sets (Yahoo! advertiser bidding data sets [10]) in Section VI. We find that even with one transmission we can in many cases already achieve half of the maximum benefit possible; and in general, we can achieve 80% of the benefit with less than 10% of the transmissions we would need to achieve 100% of it. We also find that leveraging side information to make coded transmissions, can in some cases enable to double the benefit over uncoded transmissions.
II. SETUP AND PROBLEM FORMULATIONS

A. Setup
We assume that a server has m messages b 1 , b 2 , . . . , b m , which take values in a finite field F q , and n clients c 1 , c 2 , . . . , c n . We will sometimes say message j instead of b j , and similarly, client i instead of c i . We use the notation [m] to denote a set {1, 2, . . . , m}. Each client i ∈ [n] already knows (has as side information) a subset of the m messages; we denote by S i ⊆ [m] the side information of client i (S i could be the empty set), and by R i = [m]\S i the messages that the client may request (does not have).
Broadcast transmissions and coding: The server is connected to the clients through error-free broadcast transmissions. During the l-th transmission, the server transmits x l = j∈[m] a lj b j , where a lj ∈ F q are constant coefficients and the addition/multiplication operations are performed in F q . Thus the server transmits either one of the uncoded messages, or a linear combination of some of the messages. Assume the server broadcasts t transmissions X = {x 1 , x 2 , . . . , x t }, we will denote by D i = φ i (S i , X) the set of new messages that client i can decode, where φ i (S i , X) is the decoding function.
Scores and benefit B: Each client i has a rank or preference π i (j) for each of the messages j in her request set R i ; accordingly, we get a message score s i (j) when message j is decoded by client i. Sometimes we omit the ranking and assume that the message scores are given directly. A client i has client score s(i) = max j∈Di s i (j); that is, we only count the message of highest score among the D i messages she decodes. If D i is empty we set s(i) = 0. The benefit B we get is the aggregate client score B = i∈[n] s(i). We considered the following models for scores: -The Borda count method assumes that the ranking is a permutation of the set R i and calculates message scores as s i (j) = |R i | + 1 − π i (j) (a message ranked first gives score |R i |, ranked second gives score |R i | − 1, etc.) -The general model assigns an arbitrary weight to each score s i (j) = w ij .
Performance metrics: We are interested in the tradeoff between the number t of broadcast transmissions and the corresponding achievable benefit B.
B. Problem Formulations
We here first express in a unified notation the index and pliable index coding problem that have been examined in the literature before, and then introduce the new formulations we will examine through theoretical analysis in this paper.
Past Formulations
Index Coding: Each client requests a specific message that she does not have; if client i would like to receive b ji , we set s i (j) = 1 for j = j i and zero otherwise (π i (j) = |R i | for j = j i and π i (j) = |R i | + 1 otherwise). Thus s(i) takes values either 0 or 1, depending on whether client i can decode b ji or not, and 0 ≤ B ≤ n. Index coding asks for the minimum number of transmissions to achieve the maximum benefit B = n possible, i.e., so that all clients receive the message they have requested. This problem is NP hard and requires in the worst case Ω(n) transmissions [4] , [11] , and almost surely Θ( n log(n) ) transmissions for random graphs [12] .
Pliable Index Coding: Each client is happy to receive any message she does not have (without any preference). We set s i (j) = 1, for all i and j ∈ R i (π i (j) = |R i |). Thus, s(i) takes value 1 if client i decodes any one message in R i , and 0 ≤ B ≤ n. Pliable index coding asks for the minimum number of transmissions to achieve benefit B = n. This problem is NP hard, but there exist polynomial time algorithms that require in the worst case O(log 2 n) transmissions [13] , [14] .
New Formulations
The following formulations describe some scenaria for which we derive theoretical results. In each case, we ask what is the benefit B with t transmissions. 
P2. Equal size side information and partial ranking: We assume that |S i | = m − k for all clients, π i (j) defines for client i a permutation over the remaining k messages, and
P3. Arbitrary size side information and score: If the size of the side information set for each receiver is arbitrary, we cannot use a permutation of R i as ranking of the messages to calculate the score, as it would give unfair weight to the different clients. We assume instead that (fair) scores s i (j) = w ij are provided as input.
III. NO SIDE INFORMATION (P1)
As there is no side information for clients, there are no coding opportunities. The next example illustrates benefits we can get by making bandwidth aware recommendations with n = 5 clients, m = 4 messages and the 5 × 4 ranking matrix
We can see that, to serve to all clients their first preference (benefit B = 20) we need t = 4 transmissions, yet with only t = 1 transmission (second column) we can already serve to all clients either their first or second preference (benefit B = 17). Moreover, in a situation where the server recommends to send to each client their first preference but only one of these messages is delivered (in time) because of bandwidth constraints, we would in the worst case achieve benefit B = 8 (e.g., first message); thus taking into account the bandwidth constraints can more than double the benefit. This problem is close to the rank aggregation problems [9] , [15] , the difference being that only the highest ranked message a client receives counts towards the total benefit. Interestingly, while the rank aggregation problem is polynomial time using the Borda count optimal rule, we can show that taking into account only the highest score message makes the problem NP-hard. However, we can use a polynomial-time algorithm, which we term Alg. 1, to achieve an approximation ratio of 1.58. We will not give details of analysis about this problem; we refer to Section 3 in [16] for results on the complexity of the problem, the algorithm, and the bounds for benefits.
IV. EQUAL SIZE SIDE INFORMATION (P2)
We here look at the case where all clients have side information of the same size |S i | = m − k and thus |R i | = k, ∀ i. We again assume Borda count scores.
Bounds on the optimal benefit: We are interested in the optimal benefit B * we can achieve with t transmissions (recall that 0 ≤ B ≤ kn). We prove a lower bound of B * through a dynamic programming method. Theorem 1. The optimal benefit B * satisfies
We provide a randomized algorithm and show that on average it achieves the performance prescribed in (2), which implies that the optimal performance can only be better. The approximation ratio of this scheme is O(1), as the best achievable benefit is kn. Note that if t = k, we can easily achieve B = kn: the server can use an MDS code to create k linear combinations to transmit, so that each client can decode the k missing messages. We next outline the proof.
• For t = 1, assume that the server makes the transmission
, are the constant coding coefficients (we will call the vector a = (a 1 , a 2 , . . . , a m ) the coding vector). Assume we select iid random values for the coding coefficients, setting a j = 1 with probability 1/k, and a j = 0 otherwise. Claim 1: There exists a binary coding vector a ξ that enables at least nξ ke clients to decode a message in their request set they have ranked less than or equal to ξ, for ξ = 1, 2, . . . , k, and thus to achieve a benefit of at least
Proof. Without loss of generality, assume that client i has the request set R i = {b l1 , b l2 , . . . , b l k } with ranking π(l 1 ) = 1, π(l 2 ) = 2, . . . , π(l k ) = k. Client i can decode a message with rank no more than ξ, i.e., some b lj with j ≤ ξ, if and only if a lj = 1 and a l1 = . . . = a lj−1 = a lj+1 = . . . = a l k = 0. Indeed, we can then express the server transmission as x 1 = b lj + l∈Si a l b l ; client i can remove from x 1 the part l∈Si a l b l using her side information, and decode b lj . The probability of this event is:
Hence, randomly selecting a coding vector would enable on average np ξ = nξ ke clients to decode messages of rank no more than ξ, and thus, from the averaging principle, there exists at least one coding vector a ξ that also enables this.
• For t > 1, we consider the following dynamic programming problem of t stages, each corresponding to one transmission. At stage τ , 1 ≤ τ ≤ t, the server can select one of k actions, which of the k possible a ξ vectors to use. In particular, we proceed as follows:
− At the beginning of stage 1, no transmission has yet been made and there are n 1 = n clients in the system. The server chooses an action ξ 1 ∈ [k], i.e., uses the coding vector a ξ1 to make a transmission. From Claim 1, this transmission enables n1ξ1 ke clients to decode a message that they have ranked no more than ξ 1 , and thus, we can achieve a benefit B 1 ≥ (k+1−ξ1)nξ1 ke
. We remove these n1ξ1 ke clients from the system and the remaining number of clients is n 2 = n 1 (1 − ξ1 ke ). − At the beginning of stage 2, we only consider the n 2 clients; similarly to before, the server chooses an action ξ 2 ∈ [k] to enable n2ξ2 ke clients decode a message ranked no more than ξ 2 . At this point we have achieved benefit B 2 ≥ B 1 + (k+1−ξ2)n2ξ2 ke . We remove these n2ξ2 ke clients from the system and the remaining number of clients is n 3 = n 2 (1 − ξ2 ke ). − Continuing along the same lines, at the beginning of stage τ = 3, 4, . . . , t, we have n τ clients to consider; the server chooses an action ξ τ that enables to achieve benefit B τ ≥ B τ −1 + (k+1−ξτ )nτ ξτ ke ; and we set n τ +1 = n τ (1 − ξτ ke ). Let J τ (n τ ) be the benefit the n τ clients can receive for the remaining t + 1 − τ stages. We have the Bellman equation:
with J t+1 (n t+1 ) = 0 (as we will only make t transmissions). From (4), we can see that the benefit achieved using this scheme is B = J 1 (n). To complete the proof, we show that
t 2 ) for t > 4 using the backward induction method (see Section 4 in [16] for the full proof).
Algorithm 2: We base our proposed algorithm, that we term Alg. 2, on the randomized algorithm described in the proof of Theorem 1 that operates in rounds, and in each round selects what coding vector to transmit so as to satisfy a certain fraction of clients. The only random step is the selection of a binary coding vector in Claim 1; however, we can easily derandomize it using a deterministic algorithm in polynomial time: we sequentially visit the entries of the coding vector and decide whether to assign value 0 or 1 depending on how the benefit would increase, as described in detail in Section 4 and Appendix B in [16] .
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Benefits of Coding: As is the case in index coding, leveraging side information enables to use coding and convey through the same transmission different messages to clients. We next compare, over two sets of instances, the ratio between the benefit we get when we leverage side information and coding and the benefit we get when we do not.
• Ratio of n t . Consider that for any pair of clients i 1 and i 2 , their request sets do not overlap, i.e., R i1 ∩ R i2 = ∅ for all i 1 = i 2 . Assume that each client receives a maximum score of s if she can decode her most preferred message. In this case, the best uncoded t selections are to choose the t messages such that t clients receive the maximum score, achieving benefit ts. With 1 encoded transmission (by encoding every client's most preferred message), each client can get a score s. Therefore, the ratio is ns/ts = n/t.
• Ratio of 2n t(k+1) . Consider m messages and n = m clients, each with a request set of the same size, i.e., |R i | = k < t, ∀i. The clients are partitioned in groups: for any two clients i 1 and i 2 in different groups, their request sets R i1 and R i2 do not overlap, i.e., R i1 ∩ R i2 = ∅; for any two clients i 1 and i 2 in the same group, their request sets R i1 and R i2 are the same, i.e., R i1 = R i2 . In each group, the number of clients equals to the cardinality of the request set k, and thus we have k clients requiring k messages. We assign the associated ranking submatrix of each group to be a Latin square, i.e., each required message is ranked differently by these k clients, from 1 to k. Hence, the ranking submatrix has distinct elements in the same row or column. Therefore, the total scores are
and nk for the uncoded t selections and the coded t transmissions (an MDS coding scheme to send all the missing messages), resulting in the ratio 2n t(k+1) .
V. UNEQUAL SIDE INFORMATION (P3)
We consider arbitrary size of side information for each client and are given as input the score s i (j) = w ij that client i has for message j. This is the general case that admits P1 and P2 as special cases. We solve this problem using a mapping to the Maximum Weighted Independent Set (MWIS) problem 2 . Mapping to the MWIS problem: Assume that the server uses a binary coding vector a = (a 1 , . . . , a m ) to make a transmission
where the indices j 1 , j 2 , . . . , j l correspond to the nonzero coding coefficients.
A client i can decode the message b j1 from x if and only if this is the only message appearing in x that she does not have; that is, b j1 belongs in her request set (j 1 ∈ R i ) and she has already as side information the rest of the messages appearing in x (j 2 , . . . , j l ∈ S i ). Consider now the |R i | positions in the coding vector a that correspond to the |R i | messages client i does not have. There are |R i | possible choices of coding coefficients for these positions, so that client i can decode one of these message: making exactly one of these coefficients one, and the remaining |R i | − 1 zero. If 2 The MWIS problem is the weighted version of the maximum independent set problem. For details of the MWIS problem, see, for example, [17] .
we were to depict these coefficients sequentially, the choices are (1, 0, 0, . . . , 0) i , (0, 1, 0, . . . , 0) i , . . . , (0, . . . , 0, 1) i , where we used the subscript i to express that these correspond to the messages in R i . Client i can decode the first message in R i under the first assignment, the second message under the second assignment, etc. We call these |R i | assignments the assignments for client i.
We map each of the |R i | assignments for client i, for all i ∈ [n], to a vertex in the MWIS instance; thus in total we create i∈[n] |R i | vertices. We assign weight w ij to the vertex corresponding to the assignment that enables client i to decode message j. We connect two vertices with an edge if the corresponding assignments cause conflict with each other, i.e., there exists at least one common message to which one vertex assigns coefficient 0 and the other coefficient 1. Vertices corresponding to assignments of the same client i are pair-wise connected, forming a clique, since these assignments are mutually exclusive. Vertices corresponding to assignments of different clients may be connected or not. For example, if R 1 = {1, 2} and R 2 = {2, 3, 4}, there are 5 assignments corresponding to clients 1 and 2, denoted as
The vertex (1, 0) 1 is connected to (0, 1) 1 and (1, 0, 0) 2 , where the latter is because (1, 0) 1 assigns a coding coefficient 0 to message 2 and (1, 0, 0) 2 assigns a coding coefficient 1 to message 2, resulting in a conflict.
Given that each vertex of this graph specifies part of a coding vector, an independent set specifies (perhaps in part) a feasible coding vector that enables clients with a vertex in this independent set to decode a message. Thus, a MWIS enables to construct a coding vector that leads to the maximum benefit.
Algorithm for t=1: Given the MWIS connection, we can now translate any of the MWIS solvers to an algorithm for our problem when t = 1. As an example, the following theorem presents the score achievable by the MWIS polynomial time approximation algorithm in [17] .
Theorem 2. For problem P3, with t = 1 transmission, we can achieve a benefit of at least Proof. The proof follows by observing that maximum degree of each vertex in the graph is at most 2(d 1 −1)d 2 , and directly applying Theorem 3.4 in [17] .
Indeed, consider a vertex v that enables client i to decode message j ∈ R i . This vertex is connected to the remaining |R i | − 1 vertices of the same client, which contributes to v degree at most d 1 − 1. Now consider another client i = i. If j ∈ R i , then only one of the assignments for client i does not have a conflict with v, the one that enables client i to decode j. Thus counting each i = i we may have additional degree of at most (d 2 − 1) (d 1 − 1) . Finally, consider j ∈ R i ∩ R i for some j = j. In this case, the vertex v that enables client i to decode message j will be connected to v, since v needs the coefficient of message j to be 1 and v requires the coefficient of message j to be 0. This last case contributes additional degree of at most
Algorithm 3: This algorithm applies for general t and operates in t iterations, in each iteration simply solving one instance of a MWIS problem. In the first iteration, we solve the MWIS described earlier to select the transmission the server makes. Next, we update the problem instance: (i) we add decoded messages into side-information sets, and (ii) if client i has decoded message j, we set w ij = max{0, w ij − w ij } for all j ∈ R(i), to reflect the additional benefit that receiving message j would bring to client i given that she has already received j. We proceed with the next iteration by solving the MWIS problem on the new instance. We denote this algorithm by Alg. 3 and give a detailed analysis in Section 5 and Appendix C in [16] . Observe that this scenario admits the index coding problem as a special case, and hence we can show that the P3 problem is hard to approximate within a ratio of n 1− for any > 0 [16] .
VI. NUMERICAL EVALUATION A. Over Random Instances
In Fig. 1 , we show the trade-off between the normalized benefit B 0 (divided by the maximum benefit possible to have maximum value one) and the number of transmissions t. We observe that we can achieve a large percentage of the benefit with a small fraction of the transmissions we need to achieve the maximum benefit. For example, a 20% decrease in benefit can achieve a 90% bandwidth savings.
B. Over Real Data Set
We perform experiments using the Yahoo! Search Marketing advertiser bidding data set [10] . The ads recommender system recommends m ads (messages) to n clients, each represented by a key phrase (e.g., car, hotel) when making a search. Each client (key phrase) is associated with some of the ads (messages, e.g., Toyota car, Benz car, Inn hotel, Castle hotel) and payoffs (score of an ad for a key phase). The benefit obtained by the ads recommender system is an aggregate of individual scores of clients. The set of messages already stored in clients' devices form side information. We compare Alg. 1 and 3 with the conventional Borda count method [9] , the Spearfoot rule-based method [15] , and the Kemeny's method [15] (these algorithms make recommendations using uncoded transmissions). In Fig. 2 , we show the normalized accumulated benefit (all previous instances) over time when the number of transmissions t = 4. We find that all uncoded algorithms (including Alg. 1) perform similarly; this is because in the data set a few of the messages concentrated the highest rankings from all clients, and thus the score model used by the algorithm did not make a difference in the message choice. However, by leveraging the side information, Alg. 3 could accrue multiple times the benefit over time.
