accurate and reliable scoring, the scoring problem persists. If PAs are to lead to more valid assessments, then the problem of scoring must be clearly understood. A simple, conceptual framework for the issues associated with producing valid scores for PAs can be used as a context for reviewing relevant empirical results from assessments scored by expert raters. Although generalizable answers to many of the problems associated with scoring are not yet available, there are areas in which considerable progress has been made. One of these areas is the development of scoring methods in which expert raters are replaced by computerized automated scoring algorithms.
For simplicity, scoring is discussed here as a step in the test development process that is independent of the development of the assessment task. In practice, the specification and development of tasks and the construction of the scoring procedure should be part of an iterative process. Mislevy, Steinberg, Breyer, Almond, & Johnson (2000) discussed this issue in the context of a cognitivepsychological framework for the development and scoring of a PA. In their framework, both the task development and the scoring are driven by underlying assumptions about how examinees use knowledge and skills in the context of a performance. Although Mislevy et al. clarified the importance of integrating task development with scoring from a cognitive psychological perspective-regardless of the particular framework underlying the test development process-it is essential that scoring is treated as an integrated aspect of the process and not as an afterthought.
Scoring can be divided into four questions: (1) what aspects of the performance are to be scored? (2) what criteria are to be applied to evaluate the identified aspects or components of the performance? (3) how should these criteria be developed? and (4) how should these criteria be applied? These questions are interrelated, and each can be broken into subdivisions that vary based on the tasks selected and the purpose of the assessment. Nonetheless, this framework provides a useful structure for examining the process of scoring PAs. The discussion of scoring is driven by issues of score validity. The framework used here is that of Kane, Crooks, & Cohen (1999) . Within this framework, validity arguments take the form of a chain of evidence linking a performance to a target domain through a score. The target domain is defined (or conceptualized) to support the types of inferences that are to be made based on the scores.
From this perspective, the intention to strengthen the link in the chain of evidence that connects the performance to the target domain motivates the use of a PA. This is done by selecting assessment tasks that closely approximate those to which the score interpretations are meant to apply. Enhanced relevance for the assessment tasks might strengthen the validity argument, but the similarity of the assessment task and the target domain is only one aspect of the chain of validity evidence. This chain includes links directly related to scoring, such as evidence supporting the connection between the method used to transform a performance to a score and the intended interpretation of that score. Such evidence can take the form of logical arguments or of empirical results supporting the accuracy and precision of this transformation. (Evidence can also respond to credible counter-hypotheses that would call into question the validity of intended interpretations.) This chain of validity evidence will additionally include links that involve aspects of the test construction process or other factors that impact interpretation of the test scores but are more remotely linked to scoring. Each of the four components of the scoring process relates to the chain of evidence; therefore, efforts to improve scoring, from any of these four perspectives, are ultimately aimed at strengthening the evidence supporting score interpretations.
causes of the American Civil War, scoring could be based on content, structure, punctuation and spelling, or some combination of all three. Clearly, this choice has a profound impact on the types of interpretations that can be made using the scores. Wiley & Haertel (1996) described this process of mapping subtasks (or aspects of the performance) to abilities as the most important feature of scoring.
Deciding which aspects of the performance are to be scored begins with the question of whether the performance of interest is manifest in the process or the product. In some circumstances, the answer is dictated by the nature of the performance. For example, if an examinee is required to write a 300-word essay during a 30-minute testing period, the product (i.e., the essay) is likely to be the only possible basis for scoring. Observing the process is impractical and unlikely to provide meaningful information. Due to the time constraint, it is unlikely that multiple drafts or outlines would be produced to provide evidence of the process.
Although the process/product choice might be dictated by the nature of the task, in many circumstances it is a decision that will need to be made by the test developer. Ryans & Frederiksen (1951) gave a simple example: "In the hand-tool shop an individual's performance in filing a piece of metal may be judged either from the way he holds the file, the kind of strokes he uses, etc., or it may be judged from the quality of the finished product" (pp. 469-470) . In this situation, the test developer must make a decision regarding which aspect of the performance will be scored. In addition to considerations about the nature of the intended inferences, practical considerations are likely to enter into the decision. It might be substantially more efficient to examine the product than to observe the performance. However, for the score to be valid, the central consideration must be the establishment of a link between the score and the intended interpretation. If the intended interpretation is the certification that a worker has learned to produce a part that meets some specification, judgment based on the product might be preferred. Alternatively, if a teacher wishes to assess whether a student has learned the proper use of a given hand tool, direct observation might be essential; it is possible for the student to produce an adequate product without having mastered the use of the tool. Finally, in some circumstances, aspects of both the quality of the product and the process might need to be considered. One situation in which this might occur is when the intention is to provide feedback regarding the specific limitations in the process that produced an inadequate product.
Although the choice between directly observing the process and evaluating a product that provides evidence about the process is a recurrent theme in the PA literature (e.g., Ryans & Frederiksen, 1951; Wiley & Haertel, 1996) , there is little empirical evidence on the impact of this decision. Baxter, Shavelson, Goldman, & Pine (1992) examined the scoring of a performance task for fifth-grade science students. Their main question was whether scores produced by reviewing a product (student notebooks) could be substituted for the more expensive and time-consuming direct observation of the process. Baxter et al. reported results from two groups of students; one was exposed to a curriculum that made considerable use of hands-on experience (which included recording results in notebooks); the other group was exposed to a more traditional lecture approach to science. Baxter et al. found that the relationship between the scores based on direct observation and those based on notebook review differed across these two groups. For students with experience in recording the results of their experiments, the notebooks provided a generally satisfactory record of the experiment and so could be used as a surrogate for direct observation. This relationship was considerably weaker for students who were not experienced in recording those types of results.
Considering the choice of product versus process evaluation is only one part of the problem. Whether the evaluation focuses on process or product, there are numerous aspects of the performance that could be assessed. Some of these are relevant to the intended score interpretation, whereas others are not. In some circumstances, a given performance might even be used to produce multiple scores that are used to make inferences about different examinee abilities. In this instance, individual aspects of the performance might be relevant to one (or more) of the abilities. This process could become quite complex, but careful attention at this stage is essential because the decisions have a direct impact on the validity of the resulting scores. Future empirical studies could provide additional insight into how these choices limit the interpretability of the resulting scores. However, logical arguments about how the choice of the aspects of assessed performance supports the intended score interpretations will ultimately be an essential part of the overall validity argument, and this logic will need to be specific to the individual assessment.
What Criteria Are to Be Applied?
After considering which aspects of the performance will be examined, a decision must be made concerning which criteria are to be applied to produce a score. In some circumstances, it is possible to establish highly objective, analytic criteria; in others, a level of subjectivity is unavoidable and holistic judgments are needed. For example, a PA of spelling and grammar usage could easily lend itself to highly objective, analytic scoring-usage errors could be identified and quantified with considerable accuracy. By contrast, a judgment about the adequacy of a haiku is likely to require some subjectivity. Although the formal requirements could be evaluated objectively, decisions about its poetic merit would require a judgment that is both subjective and holistic.
In some cases, the nature of the task might dictate the extent to which analytic criteria are applied, whereas in others the choice might be less clear and practical issues might significantly influence the decision. For example, if the assessment task requires the examinee to design a product (e.g., tool, bridge, vehicle), it could be possible to construct the product and directly assess the adequacy of the design. However, practicality dictates that experts should assess the designs and make judgments about the merit of each design when the expense of direct evaluation is unacceptable.
Whether dictated by the nature of the judgments required or by efficiency, "subjective" or "holistic" judgments could raise serious concerns about the extent to which the judgments generalize across judges and occasions. However, it could also be that strategies to increase objectivity could threaten validity. Low reliability for holistic ratings could lead to efforts to increase the level of rater agreement by providing more objective specifications for raters to use in scoring. When this leads to a clearer focus on the performance features that are salient to the intended interpretations, objectivity is beneficial. Alternatively, if the focus is shifted away from these features-toward features that are more easily quantified-increased reliability could lead to decreased validity.
Some insight into the trade-offs in choosing holistic versus analytic scoring procedures can be gained from the long history of research available on actuarial judgment procedures. Thorndike (1918) argued that it should be possible not only to replace, but to improve on "impressionistic" judgments about an individual's fitness for some task through the use of analytic approaches. Subsequent reviews by Meehl (1954) and Dawes & Corrigan (1974) demonstrated, in a variety of settings, that these statistical procedures might outperform expert judges in terms of decision accuracy. One advantage of statistical judgment procedures is that they allow for optimally weighting or otherwise modeling the relationships among the variables. However, more importantly, human judges might have difficulty distinguishing between relevant and irrelevant variables when formulating their judgments (Dawes, Faust, & Meehl, 1989) . The obvious limitation of these statistically based procedures is that they require that the relevant variables are accessible for quantification in the model.
Although not identical, this expert/actuarial distinction has much in common with the holistic/analytic split in scoring PAs. With holistic approaches to scoring, experts observe a performance and make an overall decision about its merit. This requires that the experts, implicitly or explicitly, identify the variables of interest, evaluate them, and apply some decision rules to determine the adequacy of the performance. The explicitness of this process is a function of how well the criteria have been developed and how well the rater has been trained in those criteria. The training could simply instruct the raters to use their professional judgment, or it could require them to apply rules that make their holistic judgment distinguishable from an analytic procedure only in that the computation occurs in their minds and not on paper or in a computer.
A potential advantage of analytic scoring is that it specifies the dimensions or variables that are to be included in the judgment process. This limits the rater's potential for assessing invalid variables (those that provide no evidence relative to the intended score interpretation). Analytic scoring also makes explicit the relationship between the assessed dimensions in producing reported scores. However, this approach presumes that the specific dimensions can be identified and quantified. Norcini et al. (1990) presented a comparison of holistic and analytic scoring of an essay-based assessment. An essay examination designed to test physicians' clinical judgment was scored through holistic review by physicians and by an analytic procedure implemented by trained nonphysicians. The observed correlation between the two methods was .66 (.71 corrected for unreliability). The results showed that the analytic scores did not generalize well across essays. Generalizability analyses indicated that a test based on 12 essays, each scored by a single reader using the analytic method, had a generalizability coefficient of .36. In contrast, the same test scored by a single reader providing a global rating for each essay had a generalizability coefficient of .63. Although this might appear to favor the global approach, a different analysis of the same data reported that the holistic scores were substantially more highly influenced by the readability of the papers than were the analytic scores. This is an important empirical finding, because it appears to support the view advanced by Dawes et al. (1989) that experts can be influenced by irrelevant variables when formulating their judgments.
How Should the Criteria Be Developed?
There are two parts to this question: (1) the process by which the criteria should be developed and (2) who should develop the criteria.
What Procedures Should Be Used to Develop Scoring Criteria?
One of the most common procedures for developing scoring criteria is having experts produce scoring rules through a group process. Bejar (1991) used this approach in developing criteria for scoring complex, computerized architectural problems. used a similar process in developing criteria for scoring computer-based simulations designed to assess physicians' patient-management skills. Although this type of group process is often a part of the development for scoring criteria, the specifics of the process have rarely been examined. For example, in Clauser, Margolis, et al., actions ordered by the examinee in caring for the patient were categorized as being potentially "beneficial," "neutral," or "risky," based on group consensus. In other aspects of the process, decisions could be made based on the majority view. The impact of requiring consensus was not empirically examined.
Similarly, in the research, experts selected to develop the scoring criteria were not involved in task development. The committee of experts developed the criteria after managing the simulated case (i.e., completing the task) without prior knowledge of the correct diagnosis. The presumption was that an independent group of experts would develop more objective criteria. Allowing the physicians who developed the case to also develop the scoring criteria could lead to bias, resulting from the developers' intentions and expectations. The impact of this procedural decision also has not been studied, and processes in which the experts developing the task also develop the scoring criteria are not uncommon. In most cases, this latter approach is more efficient; the extent to which the resulting criteria are systematically altered is likely to vary from context to context.
Although group process is a common approach for developing scoring criteria, alternative approaches have been examined in which criteria are developed by making inferences based on samples of expert judgments or on expert responses to the stimulus task. One method requires experts to "think out loud" while evaluating examples of examinee performance. Recording and codifying the thought process provides the basis for scoring. When multiple experts are available, identifying characteristics of the performance that are common across individual experts could produce a defensible basis for scoring.
Alternatively, Norman (1985) described a procedure in which experts were asked to actually complete the task. The research was based on paper-and-pencil patient-management simulations in which examinees were able to request tests and other diagnostic information. Using this empirical approach, actions were considered important in the scoring criteria in proportion to the frequency with which they were selected by experts in their own completion of the task. Webster, Shea, Norcini, Grosso, & Swanson (1988) evaluated this approach and compared it to other criteria for scoring patient simulations. The empirical scoring approach correlated .90 with scores based on a procedure in which the task developers produced a scoring key. The reliabilities of the scores developed using these different procedures, as well as the correlations of these scores with external measures of examinee proficiency, were similar.
Several researchers have also examined the use of statistical procedures to model expert scoring. Page & Petersen (1995) used regression analysis to produce scoring algorithms that allow for totally analytic (and computer-automated) scoring of essays. Similarly, used regression analysis to construct (automated) scoring algorithms for patient simulations. In both contexts, results showed that scores produced using these procedures closely corresponded to the holistic ratings (which were the dependent measures in the regression equations). Clauser, Margolis, et al. also showed that the regression-based approach performed similarly to a computer-scoring algorithm developed using a group process in which experts articulated their rating processes. The regression-based scores were more reliable and more highly correlated with the actual expert ratings than were scores produced with algorithms developed using a group process.
Who Should Develop the Scoring Criteria?
In most circumstances, scoring criteria are specified by a group of experts. In this context, expertise can be defined in terms of knowledge of the content area or experience as an educator. This is a particularly important consideration because the use of "experts" to establish the criteria is often a central component in the validation argument for scores on PAs. There is relatively little published research that specifically reports on the relationship between the group of experts selected and the resulting scoring criteria. reported the results of a generalizability analysis of ratings for a set of performance tasks designed to assess physicians' patient-management skills. For each performance, ratings were produced by experts working independently, but as a part of two separate committees. Both committees used a nine-point rating scale but independently developed the specific criteria used in rating. Results indicated that the variance due to the committee effect and related interactions was modest. However, the committees were intended to be as similar as possible in terms of the expertise of their members.
Results from earlier studies ) that examined the same assessment format showed moderate to high correspondence between judgments made by experts who developed their criteria as part of independent committees. There were, however, occasional exceptions to this pattern of results. One of the tasks required diagnosis and management of a life-threatening infection. One committee of experts used criteria that focused on the adequacy of care, whereas the other evaluated the examinees' problem-solving ability. This difference in focus resulted in highly discrepant judgments for a small number of performances in which examinees correctly diagnosed and treated the problem, but failed to intervene in a timely manner. Taken together, these studies suggest that, although systematic differences in perspective between groups of raters might not occur frequently, such effects can have a nontrivial impact on scoring, even when the background and training of the raters are similar.
These studies do not provide a definitive answer about the impact of choice of experts in establishing scoring criteria for PAs. The very limited evidence implies that, within a reasonable range, the choice has only minor impact. Nonetheless, there is ample anecdotal evidence to support the view that characteristics of experts can impact the resulting criteria. For example, specialists might focus on relatively obscure details of performance that are inappropriate as criteria for assessments designed to evaluate examinees at an earlier level of training. Additional research in this area is needed. In the absence of empirical results to guide selection of experts, test developers should give careful consideration to expert selection and the need to identify specific aspects of expertise that support the validity of the resulting scoring criteria.
How Should These Criteria Be Applied? Expert Raters
Closely linked to the question of who should develop the scoring criteria is who should apply those criteria. Considerable research is available about the extent to which raters are capable of producing reliable scoring decisions. Results suggest that the reproducibility of scores across ratings is influenced by a variety of conditions, including the nature of the task, the specificity of the scoring rules, the level of training of the raters, and the conditions under which the scoring occurs Coffman, 1971; Dunbar, Koretz, & Hoover, 1991) . Dunbar et al. cited rater reliability coefficients ranging from .33 to .91. They emphasized the importance of carefully developed scoring rules, including detailed descriptions (with examples) and the need for thorough training of the raters. They also noted that the level of reliability achieved under the highly controlled conditions in which scoring procedures are developed and standardized could seriously misrepresent the expected reliability when those procedures are implemented in the field. This effect can be particularly problematic with large-scale assessments. Not only is it more difficult to train larger groups of raters to perform in a standardized manner, but issues of recruitment can come into play. It might be relatively easy to recruit five individuals capable of learning to produce accurate ratings; recruiting 50 could be a very different matter.
Ratings are provided by "experts," but once the criteria are established, the "expertise" of interest is the ability to evaluate the performance relative to the criteria. In some cases, subjective judgments are required; therefore, expertise in the content domain of the test might be necessary. When objective criteria are established, there is some evidence that content experts are no better at rating than lay-observers trained in the use of the checklist. For example, when PAs designed to evaluate physicians' clinical skills were scored using checklists, results indicated that trained lay-observers were able to produce ratings that correlated as (or more) highly with the established standard than did those produced by practicing physicians (Martin, Reznick, Rothman, Tamblyn, & Regehr, 1996) . Even with highly trained and knowledgeable experts as raters, rating errors appear to be inevitable. This reality has motivated efforts to develop strategies to minimize the impact of rater errors, including the use of generalizability analysis, item response theory, and regression-based approaches to examine rater error. Generalizability analysis has provided guidance regarding the potential to reduce measurement error by increasing the number of experts rating each performance (Cronbach, Linn, Brennan, & Haertel, 1997; Shavelson, Baxter, & Gao, 1993) .
Generalizability theory also allows examination of the advantages of other strategies for modifying the design used for data collection, such as nesting raters within tasks . In addition to modifying the design for collecting the ratings, several reports have presented models for statistically adjusting scores to minimize the impact of systematic sources of error, such as differences in rater severity (Braun, 1988; Engelhard, 1994; Longford, 1995) .
Another approach to controlling rater error is to have raters reconcile discrepant ratings. Frequently, when more than one rater scores each performance, performances for which there is a substantial discrepancy between ratings are identified for further review. see also Clauser, Swanson, & Clyman, 1996) studied a process in which multiple raters scored each performance; the raters were then brought together to discuss those specific performances for which there were significant discrepancies. They were then given the opportunity to modify their ratings. The process had modest impact on the generalizability of the resulting scores. Within groups, much of the improvement in agreement that followed discussion did not generalize across groups.
A related process for resolving discrepancies requires that each performance be scored by two (or more) raters; performances for which there are inter-rater discrepancies are then reviewed by an additional ("expert") rater. The additional rating can then be averaged with the initial ratings or used to replace one (or both) of the initial ratings (e.g., Mazzeo, Schmitt, & Cook, 1987) .
Automated Scoring
Highly reliable ratings are possible even in large-scale testing programs, but they typically come at considerable cost. This limiting factor in the use of raters has recently been examined in some detail (Hardy, 1995; Wainer & Thissen, 1993 ), but it is not a new issue (e.g., Coffman, 1971; Stalnaker, 1951) . One approach to eliminating rater error-as well as the associated cost-is to replace the rater with an automated scoring system. With the increasing use of computers in test administration, this strategy has been studied in a variety of settings. Results have been reported for the computerized scoring of essays (Page & Petersen, 1995) , assessment of architectural problem solving (Bejar, 1991) , hypothesis formulation (Kaplan & Bennett, 1994) , mathematics (Bennett & Sebrechts, 1996; Sebrechts, Bennett, & Rock, 1991) , computer programing (Braun, Bennett, Frye, & Soloway, 1990) , and physicians' patient management .
Efforts to develop computerized scoring procedures fall into two categories. The first includes efforts to score items that can be viewed as having a single correct answer. Although scoring for these items is not always dichotomous, at each scoring decision point a dichotomous classification is made by matching the responses to a key. Alternatively, efforts have been made to produce computerized algorithms that replace raters by providing judgments about the relative merit of a response. With this type of item, there is no single correct response. Examples of both types of computer-scorable item formats are provided below, with emphasis given to the second, more complex, approach.
Single correct response formats. The mathematical expression response type proposed by Bennett, Steffen, Singley, Morley, & Jacquemin (1997) is an example of the first type of computer-scorable format. With this format, the examinee is presented with a verbal description of a problem and asked to produce an expression that represents the answer. An example is:
During one week in Trenton in January, it snowed on s days and was fair on the other days.... What is the probability that a randomly selected day from that week was fair? (p. 164) One way of expressing the correct answer is 1 − s/7.
This format could be implemented as a multiple-choice question, or it could be administered in an open-ended format and the response could be scored through expert review. However, with the increasing use of computers in testing, it is attractive to administer this item as an open-ended item and score it as soon as the examinee enters an answer. Given a palette containing numerical and mathematical symbols, the examinee can readily construct complex mathematical expressions (e.g., Bennett, Morley, & Quardt, 2000) . The potential problem with scoring this constructed response is that, for any mathematical expression, there can be an unlimited number of equivalent expressions that are also correct. Bennett et al. (1997) applied already-existing software capable of reducing such expressions to a common form so that they can be directly matched to the key. This methodology can be highly effective; a primary limitation is that examinees need to learn to accurately follow the rules for constructing expressions.
Scoring essays. One of the longest-standing projects examining computer scoring of PAs is Page's (1966; Page & Petersen, 1995) work on essay scoring. Because essay scoring requires subjective judgments from raters, and because early computers were incapable of making these judgments, Page searched for quantifiable aspects of the performance that had predictive value. Examples included average sentence length, number of paragraphs, essay length in words, number of commas, number of parentheses, number of subordinating conjunctions, and average word length. These were weighted using multiple-regression to predict ratings from expert raters.
Recent research (Page & Petersen, 1995) suggests that computers can produce scores that correlate approximately as well with actual ratings as do independent sets of ratings. However, critics (Burstein, Kukich, Wolff, & Lu, 1998) have argued that the difference between the aspects of the essay actually valued by the raters and those measured by the computer is too great. Even if the predictive value of the scoring algorithm were high, this difference could threaten the validity of the resulting scores. The simplicity of the quantifications could also leave the computer scoring system vulnerable to coaching. Because an examinee could be taught (coached) to use longer words, more words, and more commas (without producing a superior essay), less-valid scoring could be the result.
Although Page's (1966) work has continued, recent efforts have introduced more sophisticated analytic tools. Burstein et al. (1998) reported on artificial intelligence approaches to producing essay scores. The reported correlations between automated scores and actual ratings were similar to those reported by Page & Petersen (1995) , but these authors suggest that their computer analysis is based on less-superficial aspects of the performance. Burstein et al. argued that they are closing the gap between the aspects of the performance valued by raters and those quantified by the computer as predictors. In contrast to the relatively simple counts used in the regression-based procedure, the Burstein et al. method included a more complex assessment of sentence structure. It also reviewed the text for use of specific words that were identified as relevant to the topic.
When this type of scoring procedure is introduced into operational use, the computer is frequently the "second" rater in the circumstance in which two trained readers would otherwise review each paper. This substantially improves the efficiency of the process without full reliance on the computer-generated scores.
Scoring architectural problems. The National Council of Architectural Registration Boards has recently begun operational use of a computer-delivered PA format that is entirely scored with an automated system (Bejar & Braun, 1999) . The tasks call on examinees to solve typical design problems. Some examples include specifying how the ground around a building will be graded to allow for appropriate run-off of rain; creating a floor plan for an office suite meeting certain specifications; and creating a layout of an arrangement of buildings, tennis courts, swimming pools, etc., to meet certain constraints (e.g., preserve existing trees, place pool adjacent to clubhouse, orient tennis courts as close to the north-south axis as possible).
The scoring procedures vary from task to task. In some PA tasks, there is an unavoidable level of subjectivity in the scoring process; in other contexts, there are completely objective methods for expressing the relationship between the performance and the criterion. Some of the architectural tasks provide a good example of the latter situation. For example, if the problem requires grading the area around a building to ensure run-off, one approach to objective evaluation of the performance would be to construct the actual conditions and observe the results during a powerful rainstorm. Obviously, this is impractical. Through computer simulation, however, it is possible to implement this type of objective evaluation.
Other tasks are scored using elaborate decision trees (Bejar, 1995) . The design is broken down into specific measurable or definable features. To use the simple example of creating a design for remodeling a bathroom, the scoring tree could define the performance in terms of the placement of fixtures (e.g., toilet, bathtub, sink, cabinets, lights). In addition to evaluating the design in terms of the presence or absence of each of the features, scoring can include orientation, clearance, and proximity to other features.
This approach can produce scores that agree with expert judgments of the same performance at a level that is similar to that of the agreement between judges. For example, on a site design problem the computer produced scores that were identical to those of two experts 81% and 85% of the time. The two experts produced identical scores 85% of the time (Bejar, 1991) .
More recent research has provided insight into those circumstances in which computer-generated scores disagree with expert raters (Williamson et al., 1999) . Williamson et al. reported results that suggested that, in some contexts (e.g., when scoring requires considerable attention to fine details), the computer actually was more accurate than the experts.
Computer-based case simulations. The National Board of Medical Examiners has developed tests to measure physicians' patient-management skills through the use of computer simulations (Clyman, Melnick, & Clauser, 1995) . The simulation software, Primum CCS, produces a dynamic, interactive simulation of the patient-care environment. The examination format allows the examinee to manage cases with minimal testing cues. Each case begins with a brief opening scenario describing the patient. After reading this initial description, the examinee manages the case by selecting history and physical examination options or by making free-text entries to the patient's chart to order actions such as tests, treatments, and consultations. The examinee also advances the clock to control the movement of the case through simulated time. Throughout, the condition of the patient changes based on the underlying disease and the examinee's actions. For each examinee, the system produces a performance record called a "transaction list," which shows each action taken by the examinee along with the simulated time at which the action was ordered. Examinee case performance can be scored by having experts review the transaction list and rate the appropriateness of the sequence of ordered actions. For large-scale implementation, however, performance will be scored directly by the computer.
Most recently, two approaches have been examined; both represent explicit efforts to capture the policies experts use in rating transaction lists . The first uses a multiple-regression procedure to weight different types of actions. The model requires that experts rate a sample of actual examinee performances for each task. The mean rating (i.e., the average across raters) acts as the dependent measure in the regression equation. The model used seven predictor variables. Three of these were counts of actions ordered by the examinees that were considered to be "indicated" for appropriate care. To form the three variables, indicated actions were categorized by level of importance. An additional three variables represented counts of nonindicated actions, categorized by level of risk or intrusiveness, and the seventh variable represented the timeliness with which management was completed. Using the results of the regression, weights were then applied to the actions in the various categories to produce scores that approximated expert ratings.
An approach similar to the tree-based method described by Bejar (1995) has also been examined . A group of experts was asked to articulate the rules used to assign performances to score categories. These rules, expressed in terms of actions, sequence, and timing, were then operationalized for computer scoring. Initial results indicated that both of these procedures produced scores that were highly correlated with the actual ratings on which they were modeled. Subsequent research comparing the two approaches suggested that the regression-based method performed better than the alternative approach, producing scores that correlated more highly with the original ratings on which both scoring algorithms were based. Scores from this approach also correlated more highly with ratings produced by an independent group of expert raters . The correspondence between computer-produced scores and expert ratings was similar to that between independent groups of experts.
Evaluating automated-scoring systems. Automated scoring represents an important technical innovation in PA. Although these procedures are only beginning to be widely used in operational testing programs, the research literature in this area is growing rapidly. The central issue in evaluating the scores produced by an automated scoring system is the validity of the inferences that can be made based on those scores. A complete discussion of related validity issues is beyond the scope of this paper (for further discussion, see Bejar & Bennett, 1997; . A more relevant issue is the question of whether computer-generated scores can replace ratings without loss of validity. In some cases, the argument is made that computers can apply the intended criteria more accurately than raters. More commonly, the correspondence between computer-generated scores and ratings is cited as validity evidence.
Most reported studies on the computer-based scoring of PAs have presented results in terms of either the correlation between ratings and computer-generated scores, or the level of categorical agreement between raters and automated systems. These results provide important information, but they might represent a less-than-complete evaluation. It is important to consider the difference between the two types of results. If the intention is to use computer-generated scores and expert ratings interchangeably, correlation is not a sufficient criterion. This is clearly the case with the scoring of essays, because in operational use, the essays are usually scored by both human raters and computer algorithms. With computer-based case simulations, the intention is that all operational scoring will be implemented using the automated algorithm. In this circumstance, score scales differing by a linear transformation might not be a problem.
Regardless of which approach is used to establish the correspondence between ratings and computer-generated scores, unless the correspondence is perfect, additional evaluation is warranted. Within the framework of generalizability theory, the presence of high correlations between scores produced by raters and by computers indicates that some aspect of examinee variance is represented in both scoring systems. When analysis is conducted using an examinee-by-task design, examinee variance is conceptually similar to true-score variance in classical test theory. However, if analysis were conducted within a task (e.g., in an examinee-by-rater design), examinee variance would include what would be seen as both examinee variance and variance due to the examinee-by-task interaction. Analogously, when correlations are produced between scoring methods for a single task, the numerator in a correlation coefficient will reflect not only true-score variance (as would be the case if the correlation were between independent measures), but also task-specific variance due to the examinee-by-task interaction. This is likely to be a matter of concern due to the attention given to the problem of task specificity in PAs. A scoring system that achieved a high correlation by capturing relatively more of the task-specific examinee variance could produce high within-task correlations, suggesting that the computer-generated score might be an acceptable replacement for the original ratings. However, it would produce a far less useful measure of examinee ability when scores were aggregated across tasks.
One approach to evaluating the extent to which this issue is problematic is to compare the generalizability of computer-generated scores to those produced by raters (across tasks). Clauser et al. (1996) and reported on this type of comparison for scores produced for computer-based case simulations. Although they reported a level of generalizability for the automated scoring systems that was similar (or in some cases superior) to that for the actual ratings, this result was not inevitable. At least one previous study reported that scores for a noncomputerized algorithmic scoring procedure were substantially less generalizable than the original ratings, even though the individual task scores for the two approaches were moderately correlated.
In this context, similar levels of generalizability for the scores produced using raters and automated scores provide additional evidence of the potential usefulness of the computer-generated scores. In conjunction with within-task correlations, it provides an argument that the automatedscoring procedure is not unduly capturing task-specific examinee variance. However, that argument does not rule out the possibility that the relatively high generalizability associated with the computer-generated scores results from (scoring) method-specific, but trait-irrelevant, variance. To address this question, the true-score correlation between alternate test forms scored using the two methods could be estimated. described a method for estimating this correlation using scores and ratings from a single test form. Their results suggested that the true-score correlation between (independent) tests in which computer-based case simulations were scored by raters and by the computer was approximately 1.00. This argues that the traits measured by the two scoring procedures were linearly related, indicating that the approach did not introduce variance specific to scoring method.
A similar assessment might be based on a multitrait-multimethod matrix (i.e., multiple tasks and multiple scoring procedures) or on the variance-covariance matrix produced in a multivariate generalizability analysis of ratings and computer-generated scores (Clauser, Harik, & Clyman, in press) . The critical consideration is that the presence of scoring-method specific variance should be evaluated as part of the validation of any automated-scoring system.
Conclusions
Although the available research provides important insights, the problems of scoring PAs are far from resolved. Studies are needed that provide models for how evidence should be collected to support the link between scoring decisions (regarding the aspects of the performance to be rated) and the validity of inferences based on the resulting scores. Mislevy (1994 Mislevy ( , 1996 attempted to integrate statistical aspects of test theory with perspectives from cognitive psychology, suggesting a productive approach. However, there is still a need for basic validity studies that look beyond expert opinion as the basis and justification for scoring procedures. One aspect of this work might include empirical study of the cognitive processes examinees actually use in completing assessment tasks; another might examine the relationship between these task performances and important external criteria.
Considerably more information is available on the relative merits of various types of scoring criteria (analytic versus holistic). Even so, defensible guidelines that could be applied across assessment settings will require additional research. The need for additional research is particularly apparent with regard to how experts should be selected and trained to develop scoring criteria. Although there is some research on how empirical or analytic procedures can be used to capture expert policy to construct scoring criteria, relatively little research is available on the impact of various aspects of group procedures for constructing criteria. Finally, processes for implementing these criteria need additional examination.
Clearly, advances have been made in scoring PAs, but these advances have been incremental, rarely representing a technological "breakthrough." One possible exception to this generalization is the recent work to replace raters with computer-based automated-scoring algorithms (Bejar & Braun, 1999; Burstein et al., 1998; . Automated-scoring procedures have the potential to eliminate rater inconsistencies and substantially reduce the cost of scoring performance tasks used in large-scale assessments. The impact of such inconsistencies on examinee scores (along with the cost of producing more accurate ratings) was an important consideration in the early movement away from PA toward multiple-choice testing. These procedures represent a potentially important technical innovation. However, in terms of the framework presented here, these procedures provide an answer to only one of the four basic issues associated with scoring PAs.
