The degenerate parabolic Generalized Porous Medium Equation (GPME) poses numerical challenges due to selfsharpening and its sharp corner solutions. For these problems, we show results for two subclasses of the GPME with differentiable k(p) with respect to p, namely the Porous Medium Equation (PME) and the superslow diffusion equation. Spurious temporal oscillations, and nonphysical locking and lagging have been reported in the literature. These issues have been attributed to harmonic averaging of the coefficient k(p) for small p, and arithmetic averaging has been suggested as an alternative. We show that harmonic averaging is not solely responsible and that an improved discretization can mitigate these issues. Here, we investigate the causes of these numerical artifacts using modified equation analysis. The modified equation framework can be used for any type of discretization. We show results for the second order finite volume method. The observed problems with harmonic averaging can be traced to two leading error terms in its modified equation. This is also illustrated numerically through a Modified Harmonic Method (MHM) that can locally modify the critical terms to remove the aforementioned numerical artifacts.
Introduction
We discuss how to discretize the self-sharpening Generalized Porous Medium Equation (GPME) without the temporal oscillations, the locking, and the lagging reported in previous works [1] [2] [3] [4] . In these works, the numerical artifacts have been attributed to harmonic averaging, and arithmetic averaging has been proposed to resolve them. The exact causes of the artifacts were not published in the literature. In this paper, we aim to understand the exact causes. We demonstrate that harmonic averaging is not solely to blame and that the artifacts also depend on both the spatial and temporal discretizations. The critical terms are identified through modified equation analysis and numerical evidence is provided to show that counteracting these terms removes the artifacts. We refer to this demonstration method as the Modified Harmonic Method (MHM).
The GPME is given in its multi-dimensional, conservative form as,
p(x, 0) = h(x), p(x, t) = g(x, t), ∀x ∈ ∂Ω,
where ∂Ω is the boundary of the domain Ω, h(x) is the initial condition and g(x, t) is the Dirichlet boundary condition. The GPME can be seen as a subset of the fully general equation class that we are interested in, where k(p) in Eqn.
(1.1) is replaced by k(p, x). The fully general equation class includes the variable coefficient problem, which will be discussed in a subsequent paper Maddix et al. [5] .
Applications of the GPME
The Porous Medium Equation (PME), a subclass of the GPME, is used in a number of applications. In the PME,
for m ≥ 1. The name PME originates from modeling gas flow in a porous medium. The PME can be derived from the continuity equation, Darcy's Law and the equation of state for perfect gases [6, 7] . The polytropic exponent m relates the pressure k(p) to the density p. The case m = 1 models isothermal processes, while m > 1 for adiabatic processes. From experimental data, Vázquez [6] found that m = 1.405 corresponds to airflow at normal temperatures. Nonlinear heat transfer of plasmas (ionized gases), mainly by radiation, drove much of the initial theoretical research on the PME [6] . Zel'dovich and Raizer [8] proposed a model of this heat transfer at very high temperatures given by Eqn. (1.1). Here, the coefficient k(p) is also a monomial of p where in this case, k(p) represents the radiation thermal conductivity and p the temperature. In the optically thick limit approximation, m = 3. In more complex models with multiple ionized gases, this exponent can increase to 4.5 − 5.5.
The PME with m = 1 has several applications, including groundwater flow with Boussinesq's equation [9] and population dynamics in biology [6] .
An example of the GPME that we will also consider is superslow diffusion [6, 10] with
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The name superslow diffusion was introduced because the diffusivity k(p) → 0 as p → 0 faster than any power of p [11] . This equation is used to model the diffusion of solids at different absolute temperatures p. The coefficient k(p) now represents the mass diffusivity and is connected with the Arrhenius law in thermodynamics [12] .
In the above examples of the GPME, k(p) is a continuous function with respect to p. An example of the GPME with discontinuous k(p) is a Stefan problem [6] , where k(p) is a step function, e.g. The GPME with discontinuous coefficients is the topic of a subsequent paper in Maddix et al. [13] .
In this paper, we focus on the GPME with continuous k(p). In particular, we will use the PME and the superslow diffusion equation. For the PME, we consider the physical values for m up to 3, which is large enough to exhibit the numerical artifacts of interest.
Degeneracy of the GPME and its Numerical Challenges
Theoretical properties and behaviors of the GPME have been studied in many works, dating back to the 1950s with Barenblatt and Vishik [14] , Barenblatt and Zel'dovich [15] , Oleȋnik et al. [16] , Kalašinkov [17] and Aronson [18] to more recently with Shmarev [19, 20] . In [14, 15] , the Barenblatt-Prattle self-similar solution of the PME and its finite propagation property are derived. Self-similar solutions of the GPME have also been found [21] . Vázquez [6] , Ngo and Huang [7] provide review papers and detailed references.
Some of the behaviors of the GPME may be surprising since at first glance it appears to be a straightforward variation of the heat equation. For example, self-sharpening can occur even with smooth initial data. This selfsharpening effect is illustrated in Figure 1a for k(p) = p 3 (m = 3), in which a linear initial condition develops a sharp gradient over time. Figure 1b depicts a moving interface that can be developed for compactly supported initial conditions. The speed of the interface can be calculated exactly with Darcy's Law [6, 7] . In this solution, we see a sharp corner develop at the front. Because of these behaviors, the GPME is referred to as degenerate parabolic. Plots of reference solutions to the PME for m = 3. In Figure 1a , the initial condition leads to self-sharpening. In Figure 1b , the initial condition leads to a moving interface. The curve for t = 0 in Figure 1b will be used in Section 5 for an initial condition in the numerical simulations.
In Appendix A, we extend the PME results in [6] to the GPME and show that the governing equation (1.1) can be expressed in terms of k(p) as
where
, we see that parabolic degeneracy occurs when the following conditions are satisfied:
Condition 1 reveals that for small p, the coefficient k(p) of the parabolic term ∆k tends to zero, resulting in an Eikonal equation for Eqn. (1.5) [6] . By Condition 2, the coefficient of |∇k| 2 in the Eikonal equation is always positive for positive p. The faster the decay of k(p) for small p, the more the parabolic character of the equation is masked. We will see that this leads to challenges in the numerical results (Section 5).
The PME and superslow diffusion clearly satisfy both of the above conditions. For the PME, C(p) = 1 − 1 m < 1 for all p. For superslow diffusion, it can be verified that
and so C(p) = 1 − 2p < 1 for all p > 0. Apart from the degeneracy, there are distinct behaviors for the PME depending on the value of m, as illustrated in Figure 2 . The sharp corners shown in Figure 1b do not necessarily form for lower values of m. The gradient is finite for m = 1, and approaches infinity near the front for m > 1 [6] . 
Strategies to Overcome the Numerical Artifacts in Discretizations of the GPME
The degeneracy of the GPME poses interesting numerical challenges and, if care is not taken, locking, lagging and temporal oscillations can result [1] [2] [3] [4] . These numerical artifacts are distinct from the typical sharp gradient challenges caused by dispersive errors in hyperbolic conservation laws (see Section 2). Locking, lagging and temporal oscillations occur for many types of discretizations, including the traditional Forward in Time, Central in Space (FTCS) discretization. In this paper, we focus on understanding why these artifacts are occurring with the commonly used FTCS discretization and harmonic averaging. We also apply a few implicit and higher-order temporal schemes. We first discuss the main approaches suggested in the literature to alleviate the numerical artifacts.
The first is to replace harmonic averaging of the coefficient with arithmetic averaging. This works well for the continuous coefficient GPME, as illustrated in [1] [2] [3] . For applications in reservoir simulations, where the governing equation is parabolic with variable coefficients, arithmetic averaging can result in overly diffusive profiles and nonphysical solutions with flow allowed in and out of impermeable layers [2] . Also, arithmetic averaging does not always remove the temporal oscillations, as seen in [4, 13] for the GPME with discontinuous k(p) (Eqn. (1.4) ). This discontinuous GPME is challenging and has led to several other approaches, e.g. the integral average in [4] .
The second is Adaptive Mesh Refinement (AMR), where the mesh is refined in areas of steep gradients. In [13] , it is shown that AMR can reduce these temporal artifacts but not remove them.
In the Finite Element community, two additional approaches have been proposed. The first utilizes the Galerkin Finite Element Method with moving meshes, leading to grid refinement near the shock [7] . The numerical solution still has artifacts, including spatial oscillations near the shock resulting in the nonphysical loss of positivity of the solution. Zhang and Wu [22] propose a high-order local discontinuous Galerkin (LDG) method on a uniform Cartesian mesh that removes any nonphysical spatial oscillations, but temporal oscillations are not discussed in this work.
An alternate approach not discussed in the literature that we examine is to change the temporal discretization. An implicitly stable scheme and a total-variation diminishing (TVD) scheme are implemented to test their effect on the temporal oscillations. The results in the Section 2.3 show that the numerical artifacts remain with these choices of temporal schemes. The Modified Equation Analysis in Section 3.2.1 can be used to explain the cause of the temporal oscillations of Backward Euler with a smaller time step and their absence with a larger time step.
Our goal is to understand why the numerical artifacts occur with a traditional scheme (FTCS) and harmonic averaging. The differences, described in Section 2, between the schemes with arithmetic and harmonic averaging can be explained by their modified equations. We present the Modified Equation Analysis in Section 3. The Modified Harmonic Method (MHM) was developed in Section 4 to illustrate the impact of the modified equations. The MHM can be seen as a Lax-Wendroff [23] like approach that counteracts leading terms in the truncation error from the scheme. We then show the results in Section 5 that the MHM removes the numerical artifacts associated with harmonic averaging, confirming the modified equation analysis.
Numerical Discretization and Challenges
For the reasons outlined above, we discretize with FTCS. The domain Ω = [0, 1] is partitioned into N +1 equally spaced cell-centered grid points x i . This defines a uniform Cartesian mesh with spatial step size ∆x = (x N+1 − x 1 )/N, where
There are N −1 control volumes (cells), referred to as CV i with cell faces that are at a distance of ∆x/2 from the cell centers. The unknowns defined at each x i are p i for i = 2, . . . , N. There are N−1 degrees of freedom, since p 1 and p N+1 are fixed by the Dirichlet boundary conditions. The unknowns p i and the corresponding coefficients k i are defined at the cell centers. The fluxes
and numerical averages k i+1/2 of k i and k i+1 are defined at the N cell faces. We restrict k i+1/2 to be a local average of its neighboring coefficients, as common in applications of interest. Analogous definitions are used for i−1/2.
In subsequent subsections, we analyze and compare the arithmetic and harmonic averages.
Arithmetic and Harmonic Averages
The arithmetic average (k A i+1/2 ) of k i and k i+1 on a uniform Cartesian grid is defined as
Using Taylor Series expansions in space about x i + ∆x/2 for k i ≡ k(x i , t) and k i+1 ≡ k(x i + ∆x, t) at any time t, it can be shown that arithmetic averaging is second order accurate. We define
be the even terms and
be the odd terms in the Taylor expansion of k i+1 . Then
The truncation error for the harmonic average can be written in terms of the truncation error for the arithmetic average in Eqn. (2.4) as
The above equation is derived through substituting the expressions for k i = v − w and k i+1 = v + w into Eqn. (2.5).
When there are smooth variations in k, the two averages in Eqns. (2.3) and (2.5) are similar. With sharp gradients in k, it is clear from Eqn. (2.6) that the averages can significantly differ. For example, if k i+1 = ǫ, for some small ǫ > 0, and
This shows that with a small coefficient at any one point, there can be orders of magnitude differences between the two averages.
Numerical Artifacts in the 1D PME
The one-dimensional PME is an example where the harmonic average results in artificial and undesirable blocking. The numerical solution is artificially damped, by not allowing enough flux across the moving interface. The numerical artifacts encountered are lagging, temporal oscillations and locking.
Lagging is defined as the numerical interface moving slower than the analytical interface. Figure 3a illustrates the lagging present in the solution with harmonic averaging. The solution with arithmetic averaging more accurately captures the front location on coarse grids. A fine grid of N = 800 grid points is required for the numerical solution with harmonic averaging to overcome this lagging phenomenon [2] . Figure 3a also shows that the numerical speed of the moving interface with arithmetic averaging is a little too fast and that this solution is a bit diffusive near the discontinuity.
Temporal oscillations are measured by tracking the unknown p i at a specific grid point x i over time. By selfsimilarity, the temporal plots have the same profile for any x-coordinate that the front has passed through. Here, we track p(x, t) at x = 0.12. Figure 3b shows the spurious temporal oscillations in the solution with harmonic averaging. Figures 3a and 3b reveal that the temporal oscillations tend to occur even when there are no visible spatial oscillations. In Figure 3b , we see that the numerical solution with arithmetic averaging is smooth. The temporal plots provide additional information about the behavior of the numerical solution than provided in the spatial plots. For example, on refined grids, the spatial behavior of the solution with harmonic averaging appears correct, whereas in time high frequency oscillations are present. The presence or absence of these temporal oscillations can then be used as a metric of accuracy for a numerical method. The temporal oscillations do not behave like those caused by numerical dispersion, as is often discussed in hyperbolic conservation laws. Figures 4a and 5a depict that in the former refinement results in higher frequencies and lower amplitudes, whereas in the latter the amplitude does not decrease. Figures 4b and 5b show that the formation of a temporal oscillation coincides with the time when the front crosses a grid cell [4] . Finer grids consist of more grid cells, explaining the higher frequency oscillations present. Thus, refining the grid does not remove the temporal oscillations. Locking, an extreme case of lagging, is defined by the numerical solution not moving in time. This locking is illustrated for the PME with m = 3 [1] in the locking problem (TLP). Here, the initial condition p(x, 0) = h(x) = 10 −3 , and so k(p(x, 0)) = 10 −9 for all x ∈ Ω, magnitudes smaller than in previous examples. With the Dirichlet boundary condition p(0, t) = (3t) 1/3 , an analytic solution p exact (x, t) = k(x, t) 1/3 exists with Figure 6b illustrates that the solution with harmonic averaging locks. Here, the temporal profile is constant at the initial value, and so no temporal oscillations are observed. Figure 6a reveals that the numerical solution with arithmetic averaging is more accurate than the solution with harmonic averaging and that it tracks the exact solution in Figure 6c well.
Effects of Temporal Discretizations on the Numerical Artifacts
Since the oscillations are occurring in time, it seems reasonable to assume that the time-stepping method would have an effect on their presence or absence. In this subsection, we explore the use of implicit Euler, which is stable for this problem, as well as second order total variation diminishing (TVD) discretizations to examine whether changing the stability and accuracy could affect the numerical artifacts.
For this problem, extensive numerical stability tests give confidence in the stability region of Backward Euler and that larger time steps can be taken than for Forward Euler, where ∆t = O(∆x 2 ). As expected, the numerical convergence studies reveal that in general the time step ∆t ∝ O(∆x 2 ) for Forward Euler in the PME is decreased as m is increased due to sharper solutions. Figure 7b shows that there are no temporal oscillations for the scheme with Backward Euler and ∆t = O(∆x), but for ∆t = O(∆x 2 ) they are still present. However, taking Backward Euler with a large time step results in severe lagging and an incorrect shock position, as seen in Figure 7a . Clearly, there is a trade-off between spatial accuracy and a smooth temporal profile for this implicit temporal method.
We implement the TVD Runge Kutta (RK) 2 scheme introduced in Gottlieb and Shu [24] , which was designed to reduce spatial oscillations, but does not guarantee anything about the temporal profile. Stability estimates give that ∆t = O(∆x 2 ) must be used here and the results are comparable with Forward and Backward Euler time-stepping for the same time step. Figure 7c displays that the amplitude of the temporal oscillations with TVD RK2 is less than that with Forward Euler and larger than that with diffusive Backward Euler. Since the artifacts still persist with the above temporal discretizations, in the next section we focus on Forward Euler time-stepping and use the Modified Equation Analysis to explain the difference in behaviors between the FTCS schemes with arithmetic and harmonic averaging.
Modified Equation Analysis of the GPME for differentiable k( p)
In this section, we derive the one-dimensional modified equations of the FTCS discretizations of Eqn. (1.1) with arithmetic and harmonic averaging, respectively. In the analysis that uses Taylor series expansions, we make the common assumption that p(x, t) and k(p(x, t)) are infinitely differentiable with bounded derivatives. We show that the leading error terms differ in two important ways. We use the numerical discretization given by 
Modified Equation for the Scheme with Arithmetic Averaging
For the semi-discrete portion, we are ultimately looking for an expression for the flux difference at cell center i. This expression is derived in two steps, namely the fluxes are replaced with Taylor expansions about cell faces i+1/2 and i−1/2, and then the flux difference is expressed as a Taylor expansion about cell center i.
The truncation error for the arithmetic average k
4). Analogous to the definition of k
+ at time t n in Section 2.1, we define
to simplify the notation. Let In the same way, we can derive
with the indices shifted.
For the second semi-discrete step, we Taylor expand the fluxes F i+1/2 and F i−1/2 about x i to cell center i. Let
be the odd terms in the expansion of With multiple applications of the chain and product rules, the above equation can be written as
We use the governing equation (1.1) to convert p tt in Eqn. (3.7) within the order of accuracy into spatial derivatives as
where At this point, it is important to understand the order of the scheme. As seen in Eqn. (3.10), the leading terms are either of order ∆t or ∆x 2 . In practice, we find after thorough numerical stability experimentation that ∆t is proportional to ∆x 2 and the leading terms are of the same order ∆x 2 .
Modified Equation for the Scheme with Harmonic Averaging
In deriving the analogous of Eqn. (3.10) for the scheme with harmonic averaging, we find that the modified equations can be written in the same general form as For the harmonic average, the only coefficients that differ from those in Table 1 are B and F . We define B H ≡ B + δ H B, where
and
These differences in the ∆x 2 terms originate from −(∆x 
Eqn. (3.13) identifies the additional terms in B H and F H for the scheme with harmonic averaging. x p xx has an anti-diffusive nature. It is then expected that temporal oscillations do not occur with ∆t = O(∆x), whereas they do occur for ∆t = O(∆x 2 ), as seen in Figure 7b .
Modified Equation Analysis for Backward Euler

Modified Harmonic Method (MHM)
We x . The MHM differs from the scheme with both harmonic and arithmetic averaging. In the MHM, we take Eqn. (3.1) with harmonic averaging as the base scheme and modify the right hand side with The following subsection provides three key findings, namely why and where the numerical artifacts are occurring, and also how to modify the discretization there. The MHM can of course be applied just locally with a switch that turns it on or off. An alternative would be to not switch from harmonic to MHM, but from harmonic to arithmetic when needed. Figure 8b , it is also clear that term I removes the temporal oscillations. Figure 8a also illustrates that term II, which counteracts F H p 4 x , has a greater effect on the interface speed than term I. In fact, the solution with only term II has a speed that is too high. In this case, the lagging has been overcompensated. Temporal oscillations are still present with term II. x p xx locally adds diffusion in the desired shock region where the gradient has the largest magnitude. The MHM gives an indication of the precise amount of diffusion to add without any parameter tuning to result in a monotone temporal profile.
Effect and behavior of
We have seen that B H is comprised of the above two parts: one that has a negative coefficient and the other with a positive coefficient of p xx . The temporal oscillations appear when the gradients are sharp enough so that the entire coefficient of p xx is negative at any grid point. The one-dimensional governing equation (1.1) can be written in nonconservative form as p t = kp xx + k x p x and so the order one coefficient of p xx is k(p). Up to second order terms we
x ]p xx . It seems from our studies that the temporal oscillations occur when
at at least one grid point near the front.
Numerical Results
In this section, we provide the numerical results comparisons of the Modified Harmonic Method (MHM) to the FTCS discretization with arithmetic and harmonic averages for the PME in Eqn. (1.2) and superslow diffusion in Eqn. (1.3) . We test the numerically challenging cases required for degeneracy in Section 1.2, where p << 1. For very small p, k(p) goes to zero in the test equations and the parabolic part of Eqn. (1.5) is masked. Unless an exact solution is available, we use a reference solution that is computed on a mesh with N = 3200 grid points. The initial profile is chosen as the curve for t = 0 in Figure 1b We show results for N = 50, 100, 200 and 400 grid points. The convergence results are provided in Appendix B.
Porous Medium Equation (PME)
The results for the PME with m = 1, 2, 3 are shown in this subsection. For Eqn. (1.2), the first three derivatives of the monomial k(p) with respect to p that are used in the MHM are k
The results in Figures 9a and 9b agree with the theoretical property that the gradient is finite for m = 1, as discussed in Section 1.2. For m = 1, the solution is smooth and the magnitude of the anti-diffusive part δB H of B H is small. The overall coefficient of p xx in Eqn. (4.2) remains positive at every grid point and so no temporal oscillations occur. For this smooth problem, each scheme agrees with the reference solution, also on coarser grids. 
k(p)
=
= p 3 , m = 3 As discussed in Section 1.2, we expect more problems for m = 3 than m = 1 or 2 since for the same small p value, k(p) is decreased. Figures 12a and 13a show the lagging in the numerical solution with harmonic averaging. This still holds even on the finer grid of N = 200 grid points in Figure 14a . For m = 3, sharp gradients occur at the front, causing the overall coefficient of p xx in Eqn. In the aforementioned examples, we have seen that the MHM resolves the lagging and temporal oscillations associated with harmonic averaging for small p values. To test the effect of the MHM on the extreme case of lagging, we now consider the locking problem (TLP) from Section 2.2 with an exact solution given in Eqn. (2.8) . Figure 15a shows that with the MHM, the solution no longer locks, and that its shock position is correct. Figure 15a also reveals that the numerical solution with arithmetic averaging is slightly ahead of the true shock position. In Figure 15b , we see that the MHM solution has a smooth temporal profile aligning with the true solution. Even in extreme cases, we find that correcting both terms in the MHM is sufficient. 
Superslow diffusion: k(p)
Superslow diffusion is the most challenging case studied, since the negative exponential goes to zero faster than any monomial of p for small p. 
Conclusions and Further Work
We have seen that solving the Generalized Porous Medium Equation (GPME) with near zero coefficients poses interesting numerical challenges. Lagging, temporal oscillations and locking can occur in the second-order finite volume discretization with harmonic averaging. The Modified Equation Analysis is utilized to understand the cause of these artifacts in the commonly used FTCS discretization with harmonic averaging and to identify the numerically challenging terms in the truncation error. These leading error terms are counteracted in a Lax-Wendroff like approach, by updating the discretization with harmonic averaging. Counteracting either term individually is not enough to correct for the numerical artifacts. Our Modified Harmonic Method (MHM) demonstrates that coupling the mitigation of the critical terms removes these artifacts.
The numerical simulations provide confidence in the MHM. The removal of the numerical artifacts in the results demonstrates that it is sufficient to only consider the different leading order terms in the modified equations of the arithmetic and harmonic average. The spatial results illustrate how the MHM corrects the lagging or locking in the shock position present in the scheme with harmonic averaging. The temporal results show that the MHM provides local diffusion at the front, resulting in smooth temporal profiles. The MHM gives the precise amount of artificial diffusion to add, without having to tune the parameter or to overly smooth the shock.
The MHM can easily be applied to the GPME for arbitrary differentiable k(p), by computing the first three derivatives of k with respect to p. We can also consider the more general case, where the coefficient k(p) is no longer differentiable with respect to p. For this type of GPME as seen in Eqn. (1.4) , the Modified Equation Analysis does not hold. This problem is more challenging because both schemes with arithmetic and harmonic averaging lead to temporal oscillations. An alternative approach is proposed in our upcoming paper [13] .
For future work, this paper provides a general framework to extend the MHM approach to other discretizations and to higher dimensions. The Modified Equation Analysis for Backward Euler is discussed, and a MHM can be developed for that temporal scheme. For TVD RK2 and other more complex temporal discretizations, the Modified Equation Analysis is more challenging and developing an analogous MHM for these discretizations is a future direction. In addition to different temporal discretizations, the MHM framework can also be developed for other averages, such as the geometric or integral average, as well as averages over more than two neighbors. Since the core of the approach is Taylor expansions, this analysis, although more complex, can also be applied in multiple dimensions.
We conclude that the Modified Harmonic Method (MHM) results in accurate numerical solutions to the degenerate GPME that remove the numerical artifacts associated with the FTCS scheme and harmonic averaging. We demonstrate that harmonic averaging does not have to be cast aside. It can be used as the base scheme, with a local switch in critical regions to the MHM. Using the harmonic average as a base scheme that can then be modified locally with a switch can be attractive in applications, where physical blocking modeled correctly by harmonic averaging is essential. For the superslow diffusion case, it requires extremely fine grids for the harmonic average to enter the asymptotic region. So, we provide a direct comparison of the scheme with arithmetic averaging and the Modified Harmonic method. 
