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Abstract. We consider the problem of testing whether pairs of univariate random variables
are associated. Few tests of independence exist that are consistent against all dependent
alternatives and are distribution free. We propose novel tests that are consistent, distri-
bution free, and have excellent power properties. The tests have simple form, and are
surprisingly computationally efficient thanks to accompanying innovative algorithms we
develop. Moreover, we show that one of the test statistics is a consistent estimator of the
mutual information. We demonstrate the good power properties in simulations, and apply
the tests to a microarray study where many pairs of genes are examined simultaneously
for co-dependence.
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1 Introduction
In modern applications, thousands of variables are measured simultaneously, and
one is often interested in detecting pairs of random variables that are dependent.
Moreover, interest often lies in detecting any type of relationship, not just linear or
monotone. An example from genomics research is the identification of pairs of genes
that are co-dependent, among thousands of genes measured. Many other examples
can be found in physics, chemistry and medicine.
Testing if two univariate random variables X and Y are independent of one another,
given a random paired sample (xi, yi)
N
i=1, is a fundamental and extensively studied
problem in statistics. Classical methods have focused on testing linear (Pearson’s cor-
relation coefficient) or monotone (Spearman’s ρ, Kendall’s τ) univariate dependence.
A long-standing exception has been Hoeffding’s test (Hoeffding, 1948), which is based
on 2× 2 data derived partitions of the sample space, and which is consistent against
any form of dependence if the bivariate density is continuous.
We are interested in detecting any type of dependence between X and Y . The null
hypothesis states that X and Y are independent, H0 : FXY = FXFY , where the joint
distribution of (X, Y ) is denoted by FXY , and the marginal distributions of X and
Y , respectively, are denoted by FX and FY . The alternative is that X and Y are
dependent, H1 : FXY 6= FXFY .
Recently, a few permutation tests that are consistent against general alternatives have
been proposed (Sze´kely et al., 2007b; Heller et al., 2013) that can handle multivariate
X and Y . These permutation tests are not distribution-free, i.e., the null distribution
of the test statistics depends on FX and FY . Therefore, the computational burden of
applying these tests to a large family of hypotheses may be great. For example, the
yeast gene expression dataset from Hughes et al. (2000) contained N = 300 expression
1
levels for each of 6, 325 Saccharomyces cerevisiae genes. In order to test each pair
of genes for co-expression, it is necessary to account for multiplicity of M = 2× 107
hypotheses, and therefore the number of permutations required for deriving a p-value
that is below 0.05/M is of the order of 1010. Since these test statistics are relatively
costly to compute, e.g., O(N2) in Sze´kely et al. (2007b), O(N2 logN) in Heller et al.
(2013), applying them to the family of M = 2 × 107 hypotheses is computationally
very challenging, even with sophisticated resampling approaches such as that of Yu
et al. (2011).
A distribution-free test, such as Hoeffding’s test, in which the null distribution de-
pends on the sample size N but not on the marginal distributions of X and Y , is far
less computationally intensive. Quantiles of the null distribution of the test statistic
can be tabulated before the study is analyzed, and repeating the test for the same
sample size several times will not require recomputing the null distribution. There-
fore, the computational cost is only that of computing the test statistic for each of
the M hypotheses. In contrast, the tests of Sze´kely et al. (2007b) and Heller et al.
(2013) require computing the null distribution for every null hypothesis.
In this work, we suggest several novel distribution-free tests that are based on data
derived partitions, or all derived partitions, of the two-dimensional space. The tests
vary by three factors: by the summary statistic that is used for each partition, by the
aggregation method of the different summary statistics (maximum or summation),
and by the number of points k that define each partition. We prove that all suggested
tests are consistent. We show that there is a clear advantage for k > 2 for non-
monotone relationships. We further show that these tests are more powerful than
other existing distribution-free tests, including Hoeffding’s test, in almost all studied
scenarios. We present innovative algorithms for the computation of the tests, which
are essential for large k since the computational complexity of the naive algorithm is
2
exponential in k.
An attractive feature of the all derived partitions test statistic is that it is directly
associated with the mutual information. Estimated mutual information is used in
many applications to quantify the relationships between variables, see Kinney and
Atwal (2013), Paninski (2003), Steuer et al. (2002) and references within. Although
many works on mutual information estimation exist, no single one has been accepted
as a state-of-the-art solution in all situations (Kinney and Atwal, 2013). A com-
mon approach is to partition the sample space, and estimate the mutual information
of the discretized joint distribution. We will show that the all derived partitions
statistic, divided by the number of partitions, is a consistent estimator of mutual
information when our statistic is based on the likelihood ratio score, if k → ∞ and
limN→∞ k/
√
N = 0. Therefore, the all derived partitions test statistic can serve as a
point estimator of mutual information.
Efficient implementations of all statistics and tests described herein are available in
the R package HHG in the function xdp.test, which can be freely downloaded from
the Comprehensive R Archive Network, http://cran.r-project.org/.
2 Review of distribution-free tests
The classical distribution-free consistent tests consider partitioning the sample space
into 2 × 2 quandrants based on the observations, see the top left of Fig. S4 of the
supplementary. Hoeffding (1948) suggested the following test statistic
∫∫
N
{
FˆXY (x, y)− FˆX(x)FˆY (y)
}2
dFˆXY (x, y),
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where Fˆ denotes the empirical cumulative distribution function. Blum et al. (1961)
showed that Hoeffding’s test statistic is asymptotically equivalent to
∑N
i=1(o
i
1,1o
i
2,2 −
oi1,2o
i
2,1)
2/N4, where oiu,v is the observed count of cell (u, v) in the 2 × 2 contingency
table defined by the ith observation. Let oiu,· be the observed count in row u ∈ {1, 2}
and oi·,v be the observed count in column v ∈ {1, 2}. Thas and Ottoy (2004) noted
that by dividing the ith term in the sum by oi1,·o
i
2,·o
i
·,1o
i
·,2/N the test statistic becomes
the average of all Pearson statistics for independence applied to the contingency
tables that are induced by 2× 2 sample space partitions centered about observation
i ∈ {1, . . . , N}. They proved that the weighted version of Hoeffding’s test statistic is
still consistent.
Partitioning the sample space into finer partitions than the 2 × 2 quadrants of the
classical tests, based on the observations, was also considered in Thas and Ottoy
(2004). They suggested that the average of all Pearson statistics on finer partitions
may improve the power, but did not provide a proof that the resulting tests are
consistent. They examined in simulations only 3 × 3 and 4 × 4 partitions (top right
and bottom left of Fig. S4 in the supplementary). In Section 3 of the main text we
show that the generalizations of Thas and Ottoy (2004) are indeed consistent, as long
as the size of the contingency table is finite, or grows at a rate slower than
√
N as the
sample size N grows to infinity. In Section 5 we present efficient algorithms, which
enable examination of all k × k partitions for any k ≥ 2. This turns out to be of
critical importance, because in Section 6 we observe that in many examples partitions
with k ≥ 5 lead to more powerful tests.
Reshef et al. (2011) suggested the maximal information coefficient, which is a test
statistic based on the maximum over dependence scores taken for partitions of various
sizes, after normalization by the partition size. Since computing the statistic exactly
is often infeasible, they resort to a heuristic for selecting which partitions to include.
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Thus, in practice, their algorithm goes over only a small fraction of the partitions they
set out to examine, and there is no guarantee that the resulting test is consistent. In
Section 6 we show that the power of this test is typically low. See Kinney and Atwal
(2013) for additional criticism of the approach of Reshef et al. (2011).
Sze´kely and Rizzo (2009) considered using the ranks of each random variable instead
of the actual values in the test of distance covariance (Sze´kely et al., 2007b). They
point out that this test has the advantage of being distribution-free, but usually at a
cost of lower power than the test of distance covariance on the actual values. Similarly,
using the ranks of each random variable instead of the actual values in the test of
Heller et al. (2013) results in a distribution-free, consistent test. In Section 6 we also
examine the power of these tests.
3 The all derived partitions and data derived par-
titions tests
To motivate the class of tests, note that if X and Y are dependent and have a contin-
uous joint density, then there exist good partitions of the sample space that capture
the dependency, i.e., where the observed counts in the cells are very different from
the expected counts under independence. The left plot in Fig. 1 shows a numerical
realization of a bivariate distribution and a partitioning that clearly demonstrates
the dependency between the two random variables. Evidence against the null may be
quantified by contingency table statistics such as Pearson’s chi-square test statistic,
or the likelihood ratio test statistic. The tests based on these statistics are consistent,
and their power for finite sample size depends on the choice of partition, since many
partitions can capture the dependency, but some will be more powerful than others.
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Figure 1: A sample from a bivariate distribution (left) and the observed points after
the rank transformation (right), with an example partition for k = 3. The light grey
grid in the right plot is {1.5, 2.5, . . . , N − 0.5}2.
Since there is no oracle to provide us with a good partition, we examine all derived
partitions of size k × k. Let ri be the rank of xi among the observed x values, and
si be the rank of yi among the y values. Thus the N observations are on the grid
{1, . . . , N}2, see the right plot in Fig. 1. Let ΠADP be the set of axis-aligned partitions
defined on the grid {1.5, 2.5, . . . , N − 0.5}2 with k × k cells. Denote C(a, b) for the
binomial coefficient a choose b, then for example, for k = 3, there are C(N − 1, 2)
possible boundary points for x, and similarly C(N − 1, 2) possible boundary points
for y, resulting in C(N − 1, 2)× C(N − 1, 2) different partitions. Note that we used
the grid {1.5, 2.5, . . . , N − 0.5}2, instead of {1, . . . , N}2, since such a grid guarantees
that all observations are strictly within cells defined by a partition on this grid. For
any fixed partition I = {(i1, j1), . . . , (ik−1, jk−1)} ⊂ {1.5, . . . , N − 0.5}2 , C(I) is the
set of k × k cells defined by the partition. Figure 1 shows an example partition for
k = 3.
For a cell C ∈ C(I), let oC and eC be the observed and expected counts inside the cell,
respectively. The expected count is eC = drds/N , where dr and ds are, respectively,
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the width and length of cell C based on ranks. We consider either Pearson’s score or
the likelihood ratio score for a given cell C,
tC ∈
{
(oC − eC)2
eC
, oC log
oC
eC
}
. (3.1)
For a given partition I, the score is T Ik×k =
∑
C∈C(I) tC . We consider as test statistics
both aggregation over all partitions by summation, i.e., von–Mises type and maxi-
mization, i.e., Kolmogorov–Smirnov type:
SADPk×k =
∑
I∈ΠADP
T Ik×k, M
ADP
k×k = maxI∈ΠADP
T Ik×k. (3.2)
We introduce another test statistic based on the data derived partitions, where each
set of k − 1 observed points in their turn define a partition. Since all observations
have unique x and y values, the remaining N −k+1 points are inside cells defined by
the partition. There are C(N, k − 1) such data derived partitions, denote this set by
ΠDDP . For fixed observations I = {i1, . . . , ik−1} ⊂ {1, . . . , N}, let C(I) be the set of
k × k cells that are defined by the partition. Figure S4 shows example partitions for
different values of k. For a cell C ∈ C(I), let oC and eC be the observed and expected
counts inside the cell, respectively. The expected count is eC = drds/(N − (k − 1)),
where dr+1 and ds+1 are, respectively, the width and length of the cell. We consider
Pearson’s score or the likelihood ratio score for a given cell C, and define tC as in (3.1).
For a given partition I, the score is T Ik×k =
∑
C∈C(I) tC , and as in (3.2) we define
SDDPk×k =
∑
I∈ΠDDP
T Ik×k, M
DDP
k×k = maxI∈ΠDDP
T Ik×k.
Interestingly, the generalizations of Hoeffding’s test considered in Thas and Ottoy
(2004) coincide with SDDPk×k using Pearson’s score for finite k.
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We shall show in Section 6 that the power of the test based on a summation statis-
tic can be different from the power of the test based on a maximization statistic,
and which is more powerful depends on the joint distribution. However, for both
aggregation methods using k > 3 partitions improves power considerably for complex
dependencies. We develop in Section 5 efficient algorithms for computing the sum-
mation variant for arbitrarily high partition orders, making it much more appealing
for applications. In contrast, computing the maximum statistic is exponential in k
and therefore infeasible even for modest N and k > 4.
Since the test statistics only depend on the marginal ranks, the tests are distribution
free. Moreover, a permutation test based on each of the above suggested test statistics
is consistent, as long as limN→∞ k/
√
N = 0, as formally stated in the next theorem:
Theorem 3.1. Let the joint density of X and Y be h(x, y), with marginal densities
f(x) and g(y). If there exists a point (x0, y0) such that h(x0, y0) is continuous and
h(x0, y0) 6= f(x0)g(y0), i.e., there is local dependence at a continuous density point,
and if limN→∞ k/
√
N = 0, then the permutation tests based on the following test
statistics are consistent:
1. The test statistics aggregated by summation: SDDPk×k and S
ADP
k×k .
2. The test statistics aggregated by maximization: MDDPk×k and M
ADP
k×k .
A proof is given in Section A9 of the Supplementary Material.
Remark 3.1. In this work we assume there are no ties. In our software, tied data are
broken randomly, so that our test remains distribution free. An alternative approach,
which is no longer distribution free, is a permutation test on the ranks, with average
ranks for ties. Then a tied observation, that falls on the border of a contingency table
cell, receives equal weight in each of the cells it borders with.
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4 Mutual information estimation
The mutual information, IXY =
∫
h(x, y) log[h(x, y)/{f(x)g(y)}]dxdy, is a useful
measure of statistical dependence. The variables X and Y are independent if and only
if IXY = 0. Mutual information estimation is an active field of research, an account of
which is beyond the scope of this article. For a review, see Paninski (2003) and Kin-
ney and Atwal (2013). A popular estimator among practitioners due to its simplicity
and consistency is the histogram estimator, where the data are binned according to
some scheme and the empirical mutual information of the resulting partition, i.e, the
likelihood ratio score, is computed. Intuitively one can expect that the statistic SADPk×k
can also serve as a consistent estimator of the mutual information, when the contin-
gency tables are summarized by the likelihood ratio statistic, since it is the average
of histogram estimators, over all partitions. This intuition is true despite the fact
that the number of partitions goes to infinity, since we show that the convergence is
uniform and that the fraction of “bad” partitions is small, as long as k goes to infintiy
at a rate slow enough:
Theorem 4.1. Suppose the bivariate density of (X, Y ) is continuous with bounded
mutual information. Let |ΠADP | = C(N − 1, k − 1) × C(N − 1, k − 1) be the total
number of k×k partitions based on the (N−1)×(N−1) grid. If limN→∞ k/
√
N = 0,
and limN→∞ k = ∞, then SADPk×k /(N |ΠADP |) is a consistent estimator of the mutual
information.
See Supplementary Material Section A10 for a proof.
We examined our suggested estimator in the following setup. For k = 15 and
N ∈ {300, 1000} sample points drawn from a two-component Gaussian mixture, we
simulated 50 datasets and computed the estimated mutual information using SDDPk×k ,
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Table 1: The average (standard error) of the mutual information estimates using
random samples of size 300 (column 2) and 1000 (column 3) from the two com-
ponent Gaussian mixture, by the following methods: the naive histogram estima-
tor that partitions each axis to 15 intervals of equal count, SADP15×15/(N |ΠADP |), and
SDDP15×15/(N |ΠDDP |). The true mutual information value was 0.1784.
N = 300 N = 1000
Histogram 0.3165 (0.0052) 0.1854 (0.0029)
Data derived partitions 0.3010 (0.0030) 0.1879 (0.0022)
All derived partitions 0.2954 (0.0028) 0.1860 (0.0021)
SADPk×k , and the histogram estimator. The Gaussian mixture density was
0.8× fN
((
0.5
0.5
)
,
(
0.05 0.025
0.025 0.05
))
+ 0.2× fN
((
0.125
0.675
)
,
(
0.01 0
0 0.01
))
,
where fN (µ,Σ) is the bivariate normal distribution with mean µ and covariance ma-
trix Σ. For each partition, we applied the Miller–Madow correction (Paninski, 2003),
a simple and well-known modification that estimates the systematic error of the his-
togram estimators and improves the finite-sample properties of these estimators. Ta-
ble 1 shows that the variability and the bias decrease as N increases for all estimators,
and that the all derived partitions estimator is the least variable, as is intuitively ex-
pected since it is the average over many partitions. In practice, it is difficult to identify
the optimal k: it should not be too small so that the local dependence structure is
not missed, causing large bias, nor should it be too large so that the grid created is
too sparse, causing large variance. A more thorough investigation is outside the scope
of this paper, see Section 8 for future work on mutual information estimation.
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5 Efficient algorithms
5.1 Overview
The computational issue is one of the major motivating factors in considering the
distribution-free tests we describe, but computing the involved test statistics even
once for practical N is not a trivial matter. For fixed k, the data derived partitions
test statistics can be computed naively in O
(
Nk
)
time, since there are C(N, k − 1) =
O(Nk−1) possible partitions, and the computation of the test statistic for each parti-
tion requires O(N) computations. Similarly, the all derived partitions statistics can
be computed naively in O
(
N2k−1
)
time. More sophisticated algorithms are given
next that bring the suggested tests into the feasible realm for many problems. The
same algorithms also improve the computation speed of the all derived partitions test
statistics, and Remark 5.1 fills in the details.
The suggested algorithms when k ≤ 4 for data derived partitions and k = 2 for
all derived partitions offer the same computational complexity for the test statistics
based on summation and on maximization. However, when k is large, and thus the
computational complexity is high, the efficient algorithms are only useful for the test
statistics based on summation.
5.2 Data derived partitions tests for k ≤ 4
For the data derived partitions statistic, for k < 5, the number of partitions is smaller
than O(N4). We present an efficient algorithm requiring O(1) computations per
partition, resulting in O(N2) and O(N3) complexity, respectively, for k = 3 and
k = 4.
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Recall that ri is the rank of xi among the x values, and si is the rank of yi among
the y values. The algorithm first computes the empirical cumulative distribution in
O(N2) time and space over the N ×N paired ranks grid,
A(r, s) =
N∑
i=1
I(ri ≤ r and si ≤ s), (r, s) ∈ {0, 1, . . . , N}2 (5.1)
where A(0, s) = 0, A(r, 0) = 0 and Fˆ (r, s) = A(r, s)/N . First, let B be the (N + 1)×
(N + 1) zero matrix, and initialize to one B(ri, si) for each observation i = 1, . . . , N .
Next, go over the grid in s-major order, i.e., for every s go over all values of r, and
compute:
1. A(r, s) = B(r, s− 1) +B(r − 1, s)−B(r − 1, s− 1) +B(r, s), and
2. B(r, s) = A(r, s).
The count of samples that fall strictly inside any cell with rank ranges r ∈ [rl, rh] and
s ∈ [sl, sh] can be computed in O(1) operations via the inclusion-exclusion principle:
oC = A(rh − 1, sh − 1)− A(rl, sh − 1)− A(rh − 1, sl) + A(rl, sl).
Since we can compute in O(1) the score for a cell, we can also compute the score for
a k × k partition in O(1) for fixed k.
We show in Supplementary Section A11 that the univariate test of Heller et al. (2013)
with an arbitrary distance metric, with or without ties, can be computed in O(N2)
in a similar fashion, thus improving their algorithm by a factor of logN when X and
Y are univariate.
12
5.3 Data derived partitions tests for k > 4
When the number of partitions grows faster than O(N4), one can still achieve O(N4)
complexity for the test statistics based on summation of contingency table scores,
regardless of how many partitions there are, i.e., for an arbitrarily large value of k.
The algorithm starts by computing A(r, s) as described after Equation (5.1), but in
the next step instead of iterating over partitions we iterate over cells. Let C be the
set of all N(N − 1)×N(N − 1) possible cells. Clearly,
SDDPk×k =
∑
I
T Ik×k =
∑
I
∑
C∈C(I)
tC =
∑
C∈C
tC
∑
I
I[C ∈ C(I)] ,
where tC is computable in O(1).
Let nC =
∑
I I[C ∈ C(I)] denote the number of data derived partitions that include
cell C ∈ C. We will show that nC is computable in O(1), as follows. There are four
possible types of cells C ∈ C. The first type is a cell C for which there is a sample
point that falls on the boundary of C but not on one of its corners. Then no data
derived partition can ever have C as a cell, and therefore nC = 0. For example, in
Fig. S5 (middle panel), if the open circle is an observation, and therefore the filled
circle with the same y value is not, since there are no ties, then any data derived
partition with this y value will necessarily partition C at the x value of the open
circle observation, and thus C cannot be a cell in any data derived partition. For the
remaining three types of cells, if there are sample points that fall on the boundary of
C they are necessarily on the corners of C. These types of cells differ by the number
of observations that determine the cell.
The second type is a cell C defined by two observed points. Then, the number of
data derived partitions that include C is the number of ways to choose k − 3 points
from the points in the four outer areas defined by (0, rl) × (0, sl), (0, rl) × (sh, N ],
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(rh, N ] × (0, sl), and (rh, N ] × (sh, N ], see Fig. S5 (left panel) for illustration. The
number of points in the four areas is calculable in O(1) using A. The third and
fourth type are cells defined by three or four observed points, respectively, see Fig. S5
(middle and right panels). Now the number of data derived partitions that include
C is exactly the number of ways to choose k − 4 and k − 5 points, respectively, from
the points in the four outer areas. The number of points in the four outer areas is
calculable in O(1) using A. Since all cells are defined by two, three, or four points,
there are no additional types of cells. The algorithm is O(N4), i.e., the order of the
number of cells.
Remark 5.1. For the all derived partitions statistic, the number of cells for k > 2
is O(N4). Hence, for k > 2 the latter algorithm should be used for computing SADPk×k .
First, A(r, s) is computed as described after Equation (5.1). The relevant grid for
the above algorithm is {1.5, . . . , N − 0.5}2, sample points can never coincide with cell
vertices, and nC can be computed once off-line for a given N . Therefore, the total
complexity will also be O(N4) for any k > 2. For k = 2 an algorithm similar to the
algorithm in Section 5.2 will have O(N2) complexity.
6 Simulations
In simulations, we compare the power of our test variants to one another, for a range
of k values. We consider four variants for every k: Pearson or likelihood ratio, and
summation or maximization. For XDP ∈ {DDP,ADP}, denote by SXDPk×k (C) and
SXDPk×k (L) the test statistics based on summation for a k× k partition, where C is for
Pearson and L is for likelihood ratio. Similarly, denote by MXDPk×k (C) and M
XDP
k×k (L)
the test statistics based on maximization. Look-up tables of the quantiles of the null
distributions of the test statistics for a given N were stored. Power was estimated by
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the fraction of test statistics that were at least as large as the 95th percentile of the
null distribution. For N = 100 and N = 300 the null tables were based on 106 and
20000 permutations, respectively.
We compare these tests to the test of Hoeffding (1948), referred to as Hoeffding, and
of Reshef et al. (2011), referred to as maximal information coefficient. In addition,
we consider the following two consistent tests that are not distribution free, the test
of Sze´kely et al. (2007b), referred to as distance covariance, and the test of Heller
et al. (2013), referred to as Heller-Gorfine, as well as their distribution-free variants,
which first transform the observations of each variable into ranks. Tests that require
resampling, i.e., distance covariance and Heller-Gorfine, were applied with 1000 per-
mutations. All tests were performed at the 0.05 significance level. We also compare
to Spearman’s ρ, one of the most widely used tests to detect monotone associations.
We examine complex bivariate relationships depicted in Fig. S6. Most of these scenar-
ios were collected from the literature illustrating the performance of other methods.
Specifically, the first two rows were examined in Newton (2009), the next two rows are
similar to the relationships examined in Reshef et al. (2011), and the Heavisine and
Doppler examples in the last row were used extensively in the literature on denoising,
see e.g. Donoho and Johnstone (1995). In all but the 4 Independent Clouds setup,
there is dependence. The 4 Independent Clouds setup allows us to verify that the
tests maintain the nominal level. Monotone setups are presented in Fig. S8 in the
Supplementary Material. Such setups are less interesting in the context of this work,
because if there is reason to believe that the dependence is monotone, specialized tests
such as Spearman’s ρ or Kendall’s τ will be preferable, but it is important to know
that the suggested tests do not break down in this case. We used 2000 simulated data
sets for N = 100 and N = 300, in each of the configurations of Fig. S6. The noise
level was chosen separately for each configuration and sample size, so that the power
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is reasonable for at least some of the variants. This enables a clear comparison using
a range of scenarios of interest.
Tables 2 and 3, and Fig. 2 show the power for the settings depicted in Fig. S6. These
results provide strong evidence that for non-monotone noisy dependencies our tests
have excellent power properties. Specifically, SDDPk×k (L) with k ∈ {3, . . . , 10} is more
powerful than all other tests in Table 2 in most settings. For example, it had greater
power than all competitors in 9 settings with k = 4 and in 11 settings with k = 5,
out of the 14 non-null settings. The maximal information coefficient is best for the
Sine example but performs poorly in all other examples. The Heller-Gorfine test
is the best competitor, although its performance deteriorates relative to SDDPk×k (L)
with k ∈ {3, . . . , 10} when N increases. Moreover, the Heller-Gorfine test is not
distribution free, and therefore it is far more computationally intensive. We note
that increasing k from 2 to 3 and from 3 to 4 improves the power of all tests for
all non-null bivariate relations. However, from Fig. 2 it appears that from k > 4
the power changes comparatively little. The type of aggregation, i.e., summation
versus maximization, matters as well but far less than choosing k > 3, see Table 3.
The choice of all versus data derived partitions, matters little for k > 4, but can
matter more for k = 3. The power is very similar for the Pearson and likelihood ratio
test statistics, and therefore only the results of the likelihood ratio test statistic are
presented.
7 Application to real data
We examine the co-dependence between pairs of genes on chromosome 1 in the yeast
gene expression dataset from Hughes et al. (2000), which contained N = 300 expres-
sion levels. After removing genes with missing values, we had 94 genes and a family of
16
Table 2: Power of competitors (columns 4–10), along with SDDPk×k (L) (column 3),
for N = 100 and N = 300. MIC is the maximal information coefficient, HHG is
Heller-Gorfine, dCov is distance covariance. The standard error is at most 0.011.
The advantage of summation with k = 5 can be large (e.g. the power advantage of
column 2 in the Parabola, 2Parabolas, Heavisine, Spiral and Circles relationships).
Although the competitors may have greater power in some examples, the advantage is
usually small. By far the best competitor is Heller-Gorfine, yet it has a disadvantage
when the relationship is more complex, thus benefiting from the finer partition of the
test in column 3. The highest power per row is underlined
dCov HHG
N Setup SDDP5×5 (L) Spearman Hoeffding MIC on data on ranks on data on ranks
100.00 w 0.761 0.000 0.407 0.526 0.467 0.351 0.876 0.813
Diamond 0.959 0.013 0.123 0.074 0.136 0.076 0.997 0.968
Parabola 0.904 0.034 0.403 0.211 0.418 0.369 0.727 0.795
2Parabolas 0.889 0.100 0.134 0.048 0.183 0.120 0.873 0.726
Circle 0.923 0.000 0.028 0.046 0.001 0.003 0.791 0.858
Heavisine 0.742 0.369 0.468 0.532 0.476 0.470 0.471 0.570
Doppler 0.966 0.504 0.783 0.975 0.747 0.736 0.901 0.914
Cubic 0.775 0.340 0.636 0.515 0.631 0.612 0.660 0.742
Sine 0.980 0.363 0.497 1.000 0.412 0.427 0.803 0.788
Wedge 0.650 0.057 0.348 0.303 0.471 0.327 0.755 0.661
Cross 0.778 0.097 0.154 0.069 0.184 0.138 0.795 0.704
Spiral 0.720 0.098 0.133 0.251 0.182 0.130 0.598 0.355
Circles 0.785 0.040 0.085 0.093 0.054 0.059 0.479 0.357
5Clouds 0.976 0.000 0.000 0.561 0.000 0.001 0.738 0.903
4Clouds 0.051 0.050 0.055 0.050 0.050 0.050 0.050 0.050
300.00 w 0.621 0.007 0.095 0.397 0.265 0.088 0.743 0.507
Diamond 0.875 0.035 0.089 0.052 0.131 0.085 0.953 0.805
Parabola 0.923 0.043 0.325 0.077 0.309 0.288 0.712 0.743
2Parabolas 0.727 0.061 0.071 0.044 0.091 0.071 0.535 0.372
Circle 0.860 0.003 0.037 0.037 0.033 0.027 0.857 0.803
Heavisine 0.839 0.477 0.613 0.408 0.620 0.587 0.628 0.713
Doppler 0.960 0.521 0.772 0.905 0.783 0.752 0.841 0.904
Cubic 0.667 0.321 0.557 0.279 0.573 0.541 0.557 0.643
Sine 0.797 0.292 0.305 0.896 0.307 0.288 0.391 0.469
Wedge 0.764 0.056 0.455 0.248 0.640 0.437 0.851 0.764
Cross 0.847 0.060 0.145 0.060 0.189 0.135 0.897 0.781
Spiral 0.955 0.180 0.239 0.368 0.369 0.240 0.907 0.677
Circles 1.000 0.048 0.085 0.060 0.080 0.069 0.935 0.805
5Clouds 0.251 0.004 0.005 0.052 0.007 0.005 0.192 0.173
4Clouds 0.051 0.041 0.051 0.047 0.047 0.045 0.053 0.039
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Table 3: The power of different variants aggregated by maximization (columns 4–10),
along with SDDP5×5 (L) (column 3), for N = 100 and N = 300. The standard error is at
most 0.011. Although maximization is better than summation in some examples, the
advantage is usually small. The advantage of summation with k = 5 is large in the
Cubic, Wedge, and Cross relationships. In most examples, power increases with k.
The power differences between the all and data derived partition variants are small.
The power difference between Pearson’s variant and the likelihood ratio variant is
small, and is thus omitted. We present only the maximum variants that take at most
O(N3) to compute, therefore for all derived partitions only results with k = 2 are
presented
N Setup SDDP5×5 (L) M
DDP
2×2 (L) M
DDP
3×3 (L) M
DDP
4×4 (L) M
ADP
2×2 (L)
100 W 0.761 0.184 0.650 0.595 0.150
Diamond 0.959 0.276 0.937 0.915 0.225
Parabola 0.904 0.522 0.868 0.829 0.579
2Parabolas 0.889 0.442 0.908 0.897 0.570
Circle 0.923 0.212 0.876 0.869 0.164
Heavisine 0.742 0.529 0.646 0.690 0.535
Doppler 0.966 0.828 0.970 0.979 0.837
Cubic 0.775 0.489 0.658 0.656 0.479
Sine 0.980 0.763 0.965 0.988 0.771
Wedge 0.650 0.429 0.528 0.469 0.459
Cross 0.778 0.299 0.696 0.692 0.376
Spiral 0.720 0.102 0.497 0.771 0.174
Circles 0.785 0.095 0.604 0.850 0.084
5Clouds 0.976 0.065 0.997 0.999 0.083
4Clouds 0.051 0.050 0.051 0.050 0.050
300 W 0.621 0.565 0.664 0.607 0.559
Diamond 0.875 0.337 0.768 0.727 0.336
Parabola 0.923 0.651 0.957 0.940 0.731
2Parabolas 0.727 0.473 0.956 0.949 0.687
Circle 0.860 0.263 0.720 0.721 0.267
Heavisine 0.839 0.624 0.735 0.764 0.613
Doppler 0.960 0.775 0.964 0.975 0.747
Cubic 0.667 0.396 0.508 0.485 0.377
Sine 0.797 0.511 0.719 0.848 0.497
Wedge 0.764 0.544 0.632 0.596 0.581
Cross 0.847 0.324 0.744 0.736 0.393
Spiral 0.955 0.504 0.908 0.973 0.547
Circles 1.000 0.389 1.000 1.000 0.287
5Clouds 0.251 0.068 0.209 0.224 0.080
4Clouds 0.051 0.045 0.049 0.045 0.051
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N = 100 N = 300 N = 100 N = 300 N = 100 N = 300
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Figure 2: Estimated power for the data derived partitions (grey triangles) and all
derived partitions (black circles) summation variants using the likelihood ratio score
for the setups of Fig. S6, for samples of size N = 100 (columns 1, 3, 5) and of size
N = 300 (columns 2, 4, 6)
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C(94, 2) = 4371 pairs to examine simultaneously. Each pair was tested for indepen-
dence by the test of Spearman, Hoeffding, maximal information coefficient, distance
covariance and Heller-Gorfine on ranks, as well as by our new tests with k rang-
ing from 2 to 17. The null table was the same one used in the above simulations for
N = 300. The adjusted p-values from the Benjamini–Hochberg procedure (Benjamini
and Hochberg, 1995) were computed for each test statistic.
With a false discovery rate level of 0.05, the number of co-dependencies discovered by
the Benjamini–Hochberg procedure was greatest for SDDP5×5 (L) and S
ADP
5×5 (L). Figure 3
shows the number of rejections for SDDPk×k (L) for k = 2, . . . , 17, as well as for each
SDDPk×k (L) the number of rejections that were also rejected by each of the distribution
free statistics mentioned above. A clear benefit comes from using values of k greater
than 3, at a very small price of lower sensitivity to monotone associations, as can
be seen in Fig. 3 since the number of co-dependencies detected by both Spearman
and SDDPk×k (L) decreases slightly from k = 2 to k = 5, despite the fact that the
number of rejections of SDDPk×k (L) increases from k = 2 to k = 5. Table 4 shows the
pairwise agreements between the Benjamini–Hochberg procedure at level 0.05 using
the different test statistics considered in each row, with the SDDP5×5 (L). Clearly, a large
number of pairwise associations are missed when testing is performed with Spearman’s
ρ compared to using SDDP5×5 (L), and only a small number of gene pairs detected with
Spearman are missed by SDDP5×5 (L) (row 1 in Table 4). These findings contradict
an earlier examination of the data. Steuer et al. (2002) concluded that the most
widely used approach for pairwise association testing, namely Spearman correlation,
performs equivalently to a mutual information based testing approach. The authors
speculated that actual dependencies, if any, are linear. The number of discoveries
using maximal information coefficient, Hoeffding, and distance covariance are much
smaller than using SDDPk×k (L) with k ∈ {2, . . . , 10}. Heller-Gorfine on ranks, which is
similar to SDDPk×k (L) for k = 3, is slightly inferior to S
DDP
5×5 (L). The agreement between
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Table 4: Benjamini–Hochberg rejections at level 0.05 for the gene expression problem
of Hughes et al. (2000). For different test statistics (rows), the number of rejections
(column 2), and their intersection with the rejections using the SDDP5×5 (L) statistic
(column 3).
Test Number of rejections Number of intersections
Spearman 2492 2432
Maximal information coefficient 245 245
Hoeffding 2854 2803
Heller-Gorfine on ranks 3313 3268
Distance covariance on ranks 2886 2831
SADP5×5 (L) 3429 3399
the tests based on all and data derived partitions statistics was very high, as seen in
the last row of Table 4. We conclude that in this dataset there are many nonlinear
associations, but powerful tests are necessary in order to detect such associations in
light of the large number of simultaneous tests that have to be carried out, and that
the suggested tests can be valuable tools for this task.
Note that the data had ties due to low precision of the documented expression levels.
Ties were broken randomly, see remark 3.1. Repeated analysis with different seeds
provided similar results.
l l l l
l
l
l
l
l
l
l
l
l
l
l
l
2000
2500
3000
5 10 15
k
# 
R
eje
cti
on
s
Figure 3: Number of discoveries of genes with associated expression patterns in
data of Hughes et al. (2000), by the Benjamini–Hochberg procedure at level 0.05
using SDDPk×k (L) for k = 2, . . . , 17 (triangles). In addition, number of rejections by
SDDPk×k (L) that were also rejected by the Benjamini–Hochberg procedure at level 0.05
using: Spearman’s ρ (crossed squares); Heller-Gorfine on ranks (squares); Hoeffding
(crosses); distance covariance on ranks (circles). Horizontal lines are total number
of rejections by Spearman (2492), Heller-Gorfine on ranks (3313), Hoeffding (2854),
and distance covariance on ranks (2886).
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8 Discussion
We introduced and studied novel test statistics, and discovered that they perform
remarkably well in comparison to other distribution-free and non-distribution-free
tests. There are several parameters for these tests, and these parameters can matter:
the partition size k; data or all derived partitions; the score for each partition and
the aggregation method. In our simulations it appears that the most important
parameter is by far k, and that for detecting complex relationships any k ≥ 4 has
excellent power properties, as long as N/k is not too small. We conclude from our
simulations that for several hundreds observations from complex relationships, there is
a range of ks between 5 and 10 that give excellent power. Therefore, we suggest using
k = 5 when several hundreds of observations are available, since lower k is preferred
for non-complex relationships. When thousands of observations are available, the
computational burden is more severe and running time can be traded off with power
by using k = 4 or even k = 3, still providing a power advantage over existing tests.
A thorough investigation of the suggested mutual information estimator in Section 4
was outside the scope of this paper, but is of interest for future research. We suspect
the asymptotic distribution of our mutual information has simple form. Moreover, the
bias issue can be addressed in various ways (Vu et al., 2007), and we can modify our
estimator, and our algorithms accordingly, so only partitions with cells of a minimum
size are considered. In this work we limited ourselves to theoretical examination of
the all derived partitions summation statistic for mutual information estimation, but
we recognize that an estimator based only on the data derived partitions may be
useful, and we plan to explore it in the future.
Another research direction is applying similar methods to the univariate two-sample or
multi-sample problem. We intend to define a family of tests which is a generalization
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of the classic Kolmogorov–Smirnoff and Cramer von–Mises tests and to show theoret-
ical connections between this family and the Kullback–Leibler divergence. Moreover,
since this problem is in one dimension, we will present highly efficient algorithms for
calculating these test statistics, i.e., O(N2).
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A9 Proof of Theorem 3.1
A9.1 The DDP test
Denote Sk×k = SDDPk×k . For simplicity, we show the proof using Pearson’s test statis-
tic. The proof using the likelihood ratio test statistic is very similar and therefore
omitted. We want to show that for an arbitrary fixed α ∈ (0, 1), if H0 is false, then
limN→∞ Pr(Sk×k > Stab1−α) = 1, where S
tab
1−α denotes the 1 − α quantile of the null
distribution of Sk×k.
If H0 is false, then without loss of generality h(x0, y0) > f(x0)g(y0). Moreover, there
exists a distance R > 0 such that h(x, y) > f(x)g(y) for all points (x, y) in the set
A = {(x, y) : x0 ≤ x ≤ x0 +R, y0 ≤ y ≤ y0 +R}. The set A has positive probability,
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Figure S4: A visualization of the partitioning of the rank–rank plane which is at
the basis of the data derived partitions tests. Here, N = 30, and circles represent
observed points. Full black circles represent those observations that were chosen to
induce the partition, and different shades represent partition cells. With k = 2, all
cells are corner cells (top-left); with k = 3, the center cell has two vertices which are
observed sample points (top-right); with k = 4, all internal cells, i.e., cells that are
not on the boundary, have at least one observed point vertex (bottom-left); only with
k ≥ 5, there exists at least one internal cell free of observed vertices (bottom-right,
internal cell with no vertex which is a sample point is marked in red).
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Figure S5: Inner cell example C (orange), and the sample points I that define the
partition where C is a cell (green). If any of the sample points ranked on a boundary
column or row of C is not on the corner of C, then C can never be a data driven
partition cell (offending point in purple, middle panel). An inner cell can be defined
either by two data points (left), by three data points (middle), or by four data points
(right).
and moreover
min
A
[h(x, y)− f(x)g(y)] > 0.
Denote this minimum by c > 0. Clearly, the following two subsets of A have positive
probability as well:
A1 = {(x, y) : x0 ≤ x ≤ x0 +R/4, y0 ≤ y ≤ y0 +R/4}
A2 = {(x, y) : x0 + 3R/4 ≤ x ≤ x0 +R, y0 + 3R/4 ≤ y ≤ y0 +R}.
Denote the probabilities of A1 and A2 by f1 and f2, respectively.
Let Γ{(x1, y1), . . . , (xN , yN)} be the set of partitions based on at least one sample point
in A1 and on at least one sample point in A2. Let Ni denote the number of sample
points in Ai, i ∈ {1, 2}. Let I ∈ Γ{(x1, y1), . . . , (xN , yN)} be such a (arbitrary fixed)
partition. So for I there exists (i, j) ⊆ I such that (xi, yi) ∈ A1 and (xj, yj) ∈ A2.
Consider the cell C defined by the two points (i, j).
The fraction of observed counts in the cell C is a linear combination of empirical
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Figure S6: Bivariate relationships (in red), along with a sample N = 100 noisy
observations (in blue). The “four clouds” relationship is a null relationship, where
the two random variables are independent.
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cumulative distribution functions
oC
N − (k − 1) = FˆXY (xi, yi) + FˆXY (xj, yj)− FˆXY (xi, yj)− FˆXY (xj, yi),
and the expected fraction under the null is a function of the marginal cumulative
distributions
eC
N − (k − 1) = {FˆX(xj)− FˆX(xi)}{FˆY (yj)− FˆY (yi)}.
where Fˆ denotes the empirical distribution function based on N − (k − 1) sample
points.
By the Glivenko-Cantelli theorem, uniformly almost surely,
lim
N→∞
(
oC
N − (k − 1) −
∫
{(x,y):x∈(xi,xj ],y∈(yi,yj ]}
h(x, y)dxdy
)
= 0,
lim
N→∞
{
eC
N − (k − 1) −
(∫
{x:x∈(xi,xj ]}
f(x)dx
)(∫
{y:y∈(yi,yj ]}
g(y)dy
)}
= 0.
(A9.1)
Therefore, by Slutsky’s theorem and the continuous mapping theorem, we have that
uniformly almost surely
lim
N→∞
1
N − (k − 1)
(oC − eC)2
eC
= lim
N→∞
(
oC
N−(k−1) − eCN−(k−1)
)2
eC
N−(k−1)
≥ lim
N→∞
(
oC
N − (k − 1) −
eC
N − (k − 1)
)2
= lim
N→∞
[∫
{(x,y):x∈(xi,xj ],y∈(yi,yj ]}
{h(x, y)− f(x)g(y)}dxdy
]2
, (A9.2)
where the inequality follows from the fact that eC
N−(k−1) ≤ 1.
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We shall show that this limit can be bounded from below by a positive constant that
depends on (x0, y0) and R but not on I. Since
{(x, y) : x ∈ (x0 +R/4, x0 + 3R/4], y ∈ (y0 +R/4, y0 + 3R/4]}
⊆ {(x, y) : x ∈ (xi, xj], y ∈ (yi, yj]},
a positive lower bound on expression (A9.2) can be obtained:
lim
N→∞
[∫
{(x,y):x∈(xi,xj ],y∈(yi,yj ]}
{h(x, y)− f(x)g(y)}dxdy
]2
≥
[∫
{(x,y):x∈(x0+R/4,x0+3R/4],y∈(y0+R/4,y0+3R/4]}
{h(x, y)− f(x)g(y)}dxdy
]2
≥ c2
∫
{(x,y):x∈(x0+R/4,x0+3R/4],y∈(y0+R/4,y0+3R/4]}
dxdy = c2R2/4,
where the first inequality follows since h(x, y) − f(x)g(y) > 0 in A, and the sec-
ond inequality follows since the minimum value is c > 0. Therefore, it follows that
1
N−k+1
(oC−eC)2
eC
converges uniformly almost surely to a positive constant greater than
c′ = c2R2/4,
P r
(
lim
N→∞
1
N − k + 1
(oC − eC)2
eC
≥ c′
)
= 1. (A9.3)
The partition I either contains the cell C, or a group of cells that divide C. By
Jensen’s inequality, it follows that in the latter case the score is made larger, since
for any partition of the cell C, C = ∪lCl,
(
oC − eC
eC
)2
=
∑
l
eCl
(
oCl
eCl
− 1
)
∑
h eCh
2 ≤ ∑l eCl
(
oCl
eCl
− 1
)2∑
l eCl
=
∑
l
(oCl−eCl )2
eCl
eC
,
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and therefore
(oC − eC)2
eC
≤
∑
l
(oCl − eCl)2
eCl
. (A9.4)
Since
∑
l
(oCl−eCl )2
eCl
or (oC−eC)
2
eC
is part of the sum that defines T Ik×k, it follows from
equations (A9.4) and (A9.3) that
TIk×k
N−k+1 converges uniformly almost surely to a pos-
itive constant greater than c′.
Let |Γ| denote the cardinality of Γ{(x1, y1), . . . , (xN , yN)}. Since I ∈ Γ{(x1, y1), . . . , (xN , yN)}
was arbitrary fixed, it follows that 1|Γ|
∑
I∈Γ
TIk×k
N−k+1 converges almost surely to a pos-
itive constant greater than c′/2. Since Sk×k ≥
∑
I∈Γ T
I
k×k, it follows that almost
sure
lim
N→∞
Sk×k
|Γ|(N − k + 1) ≥
c′
2
. (A9.5)
We shall show that limN→∞ |Γ|/
(
N
k−1
)
is bounded below by a positive constant. First,
we shall consider the case where k is finite. Then, a subset of Γ{(x1, y1), . . . , (xN , yN)}
is the set of all partitions with k − 2 sample points in A1, and one sample point in
A2. Therefore, |Γ| ≥
(
N1
k−2
)
N2. Simple algebraic manipulations lead to the following
expression for
( N1k−2)N2
( Nk−1)
:
(k − 1)N2
N
N1
N − 1 · · ·
N1 − k + 3
N − k + 2 .
Since N1/N converges almost surely to f1 , and similarly N2/N converges almost
surely to f2, then for k ≥ 3 finite it follows that (
N1
k−2)N2
( Nk−1)
converges almost surely to a
positive constant. Therefore, |Γ|/(N−1
k−1
)
is bounded away from zero. Second, we shall
consider the case that k → ∞. The complement of Γ, ΓC , is the set of contingency
32
tables with no points in A1 or in A2. An upper bound for |ΓC | is
(
N −N1
k − 1
)
+
(
N −N2
k − 1
)
.
Note that in order to show that limN→∞ |Γ|/
(
N
k−1
)
is bounded below by a positive
constant, since |Γ| = ( N
k−1
)− |ΓC |, it is enough to show that |ΓC |/( N
k−1
)
converges to
zero as N →∞. Simple algebraic manipulations lead to the following expression for
(N−N1k−1 )
( Nk−1)
: (
1− N1
N
)
· · ·
(
1− N1
N − (k − 2)
)
≤
(
1− N1
N
)k
.
Since N1/N converges almost surely to f1 ∈ (0, 1), it follows that (
N−N1
k−1 )
( Nk−1)
converges
almost surely to zero as k → ∞. Similarly, since N2/N converges almost surely
to f2 ∈ (0, 1), it follows that (
N−N2
k−1 )
( Nk−1)
converges almost surely to zero. Therefore,
|ΓC |/( N
k−1
)
converges to zero as N →∞.
Since limN→∞ |Γ|/
(
N
k−1
)
is bounded below by a positive constant, it follows from (A9.5)
that almost surely
lim
N→∞
Sk×k(
N
k−1
)
(N − k + 1) ≥ c
′′, (A9.6)
for some constant c′′ > 0.
Consider now a random permutation (piy1), . . . , (piyN) of the y-values y1, . . . , yN . Let
Spik×k be the test statistic that is computed from the data (x1, piy1), . . . , (xN , piyN).
Therefore, by Markov’s inequality,
Pr
(
Spik×k ≥ c′′
(
N
k − 1
)
(N − k + 1) | ~x, ~y
)
≤ E(S
pi
k×k|~x, ~y)
c′′
(
N
k−1
)
(N − k + 1)
≈
(
N
k−1
)
(k − 1)2
c′′
(
N
k−1
)
(N − k + 1) . (A9.7)
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where ~x = (x1, . . . , xN) and ~y = (y1, . . . , yN). The approximation in (A9.7) becomes
more accurate the larger N is, since each of the contingency tables is approximately
χ2 with (k − 1)2 degrees of freedom. The right hand side of equation (A9.7) goes to
0 as N →∞, as long as limN→∞ k√N = 0. Thus,
lim
N→∞,k/√N→0
Pr
(
Spik×k ≥ c′′
(
N
k − 1
)
(N − k + 1) | ~x, ~y
)
= 0. (A9.8)
We now have all the necessary results to complete the proof. Specifically,
lim
N→∞
Pr(Sk×k ≤ Stab1−α) ≤ lim
N→∞
Pr
{
Sk×k ≤ c′′
(
N
k − 1
)
(N − k + 1)
}
= 0,
where the inequality follows from (A9.8), since Stab1−α is below c
′′( N
k−1
)
(N−k+1) for N
large enough, and the equality follows from (A9.6), thus proving item 1 of Theorem
3.1.
To prove item 2, we will use the following inequality for chi-square distributions,
which appears in equation (4.3) of Laurent and Massart (2000): for U a χ2 statistic
with D degrees of freedom, for any positive x, Pr(U −D ≥ 2√Dx+ 2x) ≤ e−x.
Since for N large enough, under the null hypothesis, T Ik×k is approximately a χ
2
statistic with D = (k − 1)2 degrees of freedom, it thus follows that for x > D,
Pr(T Ik×k −D ≥ 4x) ≤ e−x. (A9.9)
Let x = c
′
8
(N − k + 1)−D/4. Then for N large enough, x > D. It thus follows that
PrH0(T
I
k×k ≥
c′
2
(N − k + 1)) ≤ e−( c
′
8
(N−k+1)−D/4) ≤ e−( c
′
8
(N−k+1)−(k−1)2/4) (A9.10)
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By Bonferroni’s inequality,
PrH0
(
MDDPk×k ≥
c′
2
(N − k + 1)
)
≤
∑
I
PrH0
(
T Ik×k ≥
c′
2
(N − k + 1)
)
≤
(
N
k
)
e−(
c′
8
(N−k+1)−(k−1)2/4), (A9.11)
where the last inequality follows from (A9.10). Since
(
N
k
)
is at most O(N
√
N), and
since
e−(
c′
8
(N−k+1)−(k−1)2/4) = O(e−(
c′
8
N)),
it follows that the expression in (A9.11) goes to zero as N →∞.
Since we found contingency tables for which under the alternative the test statis-
tic
TIk×k
N−k+1 converges uniformly almost surely to a positive constant greater than c
′
(A9.3), it follows that
MDDPk×k
N−k+1 converges uniformly almost surely to a positive con-
stant greater than c′ when the null is false. From (A9.11) it follows that as N →∞,
with limN→∞ k√N = 0, the probability that the test statistics
MDDPk×k
N−k+1 will be above
c′
2
goes to zero when the null is true. It follows that the null hypothesis will be rejected
with asymptotic probability one when it is false.
A9.2 The ADP test
We want to show that if H0 is false, then for an arbitrary fixed α, limN→∞ Pr(SADPk×k >
Stab1−α) = 1, where S
tab
1−α denotes the 1 − α quantile of the null distribution of SADPk×k .
We use A, c,A1,A2, f1, f2 as defined in the beginning of Appendix A of the main text.
For the ADP test, recall that the partitioning is based on selecting k − 1 points
from 1.5, . . . , N − 0.5 for the partitions of the ranked x-values, and separately for
the partitions of the ranked y-values. For a fixed rectangle, we say a grid point
(i + 0.5, j + 0.5) is in the rectangle if the two x-values with ranks i and i + 1, and
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the two y-values with ranks j and j + 1, are in the rectangle, for (i, j) ∈ {1, . . . , N}2.
Let Γ{(x1, y1), . . . , (xN , yN)} be the set of all partitions with at least one grid point
in A1 and at least one grid point in A2. Let Nix be the number of x-coordinates of
the grid points in Ai, i ∈ {1, 2}, and Niy be the number of y-coordinates of the grid
points in Ai, i ∈ {1, 2}.
Let I ∈ Γ{(x1, y1), . . . , (xN , yN)} define an (arbitrary fixed) ADP partition in Γ.
There exist two x-values in A1 that are separated by a grid point in I, and two x-
values in A2 that are separated by a grid point in I, denote the average of these two
x-values by x∗1 and x
∗
2. Let y
∗
1 and y
∗
2 be similarly defined for the y-values.
Let C be the cell defined by the points (x∗i , y
∗
i ), i = 1, 2. The fraction of observed
counts in the cell C is a linear combination of empirical cumulative distribution
functions
oC
N
= FˆXY (x
∗
1, y
∗
1) + FˆXY (x
∗
2, y
∗
2)− FˆXY (x∗1, y∗2)− FˆXY (x∗2, y∗1),
and the expected fraction under the null, is a function of the cumulative marginal
distributions
eC
N
= {FˆX(x∗2)− FˆX(x∗1)}{FˆY (y∗2)− FˆY (y∗1)},
where Fˆ denotes the empirical cumulative distribution function based on N sample
points.
By the Glivenko-Cantelli theorem, uniformly almost surely,
lim
N→∞
(
oC
N
−
∫
{(x,y):x∈(x∗1,x∗2],y∈(y∗1 ,y∗2 ]}
h(x, y)dxdy
)
= 0,
lim
N→∞
{
eC
N
−
(∫
{x:x∈(x∗1,x∗2]}
f(x)dx
)(∫
{y:y∈(y∗1 ,y∗2 ]}
g(y)dy
)}
= 0.
(A9.12)
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Therefore, by Slutsky’s theorem and the continuous mapping theorem, we have that
uniformly almost surely
lim
N→∞
1
N
(oC − eC)2
eC
= lim
N→∞
(
oC
N
− eC
N
)2
eC
N
≥ lim
N→∞
(oC
N
− eC
N
)2
= lim
N→∞
[∫
{(x,y):x∈(x∗1,x∗2],y∈(y∗1 ,y∗2 ]}
{h(x, y)− f(x)g(y)}dxdy
]2
, (A9.13)
where the inequality follows from the fact that eC
N
≤ 1.
We shall show that the limit (A9.13) can be bounded from below by a positive constant
that depends on (x0, y0) and R but not on I. Since
{(x, y) : x ∈ (x0 +R/4, x0 + 3R/4], y ∈ (y0 +R/4, y0 + 3R/4]}
⊆ {(x, y) : x ∈ (x∗1, x∗2], y ∈ (y∗1, y∗2]},
a positive lower bound can be obtained:
lim
N→∞
[∫
{(x,y):x∈(x∗1,x∗2],y∈(y∗1 ,y∗2 ]}
{h(x, y)− f(x)g(y)}dxdy
]2
≥
[∫
{(x,y):x∈(x0+R/4,x0+3R/4],y∈(y0+R/4,y0+3R/4]}
{h(x, y)− f(x)g(y)}dxdy
]2
≥ c2
∫
{(x,y):x∈(x0+R/4,x0+3R/4],y∈(y0+R/4,y0+3R/4]}
dxdy = c2R2/4,
where the first inequality follows since h(x, y)−f(x)g(y) > 0 in A, and the second in-
equality follows since the minimum value is c > 0. Therefore, it follows that 1
N
(oC−eC)2
eC
converges uniformly almost surely to a positive constant greater than c′ = c2R2/4,
P r
(
lim
N→∞
1
N
(oC − eC)2
eC
≥ c′
)
= 1. (A9.14)
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The partition I either contains the cell C, or a group of cells that divide C. By
Jensen’s inequality, it follows that in the latter case the score is made larger, see the
arguments leading to expression (7) in the main text. It thus follows that the score
T Ik×k/N converges uniformly almost surely to a positive constant greater than c
′.
Let |Γ| denote the number of Γ{(x1, y1), . . . , (xN , yN)}. Since I ∈ Γ{(x1, y1), . . . , (xN , yN)}
was arbitrarily fixed, it follows that 1|Γ|
∑
I∈Γ
TIk×k
N
converges almost surely to a positive
constant greater than c′/2. Since Sk×k ≥
∑
I∈Γ T
I
k×k, it follows that almost surely,
lim
N→∞
Sk×k
|Γ|N ≥
c′
2
. (A9.15)
We shall show that limN→∞ |Γ|/{
(
N−1
k−1
)(
N−1
k−1
)} is bounded below by a positive con-
stant. First, we shall consider the case that k is finite. In this case, a subset of
Γ{(x1, y1), . . . , (xN , yN)} is the set of all partitions with k−2 grid points inA1, and one
grid point in A2, for both x-values and y-values. Therefore, |Γ| ≥
(
N1x
k−2
)
N2x
(
N1y
k−2
)
N2y.
Simple algebraic manipulations lead to the following expression for
(N1xk−2)N2x
(N−1k−1)
:
(k − 1) N2x
N − 1
N1x
N − 2 · · ·
N1x − k + 3
N − 1− k + 2 .
Since N1x/N converges almost surely to
∫ x0+R/4
x0
f(x)dx, and similarly N2x/N con-
verges almost surely to
∫ x0+R
x0+3R/4
f(x)dx, then for k ≥ 3 finite it follows that (
N1x
k−2)N2x
(N−1k−1)
converges almost surely to a positive constant. Similarly,
(N1yk−2)N2y
(N−1k−1)
converges almost
surely to a positive constant. Therefore, |Γ|/{(N−1
k−1
)(
N−1
k−1
)} is bounded away from
zero.
Second, we shall consider the case that k →∞. The complement of Γ, ΓC , is the set
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of contingency tables with no grid point in A1 or in A2. An upper bound for |ΓC | is:
(
N − 1
k − 1
){(
N − 1−N1x
k − 1
)
+
(
N − 1−N2x
k − 1
)
+
(
N − 1−N1y
k − 1
)
+
(
N − 1−N2y
k − 1
)}
Note that since |Γ| = {(N−1
k−1
)(
N−1
k−1
)}−|ΓC |, it is enough to show that |ΓC |/{(N−1
k−1
)(
N−1
k−1
)}
converges to zero as N → ∞. Simple algebraic manipulations lead to the following
expression for
(N−1−N1xk−1 )
(N−1k−1)
:
(
1− N1x
N − 1
)
· · ·
(
1− N1x
N − 1− (k − 2)
)
≤
(
1− N1x
N − 1
)k
.
Since N1x/N converges almost surely to a positive fraction
∫ x0+R/4
x0
f(x)dx, it fol-
lows that
(N−1−N1xk−1 )
(N−1k−1)
converges almost surely to zero. Similarly, since N2x/N , N1y/N
and N2y/N converge almost surely to positive fractions, it follows that respectively,
(N−1−N2xk−1 )
(N−1k−1)
,
(N−1−N1yk−1 )
(N−1k−1)
, and
(N−1−N2yk−1 )
(N−1k−1)
converge almost surely to zero. Thus |ΓC |/{(N−1
k−1
)(
N−1
k−1
)}
converges almost surely to zero.
Since limN→∞ |Γ|/{
(
N−1
k−1
)(
N−1
k−1
)} is bounded below by a positive constant, it follows
from (A9.15) that almost surely,
lim
N→∞
Sk×k(
N−1
k−1
)(
N−1
k−1
)
N
≥ c′′, (A9.16)
for some constant c′′ > 0.
Consider now a random permutation (piy1), . . . , (piyN) of the y-values y1, . . . , yN . Let
Spik×k be the test statistic that is computed from the data (x1, piy1), . . . , (xN , piyN). By
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Markov’s inequality,
Pr
(
Spik×k ≥ c′′
(
N − 1
k − 1
)(
N − 1
k − 1
)
N | ~x, ~y
)
≤ E(S
pi
k×k | ~x, ~y)
c′′
(
N−1
k−1
)(
N−1
k−1
)
N
≈
(
N−1
k−1
)(
N−1
k−1
)
(k − 1)2
c′′
(
N−1
k−1
)(
N−1
k−1
)
N
, (A9.17)
where ~x = (x1, . . . , xN) and ~y = (y1, . . . , yN). The approximation in (A9.17) becomes
more accurate the larger N is, since each of the contingency tables is approximately
χ2 with (k− 1)2 degrees of freedom. The right hand side of equation (A9.17) goes to
zero as N →∞, as long as limN→∞ k√N = 0. Thus,
lim
N→∞,k/√N→0
Pr
(
Spik×k ≥ c′′
(
N − 1
k − 1
)(
N − 1
k − 1
)
N | ~x, ~y
)
= 0. (A9.18)
We now have all the necessary results to complete the proof. Specifically,
lim
N→∞
Pr(Sk×k ≤ Stab1−α) ≤ Pr
(
Spik×k ≤ c′′
(
N − 1
k − 1
)(
N − 1
k − 1
)
N
)
= 0,(A9.19)
where the inequality follows from (A9.18), since Stab1−α is below c
′′(N−1
k−1
)(
N−1
k−1
)
N for N
large enough, and the equality follows from (A9.16), thus proving item 1 of Theorem
1 for the ADP summation statistic.
A10 Proof of Theorem 4.1
We want to show that for all  > 0, limN→∞ Pr
(∣∣∣SADPk×k (L)N |Π| − IXY ∣∣∣ > ) = 0 if
limN→∞ k√N = 0 and limN→∞ k = ∞, where |Π| =
((
N−1
k−1
))2
is the number of parti-
tions.
For continuous marginals, the copula function of the joint distribution of (X, Y ) is
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unique, denote it by c(u, v). The mutual information is the negative copula entropy,
HUV = −
∫
c(u, v) log c(u, v)dudv,
IXY =
∫
c(FX(x), FY (y))f(x)g(y) log c(FX(x), FY (y))dxdy
=
∫
c(u, v) log c(u, v)dudv = −HUV . (A10.1)
Consider an arbitrary fixed partition I = {(i1, j1), . . . , (ik−1, jk−1)} ⊂ {1.5, . . . , N −
0.5}2. Recall that C(I) is the set of k× k cells that are defined by the partition. For
a cell C, let rl(C) and rh(C) be, respectively, the lowest and highest x-grid integer
values in C. Similarly, let sl(C) and sh(C) be, respectively, the lowest and highest
y-grid integer values in C.
The entropy of the partition I is
HIUV = −
∑
C∈C(I)
Pr
(
rl(C)
N
≤ U ≤ rh(C)
N
,
sl(C)
N
≤ V ≤ sh(C)
N
)
log
{
Pr
(
rl(C)
N
≤ U ≤ rh(C)
N
,
sl(C)
N
≤ V ≤ sh(C)
N
)}
.
The corresponding empirical (plug in) estimator is
HˆIUV = −
∑
C∈C(I)
oC
N
log
(oC
N
)
, oC =
N∑
i=1
I(rl(C) ≤ ri ≤ rh(C), sl(C) ≤ si ≤ sh(C)).
Let HIU and H
I
V be the fixed marginal entropies of the partition I:
HIU = −
∑
Cx∈Cx(I)
rh(Cx)− rl(Cx)
N
log
(
rh(Cx)− rl(Cx)
N
)
,
HIV = −
∑
Cy∈Cy(I)
rh(Cy)− rl(Cy)
N
log
(
rh(Cy)− rl(Cy)
N
)
,
where Cx(I) and Cy(I) are the intervals induced by I in x and in y, respectively.
Note that given I, the observed and expected margins of the partitions are fixed, and
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therefore
HIU = −
∑
C∈C(I)
oC log
(
rh(C)− rl(C)
N
)
(A10.2)
= −
∑
C∈C(I)
Pr(rl(C) ≤ U ≤ rh(C), sl(C) ≤ V ≤ sh(C)) log
(
rh(C)− rl(C)
N
)
(A10.3)
HIV = −
∑
C∈C(I)
oC log
(
sh(C)− sl(C)
N
)
(A10.4)
= −
∑
C∈C(I)
Pr(rl(C) ≤ U ≤ rh(C), sl(C) ≤ V ≤ sh(C)) log
(
sh(C)− sl(C)
N
)
.(A10.5)
The following simple derivation shows that the likelihood ratio score T Ik×k(L) is a
linear combination of HˆIUV , H
I
U and H
I
V :
T Ik×k(L) =
∑
C∈C(I)
oC log
oC
eC
=
∑
C∈C(I)
oC log
oC
N
−
∑
C∈C(I)
oC log
eC
N
= −NHˆIUV −
∑
C∈C(I)
oC log
(
N
rh(C)− rl(C)
N
sh(C)− sl(C)
N
1
N
)
= −NHˆIUV +NHIU +NHIV ,
where the last equality follows from equations (A10.2) and (A10.4).
Let E(·) denote the expectation of a random variable. We bound from above our
probability of interest by a sum of three probabilities as follows.
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Pr
(∣∣∣∣SADPk×kN |Π| − IXY
∣∣∣∣ > ) = Pr(∣∣∣∣∑I T Ik×k(L)N |Π| − IXY
∣∣∣∣ > )
= Pr
(∣∣∣∣∣
∑
I(H
I
U +H
I
V − HˆIUV )
|Π| +HUV
∣∣∣∣∣ > 
)
= Pr(|
∑
I
(HIU +H
I
V − HˆIUV +HUV )| > |Π|)
= Pr(|
∑
I
(−HˆIUV + E(HˆIUV )) +
∑
I
(−E(HˆIUV ) +HIUV )
+
∑
I
(−HIUV +HIU +HIV +HUV )| > |Π|)
≤ Pr(|
∑
I
(−HˆIUV + E(HˆIUV ))|+ |
∑
I
(−E(HˆIUV ) +HIUV )|
+|
∑
I
(−HIUV +HIU +HIV +HUV )| > |Π|)
≤ Pr(|
∑
I
(−HˆIUV + E(HˆIUV ))| > |Π|/3) (A10.6)
+Pr(|
∑
I
(−E(HˆIUV ) +HIUV )| > |Π|/3) (A10.7)
+Pr(|
∑
I
(−HIUV +HIU +HIV +HUV )| > |Π|/3), (A10.8)
where the last inequality follows from {|∑I(−HˆIUV +E(HˆIUV ))|+ |∑I(−E(HˆIUV ) +
HIUV )| + |
∑
I(−HIUV + HIU + HIV + HUV )| > |Π|} ⊆ {(|
∑
I(−HˆIUV + E(HˆIUV ))| >
|Π|/3) ∪ (|∑I(−E(HˆIUV ) + HIUV )| > |Π|/3) ∪ |∑I(−HIUV + HIU + HIV + HUV )| >
|Π|/3} and Bonferroni’s inequality.
We will show that the three probabilities (A10.6)–(A10.8) vanish as N → ∞, k →
∞, k√
N
→ 0, thus proving the theorem.
The probability (A10.6) can be upper-bounded as follows,
Pr
(
|
∑
I
(HˆIUV − E(HˆIUV ))| ≥ |Π|/3
)
≤
∑
I
Pr
(
|(HˆIUV − E(HˆIUV ))| ≥ /3
)
≤ |Π|3e−N2 2/9 1(logN)2 (A10.9)
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where the first inequality follows from the fact that {|∑I(HˆIUV−E(HˆIUV ))| ≥ |Π|/3} ⊆
{∪I∈Π(HˆIUV −E(HˆIUV )) ≥ /3} and Bonferroni’s inequality, and the second inequality
follows from the upper bound (3.4) in Paninski (2003) for the plug in estimator for a
given partition I. This probability goes to zero as N →∞, since |Π| is O(N
√
N) and
limN→∞O(N
√
N)e
−N
2
2/9 1
(logN)2 = 0.
The event in the second probability (A10.7) is not random, so we need to show that
|∑I(E(HˆIUV )−HIUV )| < |Π|/3 for N large enough. Proposition 1 in Paninski (2003)
states that 0 ≤ (HIUV − E(HˆIUV )) ≤ log(1 + (k−1)
2−1
N
). Therefore,
|
∑
I
(E(HˆIUV )−HIUV )| ≤ |Π| log(1 +
(k − 1)2 − 1
N
)
Clearly, the RHS is below |Π|/3 for N large enough, if limN→∞ k√N = 0.
It remains to show that (A10.8) vanishes as N → ∞. This event is not random, so
we will show that
lim
N→∞
|∑I(−HIUV +HIU +HIV +HUV )|
|Π| < /3.
By the mean value theorem, for cell C there exists a point (uC , vC) in C such that
Pr(rl(C) ≤ U ≤ rh(C), sl(C) ≤ V ≤ sh(C)) = c(uC , vC)rh(C)− rl(C)
N
sh(C)− sl(C)
N
.
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Therefore,
−HIUV
=
∑
C∈C(I)
c(uC , vC)
rh(C)− rl(C)
N
sh(C)− sl(C)
N
log
(
c(uC , vC)
rh(C)− rl(C)
N
sh(C)− sl(C)
N
)
=
∑
C∈C(I)
rh(C)− rl(C)
N
sh(C)− sl(C)
N
c(uC , vC) log c(uC , vC) (A10.10)
+
∑
C∈C(I)
Pr(rl(C) ≤ U ≤ rh(C), sl(C) ≤ V ≤ sh(C)) log rh(C)− rl(C)
N
+
∑
C∈C(I)
Pr(rl(C) ≤ U ≤ rh(C), sl(C) ≤ V ≤ sh(C)) log sh(C)− sl(C)
N
=
∑
C∈C(I)
rh(C)− rl(C)
N
sh(C)− sl(C)
N
c(uC , vC) log c(uC , vC)−HIU −HIV , (A10.11)
where the last equality follows from equations (A10.3) and (A10.5).
By the definition of the Riemann integral, expression (A10.10) can be made arbitrarily
close to −HUV . Specifically, there exists a 0 < d() < 1 such that if all cells satisfy
rh(C)−rl(C)
N
< d and sh(C)−sl(C)
N
< d, then
|
∑
C∈C(I)
rh(C)− rl(C)
N
sh(C)− sl(C)
N
c(uC , vC) log c(uC , vC) +HUV | < /3.
Therefore, it follows that for any partition I ∈ Π for which all cells satisfy rh(C)−rl(C)
N
<
d and sh(C)−sl(C)
N
< d, then we have
|(−HIUV +HIU +HIV +HUV )| < /3.
It remains to show that the contribution of the fraction of partitions that do not satisfy
rh(C)−rl(C)
N
< d and sh(C)−sl(C)
N
< d goes to zero as N → ∞. Since the probability of
selecting an x-value (or y-value) for a partition that will have a cell larger than d is
45
1− d, the fraction of “bad” partitions is upper-bounded by
2k
(
N(1−d)
k−1
)(
N
k−1
)((
N−1
k−1
))2 ≤ 2k(1− d)k−1.
Since k →∞ the fraction of bad partitions goes to zero.
Note that |(−HIUV + HIU + HIV + HUV )| is at most O(log k2) because by Jensen’s
inequality, |HIUV | ≤ log k2, |HIU | ≤ log k2, |HIV | ≤ log k2, and |HUV | = IXY is assumed
to be bounded. Therefore,
|∑I(−HIUV +HIU +HIV +HUV )|
|Π| ≤ /3 +O
(
log k2k(1− d)k−1) .
Since the second term of the RHS goes to zero as N → ∞, k → ∞, k√
N
→ 0, the
proof is complete.
A11 A fast algorithm for computing the HHG statis-
tic
Here we describe a fast algorithm for computing the univariate original (distribution-
dependent) HHG test.
If DX(x1, x2) and DY (y1, y2) are distance metrics in the variables tested for indepen-
dence (for which, again, we have a paired sample with N i.i.d samples), the HHG
test requires computing N(N − 1) different 2× 2 contingency tables according to the
following partitions of the distance-distance plane. For every “origin” sample i, and
for every “radius” sample j, the remaining N − 2 samples are classified according to
whether their X and Y distances from i are both smaller than the X and Y distances
from j to i, or if only X, only Y , or neither are smaller than the respective j to i
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distances. In the general case, generating contingency tables for all pairs can be done
in N2 logN , as described in (Heller et al., 2013). In the univariate case, an O(N2)
algorithm proceeds as follows.
Instead of working in the distance-distance plane, the algorithm is specified in terms
of the (x, y), i.e., the sample plane. It is sufficient to consider the discrete grid
expanded from unique X samples and unique Y samples actually observed (these can
be identified in O(N logN)). The double cumulative sum over this N × N grid is
computed as in (4.1) of the main text, with the only difference being that after A
is initialized to all zeros, it is updated sequentially with A(ri, si) = A(ri, si) + 1 for
every sample of ranks in x and ranks in y, (ri, si), i = 1, 2, . . . , N , to account for
possible ties.
Since, in the univariate case, the partition DX(xi, xk) ≶ DX(xi, xj) is equivalent to
the partition |xk − xi| ≶ |xj − xi|, and similarly for y, partition cells are simply axis-
aligned rectangles, as in the distribution-free test. Here, however, only sample j is a
vertex, and sample i is the center of mass. The diagonal-opposing vertex from j may
not even be a point in the sample, and thus is not directly captured by A. Still, the
appropriate point to sample A in, for computing the contingency table cell in O(1),
can be found in O(1) additional amortized time, as follows:
1. Sort once the unique values of x, and do the same for y.
2. When traversing all pairs, first traverse i.
2.1 For every i, traverse the sorted values of x with two concurrent iterators
starting from xi, one moving right (i.e., from low to high x) and one ad-
vancing left.
2.2 Subsequently to each step taken with the right iterator, arriving at an xj,
advance the left iterator until a value is encountered which is farther from
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xi than xj is, and log this as the opposing vertex x coordinate value for
the rectangle for the pair i, j.
The process, which is depicted in Figure S7, takes O(N) time for N values, and
is repeated for the y axis.
  
j1i j3 j4j1 , j2j3xmin xmax
x
j2
Figure S7: Finding the grid coordinates to sample for the O(N2) univariate
(distribution-dependent) HHG algorithm.
A12 Simulations of monotone relationships
Four monotone relationships are presented in Figure S8. Figure S9 shows that the
differences for the summation variants between ADP and DDP, likelihood ratio or
Pearson scores, are negligible, and that the power decreases with k for all of these
variants. Similar conclusions hold for the maximum variants in Table S5. Table S5
further shows that for a linear relationship, Pearson, Spearman, Hoeffding and dCov
are clearly superior, but for the the remaining three monotone relationships SDDP5×5 (L)
has quite good power properties.
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Figure S8: Bivariate monotone relationships (in red), along with a sample of N = 100
noisy observations (in blue).
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Figure S9: Estimated power for the DDP and ADP summation variants, using the
likelihood ratio score, for the setups from Figure S8, for a sample of size N = 100
(left column) and of size N = 300 (right column).
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Table S5: The power of competitors (rows 2-9), along with the summation variant
based on likelihood ratio for a DDP of size k = 5 (row 1) and the different maximum
variants (rows 10-17), for N = 100 and N = 300. The standard error is at most
0.011.
N Test Sigmoid Exp10x Exp2x Line
100 SDDP5×5 (L) 0.480 0.510 0.721 0.302
Pearson 0.657 0.498 0.781 0.487
Spearman 0.630 0.375 0.726 0.478
Hoeffding 0.637 0.373 0.721 0.457
MIC 0.282 0.198 0.312 0.130
dCov 0.645 0.443 0.761 0.451
dcov on ranks 0.630 0.366 0.726 0.447
HHG 0.438 0.414 0.641 0.278
HHG on ranks 0.438 0.414 0.641 0.278
MDDP2×2 (C) 0.479 0.484 0.696 0.304
MDDP2×2 (L) 0.445 0.628 0.700 0.266
MDDP3×3 (C) 0.358 0.401 0.584 0.204
MDDP3×3 (L) 0.353 0.536 0.592 0.202
MDDP4×4 (C) 0.291 0.345 0.490 0.164
MDDP4×4 (L) 0.306 0.438 0.534 0.174
MADP2×2 (C) 0.459 0.562 0.736 0.299
MADP2×2 (L) 0.438 0.702 0.746 0.279
300 SDDP5×5 (L) 0.931 0.229 0.957 0.471
Pearson 0.971 0.213 0.956 0.687
Spearman 0.961 0.192 0.951 0.652
Hoeffding 0.965 0.197 0.953 0.616
MIC 0.548 0.091 0.459 0.139
dCov 0.971 0.196 0.963 0.627
dCov on ranks 0.967 0.177 0.960 0.608
HHG 0.908 0.171 0.919 0.440
HHG on ranks 0.948 0.207 0.951 0.515
MDDP2×2 (C) 0.880 0.275 0.948 0.419
MDDP2×2 (L) 0.872 0.247 0.936 0.409
MDDP3×3 (C) 0.779 0.185 0.872 0.264
MDDP3×3 (L) 0.803 0.181 0.877 0.300
MDDP4×4 (C) 0.733 0.156 0.821 0.227
MDDP4×4 (L) 0.761 0.161 0.840 0.256
MADP2×2 (C) 0.833 0.316 0.936 0.367
MADP2×2 (L) 0.856 0.300 0.945 0.385
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