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Abstract
Cross validation is a central tool in evaluating the performance of machine learning
and statistical models. However, despite its ubiquitous role, its theoretical proper-
ties are still not well understood. We study the asymptotic properties of the cross
validated-risk for a large class of models. Under stability conditions, we establish a
central limit theorem and Berry-Esseen bounds, which enable us to compute asymp-
totically accurate confidence intervals. Using our results, we paint a big picture for
the statistical speed-up of cross validation compared to a train-test split procedure.
A corollary of our results is that parametric M-estimators (or empirical risk mini-
mizers) benefit from the “full” speed-up when performing cross-validation under the
training loss. In other common cases, such as when the training is performed using
a surrogate loss or a regularizer, we show that the behavior of the cross-validated
risk is complex with a variance reduction which may be smaller or larger than the
“full” speed-up, depending on the model and the underlying distribution. We allow
the number of folds Kn to grow with the number of observations at any rate.
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1 Introduction
Let (Xi) be a sequence of independent and identically distributed (i.i.d) observations.
Consider a statistical model that given n data points computes an estimator fn(X1, . . . ,Xn).
For a loss function L, our goal is to estimate E
[
L(X˜, fn(X1, . . . ,Xn))
]
, the expected risk
of the estimator on a new observation. It is well-known that if we approximate it by
the empirical loss 1n
∑
i≤n L
(
fn(X1, . . . ,Xn),Xi
)
, we run the risk of systematically un-
derestimating it [5]. To avoid such issues, the most common strategy is that of data
splitting.
In a data splitting procedure, the dataset is separated into a training set, and a
testing set. The model will be trained on the first one and evaluated on the second one.
Formally, if we let mn denote the size of the training set, we estimate the expected risk
by:
Rˆsplit :=
1
n−mn
n∑
i=mn+1
L(Xi, fmn(X1, . . . ,Xmn)). (1)
The performance of this estimator depends on two distinct sources of error. The first
one is a bias induced by the smaller size of the training set which implies that Rˆsplit
estimates the expected risk of the estimator fmn(X1, . . . ,Xmn) instead of the original
one fn. The magnitude of this bias depends on the model itself and the size of the training
set mn. The second source of error is statistical and is caused by the randomness of the
empirical average Rˆsplit. The magnitude of this effect decreases as the size of the testing
set increases. Thus, we observe a trade-off: as we increase the size of the training set,
we reduce the bias but increase the randomness (and hence the variance) of Rˆs. This
trade-off is even more present for high-dimensional models for which the bias may be
asymptotically large.
To compensate for this issue, a second method has been proposed: K-fold cross vali-
dation. K-fold cross-validation proceeds to split the dataset intoK blocksXnBn1
, . . . ,XnBK
of the same size. The procedure successively omits the ith block, training the model on
the remaining blocks, and evaluating the risk on the left-out block. This gives us K
different models with K different estimated risks. The cross validated risk Rˆcv is the
average of those empirical risks. Once again, there are two sources of error. The first
one is a bias due to the smaller size the training sets, which decreases with the number
of folds. The second one is due to the randomness of the estimator Rˆcv. How large is
the second effect and how much it depends on the model itself and the number of folds
is largely an open question. This question is made more complicated by the dependence
between the folds.
In this paper we study the asymptotic properties of the cross-validated risk. More
specifically, we study its speed of convergence to the expected risk and compare it to the
data splitting estimator Rˆsplit. This question is only made more important by the popu-
larity of the cross validation method. In section 2, we prove, under stability conditions,
central limit theorems and Berry-Esseen bounds for the cross-validated risk as well as
the split risk. We allow the number of folds Kn to grow with the number of observations
n at any rate. By obtaining the limiting distribution of both the cross-validated risk
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and the split risk we can exactly quantify the reduction in variance obtained by the
cross-validated procedure. In some cases – such as parametric empirical risk minimizers
trained and evaluated with the same loss – we obtain the full speed-up, meaning that the
cross-validated risk enjoys a Kn-fold reduction in variance compared to its split counter-
part. However, in other cases – such as when using surrogate losses or regularizers – the
effect of cross-validation varies significantly depending on the class of models and the dis-
tribution of the data on which it is trained. We present examples for which the variance
reduction is slower than “full speed-up”, as well as cases for which this is faster. Such
phenomenons are illustrated in the parametric case for which we develop a full theory in
section 4. In addition, in section 3 we give estimators for the asymptotic variances and
quantify their speed of convergence. This allows one to draw asymptotically accurate
confidence intervals. The proofs are based on an adaptation of the Stein method for
central limit theorems.
1.1 Related work
Cross-validation is probably the most widely used method for risk estimation today in
machine learning and statistics [5, 9]. However, the analysis of the statistical improve-
ments offered by the cross-validated estimator compared to the data splitting estimator
has proved difficult. Furthermore, we note that there are at least two different quantities
which may be seen as targets for the cross-validated risk estimator: 1) the average risk
of the hypotheses learned on each fold and, 2) the risk of the estimation procedure over
replications of the dataset. Previously, work has mostly focused on understanding the
performance in the case (1), whereas we consider both problems, with a heavier empha-
sis on the more delicate problem (2). In the first analysis of the statistical performance
of the cross-validated estimator, Blum, Kalai, and Langford [1] show that, under mild
conditions, the cross-validated estimator performs no worse than the corresponding data
splitting estimator. More recently, Kale, Kumar, and Vassilvitskii [6] establish that, un-
der some stability conditions, the k-fold cross-validated estimator achieves at least an
asymptotic k-times reduction in variance. Kumar et al. [7] further improve on this result
by relaxing the stability condition.
2 Main results
2.1 Notations and preliminaries
As the complexity of the fitted models might increase with the number of observations,
the results are presented for triangular arrays of estimators. Let (Xn) and (Yn) be
two sequences of Borel spaces. Observations will take values in Xn and estimators in
Yn. Classical examples may have Xn = Rd and Yn = Rp be euclidean spaces. We
denote Xn := (Xni )i∈N a sequence of processes of i.i.d random variables taking values
in a Borel space Xn. One can think of estimators as (measurable) functions that map
observations to an element of Yn. For example if Yn = Xn = R the following function
f : (x1, . . . , xn)→ 1n
∑
i≤n xi defines the empirical average. For all n ∈ N, we consider a
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sequence of estimators (fl,n : Π
l
i=1Xn → Yn)l∈N. The associated loss on an observation
x ∈ Xn is measured by a sequence of loss functions (Ln : Xn × Yn → R). Our goal is to
approximate E
[
Ln
(
Xn0 , fln,n(X
n
1 , . . . ,X
n
n ))
]
where ln is the size of the training set.
We define (Kn) to be a non decreasing sequence of integers; and for all integers n ∈ N
we write (Bni )i≤Kn a partition of JnK = {1, . . . , n} that satisfies the following property:
|Bni −Bnj | ≤ 1, ∀i, j ≤ Kn. (2)
This partition is used to define the folds: two observations Xni and X
n
j are in the same
fold if i, j belong to the same Bnk for some k. We abbreviate (X
n
1 , . . . ,X
n
n ) by X
n
1:n
and for all subsets B ⊂ N we write XnB := (Xnl )l∈B . Therefore XnBni denotes all the
observations in the ith fold and XnJnK\Bni all the observations in (X
n
1 , . . . ,X
n
n ) that are
not in the ith fold.
The Kn-fold cross validated risk will involve Kn different estimators, to simplify
matters we write fˆj(X
n) := fn−|Bnj |,n(X
n
JnK\Bnj ) the estimators trained on X
n
JnK\Bnj . For
a given hypothesis f ∈ Yn, we define its risk:
Rn(f) := E(Ln(X˜n1 , f)), (3)
where X˜n1 denotes an independent copy of X
n
1 . Similarly, we define the average loss at
a given observation, and the risk of the estimator:
L¯l,n(x) := E
[Ln(x, fl,n(Xn1:l)], (4)
Rl,n := E
[Ln(X˜n0 , fl,n(Xn1:l, )]. (5)
Note that Rl,n is the quantity we want to approximate. Finally, let bn(i) be the index
of the partition element i belongs to, meaning i ∈ Bnbn(i).
We wish to compare the performance of the two following estimators of the predictive
risk of an estimator:
Rˆcv :=
1
n
∑
i≤n
Ln(Xni , fˆbn(i)(Xn1:n)), (6)
RˆSplit :=
Kn
n
∑
i∈Bn1
Ln(Xni , fˆ1(Xn1:n)). (7)
To do so we need to make some assumption on the stability of the estimating procedure.
In this goal we write X
′
to be an independent copy of the process Xn and for all integers
i, j ∈ N the following processes Xn,i and Xn,i,j are such that
Xn,ik =
{
Xnk if k 6= i,
X
′
i otherwise.
, and Xn,i,jk =
{
Xnk if k 6= i, j,
X
′
k otherwise.
. (8)
We define the following two functionals: for i, j ≤ n and i 6= j, ∇i : (X nn → R)×X nn → R
and ∇i,j : (X nn → R)×X nn → R to be such that,
∇i(f,Xn) := f(Xn)− f(Xn,i), (9)
∇i,j(f,Xn) := ∇i(f,Xn)−∇i(f,Xn,j). (10)
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Finally, we let dW (P,Q) denote the Wasserstein-1 distance between two distributions P
and Q.
Following common conventions in statistics, we may omit the explicit dependency
on Xn where appropriate: for example, we may write fˆj = fˆj(X
n) for our estimator.
Additionally, although all of our results are presented in the triangular setup, we may
often omit the index n in our proofs when it is obvious from the context.
2.2 Main Results
We recall that Rˆ
(
fˆj(X
n)
)
is the conditional expected loss of the (random) estimator
fˆj(X
n) on a new data point. Consider the risk of the ensemble estimator:
Rˆaveragen,Kn :=
1
Kn
∑
j≤Kn
Rn
(
fˆj(X
n)
)
, (11)
it may be viewed as the average risk of the hypotheses obtained from each fold, or
alternatively viewed as the risk of an ensemble hypothesis which randomly selects one
of the learnt hypotheses on a fold. Note that it is still random as it depends on the Kn
different estimates (fˆ1(X
n), . . . , fˆKn(X
n)). Its expected value is:
Rn,Kn :=
1
Kn
∑
j≤Kn
Rn−|Bni |,n, (12)
which can be simplified to Rn−|Bn1 |,n when all blocks have the same size. When studying
the asymptotics of the cross-validated risk estimator Rˆcv, one can study its convergence
to either Rˆaveragen,Kn or alternatively to Rn,Kn. The first one requires weaker conditions,
and is of interest to characterise the performance of Rˆcv as an estimator of the risk of
the ensemble hypothesis (which is itself random). On the other hand, convergence to
Rn,Kn requires somewhat stronger conditions, and is of much broader interest. Indeed,
this is the regime to consider to understand the performance of Rˆcv in estimating the
average performance of the estimator of interest. We present results for both cases.
We start by considering the convergence of Rˆcv to Rˆ
average
n,Kn
. In general, characterizing
such convergence may require stability conditions on the estimators under consideration.
To express these stability conditions, we define βl,n1 (X
n) and βl,n2 (X
n) to be the following
random variables:
βl,n1 (X
n) := ∇1
(Ln(X˜n0 , fl,n(·1:l)),Xn), (13)
βl,n2 (X
n) := ∇1,2
(Ln(X˜n0 , fl,n(·1:l)),Xn). (14)
βl,n1 (X
n) represents the stability of Ln(X˜n0 , fl,n(X1:l)) if the observation X1 were changed
for an independent copy X ′1. This quantifies the first order stability of our model. As for
βl,n2 (X
n), it quantifies the second order stability by measuring the change to βl,n1 (X
n)
if the observation X2 was replaced by an independent copy. Finally, the asymptotic
variance will depend on:
σ2l,n := E
[
Var
(
Ln(X˜, fl,n(Xn)) | fl,n(Xn)
)]
. (15)
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Theorem 1. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn)
be a sequence of predicting functions. Write (Kn) to be an increasing sequence, and let
Nn denote the set of at most two elements Nn = [n−n/Kn, n+n/Kn+1]∩N. Suppose
that the following holds.
H0. The estimators are symmetric, i.e fl,n = fl,n ◦ π for all permutations π ∈ Sl.
H1.
⋃
n∈N
{
Ln(X˜n1 , fl,n(Xn1:l))2 : l ∈ Nn
}
is U.I.
H2. max
l∈Nn
√
n
∥∥βl,n1 (Xn)∥∥L2 = o(1); and maxl∈Nn n
∥∥βl,n2 (Xn)∥∥L2 = o(1).
H3. There exists σ
2
1 > 0, s.t. max
l∈Nn
∣∣σ2l,n − σ21∣∣→ 0 as n→∞.
Then we have that:
dW
(√
n
[
Rˆcv − Rˆaveragen,Kn
]
, N (0, σ21)
)
→ 0, (16)
and additionally if Kn = o(n) then the following holds:
dW
(√ n
Kn
[
Rˆsplit − Rˆ
(
fˆ1(X
n)
)]
, N (0, σ21)
)
→ 0. (17)
Remark 1. If the folds were all of the same size, then the terms maxl∈Nn in the state-
ment of theorem could be deleted. However, if the folds are uneven then some estimators
are trained on datasets with exactly one more observation than the others, hence the term
maxl∈Nn. We note that at each time the maximum is taken on at most two elements.
Remark 2. Theorem 1 implies that the cross validated risks converges
√
Kn times faster
to Rˆaveragen,Kn than the split risk converges to Rˆ
(
fˆ1(X
n)
)
when Kn = o(n).
Under stronger moment conditions one can prove Berry-Esseen bounds. Let Nn
denote the same interval as in theorem 1, and define the following quantities:
S := max
n
max
l∈Nn
∥∥∥Ln(X˜n1 , fl,n(Xn1:ln))
∥∥∥
L4
,
ǫn(∆) :=
√
nmax
l∈Nn
∥∥∥βl,n1 (Xn)∥∥∥L4,
ǫn(∇) := nmax
l∈Nn
∥∥∥βl,n2 (Xn)∥∥∥L4 .
Theorem 2. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn)
be a sequence of predicting functions. Write (Kn) to be an increasing sequence. Suppose
that the following holds:
H0. The estimators are symmetric i.e. fl,n = fl,n ◦ π for all permutations π ∈ Sl,
H1. sup
n
max
l∈Nn
∥∥∥Ln(X˜n1 , fl,n(Xn1:l))∥∥∥
L4
<∞,
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H2.
√
nmax
l∈Nn
∥∥∥βl,n1 (Xn)∥∥∥L4 = o(1); and nmaxl∈Nn
∥∥∥βl,n2 (Xn)∥∥∥L4 = o(1),
H3. There exists σ
2
1 > 0 s.t. max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣→ 0,
then there is a constant C that does not depend on n ∈ N, (fn,l) and (Xn) such that:
dW
(√
n
(
RˆCV − Rˆaveragen,Kn
)
, N (0, σ21)
)
≤ C
{
S(ǫn(∆) + ǫn(∇))+ 1√
n
(S3 + ǫn(∆)2(ǫn(∇) + S)+ Sǫn(∇)2)}
+max
l∈Nn
∣∣σ2l,n − σ21∣∣.
(18)
The previous two theorems characterize the speed of convergence of the cross-validated
risk to the average risk of the Kn different models Rˆ
average
n,Kn
. This is a random quantity
and might not be the key quantity we are interested in. The next theorem studies the
speed of convergence of the cross validated risk to the expected risk (its expectation).
To state it we require some additional notation, let us write:
S(R) := sup
n
nmax
l∈Nn
∥∥∥E[βl,n1 (Xn) | Xn]∥∥∥
L4
, (19)
ǫn(R) := n
3
2 max
l∈Nn
∥∥∥E[βl,n2 (Xn) | Xn]∥∥∥
L4
. (20)
Note that in general, we expect the estimators to be close to the minimizer (among a
certain class) of Rn(f). Therefore we may expect ‖E(βl,n1 (Xn) | Xn)‖ to be smaller than
‖βl,n1 (Xn)‖. This will notably be true for parametric models. A similar intuition is valid
for βl,n2 (X
n).
Although the problem appears similar at first, convergence to Rn,Kn behaves differ-
ently from convergence to Rˆaveragen,Kn , and the asymptotic variances will not be the same
than in theorem 1. To state the theorem more clearly, let (ǫn(σ))n∈N and (ǫn(d))n∈N be
sequences and consider σ1, σ2, ρ ∈ R such that:
max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣ ≤ ǫn(σ),
max
l1,l2∈Nn
∣∣∣l1 Cov(L¯l2,n(X1),E(βl1,n1 (Xn) | X1))− ρ∣∣∣ ≤ ǫn(σ),
max
l∈Nn
∣∣∣lVar[R(fl,n(X1:l))]− σ22∣∣∣ ≤ ǫn(σ),
max
l1,l2∈Nn
n
∥∥∥E[βn,l11 (Xn)− βn,l21 (Xn) | X1]∥∥∥
4
≤ ǫn(d).
(21)
As before, we note that Nn is a set of size 2, and the maximums are not intended to
denote any form of uniform convergence, and simply account for the potentially uneven
splits.
Theorem 3. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn)
be a sequence of predicting functions. Let (Kn) denote any increasing sequence. Suppose
that the following holds:
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H0. The estimators are symmetric, i.e. for all integers l, n, and for all permutations
π ∈ Sn , fl,n = fl,n ◦ π.
H1. sup
n
max
l∈Nn
∥∥Ln(X˜n1 , fl,n(Xn1:l))∥∥L4 <∞,
H2.
√
nmax
l∈Nn
∥∥βl,n1 (Xn)∥∥L4 = o(1), and nmaxl∈Nn
∥∥∥βl,n2 (Xn))∥∥∥L4 = o(1),
H3. nmax
l∈Nn
∥∥E[βl,n1 (Xn) | Xn]∥∥L4 = O(1); and n 32 maxl∈Nn
∥∥E[βl,n2 (Xn) | Xn]∥∥L4 = o(1).
Then there is a constant C1 that does not depend on n, (fn,l), (X
n) and (Ln) such that
the following holds:
dW
(√
n
[
Rˆcv −Rn,Kn
]
, N (0, σ2cv)
)
≤ C1
{(
ǫn(∇) + ǫn(∆) + ǫn(Rˆ)
)(
ǫn(∇) + ǫn(∆) + ǫn
2
(Rˆ) + S + S(R)
)
+
1√
n
(S(R) + S)3 + S(R)ǫn(d) + ǫn(σ)}
(22)
where σ2cv := σ
2
1 + σ
2
2 + 2ρ. Additionally, if Kn = o(n), then there exists C2 which does
not depend on n, (fn,l), (X
n) and (Ln) such that:
dW
(√ n
Kn
(
Rˆsplit −Rn−|Bn1 |,n
)
, N (0, σ2split)
)
≤ C2
{
n−1/2
√
KnS
(S + S(R))2
+
(
ǫn(∆) +
ǫn(∇) + ǫn(R)√
Kn
)S(R)√
Kn
+ ǫn(∆)
2 + ǫn(σ)
}
,
(23)
where σ2split := σ
2
1 + σ
2
2
Remark 3. In theorem 1 the asymptotic variance of the cross-validated risk was the
same as the one of the split risk. This allowed us to conclude that the cross-validated
risk converged
√
Kn times faster than the simple split between train and test. However
in theorem 3 the variances are different. The cross-validated risk converges faster by a
factor of: √
Kn
(
1 +
2ρ
σ21 + σ
2
2
)−1
. (24)
In particular, the value of ρ determines whether a “full” speed-up analogous to theorem 1
takes place. For ρ < 0, we observe a reduction in variance by a factor larger Kn. For
ρ = 0, we observe an exactly Kn times reduction in variance. For ρ > 0, we observe a
reduction in variance by a factor less than Kn.
Remark 4. Theorem 3 only presents a Berry-Esseen bounds. Similarly to theorem 1, a
simple central limit theorems may be obtained under weaker moment conditions. More-
over if the loss functions Ln are uniformly bounded, i.e supn ‖Ln‖∞ < ∞, then it is
sufficient to replace H1 −H3 with first moment conditions.
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3 Estimation of the asymptotic variance and confidence intervals
In the previous section we proved central limit theorems and Berry-Esseen bounds for
the cross-validated risk. Using this, we wish to draw confidence intervals. To do so
we need to be able to estimate the asymptotic variance in a consistent manner. In this
section we propose estimators for σ21 and σ
2
cv; and characterize their speed of convergence
to the desired quantity.
Proposition 1. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln →
Yn) be a sequence of predicting functions. Write (Kn) to be an increasing sequence, and
suppose that the conditions of theorem 2 are respected. Let (Σˆj) denote the empirical
variance of each block:
Σˆ2j (X
n) :=
1
|Bnj | − 1
∑
l∈Bnj
[
Ln(Xnl , fˆj(Xn))−
1
|Bnj |
∑
l∈Bnj
Ln(Xnl , fˆj(Xn))
]2
. (25)
Write Σ2cross :=
1
Kn
∑
j≤Kn Σˆ
2
j(X1:n), it is a consistent estimator of σ
2
1 and the following
holds: ∥∥∥Σ2cross − σ21∥∥∥
L2
≤ 8S√
n
[
S + ǫn(∆)
]
+ ǫn(σ) + o(
1√
n
). (26)
We delay the proof to section 5.5.
We now propose an estimator of σ2cv. However, estimating ρ and σ
2
2 is not straight-
forward. Indeed, σ22 being the variance of Rn(fˆj(X
n)), for the classical empirical es-
timator for σ22 to be consistent requires the number of folds Kn to grow to infinity.
Furthermore, βln,n1 (X
n) is not observable which makes estimating ρ harder. The key
idea we exploit is to notice that E
[
(Rˆcv(X) − Rˆcv(Xi))2
]
is close to σ2cv. We de-
note Rˆ
n/2
cv (x) the K⌊n
2
⌋ cross validated on ⌊n2 ⌋ observations x1:⌊n2 ⌋. We write Xˇi :=
(X1, . . . ,Xi−1,Xi+⌊n
2
⌋,Xi+1, . . . ,X⌊n
2
⌋) the observations X1:⌊n
2
⌋ where the i-th observa-
tions has been replaced by Xi+⌊n
2
⌋.
Proposition 2. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X nn →
Yn) be a sequence of predicting functions. Write (Kn) to be a non-decreasing sequence.
Suppose that the conditions of theorem 3 are respected; and let denote Rˆ
n/2
cv (x) the K⌊n
2
⌋
cross-validated risk on ⌊n2 ⌋ observations. We consider the following estimator:
Sˆ2cv :=
n
2
∑
i≤n
2
[
Rˆn/2cv (X) − Rˆn/2cv (Xˇi)
]2
. (27)
It is a consistent estimator of σ2cv and there is an absolute constant C such that:∥∥∥Sˆ2cv − σ2cv∥∥∥
L1
≤ C
{ 1√
n
(S + S(R))2 + (S + S(R))(ǫ⌊n
2
⌋(∆) + ǫ⌊n
2
⌋(Rˆ) + ǫ⌊n
2
⌋(d)
)
+ ǫ⌊n
2
⌋(σ)
} (28)
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level
n 80% 90% 95%
20 0.8300 0.8920 0.9288
40 0.8316 0.9078 0.9464
100 0.8300 0.9166 0.9520
200 0.8238 0.9108 0.9516
400 0.8068 0.9058 0.9494
800 0.8176 0.9120 0.9550
Table 1: Simulated coverage probability for a ridge regression example.
Remark 5. Note that in many parametric cases the upper bound is of the following
order
∥∥∥Sˆ2cv − σ2cross∥∥∥
L1
= O( 1√
n
).
Proposition 2 implies that the following interval:
[
RˆCV − Sˆcv√
n
Φα
2
, RˆCV +
Sˆcv√
n
Φα
2
]
(29)
is an asymptotically consistent 1− α confidence interval for Rn− n
Kn
. However, we note
that the estimator proposed in proposition 2 is computationally intractable for large
sample sizes and general estimators, due to the requirement of computing leave-one-
out type estimates. However, such computation of fast approximate variants of such
quantities has recently garnered much interest, especially in the context of leave-one-out
cross-validation [10, 3]. In the current work, we present some preliminary results for the
estimation of σ2cv for a ridge estimator, in which case a closed-form solution for Sˆ
2
cv is
possible (see derivation in section 5.7.1). For illustration, we also present some simple
simulation results in table 1. Details of the simulation may be found in section 5.7.2.
We leave further investigation to future work.
4 Parametric estimation
In this section, we present examples in the class of parametric models. This is not
an exhaustive list of examples; but they illustrate the richness of behavior of the cross
validated risk and demonstrate the main points of this paper. Additionally, the univer-
sality of parametric theory enables us to present more explicit formulas for the quantities
which characterize the behaviour of the cross-validated risk. The conditions presented
are sometimes stronger than necessary; but make for simpler proofs which demonstrate
better how to apply our theorems.
Theorem 3 guarantees, under stability conditions, that the cross-validated risk con-
verges
√
Kn
√
1
1+2 ρ
σ2
1
+σ2
2
faster than the simple split risk. We use the term “full speed-up”
to refer to the case where the cross validated risk converges Kn-times faster compared
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to the corresponding train-test split estimator, as if the folds were independent. This
corresponds to ρ = 0. If ρ > 0 is positive then the cross validated risk converges slower
compared to the “full speed-up” case, whereas if ρ < 0 is negative the convergence is even
faster. It is therefore apparent that the covariance term ρ is key. Intuitively one might
expect than the cross-validated risk could not, outside of pathological cases, converge
more than Kn times faster than the split risk. We demonstrate here that this is not the
case.
In section 4.1 under mild conditions we compute ρ for parametric models; and prove
that the conditions of theorem 3 hold. In section 4.3 we give an illustrative example where
ρ > 0 is positive. In section 4.4 we study a case where ρ may take both positive and
negative values for the same estimator, depending on the data-generating distribution.
4.1 General properties of the cross-validated risk for parametric models.
Let (Xi)i∈N denote an i.i.d process, with Xi ∈ X . Write Ψ : X × Rd → R to be a
function, strictly-convex twice-differentiable in its second argument. Define (θˆl,n) to be
the following sequence of estimators:
θˆm,n(X1:n) := argmin
θ∈Rd
1
m
∑
i≤m
Ψ(Xi, θ). (30)
Such an estimator is often called a M-estimator. We evaluate it under a loss L : X×Rd →
R (that may be different from Ψ) which verifies the following conditions:
• For all θ ∈ Rd, ‖L(X1, θ)‖L2 <∞;
• R(θ) := E(L(X1, θ)) is continuously differentiable.
We write Rˆcv be the cross-validated risk evaluated on the loss function L.
Proposition 3 (Computing ρ in parametric models). Let d, k ∈ N be integers, and let
(Xi) denote an i.i.d process. Write Ψ : X × Rd → R be a function strictly-convex and
twice-differentiable in its second argument. Define (θˆl,n) to be the following sequence of
estimators:
θˆm,n(X1:n) := argmin
θ∈Rd
1
m
∑
i≤m
Ψ(Xi, θ). (31)
Let θ∗ := argminθ∈Rd E
[
Ψ(X1, θ)
]
, and consider a loss a function L : X ×Rd → R verify-
ing the conditions stated previously. Additionally, suppose that the conditions (H0)−(H3)
of theorem 3 hold, then we have:
ρ = −Cov
(
∂θR(θ
∗)⊤
(
∂2θE(Ψ(X1, θ
∗))
)−1
∂θΨ(X1, θ
∗), L(X1, θ∗)
)
. (32)
We delay the proof to section 5.8.
Remark 6. Note that if the model is evaluated on the same loss it has been trained on
then Ψ = L. Therefore we have ∂θR(θ∗) = 0 which implies that ρ = 0.
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Conditions (H0)− (H3) of theorem 3 are respected for a large range of models. This
is notably the case under regularity conditions on the losses Ψ and L. Those conditions
are stronger than necessary and can be relaxed at the expense of a more technical proof.
Proposition 4. Let d, k ∈ N be integers, and let (Xi) denote an i.i.d process. Let
Ψ : X × Rd → R and L : X × Rd → R denote functions twice-differentiable in their
second argument. Suppose in addition that Ψ is strictly convex in its second argument.
Define (θˆl,n) to be the following sequence of estimators:
θˆl,n(X1:n) := argmin
θ∈Rd
1
l
∑
i≤l
Ψ(Xi, f). (33)
Let Rˆcv and Rˆsplit denote respectively the cross-validated risk and the split risk evaluated
with the loss L. Let θ∗ := argminθ∈Rd E(Ψ(X1, θ)). Suppose that
sup
θ∈Rd
E
[
L(X1, θ)4
]
<∞, (34)
and that there is an open neighborhood V ∋ θ∗ and some δ > 0 such that following holds:
inf
θ∈V
λmin
{
∂2θΨ(X1, θ)
} a.s≥ δ,∥∥∥sup
θ∈V
∥∥∂θL(X1, θ)∥∥L2(v)
∥∥∥
L16
<∞,
∥∥∥sup
θ∈V
∥∥∂θΨ(X1, θ)∥∥L2(v)
∥∥∥
L16
<∞,
∥∥∥sup
θ∈V
λmax
{
∂2θL(X1, θ)
}∥∥∥
L16
<∞,
∥∥∥sup
θ∈V
λmax
{
∂2θΨ(X1, θ)
}∥∥∥
L16
<∞.
Then the conditions of (H0)− (H3) of theorem 3 are respected, and the following holds:
dW
(√ n
Kn
(
Rˆsplit −R|Bn1 |,n
)
, N (0, σ21 + σ22)
)
→ 0, (35)
dW
(√
n
(
Rˆcv −Rn,Kn
)
, N (0, σ21 + σ22 + 2ρ)
)
→ 0, (36)
where :
GR := ∂θR(θ
∗), GΨ(X1) := ∂θΨ(X1, θ∗), H := E
[
∂2θΨ(X1, θ
∗)
]
,
Σ := Cov(GΨ(X1)), σ
2
1 := Var(L(X1, θ∗)),
σ22 := G
⊤
RH
−1ΣH−1GR, ρ := −Cov
(
G⊤RH
−1GΨ(X1),L(X1, θ∗)
)
.
We delay the proof to section 5.9.
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4.2 Example: full speed-up where Ψ = L
One particular case where the cross-validated estimator is particularly well-behaved is
when the estimator is trained on the same loss as is used for evaluation. In that case,
we have ρ = 0, and the reduction in variance does not depend on the data-generating
distribution.
Proposition 5. Let d, k ∈ N be integers; and (Xi) be an i.i.d process. Write L :
X × Rd → R a function twice-differentiable and strictly convex in its second argument.
Define (θˆl,n) to be the following sequence of estimators:
θˆm,n(X1:n) := argmin
θ∈Rd
1
m
∑
i≤m
L(Xi, θ). (37)
Let θ∗ := argminθ∈Rd E(L(X1, θ)). Suppose that
sup
θ∈Rd
E
[L(X1, θ)4] <∞ (38)
and that there is an open neighborhood V ∋ θ∗ and some δ > 0 such that following holds:
inf
θ∈V
λmin
{
∂2θL(X1, θ)
} a.s≥ δ,∥∥∥sup
θ∈V
∥∥∂θL(X1, θ)∥∥L2(v)
∥∥∥
L16
<∞,
∥∥∥sup
θ∈V
λmax
{
∂2θL(X1, f)
}∥∥∥
L16
<∞
The conditions of (H0)− (H3) of theorem 3 are respected. and the following holds:
dW
(√ n
Kn
[
Rˆsplit −R|Bn1 |,n
]
, N (0, σ2)
)
→ 0, (39)
dW
(√
n
[
Rˆcv −Rn,Kn
]
, N (0, σ2)
)
→ 0. (40)
where σ2 := Var(L(X1, θ∗)).
We note that although proposition 5 may at first appear to include a large range of
models used in practice (given the popularity of empirical risk minimization methods),
it requires the exact same loss to be used for training and testing. In particular, many
common techniques, such as regularizers, or surrogate losses for classification, violate the
assumptions of proposition 5. In those cases, the folds may not behave as if independent,
and we present some examples below.
4.3 Example: ridge regression
One of the most common cases in which the training and evaluation loss may differ is
that we may wish to use a penalizer in the training process. In this section, we present
an example which illustrates how the presence of such a penalizer in the training loss
(but not in the test loss) may affect the convergence of the cross-validated risk.
14
Let (Zi) and (Yi) be a sequence of i.i.d observations in respectively R
d and R; and
λ ∈ R+ be a constant. Define (θˆl,n) be the following sequence of estimators:
θˆm,n(X1:m) := argmin
θ∈Rd
1
m
∑
i≤m
(Yi −X⊤i θ)2 + λ‖θ‖2L2 . (41)
This estimator minimizes a penalized loss (often called ridge loss). However, we are
more often interested in evaluating its performance under the mean-squared loss. Let us
write:
θ∗ := argmin
θ∈Rd
E
[
(Y1 −X⊤1 θ)2
]
+ λ‖θ‖2L2 , θopt := argmin
θ∈Rd
E
[
(Y1 −X⊤1 θ)2
]
. (42)
We define ∆θ := θ∗ − θopt. For a random vector Z we let SZ denote its corresponding
variance-covariance matrix. We can use proposition 3 to analyze the behavior of the
cross-validated risk.
Proposition 6. Let (Zi) be a sequence of i.i.d observations taking value in R
d, with
variance-covariance matrix Σ2; and admitting a fourth moment. Define Yi | Zi ∼
N (Z⊤i θopt, σ2); and write Xi = (Zi, Yi). Let λ ∈ R+ be a constant. Define (θˆm,n)
to be the following sequence of estimators:
θˆm,n(X1:m) := argmin
θ∈Rd
1
l
∑
i≤m
(Yi − Z⊤i θ)2 + λ‖θ‖2L2. (43)
The following holds:
ρ = −2∆⊤θ SX
(
SX + λI
)−1(
SXX⊤∆θ + 2σ
2SX
)
∆θ.
In the special case where X ∼ N (0, SX ), we have in addition that:
σ21 = 2(∆
⊤
θ SX∆θ + σ
2)2,
Σ = (∆⊤θ SX∆θ + σ
2)SX + (SX∆θ)(SX∆θ)
⊤,
ρ = −4(∆⊤θ SX∆θ + σ2)∆⊤θ SX(SX + λI)−1SX∆θ.
We note that here ρ < 0 in general, and its impact varies depending on the various
parameters of the underlying distribution and of the estimator. For illustration, we also
present some empirical results in table 2 for 2-fold cross-validation.
4.4 Example: linear discriminant analysis
In the context of classification, we are often interested in metrics such as the accuracy
(i.e. 0− 1 loss) or other normalized variants. Due to the non-smooth nature of the 0− 1
loss, models are most often trained on some smooth surrogate loss. As proposition 3
predicts, this may lead to different behaviours in the speed of convergence of the cross-
validated risk. The example we present in this section is particularly interesting, as the
value of ρ may vary substantially depending on the true data generating distribution.
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n nVar Rˆsplit nVar Rˆcv Speedup
50 8.08 (0.06) 2.78 (0.02) 2.90 (0.03)
100 7.65 (0.05) 2.42 (0.02) 3.16 (0.03)
200 7.45 (0.05) 2.30 (0.01) 3.24 (0.03)
500 7.15 (0.05) 2.19 (0.01) 3.27 (0.03)
1000 7.23 (0.05) 2.14 (0.01) 3.38 (0.03)
∞ 7.140 2.124 3.362
Table 2: Observed performance of 2-fold cross-validation for a ridge estimator. Parenthe-
ses denote standard error. n =∞ denotes the value computed according to proposition 6.
Let (Yi) be an i.i.d Bernoulli process of parameter 1/2. Let F1, F2 be two different
c.d.f admitting continuous p.d.f. g1 and g2 respectively. We write Eg1(·) (resp. Eg2(·))
the expectation taken with respect of the distributed generated by g1 (resp. by g2). Let
µ1 = Eg1(Z) and µ2 = Eg2(Z), and assume w.l.o.g. that µ1 > µ2. Define (Xi) and (Zi)
to be the processes such that
Zi | Yi := Yig1(·) + (1− Yi)g2(·), Xi := (Zi, Yi). (44)
Our goal is to build a classifier that predicts the latent value of Y˜ given Z˜. In this
example, we consider the classical linear discriminant analysis method. Define µˆ1(X) :=
2
n
∑
i≤n Zi I(Yi = 1) and µˆ2(X) :=
2
n
∑
i≤n Zi I(Yi = 0). Then given a new observation
Z˜ we predict Y˜ as:
Cn(Z˜) := I
{
(Z˜ − µˆ1)2 − (Z˜ − µˆ2)2 < 0
}
. (45)
We denote our estimator fˆn(X) := (µˆ1(X), µˆ2(X)). In this classification framework, we
wish to evaluate our estimators under the 0− 1 loss:
L(X˜) := I
(
Y˜ 6= Cn(Z˜)
)
(46)
Proposition 7. Consider the classification setup described above. Let the number of
folds be K = 2. We have that:
dW
(√n
2
[
Rˆsplit −Rn
2
,n
]
, N (0, σ2)
)
→ 0, (47)
dW
(√
n
[
Rˆcv −Rn
2
,n
]
, N (0, σ2 + 2ρ)
)
→ 0. (48)
where:
µ :=
µ1 + µ2
2
, ∆ := g1(µ)− g2(µ), q := F1(µ)− F2(µ) + 1,
σ2 :=
∆2
8
[
Varg1(Z) + Varg2(Z) +
1
2
(µ1 − µ2)2
]
+ q(1− q),
ρ :=
∆
4
[
Eg2
(
XI(X > µ)
)
+ Eg1
(
XI(X ≤ µ)
)
− 2qµ
]
.
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Slow Fast
n nVar Rˆsplit nVar RˆCV Speedup nVar Rˆsplit nVar RˆCV Speedup
40 1.44 (0.01) 0.83 (0.01) 1.72 (0.02) 0.43 (0.01) 0.19 (0.00) 2.31 (0.04)
80 1.87 (0.02) 1.10 (0.01) 1.71 (0.03) 0.43 (0.00) 0.18 (0.00) 2.34 (0.03)
160 1.93 (0.04) 1.13 (0.02) 1.71 (0.04) 0.42 (0.00) 0.18 (0.00) 2.33 (0.03)
320 1.32 (0.04) 0.78 (0.02) 1.69 (0.07) 0.43 (0.00) 0.18 (0.00) 2.39 (0.04)
640 0.66 (0.02) 0.40 (0.01) 1.63 (0.08) 0.43 (0.00) 0.18 (0.00) 2.34 (0.03)
1280 0.53 (0.01) 0.33 (0.00) 1.60 (0.03) 0.44 (0.00) 0.18 (0.00) 2.41 (0.03)
2560 0.53 (0.01) 0.33 (0.00) 1.62 (0.02) 0.44 (0.00) 0.18 (0.00) 2.37 (0.03)
5120 0.53 (0.01) 0.33 (0.00) 1.62 (0.02) 0.43 (0.00) 0.18 (0.00) 2.36 (0.03)
∞ 0.534 0.326 1.638 0.438 0.185 2.367
Table 3: Variance of train-test split and 2-fold cross-validated accuracy for LDA. Paren-
theses denote standard error. n =∞ denotes the value computed according to proposi-
tion 7.
Proof. We report the proof to section 5.10.
In the case of LDA, we see that the potential speed-up may have a variety of behaviors,
depending on the value of ρ. For example, in the case where g1, g2 are two instances
of a gaussian location family, it is not difficult to check that ∆ = 0 and hence ρ = 0.
However, other distributions may exhibit different behaviors, and in particular, we wish
to emphasize that the observed speed-up is not a property solely of the estimator, but
rather jointly of the estimator and the distribution of the data. For example, we present
two distributional settings in table 3, which yield two different regimes. In the “slow”
regime, we consider a setup where F1 ∼ Γ(10, 0.15) and F2 ∼ Γ(1, 1), whereas in the
“fast” regime, we consider a setup where F1 ∼ Γ(1, 10) and F2 ∼ Γ(1, 1). We observe that
the speedup for two-fold cross-validation is slower than two in the slow regime, whereas
it is faster than two in the fast regime.
4.5 Counter-examples and remarks on conditions
In this paper we focused on studying the case of asymptotically normal cross-validated
risk. To do so we imposed the conditionsH0 –H3. In this subsection, we give examples of
cases where those conditions are violated and the asymptotic distribution is not normal.
We observe in those cases that the cross-validated risk behaves quite differently than
when it is asymptotically normal.
4.5.1 Random speed-up: nearest neighbours
We propose here, as a counter-example, an estimation framework that does not satisfy
(H2) of theorem 1 and whose cross-validated risk does not satisfy the conclusion of
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theorem 1. Consider an i.i.d process (Zi)i∈N uniformly distributed Zi ∼ U [0, 1], and
define for all i ∈ N:
Yi := I(Zi ≤ 1
2
), Xni =
(
Zi, Yi
)
. (49)
Suppose that we wish to build a classifier for Y = I(Z ≤ 12) given an observation Z.
An idea could be to use a nearest neighbour classifier, i.e a classifier fn : [0, 1]× [0, 1]n ×
{0, 1}n → {0, 1} which is defined in the following way:
fn(z, Z1:n) = Yc(z,Z1:n), ∀z ∈ [0, 1] (50)
where c(z, Z1:n) := argmini≤n|Zi− z| denotes the index of the observation Zni closest to
z. The misclassification risk of this estimator will decrease to 0 at a speed of order O( 1n).
The non-vacuous loss function to consider is:
Ln(y, fn(z,Xn1:n)) :=
√
n× I(y 6= fn(z,Xn1:n)) (51)
We can estimate the expected loss, on a new observation, by a 2-fold cross-validation
procedure. However the error will not converge to a Gaussian distribution, and the
“speed-up” is random. We also remark that ǫn(∇) does not converge to zero; and hence
the conditions of theorem 1 do not hold.
Proposition 8. We have the following: the sequence
(Ln(Y˜ , fn(Z˜,Xn1:n))2)l≤n is U.I;
but maxl∈Nn
√
n
∥∥βl,n1 (X)∥∥L2 = O(1).
Additionally, let N1, N2
i.i.d∼ exp(0.5), U1, U2 i.i.d∼ exp(1) and s1, s2 i.i.d∼ Unif({−1, 1}),
then we have that:
√
nRˆcv
d−→ I(s1s2 = −1)
[
I(rd1 ≥ 0)
[
1 + Poisson(rd1)
]
+ I(rd2 ≥ 0)
[
1 + Poisson(rd2)
]]
+ I(s1s2 = 1)
[
I(rs1 ≥ 0)
[
1 + Poisson(rs1)
]
+ I(rs2 ≥ 0)
[
1 + Poisson(rs2)
]]
√
nRˆsplit
d−→ Poisson(N1)
where we have written:
rd1 := s1N1 + s2U2, r
d
2 := s2N2 + s1U1,
rs1 := r
d
1 − 2s2N2, rs2 := rd2 − 2s1N1.
Remark 7. We note that the magnitude of
√
nRˆsplit compared to the one of
√
nRˆcv is
random as it depends on the relative size of U1, U2, N1 and N2.
We delay the proof to section 5.11.
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4.5.2 Noiseless models
We present an example where hypothesis H3 does not hold, often called “noise-free” or
“realizable” setting, although the terminology is somewhat misleading as L(X, θˆ) does
not vanish, but rather its variance vanishes. We consider the problem of estimating a
mean in a symmetric Bernoulli model. More specifically, suppose that (Xi) is uniformly
distributed on {±1}, and our estimator is given by:
θˆ = argmin
θ∈R
n∑
i=1
(yi − θ)2 = 1
n
n∑
i=1
yi. (52)
We note that in our case, with the natural loss L(x, θ) = (x− θ)2, we have that:
σ2m,n = E[Var((y − θˆ)2 | θˆ)] = 4Eθˆ2 =
1
m
.
In particular, we have that σ2m,n → 0, which would lead to a degenerate limit in the
regime of theorem 3. Therefore we may choose to work with the rescaled loss Ln(x, µ) :=√
n(x − µ)2, but we note that such a loss does not satisify the stability conditions of
theorem 3.
Proposition 9. Let (Xi) be an i.i.d process with marginal Xi ∼ unif{−1,+1}. Let Ln
denote the rescaled square loss loss function Ln : (x, θ) 7→
√
n(x − µ)2. The estimators
(θˆm,n) are such that they respect:
θˆm,n := argmin
θ∈R
1
m
∑
i≤n
Ln(Xi, θ). (53)
Define (Yi)
i.i.d∼ N(0, 1) to be i.i.d normal. The K fold cross-validated risk satisfies:
n
[
RˆCV − 1
]
d−→ 1
4K
∑
i≤K
[
Yi − 1
K − 1
K∑
j 6=i
Yj
]2
.
We note in particular that the limiting distribution is not normal. The proof is a
direct computation using the properties of quadratic forms of i.i.d. normal variables,
and is omitted.
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5 Proofs
5.1 Preliminary propositions
We first present a few known results which will be of use in our proofs. The martingale
central limit theorem is an important tool that we use to establish theorem 1. An
introduction may be found in [4], we reproduce the statement here for completeness.
Proposition 10 (Martingale Central Limit Theorem). Let (Si,n,Fi)i,n∈N be a triangular
array of martingales with martingale differences Yi,n := Si,n − Si−1,n. Suppose that:
• For all positive ǫ > 0, we have that:
∑
i≤n E
[
Y 2i,nI(|Yi,n| ≥ ǫ) | Fi−1
]→ 0,
• There exists a r.v. σ which is F∞-measurable such that
∑
i≤n E
[
Y 2i,n | Fni−1
] P−→ σ2.
Then we have that: Si,n
d−→ σZ, where Z ∼ N(0, 1).
We will repeatedly make use of the Efron-Stein inequality, which helps us prove
that the empirical variance concentrates. It is used in the proof of theorems 1 to 3,
proposition 1, and proposition 2. It is a standard tool for concentration, and a reference
may be found in [2]. We reproduce the statement here for completeness.
Proposition 11 (Efron-Stein inequality). Let (Xi) be an i.i.d process taking value in
X and h : X n → R be a measurable function. If h(X1:n) admits a second moment then
the following holds:
Var
[
h(X1:n)
]
≤
n∑
i=1
E
[(
h(X1:n)− h(Xi1:n)
)2]
. (54)
Finally, the proofs of theorems 2 and 3 adapt the Stein’s method for central limit
theorems (see [8] for a general introduction). It is based on the following observation
that for any real-valued random variable W and standard normal random variable Z we
have:
dW (W,Z) ≤ sup
f∈F
∣∣E[Wf(W )− f ′(W )]∣∣, (55)
where F is the following function class:
F :=
{
f ∈ C2(R) ∣∣ ‖f‖∞ ≤ 1, ‖f ′‖∞ ≤
√
2/π, ‖f ′′‖∞ ≤ 2
}
. (56)
5.2 Proof of theorem 1
The proof for the train-test split risk is very similar to the proof the cross validated risk;
and we therefore only include the proof for the latter. For ease of notation we drop
the superindex n from the interpolating processes Xn,i and Xn,i,j; and instead write
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Xi := Xn,i and Xi,j := Xn,i,j. Let (Fni ) denote filtration given by F
n
i := σ(X
n
1 , . . . ,X
n
i ),
and let Kin, S
i
n be defined as:
Kin(X
n) := L(Xni , fˆb(i)(Xn))−Rn(fˆbn(i)(Xn)), (57)
Sin(X
n) :=
1√
n
∑
l≤n
E
[
K ln(X
n) | Fi
]
, (58)
Y in(X
n) := Sin − Si−1n . (59)
Note that (Sin,F
n
i ) forms a triangular array of martingales. To prove the desired result
we will use proposition 10. In the rest of the proof, to simplify notations we write
Kin := K
i
n(X
n). Before we start, it will be useful to note that:
Y in =
1√
n
E
[
Kin +
∑
l 6∈Bn
bn(i)
∇iK ln | Fni
]
. (60)
Proof of theorem 1. We start by noting that for all sets A ∈ Fni the following holds:
nE
[
I(A)(Y ni )
2
] (a)
≤ 2E[I(A)(Kin)2]+ 2E[( ∑
l 6=b(i)
∑
j∈Bl(i)
∇iK ln
)2]
(b)
≤ 4 max
ln∈Nn
E
[
I(A)L(X˜1, fl,n(X1:l))2
]
+ 4P(A) max
ln∈Nn
E
[
L(X˜1, fl,n(X1:l))2
]
+ 2
∑
l,j 6∈Bn
bn(i)
E
[
(∇iK ln)(∇iKjn)
]
.
(61)
where (a) and (b) are consequences of Jensen inequality. Using H1 we can see that
if we prove that
∑
l,j 6∈Bn
bn(i)
E
[∇iK ln ∇iKjn] → 0 then we have that for all ǫ > 0 the
following holds:
∑
i≤n E
(
Y 2i,nI(|Yi,n| ≥ ǫ) | Fi−1
) → 0. If j, l belongs to the same block,
i.e. bn(j) = bn(l), but are distinct, i.e. j 6= l, then by conditional independence we
obtain that:
E
[∇iK ln ∇iKjn]
= E
[
E
[
K ln −K ln(Xi) | XJnK\{j,l},Xi
]
E
[
Kjn(X) −Kjn(Xi) | XJnK\{j,l},Xi
]]
= 0.
(62)
If j, l belong to different blocks, i.e. bn(j) 6= bn(l) then we have that:
∣∣E[∇iK ln ∇iKjn]∣∣ (a)= ∣∣E[∇i,jK ln ∇i,jKjn]∣∣
≤ max
l∈Nn
∥∥βl,n2 ∥∥2L2 (63)
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where (a) is a consequence of the following identity:
E
[∇iK ln (Kjn(X l)−Kjn(Xi,l))]
= E
[
E
[∇iK ln | X l]× (Kjn(X l)−Kjn(Xi,l))]
= 0
(64)
Therefore using eq. (60) we obtain that:
∑
l,j 6∈Bn
bn(i)
E
[∇iK ln ∇iKjn] ≤ n2 max
ln∈Nn
∥∥βln,n2 ∥∥2L2 + n maxln∈Nn
∥∥βln,n1 ∥∥2L2 → 0. (65)
Therefore the first point is proven.
Remains to show that
∑
i≤n E
[
(Y in)
2 | Fni−1
] P−→ σ21. Using similar arguments to
previously we can note that:
1
n
∑
i≤n
E
[( ∑
l 6∈Bn
bn(i)
∇iK ln
)2]→ 0, (66)
and we therefore have that:
∑
i≤n
E
[
(Y in)
2 | Fni−1
]
=
1
n
∑
j≤Kn
|Bnj |Var
[Ln(X˜1, fˆj) | X] + op(1). (67)
Using H4 we know that
1
n
∑
j≤Kn |Bnj | E
[
Var
[Ln(X˜1, fˆj) | X]] = σ21 + o(1). Hence suf-
fices to show that 1n
∑
j≤Kn |Bnj |Var
[Ln(X˜1, fˆj(X)) | X] concentrates around its ex-
pectation. We wish to use Efron-Stein inequality. However, to handle the case where
Var
[Ln(X˜1, fˆj) | X] does not have a second moment, we first need to truncate it. Let
us introduce the following clipping function:
g(x,M) =


x if |x| ≤M,
−M if x ≤ −M,
M otherwise.
(68)
Remark that g(·,M) is 1-Lipchitz for all M ∈ R+. Let (γn) be an increasing sequence
such that (i) γn →∞, (ii) γnmaxl∈Nn
∥∥βl,n1 (X)∥∥L2 → 0. Then we have
1
n
∑
j≤Kn
|Bnj |Var
[Ln(X˜1, fˆj) | X]
=
1
n
∑
j≤Kn
|Bnj |
{
Var
[Ln(X˜1, fˆj) | X]−Var[g(Ln(X˜1, fˆj), γn) | X]}
+
1
n
∑
j≤Kn
|Bnj | Var
[
g
(Ln(X˜1, fˆj(X)), γn) | X]
≤ (a1) + (a2).
(69)
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We will bound each term successively. First, using hypothesis H1 we have that:
(a1) =
1
n
∑
j≤Kn
|Bnj |
{
Var
[Ln(X˜1, fˆj) | X]−Var[g(Ln(X˜1, fˆj), γn) | X]}
= op(1).
(70)
Therefore it is enough to prove that (a2) concentrates. For this note that by the Efron-
Stein inequality we have:
Var
[ 1
n
∑
j≤Kn
|Bnj |Var
[
g
(Ln(X˜1, fˆj), γn) | X]]
≤ 1
n2
∑
j≤n
∥∥∥ ∑
l≤Kn
|Bnl |
{
Var
[
g
(Ln(X˜1, fˆk), γn) | X] −Var[g(Ln(X˜1, fˆk(Xj)), γn) | Xj]}∥∥∥2
L2
(a)
≤ 4
n2
∑
j≤n
∥∥∥ ∑
l≤Kn
|Bnl |
{
g
(Ln(X˜1, fˆk(X)), γn)2 − g(Ln(X˜1, fˆk(Xj)), γn)2}∥∥∥2
L2
≤ 4
n2
∑
j≤n
∑
l,k≤Kn
|Bnl ||Bnk |
∥∥∥{g(Ln(X˜1, fˆk(X)), γn)2 − g(Ln(X˜1, fˆk(Xj)), γn)2}
×
{
g
(Ln(X˜2, fˆl(X)), γn)2 − g(Ln(X˜2, fˆl(Xj)), γn)2}∥∥∥2
L2
(b)
≤ 16γ2n
1
n2
∑
j≤n
( ∑
l≤Kn
|Bnl |
∥∥Ln(X˜1, fˆl(Xn))− Ln(X˜1, fˆl(Xj))∥∥L2
)2
≤ 16γ2nnmax
l∈Nn
∥∥βl,n1 (Xn)∥∥2L2 → 0
(71)
where (a) is a consequence of the Cauchy-Swartz inequality; and (b) comes from the
fact that firstly
∣∣g(·, γn)∣∣ is upperbounded by γn and secondly that g(·, γn) is 1-Lipchitz.
This implies that
∑
i≤n E
[
(Y ni )
2 | Fni−1
] P−→ σ2. We may conclude by proposition 10.
5.3 Proof of theorem 2
Proof. The key idea will be to use Stein method to prove the desired result. We only
present the proof for the cross validated risk, as the other case is very similar and can
be easily deduced from the one presented here. For simplicity of notations we will drop
the superindex n when writing the processes: for example we write X instead of Xn and
Xi instead of Xi.
Let (Fi) denote filtration given by: Fi := σ(X1, . . . ,Xi), and let K
i
n,Wn,W
i
n be
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defined as:
Kin(X) := Ln(Xi, fˆb(i)(X)) −Rn(fˆbn(i)(X)), (72)
Wn(X) :=
1√
n
∑
j≤n
Kjn(X), (73)
W in(X) := E
[
Wn(X) | XJnK\i
]
. (74)
By abuse of notation, we write Kin = K
i
n(X), Wn :=Wn(X) and W
i
n :=W
i
n(X). Before
diving into the proof we note that:
E
(
Wn | X
)− E(Wn(Xi) | X) =Wn −W in. (75)
We are now ready to consider the main body of the proof. We recall Stein’s principle
for central limit theorems. Let Z denote a standard random normal variable and σ > 0,
then:
dW (Wn, σZ) ≤ sup
H∈F
∣∣∣E(WnH(Wn)− σ2H ′(Wn))∣∣∣, (76)
where dW denotes the Wasserstein distance and F denotes the set of twice-differentiable
functions with first and second derivatives uniformly bounded by 1.
For any function H ∈ F this can be re-expressed as
E
(
WnH(Wn)− σ2H ′(Wn)
)
=
∑
i≤n
{
E
(
KinH(W
i
n)
)
+ E
(
Kin
[
H(Wn)−H(W in)− [Wn −W in]H ′(Wn)
])
+ E
(
Kin[Wn −W in]H ′(Wn)− σ2H ′(Wn)
)}
= (a) + (b) + (c).
(77)
We bound each respective term and show that they converge to zero. To begin, note
that for all integers i ≤ n we have:
(a) = E
(
KinH(W
i
n)
)
= E
(
E
(
KinH(W
i
n) | XJnK\i
))
(a1)
= E
(
H(W in)E
(
Kin | XJnK\i
))(a2)
= 0
(78)
where to get (a1) we used the fact that Wn,i is σ
(
XJnK\i
)
measurable and to get (a2)
that E
(
Kin | XJnK\i
)
= 0.
Secondly, we want to upper bound (b). Let us introduce Di,jn := ∇iKjn. We remark
that it can also be written in the following fashion:
Di,jn (X) = Ln(Xj , fˆbn(l)(X)) − Ln(Xj , fˆbn(j)(Xi))
−
[
Rn
(
fˆbn(l)(X)
) −Rn(fˆbn(j)(Xi))]. (79)
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As for Kin, we abuse notations and write D
i,j
n = D
i,j
n (X). Note that
W in = E(Wn(X
i) | X) (80)
= E
[Ln(Xi, fˆbn(i)) +∑
j 6∈Bn
bn(i)
Ln(Xj , fˆbn(j)) | Xi
]
. (81)
This implies that the following equality holds
Wn −W in = Ln(Xi, fˆbn(i)(X)) −Rn
(
fˆb(i)(X)
)
+
∑
j 6∈Bn
bn(i)
Di,jn
= Kin +
∑
l 6∈Bn
bn(i)
Di,jn . (82)
Therefore for all integers i ≤ n, by Taylor expansion there is W˜n ∈ [Wn,W in] such that
the following holds:
|(b)| ≤ ∣∣E(Kin[H(W )−H(W in)− [Wn −W in]H ′(Wn)])∣∣
≤ 1
2
∣∣E(Kin[Wn −W in]2H ′′(W˜n))∣∣
(a)
≤ E
(
|Kin|(Wn −W in)2
)
≤ 2
n
3
2
{
‖Kin‖3L3 +
∑
j,k 6∈Bn
bn(i)
∣∣E(|Kin|Di,jn Di,kn )∣∣}.
(83)
where to get (a) we exploited the fact that H ∈ F is in the Stein function class and there-
fore that supx |H ′′(x)| ≤ 2. The following upper bound holds: ‖Kin‖3L3 ≤ S3. Therefore
if we upper bound
∑
j,k 6∈Bn
bn(i)
∣∣∣E(|Kin|Di,jn Di,kn )∣∣∣ we will have successfully upperbounded
eq. (83). To do so we proceed differently depending: (i) if j 6= k or if (ii) j = k. We will
first work on all indexes j, k ∈ N, j 6= k. We have:
E
(|Kin|Di,jn Di,kn ) (a)= E(Di,kn {|Kin|Di,jn − |Kin(Xk)|Di,jn (Xk)})
= E
(
Di,kn ∇k
{|Kin|Di,jn }), (84)
where (a) is a consequence of the following equality
E
(
Di,kn |Kin(Xk)|Di,jn (Xk)
)
= E
[
E
(
Di,kn | XJnK\{k}
)
× E
(
|Kin(Xk)|Di,jn (Xk) | Xk
)]
= 0.
(85)
As we have: ∇k
{|Kin|Di,jn } = |Kin|∇k{Di,jn }+Di,jn (Xk)∇k{|Kin|}, we can write:
E
(
Di,kn ∇k
{|Kin|Di,jn }) = E(|Kin|Di,kn ∇k{Di,jn })+ E(Di,j(Xk)Di,kn ∇k{|Ki(X)|}). (86)
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Using a similar argument than in eq. (84), we can bound the first term on the right hand
side of eq. (86) in the following way:
∣∣∣E(|Kin|Di,kn ∇k{Di,jn })∣∣∣
=
∣∣∣E(∇j{|Kin|Di,kn } ∇k{Di,jn })∣∣∣
=
∣∣∣E(|Kin| ∇j{Di,kn } ∇k{Di,jn }) + E(Di,k(Xj) ∇j{|Kin|} ∇k{Di,jn })∣∣∣
≤ max
l∈Nn
∥∥Ln(X˜, fl,n(X1:l))∥∥L3∥∥βl,n2 (Xn)∥∥2L3
+max
l∈Nn
∥∥βl,n1 (Xn)∥∥2L3∥∥βl,n1,2(Xn)∥∥L3
≤ 1
n2
{
Sǫn(∇)2 + ǫn(∆)2ǫn(∇)
}
. (87)
Moreover we have:
E
(
Di,jn (X
k)Di,kn ∇kKin
)
≤ ǫn(∆)
3
n
3
2
. (88)
This implies that
∣∣∣E(Di,kn ∇k{|Kin|Di,jn })∣∣∣ ≤ ǫn(∆)2ǫn(∇) + Sǫn(∇)2n2 + ǫn(∆)
3
n
3
2
. (89)
This establishes a bound for
∣∣∣E(Di,kn ∇k{|Kin|Di,jn })∣∣∣ if j 6= k. On the other hand, if j = k
then we have:
E
(
|Kin|(Di,jn )2
)
≤ ǫn(∆)
2S
n
. (90)
We therefore obtain that:
|(b)| ≤ 2√
n
[
S3 + ǫn(∆)2S + ǫn(∆)2ǫn(∇) + Sǫn(∇)2 +
√
nǫn(∆)
3
]
. (91)
Now define:
δn :=
2√
n
[
S3 + ǫn(∆)2S + ǫn(∆)2ǫn(∇) + Sǫn(∇)2 +
√
nǫn(∆)
3
]
. (92)
then we have that:∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣E(H ′(Wn)Kni [Wn −W in]− σ2H ′(Wn))∣∣∣∣∣ ≤ δn. (93)
Therefore it suffices to upper bound:
sup
H∈F
∣∣∣E(H ′(Wn)Kni [Wn −W in]− σ2H ′(Wn))∣∣∣. (94)
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Let us bound the previous quantity:∣∣∣E(H ′(Wn)[∑
i≤n
Kni [Wn −W in]− σ21
])∣∣∣
(a)
≤
∥∥∥∑
i≤n
Kni [Wn −W in]− σ21
∥∥∥
L1
(b)
≤ 1
n
∑
i≤n
∥∥Kin ∑
k 6∈Bn
bn(i)
Di,kn
∥∥
L1
+
[
Var
(∑
i≤n
Kin
)] 1
2
+
1
n
∑
i≤n
∣∣∣E[Var(L(Xi, fˆbn(i)) | fˆbn(i))]− σ21∣∣∣
≤ (d) + (e) + max
l∈Nn
∣∣σ2l,n − σ21∣∣,
where (a) is due to the fact that |H ′(u)| ≤ 1 for all u ∈ R and H ∈ F , and where (b) is
a consequence of eq. (82) and the triangle inequality.
We start by bounding the term (d). By the Cauchy-Schwarz inequality we have:
1
n
∑
i≤n
∥∥Kin ∑
l 6∈Bn
bn(i)
Di,ln
∥∥
L1
≤ max
i≤n
‖Kin‖L2
∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥
L2
(95)
By a similar argument as in (84), we can establish that∥∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥∥2
L2
=
∑
j,l 6∈Bn
bn(i)
E
(
Di,ln D
i,j
n
)
=
∑
j 6=l
E
(
(∇jDi,ln )Di,jn
)
+
∑
j≤n
E
[
(Di,jn )
2]
=
∑
j 6=l
E
(
∇jDi,ln ∇lDi,jn
)
+
∑
j≤n
E
[
(Di,jn )
2]
≤ ǫn(∇)2 + ǫn(∆)2.
(96)
Therefore we have that |(d)| ≤ S
[
ǫn(∆) + ǫn(∇)
]
. Finally, we finish by bounding (e).
By Efron-Stein we have:
(e)2 ≤ 1
n2
Var
(∑
i≤n
Kin
)
≤ 1
n2
∑
j≤n
E
[(∑
i≤n
∇jKin
)2]
=
1
n2
∑
j≤n
∑
i,k≤n
E
[
∇j{Kin} ∇j{Kkn}
]
≤ 1
n2
∑
j≤n
[∑
i≤n
∥∥∇jKin∥∥L2
]2
≤ S2ǫn(∆)2
(97)
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Therefore we established that
dW (Wn, σZ) ≤ 2√
n
[
S3 + ǫn(∆)2S + ǫn(∆)2ǫn(∇) + Sǫn(∇)2 +
√
nǫn(∆)
3
]
+max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣+ S[ǫn(∇) + 2ǫ(∆)].
(98)
5.4 Proof of theorem 3
Proof. Our proof is based on Stein’s method for central limit theorems. We present the
main proof in the case of the cross-validated risk. As the proof for the split risk is similar,
we present it inline marked by a margin delineator on the left. For ease of notation we
drop the superindex n from the processes: For exemple we write X instead of Xn and
Xi instead of Xn,i.
Let (Fi) denote filtration given by: Fi := σ(X1, . . . ,Xi), and let (Wn), (W
i
n) be
defined as:
Wn(X) :=
1√
n
∑
j≤n
L(Xj , fˆb(j)(X))−R|Bbn(j)|, (99)
W in(X) := E(Wn | XJnK\i). (100)
Similarly as in theorem 2 we abuse notations and write Wn := Wn(X) and similarly
W in := W
i
n(X), and define ∆i,n := E(Wn | Fi) − E(Wn | Fi−1). Before diving into the
proof we note that
E
(
Wn | Fi
)− E(Wn(Xi) | Fi) = E(Wn | Fi)− E(Wn | Fi−1) = ∆i,n, (101)
and
E
[
Wn | X
] − E[Wn(Xi) | X] =Wn −W in. (102)
We are now ready to dive into the main body of the proof. We recall the principle
lemma of Stein’s method. Let Z ∼ N (0, 1), then we have:
dW (Wn, σcvZ) ≤ sup
H∈F
∣∣E(WnH(Wn)− σ2cvH ′(Wn))∣∣. (103)
For any function H ∈ F this can be re-expressed as:
E
(
WnH(Wn)− σ2cvH ′(Wn)
)
=
∑
i≤n
{
E
(
∆i,nH(W
i
n)
)
+ E
(
∆i,n
[
H(Wn)−H(W in)− [Wn −W in]H ′(Wn)
])
+ E
(
∆i,n[Wn −W in]H ′(Wn)− σ2cvH ′(Wn)
)}
(104)
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We will bound each term and show that it converges to zero. Similarly as in the
proof of theorem 2, for all integer i ≤ n we have:
E
[
∆i,nH(W
i
n)
]
= E
[
E
(
∆i,nH(W
i
n) | XJnK\{i}
)]
(a)
= E
[
H(W in)E
(
∆i,n | XJnK\{i}
)]
(b)
= 0,
where to get (a) we used the fact that W in is measurable with respect to σ
(
XJnK\{i}
)
and
to get (b) that E
[
∆i,n | XJnK\{i}
]
= 0. Having bounded the first term of eq. (104) we
now wish to upper-bound
∣∣E(∆i,n[H(W )−H(W in)− [Wn−W in]H ′(Wn)])∣∣. Let us write:
Di,ln (X) := Ln(Xl, fˆbn(l)(X)) −Ln(Xl, fˆbn(l)(Xi))−
[
Rn
(
fˆl(X
n)
)−Rn(fˆl(Xi))],
Kin(X) := E
[
Ln(Xi, fˆbn(i)(X)) | Fi
]
− E
[
Ln(Xi, fˆbn(i)(X)) | Fi−1
]
,
Rni (X) :=
∑
k 6=bn(i)
|Bk|E
[
Rn(fˆk(X)) | Fi
]− ∑
k 6=bn(i)
|Bk|E
[
Rn(fˆk(X)) | Fi−1
]
.
(105)
We remark that:
√
nWn =
∑
i≤n
(
Ln(Xi, fˆbn(i))−R(fˆbn(i)) +R(fˆbn(i))−Rn−|Bnbn(i)|
)
. (106)
Using the previously established fact that ∆i,n = E
[
Wn −Wn(Xi) | Fi
]
we obtain that:
√
n∆i,n = K
i
n +Rni +
∑
l 6∈Bn
bn(i)
E
[
Di,ln | Fi
]
,
(107)
from which we deduce that:
√
n∇iWn = Ln(Xi, fˆbn(i))− Ln(X ′i, fˆbn(i)) +
∑
k 6=bn(i)
|Bk|∇iRn(fˆk) +
∑
l 6∈Bn
bn(i)
Di,ln . (108)
In the case of the split risk, we obtain different formulation for ∆i,n depending on
which block the ith observation belongs to. Indeed we have that:
√
n∆i,n =


Kin if i ∈ B1,
Rin +
∑
l 6∈Bn
bn(i)
E
[
Di,ln | Fi
]
otherwise, (109)
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and similarly:
√
n
(
Wn −Wn(Xi)
)
=


L(Xi, fˆbn(i))− L(X ′i, fˆbn(i)) if i ∈ B1,∑
k 6=bn(i)
|Bk|
(∇iR(fˆk))+∑
l 6∈Bn
bn(i)
Di,ln otherwise.
(110)
Our goal is to bound
∣∣∣E(∆i,n[H(W )−H(W in)− [Wn −W in]H ′(W in)])∣∣∣. To do so we
use two version of Taylor’s inequality. Let f ∈ C2 defined on the reals, then for all x ∈ R
the following holds:
∣∣f(x+ h)− f(x)− hf ′(x)∣∣ ≤ h2
2
sup
t
∣∣f ′′(t)∣∣, (111)∣∣f(x+ h)− f(x)− hf ′(x)∣∣ ≤ 2h sup
t
∣∣f ′(t)∣∣. (112)
Using those inequalities and eq. (107) we obtain that:
n
3
2
∣∣∣E(∆i,n[H(W )−H(W in)− (Wn −W in)H ′(W in)])∣∣∣
≤ n
∣∣∣E[(Kni +Rni +∑
l 6∈Bn
bn(i)
E
[
Di,ln | Fi
])× (H(W )−H(W in)− (Wn −W in)H ′(W in))]∣∣∣
≤ nE
[
|Kin|
(∇iWn)2]+ 2nE[∣∣∇iWn∣∣∣∣ ∑
l 6∈Bn
bn(i)
E
[
Di,ln | Fi
]∣∣]+ nE[|Rni |(∇iWn)2]
≤ (ai) + (bi) + (ci). (113)
In the case of the train-test split risk this inequality simplifies in the following way:
( n
Kn
) 3
2
∣∣∣E(∆i,n[H(W )−H(W in)− (Wn −W in)H ′(W in)])∣∣∣
≤ I(i 6∈ B1) n
Kn
{
2E
(∣∣∇iWn∣∣∣∣∑
l 6∈Bn
bn(i)
E
[
Di,ln | Fi
]∣∣)+ E(|Rni |(∇iWn)2)}
+ I
(
i ∈ B1) n
Kn
E
(
|Kin|
(∇iWn)2)
≤ (b˜i) + (c˜i) + (a˜i). (114)
We bound each term in succession. First by using the inequality (x1 + x2 + x3)
2 ≤
3(x21 + x
2
2 + x
2
3) and eq. (108) we obtain that:
(ai) ≤ 3‖Kin‖3L3 + 3
∑
j,k
E
[
|Kin|Di,jn Di,kn
]
+ 3
∑
j,k
|Bj||Bk|E
[
|Kin|∇iRn(fˆj)∇iRn(fˆk)
]
. (115)
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In the case of the split risk we have:
(a˜i) ≤ I(i ∈ B1)S3. (116)
The first term of eq. (115) is easily bounded by noting that ‖Kin‖3L3 ≤ S3. We want to
bound the second term. To do so we bound each E
(|Kin|Di,jn Di,kn ) term. We proceed
differently when k = j than when k 6= j. We will first work on all indexes j, k ∈ N, j 6= k:
E
(|Kin|Di,jn Di,kn ) (a)= E(Di,kn [|Kin|Di,jn − |Kin(Xk)|Di,jn (Xk)])
= E
(
Di,kn ∇k
{|Kin|Di,jn }), (117)
where (a) is a consequence of the following equality
E
(
Di,kn |Kin(Xk)|Di,jn (Xk)
)
= E
[
E
(
Di,kn | XJnK\{k}
)
× E
(
|Kin(Xk)|Di,jn (Xk) | Xk
)]
= 0. (118)
Now, from the equality:
∇k
{|Kin|Di,jn } = |Kin|∇k{Di,jn }+Di,jn (Xk)∇k{|Kin|}, (119)
we may deduce that:
E
(
Di,kn ∇k
{|Kin|Di,jn }) = E(|Kin|Di,kn ∇k{Di,jn })+ E(Di,j(Xk)Di,kn ∇k{|Kin(X)|}).
(120)
Using a similar argument than in eq. (117), we can bound the first term on the right
hand side of eq. (120) in the following way:
∣∣∣E(|Kin|Di,kn ∇k{Di,jn })∣∣∣
=
∣∣∣E(∇j{|Kin|Di,kn } ∇k{Di,jn })∣∣∣
=
∣∣∣E(|Kin| ∇j{Di,kn } ∇k{Di,jn })+ E(Di,k(Xj) ∇j{|Kin|} ∇k{Di,jn })∣∣∣
≤ max
l∈Nn
∥∥Ln(X˜, fl,n(X1:l))∥∥L3∥∥βl,n2 (Xn)∥∥2L3 +maxl∈Nn
∥∥βl,n1 (Xn)∥∥2L3∥∥βl,n2 ∥∥L3
≤ Sǫn(∇)
2 + ǫn(∆)
2ǫn(∇)
n2
. (121)
Moreover, we have that E
(
Di,j(Xk)Di,kn ∇k
{|Ki(X)|}) ≤ n−3/2ǫn(∆)3. This establishes
the following bound for j 6= k:
∣∣∣E(Di,kn ∇k{|Kin|Di,jn })∣∣∣ ≤ ǫn(∆)2ǫn(∇) + Sǫn(∇)2n2 + ǫn(∆)
3
n
3
2
. (122)
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On the other hand, if j = k then we have E
(
|Kin|(Di,jn )2
)
≤ ǫn(∆)2Sn . Moreover, the last
term of eq. (115) can be bounded using Cauchy-Schwarz inequality:
∑
j,k
|Bk||Bj|E
[
|Kin| ∇iRn(fˆj)∇iRn(fˆk)
]
≤ S × S(R)2. (123)
Putting everything together, we obtain the following bound for (ai):
(ai) ≤ S × S(R)2 + S3 + ǫn(∆)2ǫn(∇) + Sǫn(∇)2 +
√
nǫn(∆)
3 + ǫn(∆)
2S. (124)
We now focus on the term (bi). By the Cauchy-Schwarz inequality we have that:
(bi) ≤ n E
[∣∣ ∑
l 6∈Bn
bn(i)
Di,ln
∣∣× ∣∣Wn −W in∣∣]
≤ n
∥∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥∥
L2
∥∥∥Wn −W in∥∥∥
L2
(a)
≤ √n∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥
L2
{∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥
L2
+
∥∥Kin∥∥L2 + ∥∥
∑
k
|Bk|∇iRn(fˆk)
∥∥
L2
}
, (125)
where to get (a) we used eq. (108). Moreover we have that:
∥∥∥ ∑
l 6∈Bn
bn(i)
Di,ln
∥∥∥2
L2
≤
∑
j,l 6∈Bn
bn(i)
E
[
Di,ln D
i,j
n
]
≤
∑
j 6=l
E
[(∇jDi,ln )Di,jn ]+∑
j
E
[(
Di,jn
)2]
≤
∑
j 6=l
E
[
∇jDi,ln ∇lDi,jn
]
+ ǫn(∆)
2
≤ ǫn(∇)2 + ǫn(∆)2. (126)
Therefore using eq. (125) we obtain:
(bi) ≤
√
n
(
ǫn(∇) + ǫn(∆)
)(
ǫn(∇) + ǫn(∆) + S + S(R)
)
. (127)
In the case of the split risk we obtain:
(b˜i) ≤
√
n
K3n
(
ǫn(∆) +
ǫn(∇)√
Kn
)(ǫn(∇) + S(R)√
Kn
+ ǫn(∇)
)
+ o(
1
n
), (128)
where the term o(n−1) is a correction term coming from:
∣∣ |Bn1 |
n − 1Kn
∣∣ ≤ 1n .
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Finally, the term (ci) is bounded using eq. (108) and the Cauchy-Schwarz inequality
in the following fashion:
(ci) ≤ S(R)
∥∥Wn −Wn(Xi)∥∥2L2
≤ S(R)×
[
ǫn(∇) + ǫn(∆) + S + S(R)
]2
. (129)
In the case of the split risk we obtain:
(c˜i) ≤ S(R)
K
3
2
n
[ǫn(∇) + S(R)√
Kn
+ ǫn(∆)
]
+ o(
1
n
), (130)
where the o(n−1) is a correction term coming from:
∣∣ |Bn1 |
n − 1Kn
∣∣ ≤ 1n .
This implies that:
n−
3
2
∑
i≤n
∣∣∣E(∆i,n[H(W )−H(W in)− [Wn −W in]H ′(W in)])∣∣∣
≤ ǫn(∆)3 +
[
ǫn(∇) + ǫn(∆)
]
×
[
ǫn(∇) + ǫn(∆) + S + S(R)
]
+
1√
n
{
ǫn(∆)
2ǫn(∇) +
[S(R) + S]× [ǫn(∇) + ǫn(∆) + S + S(R)]2}
(131)
In the case of the split risk we obtain
∑
i≤n
∣∣∣E(∆i,n[H(W )−H(W in)− [Wn −W in]H ′(W in)])∣∣∣
≤ K
1
2
n
n
1
2
S3 +
[
ǫn(∆) +
ǫn(∇)√
Kn
+
S(R)√
n
][
ǫn(∆) +
ǫn(∇) + S(R)√
Kn
]
+ o(
1
n
).
(132)
Therefore if we denote
δn := ǫn(∆)
3 +
[
ǫn(∇) + ǫn(∆)
]
×
[
ǫn(∇) + ǫn(∆) + S + S(R)
]
+
1√
n
{
ǫn(∆)
2ǫn(∇) +
[S(R) + S]× [ǫn(∇) + ǫn(∆) + S + S(R)]2}, (133)
then we know that:∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣E(H ′(Wn)∆ni [Wn −W in]− σ2cvH ′(Wn))∣∣∣∣∣ ≤ δn. (134)
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In the case of the split risk we write instead:
δn :=
K
1
2
n
n
1
2
S3 +
[
ǫn(∆) +
ǫn(∇) + S(R)√
Kn
]2
+ o(
1
n
), (135)
then we know that∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣E[H ′(Wn)∆ni [Wn −W in]− σ2splitH ′(Wn)]∣∣∣∣∣ ≤ δn. (136)
Therefore, it remains for us to upper bound:
sup
H∈F
∣∣∣E(H ′(Wn)∆i,n[Wn −W in]− σ2cvH ′(Wn))∣∣∣ (137)
Towards this goal, we denote:
gn,i(X) := L(Xi, fˆbn(i)) +
∑
j 6=bn(i)
|Bnj |Rn(fˆj). (138)
To upper bound the desired quantity it suffices to upper-bound:
∣∣E(H ′(W )[∑
i≤n
∆i,n[Wn −W in]− σ2cv
])∣∣
(a)
≤
∥∥∥∑
i≤n
∆i,n[Wn −W in]− σ2cv
∥∥∥
L1
≤
∥∥∥∑
i≤n
∆i,n[Wn −W in]−
1
n
E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣∣ XJnK\{i})]∥∥∥
L1
+
1
n
∥∥∥∑
i≤n
E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣ XJnK\{i})]− σ2cv∥∥∥
L1
≤ (d) + (e),
(139)
where to get (a) we used the fact that H belongs to the Stein function class, which
implies that supx∈R
∣∣H ′(x)∣∣ ≤ 1.
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Respectively for the split risk we have:
∣∣E(H ′(W )[∑
i≤n
∆i,n[Wn −W in]− σ2split
])∣∣
(a)
≤
∥∥∥∑
i≤n
∆i,n[Wn −W in]− σ2split
∥∥∥
L1
≤
∥∥∥∑
i≤n
∆i,n[Wn −W in]−
1
n
E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣∣ XJnK\{i})]∥∥∥
L1
+
Kn
n
∥∥∥∑
i≤n
E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣ XJnK\{i})]− σ2split∥∥∥
L1
≤ (d) + (e). (140)
We will bound each term successively. In this goal, we notice that:
∇iWn := 1√
n
(
∇ign,i +
∑
j 6∈Bn
bn(i)
Di,jn
)
, (141)
and therefore by using eq. (101) and eq. (102) we obtain that:
∆i,n
(
Wn −W n,i
)
=
1
n
E
[∇ign,i +∑
j 6∈Bn
bn(i)
Di,jn | Fi
]× E[∇ign,i +∑
j 6∈Bn
bn(i)
Di,jn | X
]
. (142)
We first start by bounding the term (d) by using eq. (142):∥∥∥∑
i≤n
∆i,n[Wn −W in]−
1
n
E
[
Cov
(
gn,i, E
(
gn,i | Fi
) | XJnK\{i})]∥∥∥
L1
≤ 1
n
∥∥∥∑
i≤n
E
[∇ign,i | Fi]× E[∇ign,i | X]
− E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣∣ XJnK\{i})]∥∥∥
L1
+ 2max
i
∥∥∥∇ign,i∥∥∥
L2
∥∥∥ ∑
j 6∈Bn
bn(i)
Di,jn
∥∥∥
L2
+max
i
∥∥∥ ∑
j 6∈Bn
bn(i)
Di,jn
∥∥∥2
L2
≤ (d1) + (d2) + (d3).
(143)
We bound each term successively. We have established that:
max
i
∥∥∥ ∑
j 6∈Bn
bn(i)
Di,jn
∥∥∥2
L2
≤ ǫn(∆)2 + ǫn(∇)2, (144)
max
i
∥∥∥∇ign,i∥∥∥
L2
≤ S + S(R). (145)
Therefore we obtain that:
(d2) + (d3) ≤
(
ǫn(∆) + ǫn(∇)
)× (ǫn(∆) + ǫn(∇) + 2S + 2S(R)). (146)
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In the case of train-test split risk this becomes instead:
(d2) + (d3) ≤
(
ǫn(∆) +
ǫn(∇)√
Kn
)(
ǫn(∇) + ǫn(∇) + 2S(R)√
Kn
)
+ o(
1
n
). (147)
Remains to control the term (d1). To this goal, we remark that:
E
[
E
[∇i(gn,i) | Fi]× E[∇i(gn,i) | X]]
(a)
= E
[
E
(
E
[∇ign,i | Fi]× E[∇ign,i | X] ∣∣∣ XJnK\{i})]
(b)
= E
[
E
(
E
[
gn,i | Fi
]× gn,i ∣∣ XJnK\{i})]
− E
[
E
(
E
[
gn,i | XJnK\{i}
]× E[gn,i | Fi−1] ∣∣ XJnK\{i})]
= E
[
Cov
(
gn,i, E
(
gn,i | Fi
) ∣∣ XJnK\{i})], (148)
where (a) is a result from the tower property and (b) is a result of the bilinearity of the
covariance. Therefore if we write
Cn,i(X) := E
[∇ign,i(X) | Fi]× E[∇ign,i(X) | X] (149)
we obtain that (d1) ≤
√
Var
(
1
n
∑
i≤nCn,i(X)
)
. By the Efron-Stein and the triangular
inequality we have:
(d1)
2 ≤ 1
n2
Var
(∑
i≤n
Cn,i(X)
)
≤ 1
n2
∑
j≤n
E
[(∑
i≤n
Cn,i(X) − Cn,i(Xj)
)2]
≤ 1
n2
∑
j≤n
∑
i,k≤n
E
[(∑
i≤n
Cn,i(X) − Cn,i(Xj)
)(∑
k≤n
Cn,k(X)− Cn,k(Xj)
)]
≤ 1
n2
∑
j≤n
(∑
i≤n
∥∥Cn,i(X)− Cn,i(Xj)∥∥L2
)2
≤ (S + S(R))2 × (ǫn(∆) + ǫn(R))2 + 1
n
(S + S(R))4. (150)
In the case of train-test split risk this is slightly more delicate. To start we can
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remark that:
(d1) ≤ Kn
n
√
Var
[ ∑
i∈Bn1
Cn,i
]
+
Kn
n
√
Var
[ ∑
i6∈Bn1
Cn,i
]
≤ Kn
n
√
E
[
Var
[ ∑
i∈Bn1
Cn,i | fˆ1
]]
+
Kn
n
√
Var
[ ∑
i∈Bn1
E
[
Cn,i | fˆ1
]]
+
Kn
n
√
Var
[ ∑
i6∈Bn1
Cn,i
]
. (151)
We bound each term separately. By conditional independence we have that:
Kn
n
√
E
[
Var
[ ∑
i∈Bn1
Cn,i | fˆ1
]]
≤ Kn
n
√
|B1n|S2 ≤
(√Kn
n
+
Kn
n
)
S2. (152)
Moreover using the Efron-Stein inequality, similarly as in eq. (150) we obtain that:
Kn
n
√
Var
[ ∑
i∈Bn1
E
[
Cn,i | fˆ1
]] ≤ Kn
n
√
|Bn1 |Var
[
Rn(fˆ1)
]
≤ Kn
n
√
|Bn1 |S × S(R)
≤
[√Kn
n
+
Kn
n
]
S × S(R). (153)
Furthermore we obtain that:
Kn
n
√
Var
[ ∑
i6∈Bn1
Cn,i
]
≤ Kn
n
√
Var
[ ∑
i6∈Bn1
Cn,i
]
≤ 1
Kn
ǫn(R)S(R) (154)
Therefore we obtain:
(d1) ≤
[√Kn
n
+
Kn
n
]
S[S(R) + S]+ 4
Kn
ǫn(R)S(R). (155)
Putting everything together, we get:
(d) ≤
[
S + S(R)
]
×
[
ǫn(∆) + ǫn(R)
]
+
1√
n
[
S + S(R)
]2
+
[
ǫn(∆) + ǫn(∇)
]
×
[
ǫn(∆) + ǫn(∇) + S + S(R)
]
. (156)
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In the case of split risk we have instead:
(d) ≤
[√Kn
n
+
Kn
n
]
S × S(R) + 1
Kn
ǫn(R)S(R)
+
[
ǫn(∆) +
ǫn(∇)√
Kn
]
[
ǫn(∇) + ǫn(∇) + 2S(R)√
Kn
]
+ o(
1
n
). (157)
We will now work on bounding (e). First of all we can remark that:
1
n
∣∣∣∑
i≤n
E
[
Cov
(
gn,i,E
(
gn,i | Fi
) ∣∣∣ XJnK\{i})]− σ2cv∣∣∣
≤ 1
n
∣∣∣∑
i≤n
E
[
Cov
(
gn,i,E
(
gn,i | Fi
) ∣∣∣ XJnK\{i})]
− E[Cov (E(gn,i | Xi), E(gn,i | Xi) ∣∣∣ XJnK\{i})]∣∣∣
+
∣∣∣E[Cov (E(gn,i | Xi), E(gn,i | Xi) ∣∣∣ XJnK\{i})]− σ2cv∣∣∣. (158)
Let us write:
E
(
gn,i | Fi
)− E(gn,i | Xi) ≤∑
l≤n
E
(
gn,i | XJlK∪{i}
)− E(gn,i | XJl−1K∪{i}), (159)
then by a telescopic sum argument we get that:
1
n
∣∣∣∑
i≤n
E
[
Cov
(
gn,i, E(gn,i | Fi)
∣∣ XJnK\{i})−Cov(gn,i, E(gn,i | Xi) ∣∣ XJnK\{i})]∣∣∣
(a)
≤ max
i≤n
∑
l 6=i
∣∣∣E[Cov(gn,i, E(gn,i | XJlK∪{i}) ∣∣ XJnK\{i})
− Cov(gn,i, E(gn,i | XJl−1K∪{i}) ∣∣ XJnK\{i})]∣∣∣
(b)
≤ max
i≤n
∑
l 6=i
∣∣∣E[Cov(gn,i, E(∇lgn,i | XJlK∪{i}) ∣∣ XJnK\{i})]∣∣∣
(c)
≤ max
i≤n
∑
l 6=i
∣∣∣E[Cov(∇lgn,i, E(∇lgn,i | XJlK∪{i}) ∣∣ XJnK\{i})]∣∣∣
(d)
≤
(
ǫn(∆) + ǫn(R)
)2
, (160)
where to get (a) we used eq. (159) and the inequality (b) comes from the bilinearity
properties of the covariance. To get (c) we exploited the following equality:
E
[
Cov
(
gn,i(X
n,l), E
(∇lgn,i | XJlK∪{i}) ∣∣ XJnK\{i})] = 0, (161)
38
and to get (d) we used the following upper bound:
∥∥∇l(gn,i)−∇l(gn,i(Xi))∥∥L2 ≤ ǫn(∆) + ǫn(R)√n . (162)
In the case of the split risk by following the same line of reasoning we have we have:
Kn
n
∣∣∣∑
i≤n
E
[
Cov
(
gn,i, E(gn,i | Fi)
∣∣ XJnK\{i})− Cov(gn,i, E(gn,i | Xi) ∣∣ XJnK\{i})]∣∣∣
≤ ǫ2n(∆) +
ǫn(R)
2
Kn
+ o(
1
n
). (163)
Moreover remark that:
1
n
∑
i≤n
E
[
Cov
(
gn,i, E
(
gn,i | Xi
) ∣∣ XJnK\{i})]
=
1
n
∑
i≤n
E
[(
gn,i − E(gn,i(Xi) | X)
)
×
(
E
(
gn,i | Xi
)− E(gn,i))]
(a)
=
1
n
∑
i≤n
E
[
E
(
gn,i − E(gn,i(Xi) | X) | Xi
)
×
(
E
(
gn,i | Xi
)− E(gn,i))]
=
1
n
∑
i≤n
E
[
Cov
(
E
(
gn,i | Xi
)
, E
(
gn,i | Xi
) | XJnK\{i})]
=
1
n
∑
i≤n
Var
(
E
(
gn,i | Xi
))
, (164)
where to get (a) we used the tower property of the conditional expectation. Finally, as
we have that:
E
(
gn,i | Xi
)
= L¯n−|Bn
bn(i)
|,n(Xi) +
Kn∑
j=1
|Bnj |E
[
Rn(fˆj) | Xi
]
(165)
we can see that:
1
n
∑
i≤n
Var
(
E
(
gn,i | Xi
))
=
1
n
∑
i≤n
Var
(
L¯|Bn
bn(i)
|,n(Xi)
)
+ 2Cov
[
L¯n−|Bn
bn(i)
|,n(Xi),
∑
j≤Kn
|Bnj |E(Rn(fˆj) | Xi)
]
+Var
[∑
j
|Bnj |E
(
Rn(fˆj
) | Xi)]
=
1
n
∑
i≤n
σ2n−|Bn
bn(i)
|,n + 2
∑
j 6=bn(i)
|Bnj |Cov
[
L¯n−|Bn
bn(i)
|,n(X1),E(β
n−|Bnj |,n
1 | X1)
]
+Var
[ ∑
j 6=bn(i)
|Bnj | E(β
n−|Bnj |,n
1 | X1)
]
. (166)
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Note that if Kn divides n then all the blocks are of same size and we have
∑
j 6=bn(i)
|Bnj | β
n−|Bnj |,n
1 = (n−
n
Kn
)β
n(Kn−1)/Kn,n
1 . (167)
This is not true in general but something very similar holds. Indeed one can remark that
the following holds for all i ∈ N and all integers k 6= bn(i):∣∣∣Var[ ∑
j 6=bn(i)
|Bnj | E(β
n−|Bnj |,n
1 | X1)
]
− (n− |Bnbn(i)|)2Var
[
E
(
β
n−|Bnk |,n
1 | X1)
]∣∣∣
≤
∑
j,l 6=bn(i)
|Bnj ||Bnk |
∥∥∥E(βn−|Bnj |,n1 | X1)E(βn−|Bnl |,n1 | X1)− E(βn−|Bnk |,n1 | X1)2∥∥∥
L1
≤ 2S(R)ǫn(d). (168)
By following a similar reasoning to eq. (160) we can show that, for any k ≤ Kn:∣∣∣(n− |Bnbn(i)|)2Var
[
E
(
β
n−|Bnk |,n
1 | X1)
]∣∣∣− (n− |Bnbn(i)|)Var
[
Rn(fˆk)
]∣∣∣ ≤ ǫn(R)2. (169)
In conclusion, we have:
∣∣∣ 1
n
∑
i≤n
Var
(
E
(
gn,i | Xi
))− σ2cv∣∣∣
≤ max
ln∈Nn
∣∣∣σ2ln,n − σ21
∣∣∣+ 2S(R)ǫn(d) + ǫn(R)2
+ 2 max
l1,l2∈Nn
∣∣∣l2 × Cov(L¯l1,n(X1), E(βl2,n1 | X1))− ρ∣∣∣
+max
l∈Nn
∣∣∣l ×Var (Rn(fln,n(X1:ln)))− σ22∣∣∣. (170)
In the case of the split risk we have instead:
∣∣∣ 1
n
∑
i≤n
Var
(
E
[
gn,i | Xi
])− σ2split∣∣∣
≤ max
ln∈Nn
∣∣∣σ2ln,n − σ21
∣∣∣+ ǫn(R)2
Kn
+max
l∈Nn
∣∣∣l ×Var (Rn(fln,n(X1:ln)))− σ22∣∣∣+ o( 1n).
(171)
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Combining all of this together we obtain that:∣∣∣E(H(W )W − σ2cvH ′(W ))∣∣∣
≤ ǫn(∆)3 + 2
(
ǫn(∇) + ǫn(∆)
)
×
(
ǫn(∇) + ǫn(∆) + S + S(R)
)
+
1√
n
{
ǫn(∆)
2ǫn(∇) +
(S(R) + S)× (ǫn(∇) + ǫn(∆) + S + S(R))2}
+
(S + S(R))× (ǫn(∆) + ǫn(R))+ 1√
n
(S + S(R))2
+
(
ǫn(∆) + ǫn(R)
)2
+ 2S(R)ǫn(d) + ǫn(R)2 + 4ǫn(σ)
→ 0. (172)
In particular, there exists C ∈ R such that:∣∣∣E(WH(W )− σ2cvH ′(W ))∣∣∣
≤ C
{(
ǫn(∇) + ǫn(∆) + ǫn(Rˆ)
)× (ǫn(∇) + ǫn(∆) + ǫn
2
(Rˆ) + S + S(R))
+
1√
n
(S(R) + S)3 + S(R)ǫn(d) + ǫn(σ)} (173)
In the case of split risk we have:
∣∣∣E(H(W )W − σ2splitH ′(W ))∣∣∣
≤ K
1
2
n
n
1
2
[
S3 + 2S × S(R) + 2S(R)√
n
][
ǫn(∆) +
ǫn(∇) + 2S(R)√
Kn
]
+
1
Kn
ǫn(R)S(R) + 2ǫn(σ) + ǫn(R)
2
Kn
+ o(
1
n
). (174)
Therefore there exists a real C ∈ R such that:
∣∣∣E[WH(W )− σ2splitH ′(W )]∣∣∣ ≤ C{
√
Kn
n
S(S + S(R))2
+
(
ǫn(∆) +
1√
Kn
(
ǫn(∇) + ǫn(R)
))S(R)√
Kn
+ ǫn(∆)
2 + ǫn(σ)
}
. (175)
5.5 Proof of proposition 1
Proof. The proof consists in first upper bounding the bias of Σ2cross and then studying
its variance. For simplicity of notation we omit the superscript n: i.e we write X for Xn
and Xi for Xn,i.
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We have that, for all j ≤ Kn and l ∈ Bnj :
E
[(
Ln(Xl, fˆj)− 1|Bnj |
∑
k∈Bnj
Ln(Xk, fˆj)
)2]
= E
[(
Ln(Xl, fˆj)−Rn(fˆj)
)2]
+
1
|Bnj |2
E
[( ∑
k∈Bnj
Ln(Xl, fˆj)−Rn(fˆj)
)2]
− 2|Bnj |
E
[(
Ln(Xl, fˆj)−Rn
(
fˆj
))( ∑
k∈Bnj
Ln(Xk, fˆj)−Rn(fˆj)
)]
. (176)
We study each term separately. First, we have by definition that:
E
[(
Ln(Xl, fˆj)−Rn(fˆj)
)2]
= σ2n−|Bnj |,n.
Therefore we only need to study the other two terms. We may expand the terms to
obtain that:
1
|Bnj |2
E
[(∑
i∈Bnj
Ln(Xi, fˆj)−Rn(fˆj)
)2]
=
1
|Bnj |2
∑
i∈Bnj
E
[(
Ln(Xi, fˆj)−Rn(fˆj)
)2]
+
1
|Bnj |2
∑
k,l∈Bnj ,k 6=l
E
[(
Ln(Xl, fˆj)−Rn(fˆj)
)(
Ln(Xk, fˆj)−Rn(fˆj)
)]
. (177)
Note that when conditioning on fˆj, the loss on Xk and the loss on Xl are independent.
Therefore for all distinct k 6= l in Bnj , we have that:
E
[(
Ln(Xl, fˆj)−Rn(fˆj)
)(
Ln(Xk, fˆj)−Rn(fˆj)
)]
= 0. (178)
This implies that:
1
|Bnj |2
E
[( ∑
i∈Bnj
Ln(Xi, fˆj)−Rn(fˆj)
)2]
=
σ2n−|Bnj |,n
|Bnj |
. (179)
Similarly one can show that:
1
|Bnj |
E
[(
Ln(Xl, fˆj)−Rn
(
fˆj
))( ∑
k∈Bnj
Ln(Xk, fˆj)−Rn(fˆj)
)]
=
σ2n−|Bnj |,n
|Bnj |
. (180)
Therefore we have established that:
E
[(
Ln(Xl, fˆj)− 1|Bnj |
∑
l∈Bnj
Ln(Xl, fˆj)
)2]
=
|Bnj | − 1
|Bnj |
σ2n−|Bnj |,n, (181)
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from which we may bound the bias of our estimator:∣∣∣E[Σ2cross]− σ21∣∣∣ ≤ ǫn(σ). (182)
We now look to control the variance of our estimator. Let us write:
Lˆl(X) := Ln
(
Xl, fˆbn(l)(X)
)− 1|Bnbn(l)|
∑
k∈Bn
bn(l)
Ln
(
Xk, fˆj(X)
)
. (183)
Using Efron-Stein inequality we obtain that:
Var
[
Σ2cross
] ≤∑
i≤n
E
[
Σ2cross(X) − Σ2cross(Xi)
]
≤
∑
i≤n
E
[( 1
Kn
∑
j≤Kn
Σ2j(X) − Σ2j(Xi)
)2]
≤ 1
K2n
∑
i≤n
∑
j,k≤Kn
1(|Bnj | − 1)(|Bnk | − 1)
∑
l∈Bnj
∑
m∈Bn
k
E
[
∇iLˆ2l ∇iLˆ2m
]
(a)
≤ 1
K2n
∑
i≤n
( ∑
j≤Kn
1
|Bnj | − 1
∑
l∈Bnj
∥∥∇iLˆ2l ∥∥L2
)2
(b)
≤ 4
K2n
∑
i≤n
∥∥Lˆl∥∥2L4
( ∑
j≤Kn
1
|Bnj | − 1
∑
l∈Bnj
∥∥∇iLˆl∥∥L4
)2
(c)
≤ 16S
2
K2n
∑
i≤n
( ∑
j≤Kn
1
|Bnj | − 1
∑
l∈Bnj
∥∥∇iLˆl∥∥L4
)2
, (184)
where (a) and (b) are consequences of Cauchy-Schwarz inequality, and (c) is immediate
from the fact that ‖Lˆl‖L4 ≤ 2S. Finally note that the following holds for all i and all l
in the same fold:
∥∥∇iLˆl∥∥L4 ≤ I(l = i)
|Bnbn(i)| − 1
|Bnbn(i)|
S + I(l 6= i)|Bnbn(i)|
S. (185)
Instead, if i and l belong to different fold, i.e bn(i) 6= bn(l), we have:
∥∥∇iLˆl∥∥L4 ≤ 2
|Bnbn(l)| − 1
|Bnbn(l)|
ǫn(∆)
n
. (186)
Therefore combined with the fact that
∣∣∣ 1|Bbn(i)| − Knn
∣∣∣ = O(K2nn2 ) we have that:
Var
[
Σ2cross
]≤16S2
n
(
2S + 2ǫn(∆)
)2
+ o(
1
n
). (187)
This implies that: ∥∥∥Σ2cross − σ21∥∥∥
L2
≤ 8S√
n
(S + ǫn(∆))+ ǫn(σ) + o( 1√
n
). (188)
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5.6 Proof of proposition 2
Proof. The proof proceeds in two stages. In a first stage, we bound the difference
between E(Sˆ2cv) and σ
2
cv. In a second stage, we upper-bound the variance of Sˆ
2
cv to
ensure consistency. Note that we can assume without loss of generality that n is even.
For ease of notation we drop the superindex n from the processes: for example we
write X instead of Xn and Xi instead of Xn,i. Note that as (Xl) is an process with
independent entries, we can assume without loss of generality that Xi = X˜i for all i ≤ n.
We introduce the following notations:
Kin(X) := Ln(Xi, fˆbn
2
(i)(X)) −R(fˆbn
2
(i)(X)),
Di,jn (X) := ∇jKin(X),
Fi := σ(X1, . . . ,Xi),
and by abuse of notation will simply write Kin and D
i,j
n for respectively K
i
n(X) and
Di,jn (X). We remark that by symmetry we have:
E(Sˆ2cv) =
n2
4
E
[(
Rˆn/2cv − Rˆn/2cv (X1)
)2]
. (189)
Therefore we will study E
[(
Rˆ
n/2
cv − Rˆn/2cv (X1)
)2]
and relate it to σ2cv. By standard com-
putations we have that:
n2
4
E
[(
Rˆn/2cv − Rˆn/2cv (X1)
)2]
= E
[(
∇1K1n +
∑
l 6=1
∇1Ln(Xl, fˆbn
2
(l))
)2]
= E
[
(∇1K1n)2
]
+ 2
∑
l 6=1
E
[
∇1K1n ×∇1Ln(Xl, fˆbn
2
(l))
]
+
∑
l,k 6=1
E
[
∇1Ln(Xk, fˆbn
2
(k))×∇1Ln(Xl, fˆbn
2
(l))
]
. (190)
We study each term successively. To start, note that:
∣∣∣E[(∇1K1n)2]− σ21∣∣∣ ≤ ∣∣∣σ2|Bn1 |,n − σ21
∣∣∣ ≤ ǫn
2
(σ). (191)
We now focus on studying the two other terms of eq. (190). For all l 6= 1 we have by the
definition of K1n that:
E
[∇1K1n ×∇1Ln(Xl, fˆbn
2
(l))
]
= E
[∇1K1n ×∇1K ln]+ E[∇1K1n ×∇1R(fˆbn
2
(l))
]
. (192)
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The first term can be controlled immediately as:∣∣∣E[∇1K1n ×∇1K ln]∣∣∣ (a)= ∣∣∣E[∇1,lK1n ×∇1K ln]∣∣∣
≤ 2
√
2
ǫn
2
(∇)ǫn
2
(∆)
n
3
2
. (193)
where the equality (a) is due to the fact that:∣∣∣E[∇1K1n(X l)×∇1K ln]∣∣∣ = 0. (194)
For the second term, we note that:
E
[∇1K1n ×∇1R(fˆbn
2
(l))
]
= E
[
Cov
(
K1n, Rn(fˆbn
2
(l)) | X1
)]
, (195)
and we will thus compare it to ρ. If l belongs to a different fold than 1, then by a
telescopic sum argument we have:∣∣∣E[Cov(K1n, Rn(fˆbn
2
(l)) | X1
)]− ρn
2 − |Bnbn
2
(l)|
∣∣∣
≤
∣∣∣E[Cov(K1n, Rn(fˆbn
2
(l)) | X l
)− Cov(E[K1n | Xl],E[Rn(fˆbn
2
(l)) | Xl] | X l
)]∣∣∣
+
ǫn
2
(σ)
n
2 − |Bnbn
2
(l)|
≤
∑
j 6=l
∣∣∣E[Cov(E[∇jK1n | XJjK∪{l}],E[Rn(fˆbn
2
(l)) | XJjK∪{l}] | X l
)]∣∣∣
+
∑
j 6=l
∣∣∣E[Cov(E[K1n | XJjK∪{l}],E[∇jRn(fˆbn
2
(l)) | XJjK∪{l}] | X l
)]∣∣∣+ ǫn2 (σ)n
2 − |Bnbn
2
(l)|
(a)
≤ 2
∑
j 6=l
∣∣∣E[Cov(E[∇jK1n | XJjK⋃{l}],E[∇jRn(fˆbn
2
(l)) | XJjK⋃{l}] | X l)]∣∣∣+ ǫn2 (σ)n
2 − |Bnbn
2
(l)|
≤ 2
√
2
ǫn
2
(∆)ǫn
2
(Rˆ)
n
+
ǫn
2
(σ)
n
2 − |Bnbn
2
(l)|
, (196)
where to get (a) we used the fact that:
E
[
Cov
(
E[∇jK1n | XJjK∪{l}],E[Rn(fˆbn
2
(l)(X
j)) | XJjK∪{l}] | X l
)]
= 0.
This implies that:∣∣∣∑
l 6=1
E
[∇1K1n ×∇1Ln(Xl, fˆbn
2
(l))
] − ρ∣∣∣
≤
√
2
ǫn
2
(∇)ǫn
2
(∆)√
n
+
√
2ǫn
2
(∆)ǫn
2
(Rˆ) + ǫn
2
(σ) +O(
1
n
). (197)
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where the O( 1n) term is a consequence of the (potentially) uneven size of the folds.
Therefore the only term left to study in eq. (190) is:
∑
l,k 6=1
E
[
∇1Ln(Xk, fˆbn
2
(k))×∇1Ln(Xl, fˆbn
2
(l))
]
. (198)
If k = l then we know that:
E
[(∇1Ln(Xk, fˆbn
2
(k))
)2] ≤ 2ǫn2 (∆)2
n
. (199)
If k is different from l then we consider two different cases: (i) if they belong to the
same fold, and (ii) if they belong to different folds. If bn
2
(k) = bn
2
(l), then by conditional
independence we have:
E
[(∇1Ln(Xl, fˆbn
2
(l))
)(∇1Ln(Xk, fˆbn
2
(k))
)]
(a)
= E
[
∇1E
[
Ln(Xl, fˆbn
2
(k)) | fˆbn
2
(k)
]
×∇1E
[
Ln(Xk, fˆbn
2
(k)) | fˆbn
2
(k)
]]
(b)
= E
[(∇1Rn(fˆbn
2
(k))
)2]
= E
[
Var
[
Rn(fˆbn
2
(k)) | X1
]]
, (200)
where (a) is a consequence of the tower property, (b) comes from the conditional indepen-
dence of Ln(Xl, fˆbn
2
(l)) and Ln(Xk, fˆbn
2
(l)). One can note that as (Fi) forms a filtration
the following holds:
Var
[
Rn(fˆbn
2
(k))
]
=
∑
i6∈Bn/2
b
n/2(k)
E
[(
E
(
Rn(fˆbn
2
(k)) | Fi
)− E(Rn(fˆbn
2
(k)) | Fi−1
))2]
=
∑
i6∈Bn/2
b
n/2(k)
E
[
E
(∇iRn(fˆbn
2
(k)) | Fi
)2]
. (201)
Using a telescopic sum argument we deduce that:∣∣∣E[E(∇iRn(fˆbn
2
(k)) | Fi
)2]− E[E(∇iRn(fˆbn
2
(k)) | Xi
)2]∣∣∣
≤
∑
j≤i
∣∣∣E[E(∇iRn(fˆbn
2
(k)) | XJjK∪{i}
)2 − E(∇iRn(fˆbn
2
(k)) | XJj−1K∪{i}
)2]∣∣∣
≤ 2
∑
j<i
∣∣∣E[E(∇i,jRn(fˆbn
2
(k)) | XJjK∪{i}
)2]∣∣∣
≤ 8
n2
ǫn
2
(Rˆ)2. (202)
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This implies that:
∣∣∣E[(∇1Ln(Xl, fˆbn
2
(k))
)(∇1Ln(Xk, fˆbn
2
(k))
)]− σ22(
n
2 − |B
n/2
bn
2
(k)|
)2
∣∣∣
≤ ǫ
n
2
(σ)(n
2 − |B
n/2
bn
2
(k)|
)2 + 8ǫn2 (Rˆ)
2
n2
. (203)
We studied the case where k and l belong to the same fold. On the other hand, if
k, l 6∈ Bn1 and belong to different folds, i.e. bn2 (k) 6= bn2 (l) then by expanding we have:
E
[(∇1Ln(Xl, fˆbn
2
(l))
)(∇1Ln(Xk, fˆbn
2
(k))
)]
= E
[(∇1Rn(fˆbn
2
(k))
)(∇1Rn(fˆbn
2
(l))
)]
+ E
[(∇1Kkn)(∇1K ln)]
+ E
[(∇1Kkn)(∇1Rn(fˆbn
2
(l))
)]
+ E
[(∇1K ln)(∇1Rn(fˆbn
2
(k))
)]
. (204)
We analyze each term separately. First, note that we have:
∣∣∣E[∇1K ln ∇1Rn(fˆbn
2
(k))
]∣∣∣ = ∣∣∣E[∇1K ln ∇1,lRn(fˆbn
2
(k))
]∣∣∣
≤ 4
n2
ǫn
2
(∆)ǫn
2
(Rˆ).
(205)
Moreover, by conditional independence, we have:
∣∣∣E[∇1K ln ∇1Kkn]∣∣∣ = ∣∣∣E[∇1,lK ln ∇1,kKkn]∣∣∣ ≤ 4n2 ǫn2 (∇)2. (206)
Finally we study the last term of eq. (204). Towards this goal notice that by using the
definition of ǫn
2
(σ) we obtain:
∣∣∣E[∇1Rn(fˆbn
2
(k))∇1Rn(fˆbn
2
(l))
]
− σ
2
2[n
2 − |B
n/2
bn
2
(k)|
]2
∣∣∣
≤
∣∣∣E(Cov [Rn(fˆbn
2
(k)), Rn(fˆbn
2
(l)) | X1
])− E(Var[Rn(fˆbn
2
(k)) | X1
])∣∣∣
+
ǫn
2
(σ)(
n
2 − |B
n/2
bn
2
(k)|
)2 + 8n2 ǫn2 (Rˆ)2, (207)
where the term 8
n2
ǫn
2
(Rˆ)2 comes from eq. (202) and eq. (203). We would like to compare
Cov
[
∇1Rn(fˆbn
2
(k)),∇1Rn(fˆbn
2
(l))
]
to σ22. Towards this goal, we remark that the following
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holds: ∣∣∣E(E[∇1Rn(fˆbn
2
(k)) | X1
]
E
[∇1Rn(fˆbn
2
(l)) | X1
]
− E[∇1Rn(fˆbn
2
(k)) | X1
]
E
[∇1Rn(fˆbn
2
(l)) | X1
])∣∣∣
≤
∑
j 6=1
∣∣∣E(E[∇1Rn(fˆbn
2
(k)) | XJjK∪{1}
]
E
[∇1Rn(fˆbn
2
(l)) | XJjK∪{1}
])
− E
(
E
[∇1Rn(fˆbn
2
(k)) | XJj−1K∪{1}
]
E
[∇1Rn(fˆbn
2
(l)) | XJj−1K∪{1}
])∣∣∣
≤ 2
∑
j 6=1
∣∣∣E[E[∇1,jRn(fˆbn
2
(k)) | XJjK∪{1}
]
E
[∇1,jRn(fˆbn
2
(l)) | XJjK∪{1}
]]∣∣∣
≤ 8
n2
ǫn/2(Rˆ)
2. (208)
By the definition of ǫn
2
(d) we know that:
∣∣∣E[E[∇1Rn(fˆbn
2
(k)) | X1
]
E
[∇1Rn(fˆbn
2
(l)) | X1
]]−Var[E[Rn(fˆbn
2
(k)) | X1
]]∣∣∣
≤ 8S(R)ǫ
n
2
(d)
n2
. (209)
Therefore eqs. (208) and (209) imply that:
∣∣∣Cov [∇1Rn(fˆbn
2
(k)),∇1Rn(fˆbn
2
(l))
]
−
Var
[
Rn(fˆbn
2
(k))
]
n
2 − |B
n/2
bn
2
(k)|
∣∣∣
≤ 16
n2
ǫn
2
(Rˆ)2 +
4
n2
S(R)ǫn
2
(d). (210)
Hence using eq. (205), eq. (206) and eq. (210) we know that
∣∣∣E[∇1Ln(Xl, fˆbn
2
(l))∇1Ln(Xk, fˆbn
2
(k))
]
− σ
2
2[
n
2 − |B
n/2
bn
2
(k)|
]2
∣∣∣
≤ 8ǫ
n
2
(∆)ǫn
2
(Rˆ) + 16ǫn
2
(Rˆ)2 + 4ǫn
2
(∇)2 + 4S(R)ǫn
2
(d)
n2
+
ǫn
2
(σ)[
n
2 − |B
n/2
bn
2
(k)|
]2 .
(211)
Putting everything together, we thus deduce that:
∣∣∣∑
l 6=k
E
[
∇1Ln(Xl, fˆbn
2
(l))∇1Ln(Xk, fˆbn
2
(k))
]
− σ22
∣∣∣
≤ 2ǫn
2
(∆)ǫn
2
(Rˆ) + 4ǫn
2
(Rˆ)2 + ǫn
2
(∇)2 + S(R)ǫn
2
(d) + 2ǫn
2
(σ) +O(
1
n
),
(212)
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where the O( 1n) term is a consequence of the folds being (potentially) uneven. We have
thus successfully established the following bound on the bias of Sˆcv:∣∣∣E[Sˆ2cv]− (σ21 + σ22 + 2ρ)∣∣∣ ≤ 4ǫn2 (∆)ǫn2 (Rˆ) + 4ǫn2 (Rˆ)2 + ǫn2 (∇)2 + S(R)ǫn2 (d)
+ 5ǫn
2
(σ) +
√
2
n
ǫn
2
(∇)ǫn
2
(∆) +O(
1
n
). (213)
We know work on the variance. First of all we note that:∥∥∥Sˆ2cv − 2n
∑
i≤n
2
(∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
)2∥∥∥
L1
≤ 2
n
∑
i≤n
2
∥∥∥∑
l 6=i
∇iK ln
∥∥∥2
L2
≤ 2
n
∑
i≤n
2
∑
j,l 6=i
E
[
∇iK ln ∇iKjn
]
≤ 2
n
∑
i≤n
2
[∑
j 6=i
E
[
(∇iKjn)2
]
+
∑
j 6=l
E
[∇iK ln ∇iKjn]]
≤ 2
n
∑
i≤n
2
[
ǫn
2
(∆)2 +
∑
j 6=l
E
[∇i,jK ln ∇i,lKjn]]
≤ ǫn
2
(∆)2 + ǫn
2
(∇)2. (214)
Therefore we only need to study the variance of:
2
n
∑
i≤n
2
[∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
]2
. (215)
By the Efron-Stein inequality one can notice that the following holds:
Var
( 2
n
∑
i≤n
2
(
∇iKin +
∑
l 6=i
∇iR(fˆbn
2
(l))
)2)
(a)
≤ 4
n2
∑
j
E
[(∑
i≤n
2
∇j
{(∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
)2})2]
(b)
≤ 16
n2
sup
i
∥∥∥∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
∥∥∥2
L4
∑
j
(∑
i≤n
2
∥∥∥∇i,jKin +∑
l 6=i
∇i,jR(fˆbn
2
(l))
∥∥∥
L4
)2
,
(216)
where (a) is an application of the Efron-Stein inequality and (b) is a consequence of the
Cauchy-Schwarz inequality. We bound each term of separately. To start, note that:∥∥∥∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
∥∥∥
L4
≤ S + S(R). (217)
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Secondly if j 6= i then we obtain that:
∥∥∥∇i,jKin +∑
l 6=i
∇i,jR(fˆbn
2
(l))
∥∥∥
L4
≤
√
2
n
(
ǫn
2
(∆) + ǫn
2
(Rˆ)
)
. (218)
This implies that:
Var
[ 2
n
∑
i≤n
2
(∇iKin +∑
l 6=i
∇iR(fˆbn
2
(l))
)2]
≤ 32
n
(S + S(R))4 + 32[S + S(R)]2[ǫn
2
(∆) + ǫn
2
(Rˆ)
]2
, (219)
from which we may deduce that:
∥∥∥Sˆ2cv − σ2cv∥∥∥
L1
≤ 4
√
2√
n
(S + S(R))2 + 4√2[S + S(R)][ǫn
2
(∆) + ǫn
2
(Rˆ)
]
+ ǫn
2
(∆)2
+ 6ǫn
2
(∆)ǫn
2
(Rˆ) + 2ǫn
2
(Rˆ)2 + 4ǫn
2
(∇)2 + S(R)ǫn
2
(d) + 5ǫn
2
(σ)
+
√
2
n
ǫn
2
(∇)ǫn
2
(∆) +O(
1
n
). (220)
5.7 Confidence Interval for Ridge Regression
5.7.1 Fast computation of replace-one estimate
In general, the estimator proposed in proposition 2 is computationally intractable for
large values of n, as a naive computation requires nk different fits of the estimator, where
n denotes the number of samples and k the number of folds. For the special case of the
ridge estimator, we derive a simplification based on its specific form as a linear smoother,
and the existence of closed-form LOOCV estimates for such estimators.
More precisely, let λ > 0 be a tuning parameter, and consider the ridge estimator:
θˆ(X) = argmin
θ∈Rp
1
n
n∑
i=1
(yi − x⊤i θ)2 + λ‖θ‖22. (221)
We may consider the estimator proposed in proposition 2 for the square loss:
Rˆn/2cv =
2
n
k∑
j=1
‖yj −Xj θˆj‖22, (222)
where (yj ,Xj) denotes the observation data in the jth fold, and θˆ
j denotes the cross-
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validated estimate computed on all except the jth fold. Now, we have that:
Sˆ2cv =
n
2
n/2∑
i=1
(
Rˆcv(X) − Rˆcv(Xi)
)2
=
2
n
n/2∑
i=1
{
(yi − x⊤i θˆb(i))2 − (y′i − x′⊤i θˆb(i))2 +
k∑
j 6=b(i)
‖yj −Xj θˆj‖22 − ‖yj −Xj θˆj,i‖22
}2
,
(223)
where we have written θˆj,i = θˆj(Xi) the estimator trained on all folds of Xi except
the jth fold. In order to efficiently compute Sˆ2cv, we are interested in computing θˆ
j,i
efficiently for all i. In the case of ridge, this is possible due to the following fact:
θˆ(Xi) =
(∑
j
xjx
⊤
j + λI − xix⊤i + x′ix′⊤i
)−1(∑
j
yjxj − yixi + y′ix′i
)
=
(
S + UDU⊤
)−1(∑
j
yjxj − yixi + y′ix′i
)
,
where we have written:
Sp×p =
∑
j
xjx
⊤
j + λI, Up×2 =
(
x⊤i
x′⊤i
)
, D2×2 =
(
−1 0
0 1
)
. (224)
By the well-known Woodbury identity, we have that:
(S + UDU⊤)−1 = S−1 − S−1U(D−1 + U⊤S−1U)−1U⊤S−1, (225)
from which we may see that computing S−1 (which does not depend on i) is sufficient
to efficiently compute θˆ(Xi) for any i. More explicitly, writing:
hrs = x
⊤
r S
−1xs, h′rs = x
⊤
r S
−1x′s, h
′′
rs = x
′⊤
r S
−1x′s, (226)
we may compute explicitly:
U⊤S−1U =
(
hii h
′
ii
h′ii h
′′
ii
)
,
(D−1 + U⊤S−1U)−1 = − 1
(1− hii)(1 + h′′ii) + h′ 2ii
(
1 + h′′ii −h′ii
−h′ii hii − 1
)
,
(S + UDU⊤)−1 = S−1 +
1
(1− hii)(1 + h′′ii) + h′ 2ii
(
(1 + h′′ii)S
−1xix⊤i S
−1
−h′iiS−1xix′⊤i S−1 − h′iiS−1x′ix⊤i S−1 + (hii − 1)S−1x′⊤i x′iS−1
)
.
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Putting everything together, we thus deduce that:
θˆ(Xi) = θˆ(X)− yiS−1xi + y′iS−1x′i
+
S−1((1 + h′′ii)xix
⊤
i − h′iixix′⊤i − h′iix′ix⊤i + (hii − 1)x′ix′⊤i )θˆ
(1− hii)(1 + h′′ii) + h′ 2ii
− yiS
−1((1 + h′′ii)hiixi − h′iixih′ii − h′iix′ihii + (hii − 1)x′ih′ii)
(1− hii)(1 + h′′ii) + h′ 2ii
+
y′iS
−1((1 + h′′ii)h
′
iixi − h′iih′′iixi − h′iih′iix′i + (hii − 1)h′′iix′i)
(1− hii)(1 + h′′ii) + h′ 2ii
(227)
Simplifying somewhat, we obtain that:
θˆ(Xi) = θˆ(X)− yiS−1xi + y′iS−1x′i
+
S−1((1 + h′′ii)xix
⊤
i − h′iixix′⊤i − h′iix′ix⊤i + (hii − 1)x′ix′⊤i )θˆ
(1− hii)(1 + h′′ii) + h′ 2ii
− yiS
−1((hii + h′′iihii − h′ 2ii )xi − h′iix′i)
(1− hii)(1 + h′′ii) + h′ 2ii
+
y′iS
−1(h′iixi + (hiih
′′
ii − h′′ii − h′ 2ii )x′i)
(1− hii)(1 + h′′ii) + h′ 2ii
(228)
The formula in eq. (228) may be leveraged to compute the estimator proposed in propo-
sition 2 in a computationally tractable fashion.
5.7.2 Details of simulation
The simulation was performed for a ridge estimator, where the data was simulated
according to the following process:
xi ∼ N (0, SX), ǫi ∼ N (0, σ2),
β∗ =
1√
p
(1, . . . , 1)⊤,
yi = x
⊤
i β
∗ + ǫi.
In table 1, the simulation was performed with p = 3, SX being Toeplitz with diagonal ele-
ments being 1, 0.5 and 0.25 respectively, and σ2 = 1. For each value of n, 5000 replicates
were computed, and cross-validated risk and estimates of its variance computed.
5.8 Proof of proposition 3
Proof. As the conditions (H0)− (H3) of theorem 3 hold, we know that we need to study
the quantity:
lim
n→∞ maxl1,l2∈Nn
l1E
[
L¯l2,n(X1)
(
E
[
R(θˆl,n) | X1
]−Rl1,n)]. (229)
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Moreover by the mean value theorem we know that there is θ˜ ∈ [θˆl1,n(X1:l1), θˆl1,n(X11:l1)]
(where here and below, [a, b] denotes the line segment between a, b ∈ Rd) such that the
following holds:
E
[
R(θˆl1,n) | X1
]−Rl1,n
= E
[∇1R(θˆl1,n) | X1]
= E
[(
∂θR(θ˜)
)⊤(∇1θˆl1,n) | X1]
= E
[(
∂θR(θˆ
∗)
)⊤(∇1θˆl1,n) | X1]+ E[(∂θR(θ˜))− ∂θR(θ∗))⊤(∇1θˆl1,n) | X1]
(a)
= ∂θR(θ
∗)⊤E
[∇1θˆl1,n | X1]+ op( 1n). (230)
where to get (a) we used the L2 consistency of θˆl1,n(X1:l1) coupled with the fact that
nE
[∇1θˆl1,n | X1] = O(1). Moreover by another application of the mean value theorem
we know that there is θ˜ ∈ [θˆl1,n(X1:l1), θˆl1,n(X11:l1)] such that the following holds:
1
l1
∑
i≤l1
∂θΨ(X
1
i , θˆl1,n)
=
1
l1
∑
i≤l1
∂θΨ(X
1
i , θˆl1,n(X
1
1:l1)) +
( 1
l1
∑
i≤i
∂2θΨ(X
1
i , θ˜)
)(
θˆl1,n(X1:l1)− θˆl1,n(X11:l1)
)
(a)
=
( 1
l1
∑
i≤l1
∂2θΨ(X
1
i , θ˜)
)(
θˆl1,n(X1:l1)− θˆl1,n(X11:l1)
)
(231)
where (a) is a consequence of the first order optimality conditions of θˆ as a minimizer.
Moreover we remark that:
1
l1
∑
i≤l1
∂δΨ(X
1
i , θˆl1,n) =
1
l1
∑
i≤l1
{
∂θΨ(Xi, θˆl1,n) + ∂δΨ(X
1
i , θˆl1,n)− ∂δΨ(Xi, θˆl1,n)
}
(a)
=
1
l1
∑
i≤l1
{
∂θΨ(X
1
i , θˆl1,n)− ∂θΨ(Xi, θˆl1,n)
}
, (232)
where (a) is again due to the first-order optimality conditions of θˆ as a minimizer. There-
fore we have
E
[∇1θˆl1,n(X1:l1) | X1]
= − 1
l1
E
[{ 1
l1
∑
i≤l1
HθΨ(Xi, θ˜)
}{
∂θΨ(X1, θˆl1,n(X1:l1))− ∂θΨ(X ′1, θˆl1,n(X1:l1))
} | X1]
(a)
= − 1
l1
(
EHθΨ(X1, θ
∗)
)−1
E
[
∂θΨ(X1, θ
∗)− ∂θΨ(X ′1, θ∗) | X1
]
+ op(
1
n
). (233)
where to get (a) we exploited once again the consistency of the estimator θˆl1,n(X1:l1) as
well as the law of large number. This implies that:
ρ = −Cov
((
∂θR(θ
∗)
)⊤
E
[
HθΨ(X1, θ
∗)
]−1(
∂θΨ(X1, θ
∗)
)
,L(X1, θ∗)
)
. (234)
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5.9 Proof of proposition 4
Proof. The key of the proof is to exploit the strict convexity of the loss function. We
denote:
θˆ(X) := argmin
θ∈Rd
1
n
∑
i≤n
Ψ(Xi, θ). (235)
By abuse of notation, we write θˆ = θˆ(X) and θˆ1 = θˆ(X1). Let ‖·‖Lp(v) denote the
Lp vector norm on R
d. We prove the desired result by checking that the conditions of
theorem 3 are satisfied. Towards this goal, we first bound
∥∥θˆ − θˆ1∥∥
L2(v)
. We assume
w.l.o.g. that θˆ(X)
a.s.∈ V. By Taylor expansion, we have that there is θ˜ ∈ [θˆ, θˆ1] (where
here and below,
[
a, b
]
denotes the line segment between a, b ∈ Rd) such that:
∑
i≤n
∂θΨ(Xi, θˆ
1) =
∑
i≤n
∂θΨ(Xi, θˆ) +
∑
i≤n
(
∂2θΨ(Xi, θ˜)
)(
θˆ1 − θˆ)
(a)
=
∑
i≤n
(
∂2θΨ(Xi, θ˜)
)
(θˆ1 − θˆ), (236)
where to get (a) we used the fact that θˆ satisfies the first-order optimality condition for
(235). Moreover we have that:∑
i≤n
∂θΨ(Xi, θˆ(X
1)) =
∑
i≤n
∂θΨ(X
1
i , θˆ(X
1)) + ∂θΨ(X1, θˆ(X
1))− ∂θΨ(X ′1, θˆ(X1)), (237)
from which we may deduce:
∥∥θˆ − θˆ1∥∥
L2(v)
≤ ‖∂θΨ(X1, θˆ
1)− ∂θΨ(X ′1, θˆ1)‖L2(v)∑
i≤n λmin
(
∂2θΨ(Xi, θ˜)
) . (238)
We can use this to verify the conditions of theorem 3. Note that for any independent
sample X˜ we have:
∣∣L(X˜, θˆ)− L(X˜, θˆ1)∣∣
≤ sup
θ∈V
∥∥∂θL(X˜, θ)∥∥L2(v)
∥∥∂θΨ(X1, θˆ1)− ∂θΨ(X ′1, θˆ1)∥∥L2(v)∑
i≤n λmin
(
∂2θΨ(Xi, θ˜)
) . (239)
Therefore we have by the Cauchy-Schwarz inequality:
ǫn(∆) ≤ 1
δ
√
n
∥∥∥sup
θ∈V
∥∥∂θΨ(X, θ)∥∥L2(v)
∥∥∥
L8
∥∥∥sup
θ∈V
∥∥∂θL(X, θ)∥∥L2(v)
∥∥∥
L8
,
S(R) ≤ 1
δ
∥∥∥sup
θ∈V
∥∥∂θΨ(X, θ)∥∥L2(v)
∥∥∥
L8
∥∥∥sup
θ∈V
∥∥∂θL(X, θ)∥∥L2(v)
∥∥∥
L8
.
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Now write θˆ1,2 = θˆ(X1,2), and note that there exists θ˜, θ˜2 ∈ Rk verifying respectively
θ˜ ∈ [θˆ, θˆ1] and θ˜2 ∈ [θˆ2, θˆ1,2] such that :∥∥θˆ − θˆ1 − (θˆ2 − θˆ1,2)∥∥
L2(v)
=
∥∥∥(∑
i≤n
∂2θΨ(Xi, θ˜)
)−1(
∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)
)
−
(∑
i≤n
∂2θΨ(Xi, θ˜2)
)−1(
∂θΨ(X1, θˆ
2)− ∂θΨ(X ′1, θˆ2)
)∥∥∥
L2(v)
≤
∥∥∥{(∑
i≤n
∂2θΨ(Xi, θ˜)
)−1
−
(∑
i≤n
∂2θΨ(Xi, θ˜2)
)−1}{
∂θΨ(X1, θˆ
2)− ∂θΨ(X ′1, θˆ2)
}∥∥∥
L2(v)
+
∥∥∥(∑
i≤n
∂2θΨ(Xi, θ˜)
)−1(
∂θΨ(X1, θˆ
2)− ∂θΨ(X ′1, θˆ2)− ∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)
)∥∥∥
L2(v)
≤ A+B. (240)
We bound each term successively. Firstly we can see that there exists f˜3 ∈ [fˆ(X1), fˆ(X1,2)]
such that the following holds:
‖B‖L8 ≤
∥∥∥∥∥∥(∑
i≤n
∂2θΨ(Xi, θ˜)
)−1(
∂θΨ(X1, θˆ
2)− ∂θΨ(X ′1, θˆ2)
− ∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)
)∥∥∥
L2(v)
∥∥∥
L8
≤ 1
nδ
∥∥∥∥∥∂θΨ(X1, θˆ2)− ∂θΨ(X ′1, θˆ2)− ∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)∥∥L2(v)
∥∥∥
L8
≤ 1
nδ
∥∥∥λmax(∂2θΨ(X1, θ˜3)− ∂2θΨ(X ′1, θ˜3))∥∥θˆ1,2 − θˆ1∥∥L2(v)
∥∥∥
L8
≤ 2
n2δ2
∥∥∥ sup
θ1,θ2∈V
∥∥∂θΨ(X1, θ1)∥∥L2(v)λmax(∂2θΨ(X1, θ2))
∥∥∥
L8
. (241)
Moreover the following holds:
‖A‖L8 ≤
∥∥∥∥∥∥((∑
i≤n
∂2θΨ(Xi, θ˜)
)−1
−
(∑
i≤n
Ψ(Xi, θ˜2)
)−1)(
∂θΨ(X1, θˆ
2)− ∂θΨ(X ′1, θˆ2)
)∥∥∥
L2(v)
∥∥∥
L8
≤
∥∥∥∥∥(∑
i≤n
∂2θΨ(Xi, θ˜)
)−1 − (∑
i≤n
∂2θΨ(Xi, θ˜2)
)−1∥∥
op
∥∥∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)∥∥L2(v)
∥∥∥
L8
(a)
≤ 1
n2δ2
∥∥∥∥∥∑
i≤n
∂2θΨ(Xi, θ˜)−
∑
i≤n
∂θΨ(Xi, θ˜2)
∥∥
op
∥∥∂θΨ(X1, θˆ)− ∂θΨ(X ′1, θˆ)∥∥L2(v)
∥∥∥
L8
≤ 2
nδ2
∥∥∥∥∥∂2θΨ(X1, θˆ)− ∂2θΨ(X1, θ∗)∥∥op
∥∥∥
L16
∥∥∥sup
θ∈V
∥∥∂θΨ(X1, θ)∥∥L2(v)
∥∥∥
L16
, (242)
where to get (a) we used the fact that for two matrices C and D the following holds:∥∥C−1 −D−1∥∥
op
≤ ∥∥C−1∥∥
op
∥∥D−1∥∥
op
∥∥C −D∥∥
op
, (243)
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where ‖·‖op denotes the operator 2-norm. Therefore this implies that there exists θ˜ ∈
[θˆ − θˆ1] and θ˜2 ∈ [θˆ2 − θˆ1,2] such that
n
∣∣∣L(X˜, θˆ)− L(X˜, θˆ1)− (L(X˜, θˆ2)− L(X˜, θˆ1,2))∣∣∣
≤ n
∣∣∣(θˆ − θˆ1)⊤(∂θL(X, θ˜))− (θˆ2 − θˆ1,2)⊤(∂θL(X, θ˜2))∣∣∣
≤ n
∣∣∣∥∥θˆ − θˆ1 − [θˆ2 − θˆ1,2]∥∥L2(v)∥∥∂θL(X, θ˜2)∥∥L2(v)
+
∥∥θˆ − θˆ1∥∥
L2(v)
∥∥∂θL(X, θ˜)− ∂θL(X, θ˜2)∥∥L2(v)
∣∣∣. (244)
Therefore using eqs. (241) to (244) we obtain that:
ǫn(∇) ≤ 2
δ2
[ 1
n
∥∥∥sup
θ∈V
λmax
(
∂2θΨ(X1, θ)
)∥∥∥
L16
+
∥∥∥λmax(∂2θΨ(X1, θˆ)− ∂2θΨ(X1, θ∗))∥∥∥
L16
]
×
∥∥∥sup
θ∈V
∥∥∂θL(X, θ)∥∥L2(v)
∥∥∥2
L16
+
4
nδ2
∥∥∥sup
θ∈V
∥∥∂θΨ(X1, θ)∥∥L2(v)
∥∥∥2
L12
∥∥∥λmax{∂2θL(X˜, θ∗)}∥∥∥
L12
. (245)
Similarly one can prove that ǫn(R)→ 0.
Note that by the consistency of θˆ we have Var
(L(X˜, θˆ))→ Var(L(X˜, θ∗)). Similarly
using proposition 3 we can prove that
ρ = −Cov
((
∂θR(θ
∗)
)⊤(
E∂2θΨ(X1, θ
∗)
)−1(
∂θΨ(X1, θ
∗)
)
,L(X1, θ∗)
)
. (246)
Therefore the only quantity left to study is:
lim
n
max
l1∈Nn
l1Var
[
R(θˆl1,n)
]
. (247)
Let (Fi) be the filtration such that Fi = σ(X1, . . . ,Xi). One can note that the following
holds for all l1 ∈ Nn:
Var
[
R(θˆl1,n)
]
=
∑
i≤l1
E
[(
E
[
R(θˆl1,n) | Fi
]− E[R(θˆl1,n) | Fi−1])2]
=
∑
i≤l1
E
[
E
(∇iR(θˆl1,n) | Fi)2]. (248)
Using a telescopic sum argument we obtain that∣∣∣E[E(∇iR(θˆl1,n) | Fi)2]− E[E(∇iR(θˆl1,n) | Xi)2]∣∣∣
≤
∑
j≤i
∣∣∣E[E(∇iR(θˆl1,n) | XJjK∪{i})2]− E[E(∇iR(θˆl1,n) | XJj−1K∪{i})2]∣∣∣
≤ 2
∑
j<i
∣∣∣E[E(∇i,jR(θˆl1,n) | XJjK∪{i})2]∣∣∣
≤ 2
n2
ǫn
2
(Rˆ)2. (249)
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Therefore we deduce that:
lim
n
max
l1∈Nn
∣∣∣l1Var[R(θˆl1,n)] − l21E[(E[R(θˆl1,n) | X1]−Rl1,n)2]∣∣∣→ 0. (250)
We now consider:
lim
l1∈Nn
l21E
[(
E
[
R(θˆl1,n) | X1
]−Rl1,n)2]. (251)
By the mean value theorem we know that there is θ˜ ∈ [θˆl1 , θˆ1l1 ] such that the following
holds:
E
[
R(θˆl1) | X1
]−Rl1,n
= E
[
R(θˆl1)−R(θˆ1l1) | X1
]
= E
[(
∂θR(θ˜)
)⊤(∇1θˆl1,n(X1:l1)) | X1]
= E
[(
∂θR(θ
∗)
)⊤(∇1θˆl1,n(X1:l1)) | X1]
+ E
[(
∂θR(θ˜)− ∂θR(θ∗)
)⊤(∇1θˆl1,n(X1:l1)) | X1]
(a)
=
(
∂θR(θ
∗)
)⊤
E
[∇1(θˆl1,n(X1:l1)) | X1]+ op( 1n). (252)
where to get (a) we used the L2-consistency of θˆl1,n(X1:l1) coupled with the fact that
nE
[∇1(θˆl1,n) | X1] = O(1). Moreover by another application of the mean value theorem
we know that there is θ˜ ∈ [θˆl1,n, θˆ1l1,n] such that the following holds:
E
[∇1θˆl1,n(X1:l1) | X1]
=
1
l1
E
[( 1
l1
∑
i≤l1
∂2θΨ(Xi, θ˜)
)−1(
∂θΨ(X1, θˆl1,n)− ∂θΨ(X ′1, θˆ′l1,n)
) | X1]
(a)
=
1
l1
(
E∂2θΨ(X1, θ
∗)
)−1
E
[
∂θΨ(X1, θ
∗)− ∂θΨ(X ′1, θ∗) | X1
]
+ op(
1
n
).
(253)
where to obtain (a) we exploited once again the consistency of the estimator θˆl1,n(X1:l1).
This implies that:
σ22 := G
⊤
RH
−1ΣH−1GR, (254)
where we have written:
GR := E
[
∂θR(θ
∗)
]
, H := E
[
∂2θΨ(X1, θ
∗)
]
, Σ := Cov(∂θΨ(X1, θ
∗)). (255)
Therefore we get the desired result.
5.10 Proof of proposition 7
Proof. To prove the desired result we check that the conditions of Theorem 3 are re-
spected. We denote µˆ1(X) :=
2
n
∑
i≤n I(Yi = 1)Zi and µˆ2(X) :=
2
n
∑
i≤n I(Yi = 2)Zi
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and Z¯ := 1n
∑
i≤n Zi. Let (Z˜, Y˜ ) be an independent copy of (Z1, Y1). Note that our
classification rule is equivalent to classifying X˜ as belonging to the first class if:
Z˜
(
µˆ1(X)− µˆ2(X)
)
>
1
2
(
µˆ1(X)
2 − µˆ2(X)2
)
. (256)
Let us denote this classification region as:
R(X) :=
{
z ∈ R : z(µˆ1(X)− µˆ2(X)) > 1
2
(
µˆ1(X)
2 − µˆ2(X)2
)}
. (257)
We denote X = op(Y ) if X/Y
P−→ 0. If µˆ1(X) − µˆ2(X) and µˆ1(X1) − µˆ2(X1) are both
positive then the following holds:
I(z ∈ R(X)) − I(z ∈ R(X1)) = I(z > Z¯)− I(z > Z¯ − 1
n
[Z1 − Z ′1]). (258)
Let M = supx
(
g1(x), g2(x)
)
. We obtain that
∥∥∥L(X˜, fn(X)) − L(X˜, fn(X1))∥∥∥
L1
≤ P
(
Z˜ ∈ R(X)△R(X1)
)
≤ P
(
sign
(
µˆ1(X)− µˆ2(X)
)
= sign(µˆ1(X
1)− µˆ2(X1)), Z˜ ∈ R(X)△R(X1)
)
+ P
(
sign
(
µˆ1(X)− µˆ2(X)
) 6= sign(µˆ1(X1)− µˆ2(X1)))
≤ sup
t
E
[∫ t+X1−X′1
n
t
g1(x) + g2(x)
2
dx
]
+ P
(
sign
(
µˆ1(X)− µˆ2(X)
) 6= sign(µˆ1(X1)− µˆ2(X1)))
≤ME
[ |X1 −X ′1|
n
]
+ P
(
sign
(
µˆ1(X)− µˆ2(X)
) 6= sign(µˆ1(X1)− µˆ2(X1)))
≤ 2µM
n
+ P
(|µˆ1(X)− µ1| ≥ |µ1 − µ2|/2)+ P(|µˆ2(X) − µ2| ≥ |µ1 − µ2|/2)
(b)
≤ 2µM
n
+
32maxi∈{1,2} Egi |Z|3
|µ1 − µ2|3n2
, (259)
where (b) is due to Chebyshev inequality. Therefore we have that:
n
∥∥∥L(Z˜, fn(X)) − L(Z˜, fn(X1))∥∥∥
L1
= O(1), (260)
which implies that ǫn(∆) = o(1) and S(R) = O(1).
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We can note that conditionally on the signs of µˆ1(X)− µˆ2(X) and µˆ1(X1)− µˆ2(X1),
eq. (258) does not depend on X2. Therefore we have that:∥∥∥L(Z˜, fn(X))− L(Z˜, fn(X1))− [L(Z˜, fn(X1))− L(Z˜, fn(X1,2))]∥∥∥
L1
≤ P
(
sign
(
µˆ1(X) − µˆ2(X)
) 6= sign(µˆ1(X1)− µˆ2(X1)))
+ P
(
sign
(
µˆ1(X
2)− µˆ2(X2)
) 6= sign(µˆ1(X1,2)− µˆ2(X1,2)))
≤ 64|µ1 − µ2|3n2
max
i∈{1,2}
Egi|Z|3, (261)
which implies that ǫn(∇) = o(1), ǫn(d) = o(1) and ǫn(R) = o(1). Finally note that that
if µˆ1(Z) − µˆ2(Z) and µˆ1(Z1) − µˆ2(Z1) both have the same sign as µ1 − µ2, then the
following holds:
R(fn(X)) −R(fn(X1))
=
1
2
[
P
(
Z˜ ∈ R(Z) | Z,Cn(Z˜) = 2
)− P(Z˜ ∈ R(Z1) | Z1, Cn(Z˜) = 2)]
+
1
2
[
P
(
Z˜ 6∈ R(Z) | Z,Cn(Z˜) = 1
)− P(Z˜ 6∈ R(Z1) | Z1, Cn(Z˜) = 1)]
=
1
2
[
F1(Z¯)− F1
(
Z¯ +
Z1 − Z ′1
n
)− [F2(Z¯)− F2(Z¯ + Z1 − Z ′1
n
)]]
(a)
=
Z1 − Z ′1
2n
[
g1(Z¯)− g2(Z¯)
]
+ op(
1
n
)
(b)
=
Z1 − Z ′1
2n
[
g1(µ)− g2(µ)
]
+ op(
1
n
). (262)
where (a) and (b) are consequence of a Taylor expansion. Therefore for all ln ∈ Nn we
have:
lnE
[
βln,n1 (X) | Z1
]
=
Z1 − E(Z1)
2
∆ + op(1), (263)
where we have written ∆ := g1(µ)− g2(µ). This implies that for all ln ∈ Nn we have:
l2nVar
[
E
[
βln,n1 (X) | Z1
]]
=
Var(Z1)
4
∆2 + o(1)
=
∆2
8
(
Varg1(Z) + Varg2(Z) +
1
2
(µ1 − µ2)2
)
. (264)
Moreover we can observe that
∥∥L¯l1,n(X1)−M(Z1, Y1)∥∥L2 → 0 where
M(z, y) = yI
(
z ≤ µ)+ (1− y)I(z > µ). (265)
We remark that M(Z1, Y1) is a Bernoulli random variable with parameter q := F1(µ) +
1− F2(µ). This implies that for all ln ∈ Nn we have:
Var
[L¯l2,n(X1)] = q(1− q) + o(1), (266)
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From which we may deduce that, for all l1, l2 ∈ Nn we have
l1 Cov
[
E
[
βl1,n1 (X) | X1
]
, L¯l2,n(X1)
]
=
∆
2
Cov
[
E
[
X1, L¯l2,n(X1)
]
+ o(1)
=
∆
4
[
Eg2
(
XI(X > µ)
)
+ Eg1
(
XI(X ≤ µ)
)
− 2βµ
]
+ o(1). (267)
5.11 Proof of proposition 8
Proof. Before diving into the proof, recall that c(z, Z1:n) = argmini≤n|Zi−z|, and define
for all subsets B ⊂ N
c∗1(B) := c(
1
2
, ZB),
c∗2(B) :=


argmin
i∈B s.t Zi≤ 12
|1
2
− Zi| if Zc∗1(B) ≥ 12 ,
argmin
i∈B s.t Zi> 12
|1
2
− Zi| if Zc∗1(B) ≤ 12 .
.
A new observation (Z˜, Y˜ ) will be misclassified if Yc(Z˜,Z1:n) is different from Y˜ . There-
fore it is mislabeled if it falls in the following set:
E
(
Xc∗1(JnK),c∗2(JnK)
)
:=
{[1
2 ,
1
2
(
Zc∗1(JnK) + Zc∗2(JnK)
)]
if Zc∗1(JnK) ≤ 12 ,[1
2
(
Zc∗1(JnK) + Zc∗2(JnK)
)
, 12
]
otherwise.
(268)
The key point is to note that the 2-fold cross-validated error can be rewritten in the
following way:
√
nRˆcv(X) =
∣∣∣{i ≤ n
2
: Zi ∈ E
(
Xc∗1(⌊n2 ⌋+1:n),c∗2(⌊n2 ⌋+1:n)
)}∣∣∣
+
∣∣∣{i > n
2
: Xi ∈ E
(
XXc∗
1
(J⌊n
2
⌋K),c∗
2
(J⌊n
2
⌋K))
)}∣∣∣. (269)
For a given pair of random variables X ′1,X
′
2, we write:
λX′1:2 :=
n
2
P
(
X˜1 ∈ E(X ′1:2) | X ′1:2
)
, (270)
and shorthand B1 = {1, . . . , ⌊n/2⌋} and B2 = {⌊n/2⌋+1, . . . , n}. By definition, we have
that:(
I
(
Zi ∈ E(Xc∗1(B2),c∗2(B2))
))
i∈B1
| Xc∗1(B2),c∗2(B2)
i.i.d∼ Bernoulli
(
λXc∗
1
(B2)
,c∗2(B2)
)
. (271)
Therefore using the classical Poisson limit theorem, we have that:∣∣∣{i ∈ B1 : Zi ∈ E(Xc∗(2))}∣∣∣ ∣∣∣ XB2 d−→ Poisson(λXc∗
1
(B2)
,c∗2(B2)
)
, (272)
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which leads to: √
nRˆsplit | XB2 d−→ Poisson
(
λXc∗
1
(B2),c
∗
2
(B2)
)
. (273)
Moreover exploiting the fact that (Xi)
i.i.d∼ unif([0, 1]) we can see that:
λXc∗
1
(B2),c
∗
2
(B2)
=
n
4
∣∣∣1− [Zc∗1(B2) + Zc∗2(B2)
]∣∣∣ d−→ exp(1/2)
Furthermore, by definition of the indexes c∗1(·) and c∗2(·), we remark that:
ZB1\{c∗1(B1),c∗2(B1)} | Xc∗1(B1),c∗2(B1)
i.i.d∼
{
Unif
([
0, 1
] \ [Zc∗1(B1), Zc∗2(B1)]) if Zc∗1(B1) ≤ 12
Unif
([
0, 1
] \ [Zc∗2(B1), Zc∗1(B1)]) otherwise. ,
(274)
ZB2\{c∗1(B2),c∗2(B2)} | Xc∗1(B2),c∗2(B2)
i.i.d∼
{
Unif
([
0, 1
] \ [Zc∗1(B2), Zc∗2(B2)]) if Zc∗1(B2) ≤ 12
Unif
([
0, 1
] \ [Zc∗2(B2), Zc∗1(B2]) otherwise. .
(275)
Therefore the misclassified observations will be those falling in:
M =
(
E(Xc∗1(B1),c∗2(B1))
⋂[
Xc∗1(B2),Xc∗2(B2)
]c)
⋃(
E(Xc∗1(B2),c∗2(B2))
⋂[
Xc∗1(B1),Xc
∗
2(B1)
]c)
. (276)
We denote:
s1 := Yc∗1(B1) − (1− Yc∗1(B1)),
s2 := Yc∗2(B2) − (1− Yc∗2(B2)),
and note that if s1 = −1 we have Zc∗1(B1) ≤ 0.5. We now have that:
|M| = I(s1s2 = 1)
[(s1
2
Zc∗2(B1) +
s1
2
Zc∗1(B1) − s1Zc∗2(B2)
)
+
+
(s2
2
Zc∗2(B2) +
s2
2
Zc∗1(B2) − s2Zc∗2(B1)
)
+
]
+ I(s1s2 6= 1)
[(s1
2
Zc∗2(B1) +
s1
2
Zc∗1(B1) + s2Zc
∗
1(B2)
)
+
+
(s2
2
Zc∗2(B2) +
s2
2
Zc∗1(B2) + s1Zc
∗
2(B1)
)
+
]
. (277)
We note that s1, s2
i.i.d∼ Unif({−1, 1}), and writing U1, U2 i.i.d∼ Exp(1), and N1, N2 i.i.d∼
Exp(12 ), then we have:
√
nRˆcv
d−→ I(s1s2 = −1)
[
I(rd1 ≥ 0)
[
1 + Poisson(rd1)
]
+ I(rd2 ≥ 0)
[
1 + Poisson(rd2)
]]
+ I(s1s2 = 1)
[
I(rs1 ≥ 0)
[
1 + Poisson(rs1)
]
+ I(rs2 ≥ 0)
[
1 + Poisson(rs2)
]]
√
nRˆsplit
d−→ Poisson(N1)
61
where we have
rd1 := s1N1 + s2U2, r
d
2 := s2N2 + s1U1,
rs1 := r
d
1 − 2s2N2, rs2 := rd2 − 2s1N1.
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