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Systems of Algebraic Equations with Bad Reduction
RAPHAEL NAUHEIMy
IWR, Universita¨t Heidelberg, Im Neuenheimer Feld 368, 69120 Heidelberg, Germany
This article proposes a new method for nding certain solutions of systems of algebraic
equations, a method successfully applied to huge systems where general methods usually
fail. We use p-adic approximation, and combine a trivial but eective method for solving
systems modulo p that takes advantage of a small p with a new lifting scheme able to
cope with bad reduction, this being a frequent phenomenon with small primes. The
method works particularly good for solutions of small (or at least bounded) algebraic
degree. Such solutions are interesting in Constructive Galois Theory where they yield
polynomials with a prescribed Galois Group.
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1. Introduction
In this article we are concerned with algebraic systems of equations, that is, given m
polynomials in n variables with integer coecients,
f1; : : : ; fm 2 Z[X1; : : : ; Xn]; (1.1)
we want to nd n-tuples x s.t.
f1(x ) =    = fm(x ) = 0: (1.2)
We restrict ourselves to systems having only nitely many solutions. Generally, such an
x is a tuple of algebraic numbers, but there are instances in which only rational solutions
or at least solutions in a number eld of xed degree are of interest. One such instance
is Constructive Galois Theory (Matzat, 1987; Malle and Matzat, 1998), where rational
solutions of (1.2) for certain systems which are constructed using the properties of a
given nite group G lead to a polynomial with Galois group G.
The basic tool to nd such solutions is a technique well known as \p-adic approxima-
tion". It can be given in short terms as follows:
1. Choose a prime number p.
2. Reduce the polynomials (1.1) modulo p to f1; : : : ; fm.
3. Solve the system f1 =    = fm = 0 over the nite eld Fp with p elements.
4. Lift the solutions mod p to a high power of p, say pK , i.e. nd y 2 Zn with
fi(y)  0 mod pK .
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5. Given the p-adic approximations yj to algebraic numbers xj , nd the minimal
polynomial of the latter.
In step (3) one can use any general method for solving algebraic systems over a eld,
e.g. Gro¨bner bases or characteristic sets. For computations in characteristic 0, interme-
diate expression swell often makes practical computations impossible due to time and
space consumption. Reduction modulo p circumvents this diculty. The lifting step (4)
can usually be accomplished by solving a sequence of linear systems over the nite eld
Fp, see Section 4. The nal step is an application of the famous lattice reduction algo-
rithm (Lenstra et al., 1982). We can exploit the limitation imposed on the degree in this
step.
However, there are also some diculties encountered with this approach:
1. Not every algebraic number lies in a xed eld of p-adic numbers Qp. (This state-
ment hides some subtler issues which can be ignored for the main applications,
namely looking for solutions of degree 1 or 2.)
2. Not every p-adic number in Qp can be found by the above method. The simplest
case is a solution one component of which is a rational number in reduced terms
a=b, where p divides b. This solution will go to innity in step 2 and cannot be
found be means of a p-adic lifting algorithm.
3. Not even every number in the ring Zp of p-adic integers can be found. A classical
case is the one of two dierent solutions that agree modulo p. The solution modulo
p cannot be lifted uniquely, since a system of linear equations over the eld Fp can
either have one or at least p solutions.
4. For interesting problems, step 3 takes extremely long, even though intermediate
expression swell is avoided.
This work proposes remedies for the last two problems which are somewhat related to one
another, thus widening the scope of applicability of p-adic approximation to problems for
which general methods usually fail. We have been able to attack huge systems successfully,
cf. Section 5. Moreover, multiple zeros can now be computed with p-adic methods. The
programs written by the author have been employed to ll some gaps in the lists of
polynomials with prescribed Galois group in the forthcoming book (Malle and Matzat,
1998).
The following section briefly compiles well-known facts about Gro¨bner bases and syzy-
gies. Then in Section 3 we present a method for solving systems modulo a prime number
which is particularly suited for small primes. Next, we address the problem of lifting of
solutions. The notion of bad reduction is introduced and an algorithm is presented which
can cope with this situation. In Section 5 we compare running times for good and bad
reduction.
This paper gives the key results from the author’s Ph.D. thesis (Nauheim, 1995).
Thanks are due to Professor Dr B.H. Matzat who supervised this work as well as to
many colleagues for fruitful discussions, especially Dr G. Malle.
2. Gro¨bner Bases and Syzygies
This section covers only completely well-known material which is repeated here to x
notation and for later reference. A more elaborate exposition and proofs can be found in
Becker and Weispfenning (1993).
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We consider the polynomial ring K[X ] = K[X1; : : : ; Xn] in n unknowns over a perfect
eld K. Later, K will be one of Q or Fp. For an ideal I in K[X ], dim I denotes the
(Krull-)dimension of I. A 0-dimensional ideal has only nitely many solutions in an
algebraic closure K of K.
Polynomials in K[X ] can be thought of as sums of monomials which in turn are
products of a coecient in K and a term or power product. The set of terms can be
totally ordered in a multiplication-compatible way. Such an ordering is called admissible.
Having xed an admissible ordering, we nd for each nonzero polynomial f a leading
term (written as lt(f)) and a corresponding leading coecient (written as lc(f)). Their
product is the leading monomial of f : lm(f) = lc(f)  lt(f): Let f; g 2 K[X ]; and let
lcmflt(f); lt(g)g = u  lt(f) = v  lt(g) with terms u, v, depending on f and g.
The S-polynomial of f and g is dened as
S(f; g) = lc(g)vf − lc(f)ug:
Let I be an ideal in K[X ], generated by a set F  I; for this we write I = (F ):
We call F a Gro¨bner basis of I w.r.t. a xed admissible term ordering, if the following
equivalent conditions are fullled:
1. (flt(f) : f 2 Fg) = flm(f) : f 2 Ig; i.e. the ideal consisting of the leading
monomials of the polynomials in I is generated by the leading terms of polynomials
in F ,
2. For all pairs (f; g) of polynomials in F there exists a nite sequence f1; : : : ; fm in F
and a sequence h1; : : : ; hm in K[X ] with lt(fihi)  lt(S(f; g)) (here,  designates
the term ordering) and S(f; g) =
Pm
i=1 hifi:
Every ideal in the polynomial ring over a eld has a nite Gro¨bner basis which can
be eectively computed by means of Buchberger’s algorithm (Becker and Weispfenning,
1993, Theorem 5.41).
Proposition 2.1. Let I be a proper ideal in K[X ], G a Gro¨bner basis of I w.r.t. an
admissible term ordering. Then I is 0-dimensional i for every unknown Xj, G contains
a polynomial gj s.t. lt(gj) = X
ej
j for some ej > 0:
Proof. (Becker and Weispfenning, 1993, Theorem 6.54). 2
Another criterion for 0-dimensionality is:
Proposition 2.2. Let I be a proper ideal in K[X ]. Then I is 0-dimensional i for
every unknown Xj, I contains a univariate polynomial uj 2 I \K[Xj ]:
Proof. (Becker and Weispfenning, 1993, Lemma 6.50(i)). 2
An important admissible term ordering is the lexicographic term ordering. Gro¨bner bases
of radical ideals under that ordering often have a special shape:
Proposition 2.3. (Shape Lemma) Let I be a 0-dimensional radical ideal in K[X ],
s.t. for every two zeros a = (a1; : : : ; an); b = (b1; : : : ; bn) of I in an algebraic closure of
K, we have a1 6= b1:
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Then the reduced Gro¨bner basis under the lexicographic term ordering with X1 <    <
Xn has the following shape:
g1(X1); X2 − g2(X1); : : : ; Xn − gn(X1);
where deg gj < deg g1; j = 2; : : : ; n:
Let f1; : : : ; fm 2 K[X ]: The set of m-tuples of polynomials
syz(f1; : : : ; fm) = fh1; : : : ; hm j f1  h1 +   + fm  hm = 0g
is the module of syzygies of f1; : : : ; fm: It is a nitely generated K[X ]-module, a gen-
erating system of which can also be found by means of a Gro¨bner basis. We restate
the standard procedure for that task; for a proof see Becker and Weispfenning (1993,
Section 6.1).
One rst assumes that the fi form a Gro¨bner basis of the ideal generated by them.
Then from condition (2) of the denition of Gro¨bner basis we see that each S-polynomial
of a pair (f; g) gives rise to a 0-relation lc(g)vf − lc(f)ug −Pmi=1 hifi and thus to a
syzygy of the fi. It can be shown that these generate the full module of syzygies.
Now let f1; : : : ; fm be an arbitrary generating system of an ideal, and g1; : : : ; gr a
Gro¨bner basis of it. There are base change matrices (aij) 2 K[X ]mr and (bji) 2
K[X ]rm s.t. fi =
Pr
j=1 aijgj and gj =
Pm
i=1 bjifi: Let h = (h1; : : : ; hr) be a syzygy of
g1; : : : ; gr: Then h = (
Pr
j=1 hjbj1; : : : ;
Pr
j=1 hjbjm) is a syzygy of f1; : : : ; fm: Moreover,
we obtain syzygies si from fi−
Pm
i=1
Pr
j=1 aijbjkfk = 0: Let H be a system of generators
for syz(g1; : : : ; gr): It can be shown that fh j h 2 Hg [ fsi j i = 1; : : : ;mg generate the
module of syzygies of f1; : : : ; fm:
3. Solving Systems Modulo p
Throughout this section, p will be a xed prime number, and f1; : : : ; fm will denote
polynomials in the polynomial ring Fp[X1; : : : ; Xn] over the nite eld Fp. We want to
obtain all solutions x = (x1; : : : ; xn) 2 Fnp to f1(x ) =    = fm(x ) = 0 in Fp.
Of course, any general method for solving systems over a eld can be used here, like
Gro¨bner basis computations, characteristic sets or resultants. Probably, in this instance
over the nite eld Fp, they will run faster than the corresponding algorithm over the
rationals, because intermediate expression swell is avoided. There are examples, however,
where any of these methods fails even in the nite eld case due to the large number of
variables and, consequently, monomials, in the input.
A trivial remedy is the following: Every variable Xj can take only p values, represented
as, say, 0; : : : ; p−1: If p is small (and nothing keeps us from choosing it so), we can select
an unknown Xj and substitute each of the possible values for it, thus obtaining p new
systems with one variable less. If solving the old system takes more than p times longer
than each of the new ones, we gain by solving the new systems and putting together their
solutions. Of course, we can apply the idea recursively to the new systems.
The crucial point for the use of this idea is the careful analysis of when one system
takes p times longer to solve than p systems with one variable xed to a value. The
answer will strongly depend on the special shape of the given system. Thus we will rst
x a number of assumptions that we believe give a description of a \general" system of
polynomials.
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1. For all polynomials f occurring in the input or during the algorithm, the relative
frequency of 0 among all values f(x ) as x ranges over Fnp is 1=p. This assumption is
also made in the design and analysis of Pollard’s -method for integer factorization
(Pollard, 1975) and has been heuristically veried in that context.
2. The prime p is small against the number of terms of all occurring polynomials,
3. All polynomials are totally sparse, i.e.
(a) The product of one polynomial with T monomials and another with S mono-
mials has S  T monomials,
(b) Specialization of a variable to a value does not decrease the number of mono-
mials,
(c) The total degree is small compared with the number of monomials,
(d) Let f be a polynomial with T monomials, and g a polynomial with S monomi-
als. Let the degree of f in a xed variable Xj be d = degXj f , and e = degXj g.
Then the resultant of f and g w.r.t. Xj , ResXj (f; g), has at least
(T=(d+ 1))e  (S=(e+ 1))d
monomials.
Some of these points deserve some discussion. We will consider an algorithm that re-
duces the number of variables in some way|either by specializing them or by applying
some elimination technique. Thus, in the later stages we will have polynomials with few
variables left, and these cannot be \general" in the indicated way. The extreme case is
the one of univariate polynomials, in which degrees can be reduced according to Fer-
mat’s theorem. Here all but possibly the rst of the assumptions fail. Thus, the following
considerations should be taken as a guideline for the \rst part" of an algorithm, in
which many variables have to be coped with. Once the number of unknowns is reduced
to, say, 3 or 2, the problem is no longer dicult, and can be solved by some standard
method.
The claim about the number of monomials in a resultant polynomial can be motivated
like this: Consider f written recursively in Xj , f =
Pd
i=0 ajiX
i
j : The coecients aji 2
Fp[: : : ; Xj−1; Xj+1; : : :] will have \on average" T=(d + 1) monomials, and those of g in
such a recursive representation will have S=(e + 1). Now we can view the resultant as
the determinant of Sylvester’s matrix, and this in turn as the sum of products of the
coecient polynomials, the sum ranging over all permutations of column indices. These
products contain e of the aji and d of g’s coecients, thus (using (3)) yielding the gure
given above even for one of the products. The number of products is much harder to
estimate, see Gelfand et al. (1990).
We will now consider dierent methods to solve a system over a nite eld. As an \eli-
mination mechanism", we will use resultants, mainly because they allow elimination one
variable by another, and can be expressed in a concise form. We expect other procedures
(Gro¨bner bases, characteristic sets) to behave similarly in quality.
The dierent methods will be written as lists of elementary steps listed below. After
browsing over this list, the reader may want to skip to the two subsequent examples to
see how things are used. The elementary steps are:
spec(Xj) This corresponds to the construct
for Xj from 0 to p− 1 do the following.
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test(fi) This is short for
if fi(actual values of variables) 6= 0 then backtrack.
A test step can only be performed if all variables occurring in fi are set
to some value, e.g. by preceding spec steps. Backtracking means to go
back to the latest spec step (or univ, s.b.) in which the variable has not
reached the upper limit and to go on with the next value of that variable,
deleting all intermediate settings of variables.
elim(fi; Xj) This means
replace all other polynomials fk with the resultant ResXj (fi; fk)
of fi and fk w.r.t. Xj ; then store fi in a separate place.
Also, store the original versions of the fk away.
The precondition for an elim step is that Xj occurs in fi and has not
been xed to a value. If a solution to the remaining polynomials is found,
then the value of Xj can be retrieved from fi and that partial solution
(and can be checked against the other polynomials).
univ(fi; Xj) Here the precondition is that fi is a univariate polynomial in Xj , possibly
by preceding spec or elim steps. Then the operation is
v  list of zeros of fi. Then for Xj in v do the following.
A trivial way to accomplish the zero nding is to replace this step by the
pair spec(Xj); test(fi):
A spec(Xj), univ(fi; Xj) or elim(fi; Xj) will tag the variable Xj as \done", as will a
test(fi), univ(fi; Xj) or elim(fi; Xj) do for fi. In the course of a backtrack sweeping
backward over the list, these marks are removed, too. An eective solution method is
represented by a list of steps such that on arriving at the end of the list, all polynomials
and variables are \done". At such a point, a solution has been found which is stored in
a result list; then backtracking takes place. As soon as backtracking takes us over the
start of the list, the algorithm terminates.
Before discussing any further the steps and the algorithms composed thereof, here are
the two promised examples: The rst one is a trivial exhaustive search:
spec(X1); : : : ; spec(Xn−1);univ(f1; Xn); test(f2); : : : ; test(fm):
Although very dull, even this method deserves some attention: according to assump-
tion (3), control will pass beyond the rst test step only every p-th time. Therefore, the
bulk of computational cost is caused by this very step, and we can save a lot of time
if we make it cheap. Assuming a degree sparse representation for the polynomials, the
time to evaluate fi is proportional to the number of its monomials. Thus the fi should
be sorted increasingly by length. For a univ(f;Xj) step, too, the computational cost can
be assumed to be proportional to the number of monomials of f .
The second example is the well-known resultant method (Geddes et al., 1992, Algo-
rithm 9.2, 9.3):
elim(f1; X1); : : : ; elim(fn−1; Xn−1);univ(fn; Xn); test(fn+1); : : : ; test(fm):
(note that 0-dimensionality forces m  n). In this instance the optimal ordering for the
variables and polynomials is much less obvious.
Needless to say this rigid form is far from optimal even for the rather straightforward
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ideas represented by these examples. For instance, the rst method should take care of
polynomials not containing all the variables, which would enable us to insert a test or
univ step even before a spec.
The task of composing an optimal solution procedure from the four elementary steps
is a nontrivial task, the only promising method being a branch and cut approach. Here,
we propose an (almost) greedy method based on two heuristic arguments which have also
shown to hold in practical computation.
Consider some solution method which contains a step elim(f;Xj), where degXj (f) 
2: It is always wise to use a polynomial with smallest degree in the variable to eliminate
for this very purpose, hence we can assume that degXj (g)  degXj (f) for all other
polynomials g. We can suppose that after the elim step in question there will follow
a test or univ step, say test(g). To be more specic, assume degXj (g) = degXj (f) =
2; hence f = AX2j + BXj + C; g = DX
2
j + EXj + F with polynomial coecients
A;B; : : : ; F 2 Fp[: : : ; Xj−1; Xj+1; : : :]: For simplicity let f and g both have T monomials.
Using assumption (3) about the \generality" of the polynomials, we nd that the resultant
of f and g w.r.t. Xj has at least (T=3)4 monomials, which is bigger than p T (using (3)).
From this we conclude that it does not pay to eliminate variables of degree greater than
one.
Now consider a polynomial f1 of degree 1 in a variable X1, say. All other polynomials
are supposed to have degree greater than one in X1. We can write down two solution
methods:
elim(f1; X1); spec(X2); : : : ; spec(Xn); test(f2); : : : ; test(fm); (3.1)
spec(X2); : : : ; spec(Xn);univ(f1; X1); test(f2); : : : ; test(fm): (3.2)
In (3.1) the elim step turns the polynomials f2; : : : ; fm into ~f2 = ResX1(f1; f2); : : : ; ~fm =
ResX1(f1; fm):
The cost for method (3.1) is
Cost(elim(f1; X1)) + pn−1(E( ~f2) + 1=p  E( ~f3) +   );
where we denote the cost for evaluating a polynomial f by E(f).
For method (3.2) we nd
pn−1(Cost(univ(f1; X1)) + E(f2) + 1=p  E(f3) +   ):
Note that Cost(univ(f1; X1)) is approximately equal to E(f2), because after substituting
the known values of X2; : : : ; Xn; a linear polynomial in one variable remains. Now if
f1 and f2 are of approximately the same size, then we get for method (3.2) a cost of
pn−1(2E(f2) + 1=p E(f3) +   ); which is smaller than the gure for method (3.1) by the
above assumptions, even if the elimination costs for the elim(f1; X1) step are dropped.
We conclude that elimination pays only if it is not followed by spec steps and only if
there are several elimination steps in sequel.
Roughly, the conclusions can be summarized as
Specialize until a system of linear equations remains.
A program based on these considerations has been implemented by the author in the
computer algebra system MAPLE (Char et al., 1991). It has been able to cope with
very large systems even though MAPLE does not allow fast polynomial arithmetic. (For
instance, dealing with very small primes p, the coecient arithmetic in Fp should be done
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simply by table-look-up which in MAPLE is impossible to get any prots from. Another
point is the awkward access to coecients of polynomials.)
We give a few notes on implementation techniques. Even though the above steps are of
recursive nature, and have to be applied on each recursive level according to the partial
results on that level, it has been observed that most often, the same steps are taken
in each of the dierent branches of, say, a spec step. Thus we have chosen to incorpo-
rate this regularity into the programs architecture and to handle exceptions seperately.
Therefore, the program proceeds in two phases, the rst one, make plan, composing a
\plan" (method) from the elementary steps, and the second phase, do plan, carrying out
that plan.
For make plan, it suces to know which monomials occur in the polynomials, so it
can operate on the sets of monomials or \fake"polynomials with all coecients set to 1
rather than on the original ones. A list of elementary steps is built, starting from the
empty list. If a spec step is to be appended to the list, it should not be preceded by any
elim steps as we saw above. Therefore, any elim steps (if there) are deleted from the
end of the list before the spec step is appended.
The procedure make plan chooses the rst possible action from the following list, ap-
pends it to the plan list (taking care of a spec following an elim as described above)
and updates the fake polynomials, as long as there are variables or polynomials which
are not yet \done".
1. If all variables are known in a polynomial f , then test(f).
2. If all variables but one Xj are known in a polynomial f , then univ(f;Xj).
3. If a variable Xj occurs in all polynomials which are not yet \done" with degree at
least 2, then spec(Xj).
4. If a polynomial f contains a linear (degree 1 and constant coecient) variable Xj ,
then elim(f;Xj).
5. If there is a variable Xj not yet \done", then spec(Xj).
Ties are broken by the following rules:
1. Choose a variable that occurs in a polynomial with a minimal number of variables.
2. Choose the shortest (least number of monomials) polynomial.
Substitutions should not be carried out immediately, but only on evaluation of a poly-
nomial in which a variable has been assigned a value.
As make plan operates on fake polynomials, it may happen that on execution of the
plan, a coecient of a variable vanishes. For instance, let there be a variable Xj occurring
with degree 1 in a polynomial f , i.e. f = AXj +B where A;B 2 Fp[: : : ; Xj−1; Xj+1; : : :]:
Now after a certain number of spec-steps for all variables in A, the polynomial becomes
linear in Xj and a plan could contain an elim(f;Xj) step. If, however, the specialization
is incidentally a zero of A, then the elim step cannot be executed. On detection of such
a case, the program starts anew with the remaining polynomials, again setting up a plan
and executing it. The same applies if the plan has a univ(f;Xj) step and after some
specializations, Xj no longer occurs in f .
4. Lifting
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4.1. Hensel{Newton lifting
To x notations and for the reader’s convenience, we give the classical Hensel{Newton
lifting process. For reasons that will become clear later, the base domain for polynomials
will be the ring of p-integer rationals,
Op := fa=b j a; b 2 Z; p - bg;
rather than the rational integers Z. Again, p denotes a xed prime number. As for Z,
there is a canonical epimorphism Op ! Fp; written as a 7! a; that extends to the
corresponding polynomial rings.
We have a set of polynomials ff1; : : : ; fmg 2 Op[X1; : : : ; Xn] that generate a 0-
dimensional ideal in Q[X1; : : : ; Xn]. We also have x = (x1; : : : ; xn) 2 Onp s.t. for a
certain k  1; fi(x )  0 mod pk for all i. The number k will be called the level.
We have to nd all y 2 Onp with
y  x mod pk (4.1)
and
fi(y)  0 mod pk+1 (4.2)
for all i. Congruence (4.1) allows us to write y = x + pkd with a vector d = (1; : : : ; n):
Taylor expansion around x yields
fi(y) = fi(x ) + pk
nX
j=0
@fi
@Xj
(x )j + p2k(: : :): (4.3)
From this we see that for (4.2), only d mod p matters. By abuse of notation, we can
assume d 2 Fnp :
We nd that fi(y)  0 mod pk+1 i d is a solution modulo p of the linear system
J(x )d = 1=pk(f1(x ); : : : ; fm(x ))tr;
where J(x ) := (@fi=@Xj(x ))i;j denotes the Jacobian at x . Assuming that J(x ) has a left
inverse M modulo p, i.e. MJ(x )  1nn mod p; the linear system has a unique solution.
Moreover, posing the same problem as in (4.1) and (4.2) with the level k increased
by 1 and x replaced by the new approximation y , it can be observed from (4.3) that
J(x ) mod p is constant, and in particular has the same (full) rank modulo p.
We arrive at the following result, in which Zp denotes the ring of p-adic integers.
Proposition 4.1. Let ff1; : : : ; fmg 2 Op[X1; : : : ; Xn]; x = (x1; : : : ; xn) 2 Onp with
fi(x )  0 mod p for all i.
If J(x ) = (@fi=@Xj(x ))i;j has rank n modulo p, then there is a unique z 2 Znp fullling
fi(z ) = 0 for all i and z  x mod p:
We say that x can be lifted to z or that z is a lift of x .
4.2. bad reduction
For a system f1; : : : ; fm  Op[X1; : : : ; Xn] and a point x with fi(x )  0 mod p, we
say that the system has bad reduction modulo p at x (or simply that p is bad at x ), if
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the Jacobian J(x ) has modulo p rank smaller than n. In view of Proposition 4.1, we lose
existence or uniqueness of a lift.
Before we develop the tools to cope with this situation, a few words are in order
regarding the importance of that concept. On the one hand, Proposition 4.2 will show
that a 0-dimensional system will have bad reduction for only nitely many primes p.
Thus, the standard remedy is
If you discover bad reduction, choose a new prime and start over.
On the other hand, experience shows that for most systems especially the small primes
tend to be bad. This is the point that makes the study of bad reduction worthwhile at
all, because the method for solving systems modulo p presented in the previous section
clearly works only with very small p.
Proposition 4.2. Let f1; : : : ; fm 2 Z[X ]; and let the ideal I generated by the fis in
Q[X ] be a radical ideal. Then for all but nitely many primes p, for all solutions x
modulo p, the system has good reduction.
Proof. We can always nd a linear transformation A 2 GLn(Q) of the variables s.t. in
the new coordinates, two dierent zeros of the system dier already in their rst com-
ponent (Becker and Weispfenning, 1993, Lemma 8.76). For the new system, we know
from the Shape Lemma 2.3 that a Gro¨bner basis w.r.t. the lexicographic term ordering
in which X1 < X2 <    has the shape
g1(X1); X2 − g2(X1); : : : ; Xn − gn(X1):
By multiplication with the common denominator, this can be made to be in Z[X ], and
good reduction is read o easily for all primes not dividing any leading coecient.
Further exclusion of all primes occurring as divisors of the denominator in the trans-
formations from Af1; : : : ; A fm to the Gro¨bner basis and vice versa as well as the prime
divisors of det(A) yields the desired result. 2
To handle the situation of bad reduction, we use a quite simple idea: with the clas-
sical scheme, the Taylor expansion (4.3) is cut o just after the linear term, hence the
polynomials are approximated by hyperplanes (in the vicinity of a zero). If this does not
give enough information, the Taylor expansion should be cut o at higher terms, thus
yielding a system which is no longer linear, but algebraic.
We start to put this into algebraic terms: let p 2 P; and I £ Op[X ]; x 2 Onp with
8f 2 I : f(x )  0 mod pk: Consider the following ideals:
A := f1=pk f(x + pkX ) j f 2 Ig£Op[X ];
B := A Q[X ] £Q[X ];
C := B \ Op[X ] £Op[X ]:
(One can easily check that these are indeed ideals.) The ideals A and C of Op[X ] allow
reduction modulo p, and this gives a new criterion for bad reduction:
Proposition 4.3. Let f1; : : : ; fm 2 Op[X ] generate the ideal I £ Op[X ]; and let
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dim I  Q[X ] = 0: Let x 2 Onp with 8f 2 I : f(x )  0 mod pk; and A, B and C be
as above.
Then the system f1; : : : ; fm has bad reduction at x , i A ' C:
Proof. From the Taylor expansion (4.3), we see that A is generated by the linear
polynomials
1=pkfi(x ) +
nX
j=0
@fi
@Xj
(x )Xj :
If the rank of the Jacobian equals n, then Gaussian elimination shows that A can be
generated by polynomials Xj − aj ; j = 1; : : : ; n with certain aj 2 Fp: This exhibits A as
a maximal ideal, hence A = C:
On the other hand, if the rank of the Jacobian is smaller than n, we see that dimA > 0:
But Proposition 4.5 will give dim C  0; hence A ' C: 2
The use of the construction becomes clear from the following proposition:
Proposition 4.4. Let f1; : : : ; fm be a system in Op[X ], I := (f1; : : : ; fm)£Op[X ]: Let
z 2 Znp be a zero of f1; : : : ; fm resp. I  Q[X ] in the ring Zp of p-adic integers. For
a xed k 2 N; let x = z mod pk 2 Onp in a xed residue system of Op=pkOp; y =
z mod pk+1 2 Onp in a compatible residue system of Op=pk+1Op (i.e. y mod pk = x ),
and d := (y − x )=pk mod p 2 Fp: For this x , set up A, B and C as above.
Then d is one of the zeros of C.
Proof. ~z := (z − x )=pk 2 Znp is a zero of A, B, and C, hence d = ~z mod p is a zero of
C. 2
Proposition 4.5. Let in the above setting dim I = 0: Then dim C  0:
Proof. We see that dim I = 0 implies dimB  0; because innitely many zeros of B
would give innitely many of I.
First we settle the case dimB = −1; whence B = C = (1); and thus C = (1); which
implies dim C = −1: Otherwise, dimB = 0; in which case Proposition 2.2 tells us that for
every j = 1; : : : ; n; there is a nonconstant uj 2 B \ Q[Xj ]: W.l.o.g. uj can be assumed
in Op[Xj ] n pOp[Xj ]; so in particular uj 2 C and uj 6= 0: Now either one of the uj is a
nonzero constant in Fp; entailing dim C = −1; or we can conclude dim C = 0; again with
Proposition 2.2. 2
We see that with the ideal C resp. C, we have found the proper generalization of the
linear system which describes the increment in the case of good reduction: All increments
are zeros of C, and the set of all zeros of C is nite in the strong sense of dim C = 0: (Note
that in the case of bad reduction, the linear system still holds, and even has nitely many
solutions, because there are just nitely many points in the ane space over the nite
eld. This is of little use, however, because the number of continuations to be considered
is usually too big.)
The remaining task now is, given the fi and an x , to determine a generating system
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of C. We will nd it more convenient to compute a system that generates only a subideal
C0  C; but with similar properties.
4.3. the sd-ideal
Let A £ Op[X ]: In this subsection, we can conne ourselves to the task of nding a
generating system for C, where C = (AQ[X ])\Op[X ]; and forget about where A comes
from.
The sd-ideal of A is dened as
sd(A) :=

1
p
A

\ Op[X ]:
The letter \d" of sd stands for division by p, while \s" means either inter s ection (German
Schnitt) or s yzygy, see Proposition 4.7. We set sd0(A) := A and sdt+1(A) := sd(sdt(A));
for t  0: By construction, sdt(A)  C for all t, and A  sd(A) is seen immediately. As an
ascending chain of ideals in the noetherian ringOp[X ], the sequence sdt(A), t = 0; 1; 2; : : :
becomes stationary. The corresponding ideal is denoted by sd1(A).
Proposition 4.6.
sd1(A) = C:
Proof. An arbitrary element g of C can be written as g = 1=pA f; where A  0 and
f 2 A: Inductively, 1=pt f 2 sdt(A); thus g 2 sdA(A)  sd1(A): Applying this to each
g in a (nite) generating system of C yields the claimed result. 2
For a polynomial g 2 C; the smallest number t s.t. pt g 2 A is called the p-depth (or
simply depth) of g (which must not be confused with the classical notion of depth in
commutative algebra, see Eisenbud (1995, Chapter 18)).
Another characterization of sd(A) is
Proposition 4.7.
sd(A) =

1
p
LX
l=1
hlfljf1; : : : ; fL 2 A; h1; : : : ; hL 2 Op[X ];
LX
l=1
hlfl  0 mod p

:
In other words, the condition is that (h1; : : : ; hL) is a syzygy of (f1; : : : ; fL) in Fp[X ].
Proof. Obvious. 2
Proposition 4.8. Let A£Op[X ] be generated by f1; : : : ; fm; and let
(h(1)1 ; : : : ; h
(1)
m ); : : : ; (h
(s)
1 ; : : : ; h
(s)
m ) 2 Op[X ]ms
s.t. (h(1)1 ; : : : ; h
(1)
m ); : : : ; (h
(s)
1 ; : : : ; h
(s)
m ) constitute a basis of the module of syzygies of
f1; : : : ; fm in Fp[X ].
Then sd(A) is generated by
S = ff1; : : : ; fmg [

1
p
mX
i=1
h
(1)
i fi; : : : ;
1
p
mX
i=1
h
(s)
i fi

:
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Proof. Let 1=p
PL
l=1 hlgl be an arbitrary element of sd(A), where g1; : : : ; gL 2 A;
h1; : : : ; hL 2 Op[X ]; and
PL
l=1 hlgl  0 mod p: From gl 2 A we get gl =
Pm
i=1 alifi with
ali 2 Op[X ]: We have
LX
l=1
hlgl =
LX
l=1
hl
mX
i=1
alifi =
mX
i=1
fi
( LX
l=1
alihl
  0 mod p;
hence
(PL
l=1 alihl
m
i=1
2 syz(f1; : : : ; fm): Thus there are b1; : : : ; bs 2 Op[X ] with
PL
l=1 alihl
Psj=1 bjh(j)i mod p; say PLl=1 alihl = Psj=1 bjh(j)i + pFi; Fi 2 Op[X ]: We obtain
1
p
LX
l=1
hlgl =
1
p
mX
i=1
 LX
l=1
alihl

fi =
1
p
mX
i=1
 sX
j=1
bjh
(j)
i + pFi

fi
=
sX
j=1
bj

1
p
mX
i=1
h
(j)
i fi

+
mX
i=1
Fifi;
a representation of the arbitrary element in the system S. 2
Now it is clear how a generating system of sd(A), and by Proposition 4.6 one of C,
can be computed. We will give an algorithm tailored to the purpose of lifting in the next
subsection.
The results of this and the last subsection can be summarized as follows:
Theorem 4.9. Let p be a prime number, f1; : : : ; fm 2 Op[X ] a set of polynomials with
only nitely many zeros in an algebraic closure of Q. Let k  1; and x 2 Onp with
fi(x )  0 mod pk; i = 1; : : : ;m:
Then every d 2 Fnp with fi(x + pkd)  0 mod pk+1; for all i, is a zero of an algebraic
system G over Fp. G has dimension 0 and can be computed eectively from the fis
and x .
4.4. lifting with bad reduction
For practical computation, there are various shortcuts to the word-by-word translation
of the theoretical solution in the last subsection. One can summarize the method as
follows:
Compute a Gro¨bner basis of the polynomials 1=pkfi(x + p
kX ) modulo p, but
keeping the parts that are divisible by p. If a polynomial has been reduced to
0, this means that all of its coecients are divisible by p. Adjoin the divided
polynomial to the basis and restart.
To be more precise, we take a closer look to the main ingredients of Buchberger’s algo-
rithm, namely S-polynomials and reduction.
In the case of the lifting algorithm, we have a generating system G1; : : : ; Gr of the
current iterated sd-ideal sdt(A), where A = (1=pkfi(x +pkX ))mi=1: Let g1; : : : ; gr 2 Fp[X ]
be the images of the Gi modulo p. To compute a Gro¨bner basis of the ideal generated
by the gi, we rst need to form S-polynomials as f = lc(gi)vgj − lc(gj)ugi; with lc(gi),
lc(gj) 2 Fp and u, v 2 Fp[X ]. Now we choose preimages mod p of u, v and the lcs: U ,
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V , Li, and Lj , say, and compute F = LiV Gj − LjUGi: By construction, F mod p = f:
The procedure for computing F in the above way is called spolyx(Gi; Gj ; p).
In the same manner, F is \reduced" with the current basis G1; : : : ; Gr : In Buchberger’s
algorithm, reduction of f = F mod p w.r.t. g1; : : : ; gr amounts to computing a vector
h1; : : : ; hr 2 Fp[X ]r s.t. lt(hi gi)  lt(f) and setting the reductum of f to f−
Pr
i=1 higi:
In the lifting algorithm, we choose any preimages modulo p, H1; : : : ; Hr 2 Op[X ] say,
of h1; : : : ; hr; and set the \reductum" of F w.r.t. G1; : : : ; Gr to F −
Pr
i=1HiGi: The
subprogram to accomplish this task is called reducex(F;G1; : : : ; Gr; p). Now if F can be
reduced to \zero", this means that p divides each coecient of F , and F=p will be one
of the generators of sdt+1(A).
We are now ready to state the lifting procedure, which is built very closely after the
Buchberger algorithm:
Procedure lift(f1; : : : ; fm;x ; p; k)
Input: f1; : : : ; fm : Basis of 0-dimensional ideal in Z[X1; : : : ; Xn]
p: Prime number
k: Integer  1
x : n-tuple of integers s.t. fi(x )  0 mod pk, i = 1; : : : ;m:
Output: A list L of all n-tuples d of integers modulo p s.t. fi(x + pkd)  0 mod pk+1.
Uses: The procedure msolve(F; p) to compute all zeros modulo p of a system F .
The procedure dim(F; p) to decide 0-dimensionality of the ideal generated by
the Gro¨bner basis F mod p over Fp[X ] according to Proposition 2.1.
F  f1=pkfi(x + pkX ) j i = 1; : : : ;mg
Repeat
P  ;
G F
B  f(f; g) j f 6= g 2 Gg
While B 6= ; Do
(f; g) first(B); B  B n f(f; g)g
h spolyx(f; g; p)
h reducex(h;G; p)
If h  0 mod p
Then If h 6= 0
Then P  P [ fhg
Else B  B [ f(h; g) j g 2 Gg
G append(G; h)
For f 2 F Do
P  P [ freducex(f;G; p)g
F  G [ fg=p j g 2 Pg
Until dim(G; p)  0
L msolve(F; p)
Return: L:
Some explanations are in order here.
That the algorithm computes the increments according to the method given in the last
two subsections should be clear. It proceeds only up to an ideal for the image modulo p for
Systems with Bad Reduction 633
which 0-dimensionality can be assured, instead of checking equality of ideals over Op[X ].
This allows us to work with \nite" images fi mod pM instead of the fi, and thus with
polynomials whose coecients are represented as integers. One starts with a suitable M ,
say M = 5; and attaches this value to each polynomial. As the computation proceeds,
the value of M attached to a polynomial in the current basis is updated accordingly,
e.g. the minimal M of the constituents of an S-polynomial is assigned to the latter, the
M -value of a polynomial is decreased at a division by p, etc. Any computation with a
polynomial is subject to the restriction M  0 for the associated M . Thus, M is the
maximal p-depth to which the image f mod pM represents the original f correctly.
In the While loop the usual criteria to avoid computation of unneccessary S-poly-
nomials can be applied, see Mo¨ller and Mora (1986, Algorithm 4.3, Lemma 7.8).
It is one of the characterizing properties of Gro¨bner bases that in the For loop, each
f is reduced to 0 modulo p, see Becker and Weispfenning (1993, Theorem 5.35(v)). Thus
P contains only polynomials which are multiples of p.
4.5. implementation details
The procedure given in the last subsection has been implemented by the author in the
computer algebra system MAPLE (Char et al., 1991). We give some more details which
have proven useful in practical computation.
It has been pointed out at the end of Section 4.1 that, in the case of good reduction, the
\nonconstant parts" of the linear systems which determine the increment vectors are the
same for lifting to solutions modulo p2, p3, etc. This is one of the rare instances in which
it pays to solve a linear system by inverting the coecient matrix of the homogeneous
system and multiplying the vector of constant terms by this inverse.
In the case of bad reduction, one has:
Proposition 4.10. Let f 2 Op[X ]; x 2 Znp a zero of f . For k 2 N denote x (k) :=
x mod pk; ck := maxfc 2 N j 1=pcf(x (k) + pkX ) 2 Op[X ]g; and gk := 1=pckf(x (k) +
pkX ) mod p 2 Fp[X ]:
If k  deg(gk); then the sequence of the nonconstant coecients of gl for l  k is
stationary.
Proof. This can be read o the Taylor expansion (4.3). 2
A polynomial gk is in sd1(f(x (k) + pkX )), and such polynomials have to be computed
during the lift algorithm. Now the bulk of computation time is eventually consumed by
the procedure reducex. Assume that, for instance, reducex(F;G1; : : : ; Gr; p) is called
during the lift algorithm on some level k, and let H1; : : : ; Hr be s.t. reducex(F;G1; : : : ;
Gr; p) = F −
Pr
i=1HiGi: The polynomials Hi do not depend on the constant coecient
of the F , Gi, hence become eventually constant (for k big enough).
Thus, if F mod p; Gi mod p without their respective constant coecient are stored
along with the Hi, then the latter can be reused for higher k. Looking back to the case
of good reduction, we notice that the above technique corresponds to storing the inverse
modulo p of a triangular matrix in a LR-decomposition of the coecient matrix of the
linear system.
The next point to consider is the choice of the term ordering for the lifting algorithm,
which is known to have a strong influence on the running time of Buchberger’s algorithm.
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Table 1.
T # contin. Time (s)
6 1 2 2 2 1 2307.3
5 1 2 2 4 2 1 462.3
4 1 2 4 4 4 2 1 288.1
3 1 2 4 4 8 4 2 1 383.1
2 1 4 4 8 8 8 4 2 1 420.5
1 1 8 8 8 8 16 8 4 2 1 538.8
First of all, we notice that this is one of the rare problems in which the term ordering
can be chosen freely. It is generally accepted that for most problems, the degree-reverse-
lexicographic (drl) ordering is best (Bayer and Stillman, 1987). However, for the lifting
algorithm, most generators of the ideal in question are linear, the case of 1 to 3 nonlinear
ones being fairly typical (with good reduction, all of them are linear). This allows elimi-
nation of all but a few variables. Hence it seems best to combine an elimination with a
drl ordering. As MAPLE does not support such mixed orderings, only total lex ordering
and total drl were compared by the author, the latter being slightly inferior.
The while loop of the lifting procedure being similar to Buchberger’s algorithm, time
and space consumption of the former can be huge and prohibitive for practical compu-
tation. But a closer look shows that the last iteration of the enclosing repeat loop can
be saved without aecting the result, and is needed only to conrm 0-dimensionality.
However, it cannot be estimated a priori how many times this loop is executed. Regard-
less, omission of the last iteration will speed up computation. Omission of more steps
will further reduce execution time for the current level, but will generally give more
continuations which all have to be traced on the next level.
These two eects have to be balanced, as shown in the following (fairly typical) exam-
ple: Consider the system s9 1 from Section 5.2 with the prime 2 and the initial solution
[a; b; : : : ; h] = [1; 0; 1; 0; 0; 1; 0; 0]; which is the only one that can be lifted to a solution in
Z8p (actually Q8), z say. For nding z it suces to lift the initial solution to one modulo
25. To obtain uniqueness, the Repeat loop has to be executed 9 times. Now for T , the
initial depth, from 1 to 6, we respectively do the lifting algorithm with the restriction
that the number of iterations (of the Repeat loop) on level k is limited to T + k. This
means that at level 9 − T + 1 uniqueness is reached. Table 1 shows running times and
also the number of intermediate continuations.
It can be seen that in this example it is best to start with an initial depth of 4 and
to accept up to 4 intermediate solutions. If the initial depth had been set to 9, then we
probably could have lifted uniquely, but huge computation times have to be expected
here.
5. Examples
5.1. timings
Some timings of the author’s MAPLE program are given in Table 2. They were pro-
duced using MAPLE V.3 on a SPARC 10/51 workstation. The table contains the follow-
ing columns:
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Table 2.
Name Deg p1 S(p1) L(p1) T (p1) p2 S(p2) L(p2) T (p2)
ex5 2 3 1 1462 1463 11 4 8 12
s9 1 1 2 1 288 289 11 5 1 6
s6 2 1 3 2 56 58 11 20 9 29
caprasse 1 2 0 12 12 5 1 7 8
katsura4 1 2 1 1 2 5 5 1 6
des 18 3 2 7 12 46 58 19 29 26 55
des 18 3 5 11 10 171 181 31 103 141 244
des 22 24 1 5 23 44 67 11 252 27 279
23L3(2) 1 3 14 23 37 11 3861 6 3867
m22 2 3 200 1350 1550 23 e1:2 106 243 e1:2 106
m22 2 5 1092 569 1661 (also bad reduction at 5)
ver9 2 5 2288 190 2478 13 e3:9 106 65 e3:9 106
u33 1 5 2:3 105 70 2:3 105 13 e8:3 108 26 e8:3 108
Name The name of the system according to Section 5.2.
Deg The smallest algebraic degree of a solution, or the degree of an interesting one.
p1 The rst prime with which the solution of the above degree could be obtained,
using the lifting algorithm for bad reduction.
S(p1) The time for solving the system modulo p1.
L(p1) The time for lifting the solution to a p1-power from which the minimal polyno-
mial could be obtained. We do not list the time for processing other solutions
mod p1 which cannot be lifted to a solution or which are images modulo p1 of
solutions of higher degree.
T (p1) The sum of the last two entries.
p2 The rst prime with good reduction for the solution in question.
S(p2) The time for solving the system modulo p2. We mark with an e those entries
which have not been actually computed, but the time has been estimated from
the timings for smaller primes.
L(p2) The time for lifting the solution to a p2-power from which the minimal polyno-
mial could be obtained. In the case of an e in the previous column, the initial
values for the lifting iteration have been obtained by reducing mod p2 the min-
imal polynomial obtained with the help of p1.
T (p2) The sum of the last two entries. As for S(p2) we mark time estimates with an e.
From this table, we see that considerable savings in time can be achieved for bigger
systems. In particular, for examples like m22 or u33, the saving can amount to a factor
of 1000 or more. For u33, see the note in the corresponding paragraph in Section 5.2.
5.2. systems of equations
Examples of algebraic systems come in two dierent types: explicit lists of polynomi-
als, or \coecient type", which is frequent in constructive Galois theory. For the latter,
there is a (usually small) set of polynomials fP (x); Q(x); : : :g in a transcendental vari-
able x, with respectively given degrees and unknown coecients a; b; c; : : : ; only one
of which can be xed as a standardization. Along with these polynomials come their
derivatives w.r.t. x, i.e. P 0(x); Q0(x); : : : : Moreover, there are two polynomial equations
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(P;Q; : : : ; P 0; Q0; : : :) = 0;Ψ(P;Q; : : : ; P 0; Q0; : : :) = 0; which have to be satised identi-
cally by the polynomials in the above set, i.e. the coecients a; b; c; : : : are to be computed
so that  = Ψ = 0 holds. As x is transcendental, this amounts to comparison of coe-
cients of x in the polynomial equations, yielding a system of equations for the coecients
a; b; c; : : :. As the polynomials occur mostly with degree one in  and Ψ, many of the
equations contain linear variables, which can thus be eliminated. The system of equations
for the unknown coecients is usually quite big, and even bigger after elimination of lin-
ear variables: For m22, the polynomials then have 3 to 37 monomials, and degrees 3 or
4, for u33, there are up to 248 monomials, and the degrees range from 2 to 5. Therefore,
only the following data are given:
1. the polynomial set fP (x); Q(x); : : :g;
2.  and Ψ,
3. a list of variables which are eliminated.
For the mathematical background and the construction of  and Ψ, cf. Matzat (1987).
The rst two examples are taken from the classical collection (Boege et al., 1986) and
are only repeated here for convenience:
caprasse:
y2z + 2xyt− 2x− z;
−x3z + 4xy2z + 4x2yt+ 2y3t+ 4x2 − 10y2 + 4xz − 10yt+ 2;
2yzt+ xt2 − x− 2z;
−xz3 + 4yz2t+ 4xzt2 + 2yt3 + 4xz + 4z2 − 10yt− 10t2 + 2:
katsura4:
2x2 + 2y2 + 2z2 + 2t2 + u2 − u;
xy + 2yz + 2zt+ 2tu− t;
2xz + 2yt+ t2 + 2zu− z;
2xt+ 2zt+ 2yu− y;
2x+ 2y + 2z + 2t+ u− 1
The next two are very small systems from constructive Galois theory (given in ex-
plicit form) which describe polynomials with Galois group S9 (symmetric group on nine
symbols).
ex5:
−8a+ eh; 40a− 8− dh;
−80a+ 40− ef − 2dg − 3ch;
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80a− 80− 2e− 3df − 4cg − 5h;
−40a+ 80− 4d− 5cf − 6g;
8a− 40− 6c− 7f;
−ab+ 8e;
−5ab+ b+ 8d;
2− 6a− 7b+ 8c
s9 1:
−eg − 2dh;
9e+ 4b;
−4ch− 2ef − 3dg;
−7c+ 9a− 8f;
−4df − 5cg − 6h− 3e;
−5d− 6cf − 7g + 9b;
9d+ 6a− 5b;
9c− 7a+ 8:
A bigger system in explicit form:
23L3(2):
−2c1 − c3;
−a2 − b3 − 2b1;
−c2 − 2b1c3 − 2c1b3 − 2b1c1 − 2c0;
−14c1c3 − b21 − 2b1b3 − a3 − 2b0 − 7c21 + 3a1 − b2;
−2b1c2 − 7c21c3 − 2b0c3 − 2c0b3 − 2b1c1b3 − b21c3 − 2b1c0 − 2c1b2 − c4 − 2c1b0;
−b4 − 14b1c1c3 − 14c1c2 − 2b1b2 − 14c1c0 − 7c21b3 − 2b1b0 − 2b0b3 − 14c0c3;
−b21b3 − 3a1a2 − b5 − 7c20 + 3a21 − b20 − 3a1a3 − 2b1b4 − 2b0b2 − b21b2 − 7c21b2 − 14c1c4
−14c0c2 − 14b1c0c3 − 2b1b0b3 − 14c1c0b3 − 14b1c1c2 − 14c1b0c3;
−c5 − 2b0c0 − 2c1b4 − 2c0b2 − 2b1c4 − 2b0c2 − b21c2 − 7c21c2 − 2b1c1b2 − 2b1b0c3
−14c1c0c3 − 2b1c0b3 − 2c1b0b3;
−7c20c3 − 2c0b4 − 2b1c5 − 2b0c4 − b21c4 − b20c3 − 7c21c4 − 2c1b5 − 2b1c1b4 − 2b1b0c2
−14c1c0c2 − 2b1c0b2 − 2c1b0b2 − 2b0c0b3;
−7c20b3 − 2b0b4 − b20b3 − 7c21b4 − 14c1c5 − 14c0c4 − 2b1b5 − 3a21a2 − 2b1b0b2 − 14c1c0b2
−b21b4 − 14b1c1c4 − 14b1c0c2 − 14c1b0c2 − 14b0c0c3;
−n− 7c20c2 − 2b0c5 − b21c5 − b20c2 − 7c21c5 − 2c0b5 − 2b1b0c4 − 14c1c0c4 − 2b1c0b4
−2c1b0b4 − 2b0c0b2 − 2b1c1b5;
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a31 − 3a21a3 − 7c20b2 − b20b2 − 14c0c5 − 2b0b5 − b21b5 − 7c21b5 − 2b1b0b4 − 14c1c0b4
−14b1c1c5 − 14b1c0c4 − 14c1b0c4 − 14b0c0c2;
−2b0c0b4 − b20c4 + 2n− 7c20c4 − 2b1c0b5 − 2c1b0b5 − 2b1b0c5 − 14c1c0c5;
−14b0c0c4 − 14b1c0c5 − a31a2 − 7c20b4 − b20b4 − 2b1b0b5 − 14c1b0c5 − 14c1c0b5;
−n− 7c20c5 − 2b0c0b5 − b20c5;
−b20b5 − 14b0c0c5 − 7c20b5 − a31a3:
Next come two systems which describe eld extensions of Q(t) given by certain \dessins
d’enfant" (Schneps, 1994). In the terminology of Birch (1994), the rst one has type
[(18); (3)2(2)4(1)4; (2)9]; and the second one has type [(22); (6)(2)5(1)6; (2)11]:
des18 3:
6a33a10a20 + 10a22a10a31 + 8a32a10a21 − 162a210a21 + 16a21a30 + 14a31a20 + 48a10a30;
15a33a10a21 − 162a210a22 − 312a10a20 + 24a10a30 + 27a31a21 + 24a32a20 + 18a22a10a32
+30a22a30 + 84a31a10;
−240a10 + 420a33 − 64a22 + 112a32;
180a33a10 − 284a22a10 − 162a210 + 60a22a32 + 50a32a10 + 70a30 + 55a33a21 + 260a31
−112a20;
66a33a10 + 336a32 + 90a31 + 78a22a33 − 1056a10 − 90a21;
136a33 − 136;
4a22a10a30 + 2a32a10a20 + 6a20a30 − 162a210a20 + 3a31a21a10;
28a22a10a33 + 192a30 + 128a32a10 + 36a31a10 + 36a33a20 − 300a10a21 + 40a32a21
−648a210 + 44a22a31:
des22 24:
16a20a32 + 18a21a31 + 20a22a30;
−80a23 + 180a34 + 855a35;
7a20a31 + 8a21a30;
210a35 − 210;
40a20a34 + 44a21a33 + 48a22a32 + 52a23a31 + 280a30;
27a20a33 + 30a21a32 + 33a22a31 + 36a23a30;
55a20a35 + 60a21a34 + 65a22a33 + 70a23a32 + 80a30 + 375a31;
78a21a35 + 84a22a34 + 90a23a33 − 170a20 + 102a31 + 480a32;
136a23a35 − 114a22 + 152a33 + 720a34;
105a22a35 + 112a23a34 − 144a21 + 126a32 + 595a33:
Finally, there are some systems in coecient form:
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ver9
This system occurred as an intermediate problem in the construction of a polynomial
of degree 8 with Galois group GL2(3). Its solution (over Q(
p
14)) describes a polynomial
with Galois group S4. The polynomial set is:
fM = x2 + a;
P = x2 + 2x+ b;
Q = x3 + c x2 + d x+ e;
R1 = x3 + f x2 + g x+ h;
S1 = x3 + i x2 + j x+ k;
R2 = x3 + l x2 +mx+ n;
S2 = x3 + o x2 + p x+ qg:
 = rM4 (856=7−p−1) + (P 3Q−R12 S1);
Ψ = rM4 (856=7 +
p−1) + (P 3Q−R22 S2):
The list of eliminated linear variables is:
[i; c; d; p; e; q]:
s6 2
This system describes a polynomial in Q(t)[Z] with Galois group Sp6(2) over Q(t).
The construction in detail can be found in Ha¨fner (1990). The polynomial set is:
fP = x2 + 3x+ 1;
Q = x4 + cx2 + dx+ e;
R = x6 + fx5 + gx4 + hx3 + ix2 + jx+ k
S = x16 + lx15 +mx14 + nx13 + ox12 + px11 + qx10 + rx9
+sx8 + tx7 + ux6 + vx5 + wx4 +Ax3 +Bx2 + Cx+Dg:
 = 15R+ 3PQ+ 5xQP 0 − 7xPQ0;
Ψ = 15Q6 + 3PRS + 5xP 0RS − 2xPR0S − xPRS0:
The list of eliminated linear variables is:
[c; d; f; h; j; k; l;m; n; o; p; q; r; s; t; u; v; w;A;B;C]:
This is an untypically long list resulting in a system with only 4 variables e; i; g; d:
m22
The construction of the following system describing a polynomial with the Mathieu
group M22 as Galois group is carried out in detail in Malle (1988).
fP = x4 + px3 + qx2 + rx+ s;
Q = x3 + 97x2 + tx+ u;
R = x7 + ax6 + bx5 + cx4 + dx3 + ex2 + fx+ g;
S = x8 + hx7 + ix6 + jx5 + kx4 + lx3 +mx2 + nx+ og:
640 R. Nauheim
 = 11R+ 11PQ− 4xP 0Q− 2xPQ0;
Ψ = 11P 3Q+ 11RS − 2xR0S − xRS0:
List of eliminated variables: [a; b; c; d; e; f; g; h; i; o]:
u33
The following system describes a polynomial with Galois group U3(3):2, from which a
Galois realization of the nite simple group U3(3) can be obtained. The parametrization
used here (due to B.H. Matzat) diers from Nauheim (1995). This new choice of principal
divisors yields a rational solution which allows us to use the prime 5 (instead of 11). It
should be noted, however, that for the case of good reduction, the old parametrization
gives better results (estimated to 1:4 107 s).
fQ = x2 − 2x+ a;
R = x6 + bx5 + cx4 + dX3 + ex2 + fx+ g
S = x4 + hx3 + ix2 + jx+ k
N = x4 + lx3 +mx2 + nx+ o
M = x12 + px11 + qx10 + rx9 + sx8 + tx7
+ux6 + vx5 + wx4 +Ax3 +Bx2 + Cx+Dg
 = 3R3 + (12Q0x+Q)MN − xQ(2M 0N +MN 0);
Ψ = 3M + (12Q0x+Q)RS − xQ(4R0S +RS0):
List of eliminated variables: [p; l; q; r; s; t; C;D;m;B;w;A; u; v; o]:
6. Conclusion and Outlook
Even though there remain some diculties, the method proposed by the author has
proven useful for nding zeros of huge systems, for which standard approaches usually
fail. Further work is needed to evaluate a number of possible improvements, e.g.
1. A faster implementation of the procedure do plan, in a language that can use table-
look-up for the nite eld arithmetic and has better access to the polynomial data
structures.
2. Use of non-prime residue elds, i.e. F4, F8, F9, F16, etc. (This should give better
results for solutions of degree 2 or 3. While only formal changes are necessary for
the solving mod p part, lifting is more complicated, and the interpretation of the
resulting \p2-adic" series requires additional considerations.)
3. Use of special purpose systems (such as Macaulay or Singular) for Gro¨bner basis
computations in the lifting part could give improvements.
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