We study the evolution of fronts in a bistable equation with time-delayed global feedback in the fast reaction and slow diffusion regime. This equation generalizes the Hodgkin-Grafstein and Allen-Cahn equations. We derive a nonlinear equation governing the motion of fronts, which includes a term with delay. In the onedimensional case this equation is linear. We study the motion of one-and two-dimensional fronts, finding a much richer dynamics than for the previously studied cases ͑without time-delayed global feedback͒. We explain the mechanism by which localized fronts created by inhibitory global coupling loose stability in a Hopf bifurcation as the delay time increases. We show that for certain delay times, the prevailing phase is different from that corresponding to the system in the absence of global coupling. Numerical simulations of the partial differential equation are in agreement with the analytical predictions.
I. INTRODUCTION
The effects of global coupling ͑or feedback͒ and other types of nonlocal interactions on pattern formation have been studied in chemical ͓1-18͔, physical ͓19-25͔, and biological ͓26-31͔ spatially extended systems. Often, the resulting patterns are localized structures consisting of spatial domains, or clusters, of one type of dynamical behavior embedded in a background of another type separated by either static or moving boundaries. Typical examples are homogeneous clusters in different steady states, clusters oscillating out of phase, and clusters oscillating with different amplitudes. We refer the reader to the following reviews ͓32,33͔ on dissipative localized structures and solitons for further information. Localized structures with two clusters in different homogeneous steady states, or phases, arise in the bistable reactiondiffusion equation
defined in a domain ⍀ R n ͑n =1,2͒ with a global feedback term proportional to
added to the right-hand side of Eq. ͑1͒ where ͉⍀͉ is the size of the domain ͓8͔ ͑see also ͓25͔͒. In Eq. ͑1͒, is an order parameter, ⑀ Ӷ 1 ͑fast reaction and slow diffusion limit͒, and f is a cubiclike function; i.e., a real odd function with a positive maximum, a negative minimum, and precisely three zeros located at − , 0 and + respectively with fЈ͑ Ϯ ͒ Ͻ 0 and fЈ͑ 0 ͒ Ͼ 0 ͓Fig. 1͑a͔͒. We assume that f is "minus" the derivative of a double-well potential having two equal minima at Ϯ . For simplicity, and without loss of generality, here we consider Ϯ = Ϯ 1 and 0 = 0. The prototype example is f͑͒ = ͑ − 3 ͒ / 2. The constant h specifies the difference between the potential local minima of the system; i.e., when h 0 the double-well potential has two minima: one local and one global.
When h =0 ͑no potential difference between the two minima of the double well͒ Eq. ͑1͒ has two homogeneous stationary solutions: = + =+1 or = − = −1. We refer to them as the phases of the system. In a front solution for Eq. ͑1͒, the domain ⍀ is divided into two subdomains ͑clusters͒ ⍀ + and ⍀ − , where = + = +1 and = − = −1 respectively, separated by a very thin interface ⌫ of width O͑⑀͒ ͑⑀ Ӷ 1͒ inside which varies rapidly between the values corresponding to the two phases ͑ = Ϯ 1͒ ͓34͔ as we show schematically in Fig. 1͑b͒ ͑left panel͒. The motion of the front represents a transition from one phase to the other. We use the convention adopted in Fig. 1 : for h Ͼ 0 the function f͑͒ moves upward and the front moves to the left causing a phase transition from = − =−1 to = + =+1 ͑ − → + phase transition͒. In a stationary, or localized front solution the two phases coexist. The evolution of fronts in spatially extended bistable systems has been extensively studied ͓35͔ ͑see also references therein͒. We review some points relevant to this paper at the end of this section.
The bistable equation has been used to describe phasetransition dynamics and the evolution of chemical concentrations ͓35,36͔. In the former case, it is known as the AllenCahn equation ͓36͔. The phases ͑ Ϯ ͒ represent different chemical species or aggregation states of the system. In the context of brain dynamics the bistable equation is known as the Hodgkin-Grafstein model, and has been used as an early model to describe the evolution of extracellular potassium ions in the investigation of spreading depression in the brain ͓37͔ ͑see also ͓38͔͒. The two phases correspond to a physiological and pathological states respectively ͓30,38͔.
The goal of this paper is to study the effects of delayedtime global feedback ͑or coupling͒ on the dynamics of fronts for the one-and two-dimensional bistable equation
where ͗ ͘ = ͗͑͘t − ͒ and where the constants ␥ and are the global feedback parameter ͑intensity͒ and delay-time, respectively. We consider Neumann boundary conditions. All the variables and parameters considered here are assumed to be dimensionless. An appropriate non-dimensionalization can be performed to reduce dimensional cases to the one considered here. ͑See ͓39,40͔ for a dimensional formulations of related problems.͒ We use formal asymptotic analysis, dynamical system tools and numerical simulations to investigate both the effects of the delay time on the dynamics of localized fronts generated as a result of instantaneous ͑ =0͒ inhibitory global feedback ͑␥ Ͻ 0͒ ͓8,40͔ and the role that delayed-time global feedback may play as a control mechanism for the selection of a resulting stationary homogenous phase. More specifically, in the absence of global inhibition ͑␥ =0͒ fronts evolve toward a homogeneous stationary solution with either = + or = − . We refer to the 
FIG. 1. ͑a͒ Schematic graph of a bistable function f͑͒ + h for various values of h.
The zeros of f͑͒ + h ͑ − , 0 with + from left to right͒ are local extrema of the double-well potential function F͑͒ − h satisfying f͑͒ =−FЈ͑͒. The prototype example is f͑͒ = ͑ − 3 ͒ / 2 with F͑͒ = 4 / 8− 2 / 4. The area above ͑below͒ the curve between 0 and + ͑ − ͒ is proportional to the difference in heights between the maxima and the corresponding minimum of the double-well potential function. If the sign of the integral I F of the bistable function between − to + is positive ͑negative͒, then + ͑ − ͒ is the absolute minimum. The bistable function f͑͒ is symmetric and has three zeros: − = −1, 0 = 0, and + = 1; i.e., F͑͒ is also symmetric and has two local ͑and also absolute͒ minima: − and + . For h Ͼ 0, I F Ͼ 0 and + is the absolute minimum of the double-well potential F͑͒ − h. For h Ͻ 0, I F Ͻ 0 and − is the absolute minimum of the double-well potential F͑͒ − h. ͑b͒ Schematic diagrams of a one-dimensional front ͑left͒ and bump ͑right͒.
corresponding phase as the natural phase of the system. Stationary fronts are created for appropriate levels of instantaneous global inhibition ͑␥ Ͻ 0 and =0͒ but this alone is not enough to reverse the phase of the system; i.e., to create a homogeneous solution with a phase different from the natural one.
Time-delayed feedback, either local or global in space, arises in a variety of fields ͓41͔. It has been used to control pattern forming systems ͓42-45͔, the emergence of traveling pulses in excitable media ͓30͔, chemical turbulence ͓46͔, rapid directional solidification ͓47͔, and chaos ͓48,49͔. It has also been used to investigate networks of bistable oscillators ͓50,51͔, laser dynamics ͓52͔, and the spontaneous motion of cavity solitons ͓53͔. We refer the reader to ͓41͔ for further applications. ͑See also ͓54͔͒.
In bistable systems, time-delayed feedback, both local and global in space, arise in the context of brain dynamics ͓30,38,55͔. Local time-delayed feedback has been investigated in the bistable equation ͓56͔, a bistable piecewise linear equation ͓57͔, and an extended version of the HodgkinGrafstein model of FitzHugh-Nagumo type. Time-delayed global feedback arises in the context of neural field dynamics ͓55͔ where the order parameter ͑neural field͒ captures the neural population activity. In Eq. ͑2.12͒ in ͓55͔ the timedelay parameter is space dependent and the reaction term is linear since this investigation focused on the stability of the rest state ͓58͔. However, bistable functions have been used in spatially extended globally coupled models of neural dynamics where the neural activity is measured in terms of firing rate ͓59,60͔. To our knowledge, the effects of delayed-time global feedback on the evolution of fronts in bistable systems have not been investigated before.
A. Background
One-dimensional fronts are also referred to as kinks. Standard singular perturbation arguments show that Eq. ͑3͒ with ␥ =0 ͑no global feedback͒ possesses a traveling kink moving with velocity proportional to h ͓34,35͔. Hence, no localized solutions exist unless h =0 ͓61͔. For the prototype bistable function f͑͒ = ͑ − 3 ͒ / 2 and h =0 ͑no potential difference between phases͒ the localized kink is given by s ͑x͒ = Ϯ tanh͓͑x − x 0 ͒ / ͑2⑀͔͒, which is the solution of ⑀ 2 xx + f͑͒ = 0 satisfying s ͑x 0 ͒ = 0. Note that the size of the interface decreases with ⑀. If h 0, then the kink propagates from the locally stable minimum to the globally stable minimum of the double-well potential ͓34͔.
In the two-dimensional ͑2D͒ case there exist front solutions, called quasi-2D kinks, which are locally kinks along normal directions to the interface ⌫ ͓34͔. For every time t this interface can be approximated by the set of points s͑x , t͒ for which the order parameter vanishes. Note that ⌫͑t ; ⑀͒ = s͑x , t͒ + O͑⑀͒ and ͉⍀͉ = ͉⍀ + ͉ + ͉⍀ − ͉ + O͑⑀͒ for appropriate size of ͉⍀ Ϯ ͉.
The evolution of this interface characterizes the evolution of the corresponding front. These two terms will be used indistinctly in this paper. For ␥ = h =0 ͑no global feedback and no potential difference between phases͒, planar curved fronts move with normal velocity proportional to their curvature, according to the flow by mean curvature ͑FMC͒ equation ͓36,62͔
In eq. ͑4͒, the left-hand represents the normal velocity and the first term in the right-hand represents the mean curvature. For 1D fronts, Eq. ͑4͒ reduces to s t =−h consistently with the results mentioned above. For a circular interface and h =0 ͑no potential difference between phases͒, the curvature is the reciprocal of the radius R, and Eq. ͑4͒ becomes R t =−R −1 ͑t͒, whose solution is given by R͑t͒ = ͱ R 0 2 −2t for any initial condition R 0 ; i.e., circles shrink to a point at a critical finite time t c = R 0 2 / 2. For h Ͼ 0 the value of t c decreases while for h Ͻ 0 there exists a critical value h c such that circles either shrink to a point in finite time ͑h Ͼ h c ͒ or grow unboundedly ͑h Ͻ h c ͒; i.e., the potential difference between phases and the curvature effects compete, and the "winning" phase is determined by the initial radius. A qualitative similar behavior occurs for closed, convex interfaces; they remain convex and become asymptotically circular as they shrink to a point in finite time ͓63͔. See also ͓64͔ for more general results.
Eq. ͑3͒ with instantaneous global inhibitory feedback ͑␥ Ͻ 0 and =0͒ possesses stationary fronts ͓8,65͔. ͑See also ͓40͔ for the overdamped nonlinear wave equation.͒ The simplest argument for the 1D case is that the stationary kink solution s ͑x͒ of ⑀ 2 xx + f͑͒ = 0 is also a solution of ⑀ 2 xx + f͑͒ + ⑀͑h + ␥͗͒͘ provided h + ␥͗͘ =0 ͓65͔. This heuristic argument remains true for the 2D case but it does not predicts the location of the interface.
B. Overview
In Sec. II, we use standard formal asymptotic techniques to derive an equation of motion that governs the evolution of fronts for Eq. ͑3͒. This equation generalizes the classical FMC Eq. ͑4͒ to include time-delayed global feedback effects. In Sec. III, we study the dynamics of one-dimensional fronts. We show how oscillatory fronts develop as delay time increases for ␥ Ͻ 0 ͑inhibitory global feedback͒. They either stabilize into stationary fronts or, for large enough values of , they grow unboundedly eventually reaching one of the boundaries of the domain. In Sec. IV, we study the dynamics of two-dimensional fronts with radial symmetry. For curved fronts, there is a competition between curvature and delayedtime global feedback effects. For the appropriate parameter values, the latter oppose shrinkage of curved fronts due to curvature effects thus creating either localized solutions or oscillatory fronts with growing amplitude which eventually cause phase reversal. The asymptotic techniques we use here have been applied before to investigate bistable systems in the absence of delayed-time global feedback. However, it is not clear a priori that the resulting equation of motion provides a good approximation to the front dynamics for Eq. ͑3͒ when delayed-time global feedback effects are included. In order to show that our results are not an artifact of these techniques we compare them with the results of numerical simulations using Eq. ͑3͒. We discuss the implications of our findings for pattern formation in Sec. V.
II. DERIVATION OF THE EQUATION OF FRONT MOTION
Here we follow other authors ͓8,34,66,67͔ and use formal asymptotic analysis to derive an equation that describes the evolution of a fully developed front. Although some of the arguments are standard for systems with no delayed-time global feedback we include them here for completeness. We assume that for small ⑀ Ն 0 and all t ͓0,T͔, the domain ⍀ can be divided into two open regions ⍀ + ͑t ; ⑀͒ and ⍀ − ͑t , ⑀͒ by a curve ⌫͑t ; ⑀͒, which does not intersect ‫ץ‬⍀. This interface, defined by ⌫͑t;⑀͒ ª ͕x ⍀:͑x,t;⑀͒ = 0͖, ͑5͒
is assumed to be smooth, which implies that its curvature and its velocity are bounded independently of ⑀. We also assume that there exists a solution ͑x , t ; ⑀͒ of Eq. ͑3͒, defined for small ⑀, for all x ⍀ and for all t ͓0,T͔ with an internal layer. As ⑀ → 0 this solution is assumed to vary continuously through the interface, taking the value 1 when x ⍀ + ͑t ; ⑀͒, −1 when x ⍀ − ͑t , ⑀͒, and varying rapidly but smoothly through the interface. By carrying out a singular perturbation analysis for ⑀ Ӷ 1, we obtain the law of motion of the interface, treating it as a moving internal layer of width O͑⑀͒. We focus on the dynamics of the fully developed layer, and not on the process by which it was generated. The asymptotic expansion for away from a small, O͑⑀͒, neighborhood of the interface is assumed to have the form ϳ 0 + ⑀ 1 + O͑⑀ 2 ͒ as ⑀ → 0. Substituting into Eq. ͑3͒ and equating coefficients of the corresponding powers of ⑀ we obtain the following O͑1͒ and O͑⑀͒ problems for the outer solution: f͑ 0 ͒ = 0 and fЈ͑ 0 ͒ 1 + h + ␥͗ 0 ͘ = 0. The corresponding solutions are 0 = Ϯ 1 ͑x ⍀ Ϯ ͒ and 1 =−͓h + ␥͉⍀ + ͉͑t − ͒ − ␥͉⍀ − ͉͑t − ͔͒ / fЈ͑ 0 ͒, respectively. Away from the interface the solution is given by the phases ͑ 0 = Ϯ 1͒ corrected by an O͑⑀͒ term.
We now look at the inner solution in the interface of width O͑⑀͒. In Cartesian coordinates this interface is represented by y = s͑x , t , ⑀͒. We assume that the curvature of the front is small compared to its width and define a new variable z ª y−s͑x,t,⑀͒ ⑀ = O͑1͒ as ⑀ → 0 in a neighborhood of the interface. ͑In the one-dimensional case s = s͑t ; ⑀͒ and y ª x−s͑t,⑀͒ ⑀ .͒ We call ⌽͑z , x , t , ⑀͒ the asymptotic form of as ⑀ → 0 with z fixed. Equation ͑3͒ in ͑z , x , t͒ coordinates becomes
The asymptotic expansion of ⌽ is assumed to have the form ⌽ ϳ ⌽ 0 + ⑀⌽ 1 + O͑⑀ 2 ͒ as ⑀ → 0. Substituting into Eq. ͑6͒ and equating coefficients of the corresponding powers of ⑀ we obtain the following problems for O͑1͒ and O͑⑀͒ respectively,
͑8͒
In order to solve Eq. ͑7͒ we define a new variable
.
͑9͒
In terms of , Eq. ͑7͒ reads
whose solution is ⌽ 0 = ⌿͑͒, the unique solution of ⌿Љ + f͑⌿͒ =0, ⌿͑Ϯϱ͒ = Ϯ 1, ⌿͑0͒ = 0. Thus
͑11͒
Note that as z moves away from zero ⌽ 0 approaches 0 = Ϯ 1.
In terms of , x and t, Eq. ͑8͒ reads
It is straightforward to check that ⌿Ј͑͒ satisfies the homogeneous equation
Thus the operator ⌳ ª ‫ץ‬ 2 ‫ץ‬ 2 + fЈ͑⌽ 0 ͒ has a simple eigenvalue at the origin with ⌿Ј as the corresponding eigenfunction. Then the solvability condition for the Eq. ͑12͒ gives
and rearranging terms we get
We know take care of the last term in Eq. ͑16͒.
Substituting Eq. ͑17͒ into Eq. ͑16͒ and rearranging terms we get
͑18͒
Eq. ͑18͒ governs the evolution of fronts for Eq. ͑3͒ and generalizes the classical FMC Eq. ͑4͒ to include delayed global feedback effects. Note that the constant ␣ given by Eq. ͑15͒ depends on the function f͑͒ with ⌿͑͒ the unique solution of
and ␣ = 3. Note that for f͑͒ = sin ͑overdamped sine-Gordon equation͒, ⌿͑͒ = 4 tan −1 e − and ␣ = 4 . For simplicity and without loss of generality, throughout this paper we will consider ͉⍀͉ = 1 and ␣ = 1; i.e., the values of ͉⍀͉ and ␣ are absorbed by the parameters h and ␥.
In polar coordinates Eq. ͑18͒ reads
Eq. ͑19͒ can be obtained from its corresponding Cartesian version ͓Eq. ͑18͔͒ by changing variables or it can be derived directly from Eq. ͑3͒ in a similar fashion as for the Cartesian version presented in Sec. II. ͑See ͓66͔ for technical details͒.
III. DYNAMICS OF ONE-DIMENSIONAL FRONTLIKE STRUCTURES
The evolution of a one-dimensional front in a domain ⍀ = ͓0,1͔ is given by following linear delay-differential equation
is obtained from Eq. ͑18͒ by disregarding spatial variations ͑s x = s xx =0͒. A schematic diagram of a front is given in Fig. 1͑b͒ ͑left͒.
As mentioned in Sec. I ͑Background͒, for ␥ =0 ͑no global feedback͒ the sign of h governs the dynamics of the front and determines the homogeneous steady phase. For h 0, no localized solutions are possible. If h Ͼ 0, the zero of the bistable function f͑͒ + ⑀h is moved to the right ͓see Fig.  1͑a͔͒ and, to first order approximation, the phase + =+1 becomes an absolute minimum of the corresponding doublewell potential; i.e., a front as the one shown in Fig. 1͑b͒ ͑left panel͒ moves to the left, in a direction that favors the − → + phase transition, eventually generating a homogeneous steady solution. Analogous results hold for the case h Ͻ 0. In the context of neural dynamics fronts moving to the left ͑ − → + ͒ are referred to as depolarizing and fronts moving in the opposite direction are referred to as nondepolarizing ͑or hyperpolarizing͒. In the context of solid-liquid phasetransition dynamics, the former are referred to as solidification fronts.
Localized solutions for Eq. ͑20͒ exist for parameter values such that the fixed point s =1/ 2+h / ͑2␥͒ is stable and satisfies 0 Ͻ s Ͻ 1. The latter constraint, imposed by the endpoints of the domain ⍀, yields −1 Ͻ h / ␥ Ͻ 1 ͉͑␥͉ Ͼ ͉h͉͒. When there is no delay ͑ =0͒, s is stable for ␥ Ͻ 0 ͑global inhibition͒ and unstable for ␥ Ͼ 0. Hence, localized solutions are created as the result of global inhibition ͑and not global excitation͒. Fronts initially away from s converge to s and cease to move. As global inhibition increases ͑␥ increases in absolute value͒, s → 1 / 2; i.e., localized solutions persist for all negative values of ␥. Therefore, given h, instantaneous global inhibition is not enough to reverse the phase of the system. Below we show that phase reversal can be achieved as the delay time increases above a critical value through a Hopf-bifurcation mechanism.
For Ͼ 0 stability of s can be investigated following standard procedures ͓41͔. We sketch the analysis in Appendix A for completeness. We show that stable localized solutions exist for values of 0 Ͻ Ͻ H =− / ͑4␥͒ and ␥ Ͻ 0 ͑global inhibition͒, and they loose stability at the Hopf bifurcation point H . In addition, there is a critical value c = Յ ͑2␥e͒ −1 , c Ͻ H , such that upon perturbations to s front oscillations will be observed for c Ͻ Ͻ H and no oscillations will be observed for Ͻ c .
In Fig. 2 we illustrate the evolution of one-dimensional fronts for h =0, ␥ = −1 and various representative values of . For these values our asymptotic approximation predicts c ϳ 0.184 and H ϳ 0.785. The solid lines correspond to the solutions to the asymptotic Eq. ͑20͒. The superimposed circles correspond to the solution of the one-dimensional PDE ͓Eq. ͑3͔͒ with ⑀ = 0.01 ͑see below͒. Figure 2͑a͒ shows the localized front corresponding to =0 ͑no delay͒. For small values of Ͻ c the localized solutions persist ͓Fig. 2͑b͔͒. For larger values of ͑but still Ͻ H ͒ damped oscillations develop which eventually converge to the localized solution s ͓Figs. 2͑c͒-2͑e͔͒. For higher values of Ͼ H , oscillations grow unboundedly ͓Fig. 2͑f͔͒ and eventually the front will reach one of the boundaries ͑either s =0 or s =1͒ leaving the domain in a homogeneous phase with either =+1 or = −1, respectively. Appropriate values of ␥ and can be used so that either a localized solution or a stationary solution with a desired phase is selected.
In Fig. 3͑a͒ , we present graphs of the frequency of the oscillatory fronts as a function of the delay-time for h =0 and three representative values of ␥. The "Red curve" ͑␥ =−1͒ corresponds to Fig. 2 . The arrows pointing downward above each curve indicate the Hopf-bifurcation delaytime H . For each value of ␥, points left to the arrows correspond to stable oscillations while points right to the arrows correspond to unstable oscillations. The front's oscillatory frequency is a decreasing function of , for fixed-values of ␥, and an increasing function of ␥ for fixed values of . The parameters ␥ and can be finely tuned for the front to be on either side of the arrows. The "similarity" among the three curves in Fig. 3͑a͒ is not surprising since eq. ͑20͒ can be rescaled to the following ␥-independent equation
by defining 
For Eq. ͑21͒, H = / 4 ͑see Appendix A͒. The curves in Fig.  3͑a͒ are representative for values of h 0. Changes in the value of h are reflected in the location of the equilibrium front s but not in the stability properties of the front solution s͑t͒ ͑see Appendix A͒. In order to show that our findings are not an artifact of the asymptotic approximation, we performed direct simulations of Eq. ͑3͒ ͑one-dimensional case͒ for ␥ = −1, h =0, ⑀ = 0.01 and various values of and compare with our asymptotic predictions. Our results are presented in Figs. 2-4. Numerical simulations of Eq. ͑3͒ were performed for the prototypical bistable function f͑͒ = ͑ − 3 ͒ / 2 using a CrankNicholson finite difference scheme together with the Newton method for the nonlinear term ͓68͔. We have considered a computational domain defined by ⍀ ª ͓0,1͔, a spatial discretization of 200 points, Neuman boundary conditions at x = 0 and x = 1, a time discretization ⌬t = 0.01 ͑or sometimes ⌬t = 0.001͒, and the following initial condition ͑x͒ = tanh͑
The results for representative values of and ␥ = −1 are presented in Fig. 4 . The thin interfaces can be observed in between the "red" and "blue" regions corresponding to the two phases, = + and = −1, respectively. These graphs illustrate the fact that the front structure of the solution is preserved for values of ␥ Ͻ 0 and Ͼ 0 even when the front looses stability. In Fig. 2 we superimposed ͑circles͒ the values of x approximating the interface ͓͑x͒ =0͔ corresponding to the PDE Eq. ͑3͒ to the asymptotic front solution s͑t͒. The asymptotic prediction and the numerical solutions are in good agreement although the values of that give the best approximation between the asymptotic and numerical solutions slightly differ as increases.
Further comparisons between the asymptotic and numerical results are presented in Fig. 3͑b͒ . There we plotted the relative frequency error between the solutions to the asymptotic Eq. ͑20͒ and the numerical solutions to the PDE ͓Eq. ͑3͔͒ as a function of . For each value of ␥ we calculated the relative frequency error as the absolute value of the difference between the two frequencies divided by the frequency corresponding to the Hopf-bifurcation delay-time H . Overall, there is good agreement between the asymptotic and numerical predictions; the relative error is below 0.02. The error is larger for small values of , slightly above the critical delay-time c for the emergence of oscillatory solutions. These may not necessarily indicate a lack of accuracy in the asymptotic approximation but rather in the calculation of the frequency since for these values of the amplitude of the damped oscillations decreases very rapidly. This is further supported by the fact that the asymptotic prediction is very accurate for smaller values of as shown in Figs. 2͑a͒-2͑d͒ .
Deporalization spreading in two directions gives rise to bumps ͓see Fig. 1͑b͒ ͑right͔͒ which are characteristic in the dynamics of neural fields ͓69͔. The evolution of bumps for Eq. ͑3͒ can be investigated by looking at the motion of two separate fronts s 1 and s 2 moving in opposite directions for the same value of h. The corresponding equations are
with s 1 ͑0͒ = s 1,0 and s 2 ͑0͒ = s 2,0 , and where we assume without loss of generality that s 2,0 − s 1,0 Ͼ 0. Since
eqs. ͑23͒ become Fig. 2 . ͑a͒ Frequency of the oscillatory fronts for the asymptotic Eq. ͑20͒. The arrows indicate the values of H corresponding to a Hopf-bifurcation. ͑b͒ Frequency error between the solutions to the asymptotic Eq. ͑20͒ and the PDE ͓Eq. ͑3͔͒ as a function of . For each value of , the error was calculated as the absolute value of the difference between the two frequencies divided by the frequency corresponding to H .
For ␥ =0 ͑no global feedback͒, the two fronts move in opposite directions. Following our previous discussion, if h Ͼ 0, s 1 decreases and s 2 increases; i.e., the fronts move in a direction that favors the transition from =−1 to = +1, eventually generating a homogeneous solution. If h Ͻ 0, the bump collapses ͑when the two fronts meet͒ and a homogeneous solution in the opposite phase is created.
For ␥ 0 and =0 ͑no delay͒, the solution to system ͓Eq. ͑24͔͒ is given by
A stable bump exists provided ␥ Ͻ 0 ͑inhibitory global feedback͒. In this case 
Note that the size of the bump is independent of the initial conditions and, as expected, the size of each phase in the localized bumps and fronts are the same. Note also that global inhibition is able to stop the spread of depolarization but is not able to reverse the process. The linear stability analysis for bumps is similar to that for fronts.
In Fig. 5 we illustrate the evolution of the bump solution to Eq. ͑24͒ for h =0, ␥ = −1 and representative values of . Figure 6 shows the results of direct simulations of Eq. ͑3͒ ͑one-dimensional case͒ for ␥ = −1, h =0, ⑀ = 0.01, and representative values of chosen to produce fronts qualitative similar to these in Fig. 5 . We used the following initial conditions: ͑x͒ = tanh͑
As expected, the dynamics of bumps are qualitatively similar to the dynamics of fronts. Figure 5͑a͒ shows a localized bump for = 0. For values of Ͻ H , the localized bump persists. If front oscillations develop they decay in amplitude and the "oscillatory bump" eventually stabilizes ͓Fig. 5͑b͔͒. For values of Ͼ H ͓Fig. 5͑c͔͒, oscillations grow in amplitude. Depending on the values of ␥ and , the bump may collapse or reach the boundaries of the domain thus creating homogeneous solutions. The prevailing phases are = −1 and = 1 in the former and latter cases respectively as we show in Figs. 6͑d͒ and 6͑e͒. These figures also show that the bump structure of the solutions is preserved in the PDE even for values of for which these bumps loose stability.
Comparison between Figs. 5 and 6 show a good agreement between the analytical and numerical predictions. As for fronts, in Fig. 6 we have chosen values of that produce graphs qualitatively similar to the ones in Fig. 5 ͑i.e., the best approximation͒. Then we compared the values of which coincide ͑ = 0 and differ by 0.02 and 0.035 in the other two graphs͒. As it occurs for fronts, these results are representative for other values h and ␥. 
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IV. DYNAMICS OF TWO-DIMENSIONAL FRONTS WITH RADIAL SYMMETRY
The evolution of the radius of a two-dimensional front with radial symmetry in a domain ⍀ with ͉⍀͉ = 1 is given by
which can be obtained from Eq. ͑19͒ by disregarding angular variations ͑ = =0͒. We consider an initial radius ͑0͒ = 0 and ͑t͒ = − for − Ͻ t Ͻ 0.
Equation ͑26͒ is a first order, nonlinear, delay-differential equation. For ␥ = 0 and h =0 ͑no global feedback and no potential difference between phases͒ Eq. ͑26͒ is the classical flow by mean curvature equation discussed in Sec. I ͑back-ground͒ whose solution describes shrinkage of circles to a point in finite time. The same occurs for h Ͼ 0 with a larger shrinkage time. For h Ͻ 0, Eq. ͑26͒ has an unstable steady state =−h who acts as a threshold: circles with Ͻ shrink to a point in finite time while circles with Ͼ increase unboundedly. Following our convention relating the sign of h and the sign of the phase ͑͒, only in this last case the break of symmetry in the double-well potential opposes the curvature effects and the system will reach a fully nondepolarized state.
Global inhibition ͑␥ Ͻ 0͒ opposes curvature effects by a different mechanism. For high enough levels, localized circular fronts arise. Their radii are stable steady states of Eq. ͑26͒; i.e., satisfy
Note that is independent of . We investigate the stability properties of following standard procedures. We first linearize Eq. ͑26͒ around by defining v͑t͒ = − Ӷ 1. Substitution into Eq. ͑26͒ gives
Next we assume a solution of the form v͑t͒ = v 0 e t for Eq. ͑28͒. Substituting into Eq. ͑28͒ gives the characteristic equation
is linearly stable if all the solutions of the characteristic Eq. ͑29͒ are negative, and linearly unstable otherwise. Note that unlike the 1D case, the characteristic Eq. ͑29͒ includes the steady state , and no rescaling similar to Eqs. ͑22͒ is possible due to the nonlinearities; i.e., different dynamic situations arise for different values of ␥ and h. Note also that although the steady radii are independent of the delay parameter , the characteristic equation depends on , and in consequence the stability properties of also depend on . We first consider =0 ͑global feedback with no delay͒. From Eq. ͑29͒, is stable if 1 + 4␥ 3 Ͻ 0 and unstable 1+4␥ 3 Ͼ 0. Figure 7 shows radii of the steady circular fronts and their stability properties as a function of the global feedback parameter ␥ for various representative values of h ͑potential difference between the two phases͒ and = 0. Solid curves correspond to stable radii s and dashed curves correspond to unstable radii u . Both s and u depend on ␥ and h. For given values of h and ␥, circles with initial radius below u shrink to a point in finite time while circles with initial radius above u converge to localized circles with radius s . For some values of h there is a range of values of ␥ for which no equilibrium radii exist. For this values of h and ␥, circles shrink to a point in finite time independently of their initial radius.
For ␥ Ͻ 0 ͑negative global feedback͒ localized solutions emerge as predicted in ͓8,65͔. A stable and unstable equilibrium radii coexist within some range of values of ␥ which depends on the value of h. It increases with h for values of h small enough ͓Figs. 7͑a͒-7͑d͔͒ and it decreases with h for higher values of h ͓Figs. 7͑e͒ and 7͑f͔͒. For ␥ Ͼ 0 ͑positive global feedback͒ steady states are always unstable ͑dashed curves͒ and no localized solutions are possible. However, these unstable radii play the role of a threshold radii dividing between regions of shrinkage and unbounded growth even for positive values h. In Fig. 8 we illustrate the evolution of the radius of circular fronts for =0, h = 0 and various representative values of ␥ ͓included in the diagram presented in Fig. 7͑b͔͒ . For low enough levels of global inhibition ͑␥ negative and small enough in absolute value͒, circular fronts shrink to a point in finite time; The shrinkage time increases as global inhibition increases. For ␥ close enough to the knee of the "horizontal parabola" in Fig. 7͑b͒ the shrinkage time approaches its upper bound ͑solid curve in Fig. 8͒ . As global inhibition increases further, stable radii, corresponding to localized circular fronts, emerge ͑dashed and dash-dotted curves in Fig. 8͒ .
As the result of global inhibition, fronts that would otherwise shrink to a point in finite time can stabilize into a localized front ͑separating the two coexisting phases͒ by crossing a curve of unstable equilibria in Fig. 7 . For example, consider a circle with initial radius 0 = 0.1. In the absence of inhibition ␥ = 0 the representative point is located to the right ͑and below͒ of the dashed threshold-curve ͑unstable equilibria͒ in Fig. 7 . Such a circle shrinks to a point in finite time. By increasing global inhibition, this point moves to the left in the equilibrium diagrams in Fig. 7 . For a sufficiently small value of ␥ it crosses the threshold ͑dashed͒ curve and enters the basin of attraction of the stable equilibrium eventually converging to a localized front. For small enough values of h ͓Figs. 7͑e͒ and 7͑f͔͒ there is a small range of values of ␥ for which an initial radius point will lay above the curve of threshold equilibria ͑dashed͒ but not below the curve of stable equilibira ͑solid͒. In these cases, the corresponding circles grow eventually reaching the boundaries of the domain. This range of values of ␥ increases with decreasing values of h. In this sense, global inhibition acts as a control mechanism for the selection of the stationary phase of the system. However, if h is fixed and high enough, global inhibition alone is not enough to fully reverse the stationary phase; i.e., circles that shrink to a point in finite time can at most stabilize into a localized front but never reach the boundaries of the domain. Below we show that phase reversal can be achieved as the delay times increase above some values causing the stable circular fronts to loose stability.
We now consider values of Ͼ 0 ͑delayed-time global feedback͒. The location the steady radii s and u are as in Fig. 7 . However, as departs from zero, their stability properties change. More specifically, stable steady state radii ͑ s ͒ become unstable for large enough values of . We illustrate the dynamics of for various representative parameter values in Figs. 9 and 10. In these figures, the horizontal, green and red dashed lines correspond to the unstable and stable radii u and s respectively. We call ⍀ ⍀ the circular domain of radius 0.5. ͑The radius of a circular domain ⍀ with ͉⍀͉ =1 is ϳ0.564.͒ Figure 9 shows the evolution of for ␥ = −8, h = 0 and − = 0 ͑i.e., = 0 for t Ͻ 0͒ and various representative values of . Radii initially below the unstable radius u decrease to zero in finite time ͑not shown͒. In Fig.  9͑a͒ , the initial radius 0 is just above u . For low enough values of , converges to s ͑not shown͒. As increases, displays damped oscillations eventually converging to s . Figigure 9, top-left panel, shows the first few periods. ͑Note that the oscillations' amplitude decreases very slowly with time.͒ The initial amplitude of these oscillations increases with . For the value of corresponding to the top-right panel, the initial amplitude is maximal within ⍀ ͑a slightly higher value of such the one corresponding to the leftbottom panel brings the solution outside ⍀ ͒. After turns around, it decreases and, since ͉0.5− s ͉, is larger than ͉ s − u ͉ ͑ = 0.5 is the boundary of ⍀ ͒, it crosses u . Once this happens, decreases to zero in finite time as it occurs for initial radii below u . Note that the upper steady radius s does not need to loose stability in order for to cross the lower steady radius u . Oscillations may still be damped but if their initial amplitude, determined by ͉0.5− s ͉, is larger than ͉ s − u ͉, then crosses the unstable radius u before being able to turn around. Note also that may display multiple oscillations before crossing u . For a slightly larger value of ͑Fig. 9͑a͒, left-bottom panel͒ the initial amplitude of the oscillation allows to escape ⍀ before turning around. Radii of the equilibrium circular fronts ss ͑͒ as a function of the global feedback parameter ␥ for various values of h: ͑a͒ 01.5, ͑b͒ 0.9, ͑c͒ 2.5, ͑d͒ 2.6, ͑e͒ 2.7, ͑f͒ 4.0, and =0 ͑no delay͒. Full and dashed curves correspond to stable and unstable circular fronts, respectively.
For larger values of , escapes ⍀ faster ͑not shown͒. The dynamics described in these panels is robust to changes in parameters provided the initial radius 0 lies between u and s . We refer to the smallest value of such that escapes ⍀ as rev . In Fig. 9͑a͒ ͑bottom-right panel͒ we present graphs rev as a function of the initial radius 0 for various representative values of ␥. In all cases rev is an increasing function of 0 since the initial oscillations amplitude decreases as 0 approaches s . This panel also shows that inhibitory global feedback facilitates the escape since rev decreases with increasing values of ͉−␥͉.
This scenario changes for initial radii 0 above s ͓Fig. 9͑b͔͒. A slight increase in causes the initial amplitude of the damped oscillation ͑left panel͒ to be large enough so that crosses u before being able to turn around ͑right panel͒, and thus decreases to zero in finite time. A significant difference between the two cases described in Figs. 9͑a͒ and 9͑b͒ ͑ Ͻ u and 0 Ͼ u ͒ is the fact that ͑t͒ is initially increasing in the former case and decreasing in the latter case. This is a consequence of having considered ͑t͒ = 0 for t Ͻ 0. More specifically, initially, t ͑t͒ = ͓2␥ 0 3 − ͑h + ␥͒ −1͔ 0 −1 . From Eq. ͑27͒, the numerator vanishes for 0 = s . It is positive for 0 Ͻ s and negative for 0 Ͼ s . One strategy to change the direction of motion of circular fronts with radius above s is to change the initial conditions to ͑t͒ = 0 for negative values of t. In this case, initially,
If 0 Ͼ −͑h + ␥͒ −1 , then ͑t͒ is initially increasing. We illustrate this in Fig. 10 ͑with ␥ and h as in Fig. 9͒ . For 0 Ͻ s ͓Fig. 10͑a͔͒, the dynamics is similar to Fig. 9͑a͒ , and escapes ⍀ for large enough values of . Differently from the previous case, initially increases for 0 Ͼ s instead of decreasing ͓Fig. 10͑b͔͒: for large enough values of the evolution of will be governed by Eq. ͑30͒ with 0 substituted by . Provided ␥ is large enough, will increase eventually escaping ⍀ .
A second strategy to change the direction of motion of circular fronts with radius above s is to increase the magnitude of global inhibition ͑decrease ␥͒. Since s is a decreasing function of ␥ ͑see Fig. 7͒ , the relative position of an initial radius with respect to s can be changed ͑from above to below͒ by decreasing the value of ␥. Circular fronts with initial radii below u are not affected by changes in since they are not in the basin of attraction of s . However, then can be brought to that basin of attraction by changing either the magnitude of global inhibition or, if possible, the value of h ͑see Fig. 7͒ .
The dynamics described here can be qualitatively predicted by investigating the behavior of the characteristic polynomial F͑͒ given by Eq. ͑29͒. We illustrate the analysis here for ␥ = −10 and h = 0. For these parameter values s = 0.334 and u = 0.108. Figure 11͑a͒ shows the graphs of F͑͒ corresponding to these parameters. For = 0.108 ͑right panel͒ F͑͒ has positive roots for all values of ; i.e., = 0.108 is always unstable. For = 0.334 ͑left panel͒ F͑͒ has a single negative root for = 0 explaining the stability of s . As increases, F͑͒ develops a minimum min with an increasing value of F͑ min ͒. For for Ͻ c ϳ 0.01 F͑͒ has two negative roots and is stable; i.e., the localized solution persists. For Ͼ c , F͑͒ has no real roots ͓F͑ min ͒ Ͼ 0͔. In this case oscillatory solutions are possible. These oscillatory solutions may be stable Ͼ H or unstable.
In order to show that our results are not an artifact of the asymptotic approximation, in Figs. 12 and 13 we present the results of direct simulations of Eq. ͑3͒ ͑two-dimensional case͒ for ␥ = −12, h =0, ⑀ = 0.01 and various values of . We used f͑͒ = ͑ − 3 ͒ / 2 ͑prototypical case͒ and we choose various representative values of ␥ and . We considered a square domain ⍀ = ͓0,1͔ ϫ ͓0,1͔ ͉͑⍀͉ =1͒ with Neuman boundary conditions. We used a forward finite difference scheme with a discretization of 100 points for both the x and y directions. In order to set the initial conditions we have considered a circle C centered at the point ͑0.5,0.5͒ with radius r = 0.3, and we have defined 
ͮ
Note that due to computational limitations, the mesh we used here is less refined ͑less discretization points per unit of length͒ than the one used in the 1D case ͑100 points͒. In Figs. 12 and 13, we plot the value of the order parameter ͑gray level͒ on the middle line y = 0.5 ͑ordinates͒ as a function of time ͑abscissa͒. Figure 12 corresponds to =0 ͑no delay͒, h =0 ͑no potential difference between phases͒ and various values of the global feedback parameter ␥. As predicted analytically ͑see Fig. 8͒ , for ␥ = 0 an initial circle ͑blue͒ shrinks to a point in finite time. As ␥ increases, the shrinkage time also increases. For ␥ above some threshold localized solutions appear. graphs also illustrate the fact that the front structure of the solution is preserved for values of ␥ Ͻ 0 and Ͼ 0 even when the front looses stability. We have obtained similar results using initial two-dimensional fronts with no radial symmetry ͑not shown͒. The dynamics and mechanisms explainedϩ here persist when the assumption of radial symmetry is removed.
V. DISCUSSION
In this paper, we have investigated the dynamics of oneand two-dimensional fronts in the bistable reaction-diffusion Eq. ͑3͒ with delayed-time inhibitory global feedback. This equation, referred to as the Hodgkin-Grafstein ͑HG͒ equation, has been used to describe the dynamics of extracellular potassium ions during spreading depression ͓37,38͔. Although it is an early model, it is an important component in some more detailed models describing this phenomenon ͓30,70͔. The sharp transition from a physiological to a pathological state is marked by a front. Understanding the dynamics of these fronts and developing control mechanisms to prevent their spread and, even better, promote shrinkage of the depolarized region ͑by reversing the front direction͒ has became an important goals in this field ͓70͔ ͑and references therein͒. Our work introduces time-delayed global feedback to meet these goals thus complementing previous work by other authors who have used instantaneous ͑no time-delay͒ global feedback ͓8͔ or local-in-space, time-delayed feedback ͓38,56͔ to investigate the HG equation. Our results are also applicable to the study of other phenomena described by the bistable equation such as phase-transition dynamics and the evolution of chemical concentrations ͓35,36͔. It was previously shown that localized fronts can be obtained by applying inhibitory global feedback ͑nondelayed͒ ͓8,40,65͔. Fronts fail to propage due to global coupling effects. Numerical simulations using Eq. ͑3͒ have shown that front structures persist under time-delayed global feedback. Moreover, for appropriate delay times, we found delayedinduced fronts, that is, localized fronts that loose stability and move in a direction opposite to their natural direction corresponding to the absence of global coupling. More specifically, the application of delayed-time global feedback to a front ͑that otherwise shrinks to a point in finite time͒ may generate front oscillations that loose stability causing the front to grow unboundedly until it reaches the boundaries of the domain. In order to investigate the nature of these instabilities we used formal asymptotic techniques and derived Eq. ͑18͒ governing the evolution of fully developed fronts. Stability analysis shows one-dimensional fronts and twodimensional fronts with radial symmetry loose stability in a Hopf bifurcation. Based on our numerical simulations, we hypothesize the same is true for two-dimensional fronts with other geometries. Front oscillations have been observed in various other fields ͓25,35,66,67,71,72͔ . In contrast to the results presented here, these oscillations are stable result from the hyperbolicity of the system such as in pulsons and systems with memory ͓4,72͔.
The results and control strategies presented in this paper are relevant to other spatially extended pattern forming systems that display bistable dynamics such as the Allen-Cahn and phase-field equations in liquid-solid phase transitions ͓34,36͔, and other chemical and biological systems ͓35,61,73-78͔ ͑see also references in the introduction͒. In some cases, bistability results from the coupling among the equations in the system such as in the FitzHugh-Nagumo model and models of the Belousov-Zhabotinsky reaction ͑see ͓23͔͒. In other cases, such as in phase-field models ͓34͔, a bistable equation describing the evolution of the phase is coupled to a second equation describing the evolution of the temperature but not involved in the generation of bistability. These cases may require a different approach when applying time-delay and instantaneous ͑no time-delay͒ global coupling.
Equation ͑18͒ generalizes the flow by mean curvature equation which is recovered when ␥ = 0. The first term corresponds to curvature effects that promote shrinkage of convex curves. In a nonplanar two-dimensional front, the change of direction in front motion depends on the ability of the remaining terms to overcome the curvature effects. In Eq. ͑18͒, this is expressed by the existence of stable fixed-points as occurs for Eq. ͑26͒. This does not necessarily occur for all types of time-delayed global feedback. Consider, for example, the following time-delay global feedback term
resembling the local feedback term ͑t − ͒ − ͑t͒ used by other authors. The corresponding equation for the evolution of the radius of a two-dimensional front with radial symmetry is given by
In this case, the fixed-points for ␥ = 0 and ␥ 0 coincide. Similar results are obtained for one-dimensional fronts. In this work we have considered linear global feedback. However, similar arguments can be used for other nonlinear global feedback terms ͗g͑͒͑͘t͒ where g is an odd, continuously differentiable function. In this case, ␣ in Eq. ͑18͒ should be substituted by ␣g͑1͒ ͑not shown͒. The use of nonlinear global feedback terms may generate a richer dynamics.
In this paper, we have not considered the effects of the interaction between fronts and domain boundaries. It is, in principle, possible that these interactions generate some type of reflection of the interface, specially when the latter is not circular. For the cases we considered, our simulations using the full PDE show that this is not the case. Our results show that persistent oscillatory fronts emerge in this case. Establishing how global feedback, delay, front curvature, and boundary effects combine to generate these localized structures calls for more research. 
APPENDIX A: STABILITY ANALYSIS OF ONE-DIMENSIONAL FRONTS
Here we follow ͓41͔ and sketch the stability analysis for the one-dimensional front Eq. ͑20͒. We first define v͑t͒ = s͑t͒ − s and substitute into Eq. ͑20͒ obtaining dv͑t͒ dt = 2␥v͑t − ͒. ͑A1͒
Next we look for solutions of the form v͑t͒ = v 0 e t . Substituting into Eq. ͑A1͒ gives the characteristic equation
Clearly, s is stable if of all the solutions to the characteristic Eq. ͑A2͒ have negative real part and unstable otherwise. For =0 ͑no delay͒, =2␥ and s is stable ͑unstable͒ for ␥ Ͻ 0 ͑␥ Ͼ 0͒.
For Ͼ 0 and ␥ Ͼ 0 ͑positive delayed global feedback͒ Eq. ͑A2͒ has a positive root and then s is unstable; i.e., no localized solutions exist. This can be easily seen by observing that F͑0͒ =2␥ Ͻ 0 and lim →ϱ F͑͒ = Ͼ0. Consequently, there exists a value of Ͼ0 such that F͑͒ =0.
For Ͼ 0 and ␥ Ͻ 0, standard calculations show that F͑͒ develops a minimum given by min = − 1 lnͩ− 1 2␥
ͪ.
͑A3͒
Substitution into Eq. ͑A2͒ gives Note that c Ͻ H . Note also that for values of ͑ c , H ͒, Ͻ 0. Assume that Ͼ 0, then, from the first equation in Eq. ͑A6͒, Ͼ / 2 ͑restricted to the first two quadrants͒. So, from the second equation in Eq. ͑A6͒ and since e −u Ͻ 1 and sin͑͒ Ͻ 1, Ͻ −2␥ Ͻ −2␥ H = / 2, which is a contradiction.
