Abstract-Database systems have been designed to serve multiusers in real-world applications. There are essential differences between mono-and multi-user applications when a database is very large. Therefore, this paper presents an "anytime" framework for mining very large databases which are shared by multi-users. Anytime mining has been designed to generate approximate results such that these results can be accessed at any time while the system is autonomously mining a database.
I. INTRODUCTION
T HE ABILITY to analyze and understand massive data sets lags far behind the ability to gather and store the data [2] . Mining approximate frequent itemsets from a sample of a large database can reduce computation costs significantly. An example is to select a sample of a large database for estimating the support of candidates using Chernoff bounds [3] , [4] . This technique is effective for mono-user applications, which are those that can work well under a unique precision on frequent itemsets. However, multi-user applications require different precisions.
In real-world applications, a database is developed to be shared by multi-users. Therefore, data mining must be developed to serve multi-user applications. For a very large database, multi-users might demand different precisions on results for different applications. For example, a short-term stock investor might demand approximate frequent itemsets quickly from a shared stock database for high profits as time is money to him/her. A long-term stock investor is more likely to wait for more accurate results than the former.
Using traditional instance-selection (sampling) techniques, one must resample a database multiple times and mine the selected instance sets for different precisions when the database is very large. To demonstrate this, let us examine existing techniques and check whether some of them can serve multi-user applications.
Example 1: Consider a very large database shared by five users. For the time/performance tradeoff, the five users require 0.85, 0.90, 0.92, 0.95, and 0.98 precisions on estimating frequent itemsets. 1) The first solution (traditional frequent itemset mining) is to identify accurate frequent itemsets by searching the whole database. Though this solution is able to identify accurate frequent itemsets, results for the five users might be delayed due to time-consuming discovery.
2) The second solution (instance-selection-based mining approach) is to identify approximate frequent itemsets by searching a sample of the database. This instance-selection-based approach is efficient for meeting the requirements of a user when identifying approximate frequent itemsets by sampling [2] - [6] . However, for the five different precisions, we need to select five instance sets and mine them.
3) The third solution (the anytime mining approach presented in this paper) is to search for approximate frequent itemsets by the anytime technique. From the above observations, we can see that mining techniques for multi-users present more challenges than traditional techniques for mono-users. Both the first solution and the second solution cannot serve multi-user applications well.
In this paper, we present an anytime algorithm (the third solution) for multi-user applications. Our research problem can be formulated as follows. Given a large database shared by multi-users, we are interested in investigating techniques for building an anytime mining framework. Basically, this includes: 1) identifying frequent itemsets for which quality is gradually improved as computation time increases and 2) supporting users' inquiries made at any time for a time/performance tradeoff.
Without loss of generality, this paper focuses on identifying frequent itemsets in databases by implementing an anytime algorithm.
There are various existing instance-selection techniques [2] - [4] , [6] . This paper focuses on developing anytime mining techniques. We begin by recalling some needed concepts in Section II. In Section III, we build an anytime mining model. In Section IV, we design the anytime algorithm. In Section V, we evaluate the effectiveness of the proposed approach by experiments. Finally, we summarize our contribution in Section VI.
II. PRELIMINARIES
There has been much work done on instance-selection [2] - [4] . We have already developed techniques for identifying approximate frequent itemsets based on the central limit theorem [6] . In this section, we outline our instance-selection.
A database can be taken as a trial. For any itemset , it is one if the itemset occurs in a transaction [ Bernoulli trial, according to the definition in [1] . In particular, we can approximate the probability of by the central limit theorem. For instance-selection, first we need to estimate the sample size.
Let be a large database, be the transactions in , be an itemset in , be the degree of asymptotic to frequent itemsets, and be the upper probability of , where is the average of occurring in transactions in . Suppose records in are matched Bernoulli trials. If the size of is big enough to determine the approximate frequent itemsets in , according to the central limit theorem, must be as follows: (1) where is a standard normal distribution function, which can be taken from [1, Appendix] .
Based on the central limit theorem, generating a random instance set from a real database by indexing is a two-step approach. The first step is to generate a set of random numbers, where . The second step is to generate the random data set (instance set) from by indexing. We search frequent itemsets from a sample (instance set) of by identifying approximate frequent itemsets. ; where is the minimum interest specified by the user, and is a frequent itemset. For a very large database , let be an instance set generated from , be another instance set, and be an itemset that occurs in . Furthermore, stands for occurring in , then is a frequent itemset in only if the support of is greater than or equal to . Definition 1: An association rule can be extracted as a valid rule in only if it has both support and confidence greater than or equal to minsupp and minconf, respectively, or where and are the cardinalities of and , respectively; and and denote the number of tuples that contain itemset in and , respectively.
III. ANYTIME MINING MODEL
This section develops a technique for supporting multi-user applications by anytime mining. 
A. A Framework of Anytime Mining
An anytime algorithm is a class of algorithms for which the quality of results improves gradually as computation time increases [7] . It is particularly useful for solving problems where the search space is very large and the quality of the results can be compromised.
For a very large database, we can also design an anytime search algorithm such that users can inquire the current results at anytime while the mining system is autonomously mining the database. Obviously, users should expect that frequent itemsets will become increasingly closer to real rules in the database with the lapse of time. Users can also make a tradeoff decision on time and accuracy of frequent itemsets for application purposes.
Anytime mining first generates an instance set from a given very large database using the sampling techniques in Section II (Step 1). Second, is mined using an existing mining algorithm, and the frequent itemsets are put on a resultant table ( Step 2). Third, another data set is generated at time from , where is an incremental data set and all transactions in do not occur in . is mined using the mining algorithm (Step 3). Fourth, the mined frequent itemsets in , and old frequent itemsets in , are synthesized into the resultant table (Step 4). Fifth, , where is a changing data set (Step 5). Steps 2-5 described above are repeated until one termination condition is satisfied, as will be shown in Section IV. In the mining process, old results are updated once new results are generated. The procedure is depicted in Fig. 1 .
In Fig. 1 , "VLDB" is a very large database to be mined; "Sample" is used to save the selected instances; "NewIS" is used to save the new frequent itemsets searched by the procedure "Frequentset"; "Resulttable" is used to save the synthesized results, which is updated when new frequent itemsets are generated; "Promisingset" is used to save all promising candidate itemsets; "Users" is an interface for random users' inquiries; "SampleSize" is a procedure that estimates the size of an instance set for a given accuracy; "Generatingsampleset" is a procedure that selects an instance set from "VLDB" and saves them into "Sample"; "Frequentset" is a procedure that generates all frequent itemsets; "Synthesizing" is a procedure that synthesizes the new frequent itemsets and old frequent itemsets; "Condition" is to check whether the termination conditions are satisfied (these conditions will be defined later); and "Terminate" ends the running. Fig. 1 is a diagram of the process of our anytime mining. The first three functions are well-studied mining models. We focus on the function of the "Synthesizing" model in the following subsections.
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B. Incremental Mining for Anytime Model
The "Synthesizing" model is used to identify association rules incrementally when a new instance set is generated. To implement the "Synthesizing" procedure, we build a two-phase approach for mining association rules from incremental data sets. In the first phase, a weighting model of mining association rules is presented. In the second phase, we advocate a competitive set approach to solve the new frequent itemset problem. Using the competitive set method, some infrequent itemsets can become frequent itemsets by competing in our incremental mining model.
In this subsection, we construct a weighted model (the first phase). The second phase is implemented in the next subsection.
From Definition 1, for a changing data set , an incremental data set , and an itemset , This means that the results in the incremental mining model by weighting are the same as those in the support-confidence framework when the weights of data sets are assigned by considering the sizes of and . Indeed, we can also consider other factors, such as the novelty of data and both the sizes of data sets and the novelty of data, when we assign weights to the data sets.
Thus, if we consider only the sizes of data sets to assign weights, the true frequent itemsets in the changing data set can be generated. In other words, the support-confidence framework is a special case of the incremental mining model by weighting.
For , , , with weights , we define the weighted for an itemset as follows:
where and , , are the supports of the itemset in , and , , , respectively.
C. Competitive Set Method
As has been shown, our model can reflect the change of itemsets in incremental data sets. Indeed, some very low frequency itemsets, or new itemsets, may be changed into frequent itemsets. This is called the low-frequency itemset problem. To deal with this problem, we now advocate a competitive set approach.
To tackle the low-frequency itemset problem, a competitive set is used to store all promising itemsets, in which each itemset in can become a frequent itemset by competition. We now illustrate the competitive set method using an example.
An itemset can become frequent, as follows:
with with where 0.3 is , 0.15 is /2 that is taken as the support of an infrequent intemset, 0.75 and 0.25 are the weights of old and incremental data sets, respectively, and 0.64 is the support of in each incremental data set.
IV. ANYTIME ALGORITHM DESIGNING
The anytime mining technique allows for very large databases to be discovered when resources are bounded. In particular, it can work for multi-users. Though the first data set is a random instance set with for each itemset , there is still the error problem in the neighborhood of and , where is the average of occurring in transactions of a database . For this reason, the anytime mining algorithm is terminated only after all the data in a very large database are processed.
Actually, the following two cases are possible: Case 1) the first high-ranking frequent itemsets are supported by instance sets; Case 2) the support and confidence of each such frequent itemset are almost identical (or contain very small differences) in the instance sets. If so, we would certainly terminate the algorithm at once and output the frequent itemsets if we require only first the frequent itemsets.
There are also other requirements which might be proposed by users. Therefore, in this section, we design an improved algorithm: the anytime algorithm for searching frequent itemsets in databases.
A. Conditions of Termination
Let be a very large database, , , , , be random instance sets generated from , , and each transaction of be contained only by one instance set. For any frequent itemset mined by anytime mining when where is the th synthesized result of , and is the ratio of that occurs in . It is typically a time-consuming procedure to deal with all instance sets of when we mine. Sometimes we may need to terminate the algorithm for some applications. For example, when certain people need only approximate frequent itemsets, the algorithm can be terminated and support results obtained at any time. We now present three other conditions for terminating the anytime mining algorithm.
1) A requirement of the termination condition for approximate frequent itemsets at a certain time is received from a user. 2) Existing high-ranking frequent itemsets are supported by instance sets, and the support and confidence of each such itemset differ very slightly in the instance sets.
3) All the data in a given very large database are processed. Condition 1 is used in response to outside inquiries about current results. The system is not to be terminated when this condition occurs. For example, a stock investor might require approximate results at time for interim decision making, and more accurate results at time for confirming the decision. The user gets rough results at time without the "stop" instruction. Therefore, the system is not stopped at that time.
Condition 2 automatically terminates the system when results are confirmed by enough instance sets. In this case, the remaining data in a given database are no longer processed, and the data in the database is in a well-distribution.
Let and be minimum number and minimum ratio, respectively, as given by users or experts. For the database , assume each of the first high-ranking frequent itemsets discovered are almost identical in all the instance sets , , , , . This means that the number of instance sets is equal to the minimum number , and the ratio of support the first high-ranking frequent itemsets is one ( ). Furthermore, the first high-ranking frequent itemsets are confided. Hence, the system is stopped and the first high-ranking frequent itemsets are output as the final results.
Condition 3 occurs only when Conditions 1 and 2 are not satisfied. In this case, the system takes a lot of time to discover patterns in a very large database.
B. Anytime Searching
As we have seen, the anytime algorithm is appropriate for serving multiple users. For outputting results at any time, we design two tables to save the mined results, where " " is the name of a frequent itemset, "
" is the synthesized support of the frequent itemset , and is ranked from large to small in the th row by the synthesized supports of frequent itemsets. Table I lists the current synthesized information concerning all frequent itemsets. Users may access information at time . Here " " is the name of a frequent itemset, " " is the synthesized support of the frequent itemset , and " " is the number of instance sets that has extracted as a frequent itemset in the instance sets. Meanwhile, is ranked from high to low in the th row by the frequencies of frequent itemsets. Table II lists the current support information concerning all frequent itemsets in the mined instance sets. Users may also be interested in accessing information at a time .
We now design the anytime search algorithm. The algorithm AnytimeSearch is designed to discover very large databases incrementally. Users can access information from the current frequent itemsets at any time while the mining system is autonomously discovering a database. The initialization is carried out in Step 1.
Step 2 first generates an instance set from by sampling. Second, is discovered to obtain all the approximate frequent itemsets in the data set. The results are saved in a set . Finally, the frequent itemsets in are used to form two tables: and .
Step 3 is to output the tables and as the results of the first instance set so as to answer any inquiries from this made at point of time.
Step 4 is to set up a competition set for the first instance set .
Step 5 consists of two parts. Of course, if a termination condition is received, the system is ended. Otherwise, an instance set is first processed by synthesizing. Then, the tables and are processed. During the latter procedure, tables and are first of all updated by the new results from the data set and then, to answer any inquiry at this point, the tables and are output as results immediately after the th instance set is processed. An important procedure in Step 5 is to check whether or not Condition 2 is satisfied. Obviously, the earlier Condition 2 is satisfied, the more running time is saved.
V. EXPERIMENTS
To evaluate our model, we have performed two sets of experiments. The algorithm is implemented on Dell using Java. We first check the effectiveness of the incremental mining model and then demonstrate the efficiency of the anytime mining algorithm.
A. Effectiveness of the Incremental Mining Model
To illustrate the effectiveness of the incremental mining model in our anytime framework, we choose the UCI database BreastCancer which contains 699 records. For mining databases incrementally, we randomly select 499 records as the changing data set and then randomly select 50 records as an incremental data set. There are four incremental data sets. They will be appended into the changing data set one by one. The parameters of the experiment databases are summarized in Table III. We compare the running time for identifying frequent itemsets with the apriori [3] . We expect the apriori algorithm to be of low efficiency because it needs to scan for the candidate items at the union of old and new data sets. Our algorithm only needs to scan the new data set, which is highly efficient. The experimental results are shown in Fig. 2 . Let , , , and the weights of old and new rule confidence be and . The general results are presented in Table IV , where "A" indicates apriori algorithm and "W" stands for our weight model.
B. Efficiency of Anytime Algorithm
To our knowledge, no work on anytime mining algorithms for multiple users has been reported in current literature. An incremental mining model has been tested in in the above Section V.A. We now check, in two sets of experiments, the main feature of the anytime mining algorithm AnytimeSearch: the changes of sets of 20, 50, and 100 high-ranking frequent itemsets.
In our experiments, two databases, and , are also generated by databases from the synthetic classification data sets on the Internet. The main properties of the two data sets are as follows. There are attributes, and the average number of attributes per row is six and eight. The number of rows is approximately 10 . The average size of maximal frequent sets is five. The size of each instance set is 20 000, which is randomly generated from the large databases. Let , and ( ) be the set of the first frequent itemsets at time . To test the changes of the sets of high-ranking frequent itemsets, we use the size of the intersection of a pair of sets of high-rank frequent itemsets to measure the identical degree of the two sets. That is, a large intersection corresponds to a high degree of sameness, whereas two sets with a small intersection are considered to be significantly different.
For the two databases, we use to represent the time that the synthesized resultant table is updated in the th times. 1 The degree of sameness between the sets and is defined as follows:
where " " denotes set intersection, " " denotes set union, and " " is the number of elements in set . In ten updates of , changing of the degree of sameness is illustrated in Figs. 3 and 4 .
Figs. 3 and 4 demonstrate that 1) the data in and follow a Bernoulli distribution; 2) the elements of the set of the first high-rank itemsets are stably kept. In other words, the proposed approach can support inquiries from multiple users at any time.
VI. CONCLUSION
This paper has developed an anytime mining framework which can support inquiries from multiple users at any time. In this way, users can make tradeoff decisions when they choose, depending upon the required accuracy of results. Our approach is different from traditional mining techniques because it aims at attacking multi-user application problem.
As there are many large databases shared by multi-users, the mining of large databases for serving multi-user applications is a new and pressing topic in data mining. Because of the essential differences between mining tasks for multi-and mono-user applications, research into the multi-user application problem will impact on both industry and academia. 
