. Nous donnons des conditions suffisantes pour la continuite de t) comme fonction du couple (x, t). La preuve utilise une decomposition de 
INTRODUCTION
The object of this paper is to establish the almost sure joint continuity of renormalized intersection local times for multiple self-intersections of a large class of Levy processes in Rd including the symmetric stable processes in the plane. This builds on our work in [14] which dealt with intersection local times weighted by Lebesgue measure, and on our work in [12] which dealt with continuity in the spatial variable only. Our main technical tools are the Isomorphism Theorem for renormalized intersection local times developed in [12] and a Doob-Meyer type decomposition for renormalized intersection local times in terms of a martingale and a lower order renormalized intersection local time.. Intersection local times "measure" the amount of self-intersections of a stochastic process, say, X(t) E Rd. To define the n-fold intersection local time, the natural approach is to set where fE is an approximate 8-function at zero, and take the limit as E -0.
Intuitively, this gives a measure of the set of times (ti , ... , tn ) such that where the "n-multiple points" x E Rd are weighted by the measure However, in general, this limit does not exist because of the effect of the integral in the neighborhood of the diagonal. The method used to compensate for this is called renormalization. One subtracts from t) terms involving lower order intersections t) for k n, in such a way that a finite limit results. This was originally done by Varadhan [15] for double intersections of Brownian motion in the plane with taken to be Lebesgue measure. Varadhan's work stimulated a large body of research which is summarized by Dynkin in [4] . Renormalized intersection local times have turned out to be the right tool for the solution of certain "classical" problems such as the asymptotic expansion of the area of the Wiener and stable sausage in the plane and fluctuations of the range of stable random walks. (See Le Gall [7, 6] , Le Gall-Rosen [9] and Rosen [13] [8] . For more recent results see Bass and Khoshnevisan [1] , Rosen [14] and Marcus and Rosen [12] . The only point which requires verification is that satisfies the conditions of [14] . The basic condition of [14] is that u 1 ( [12] . Under the conditions of our Theorem it follows from Theorem 3 of [ 11 ] (3.6) In the last step we used the equivalence of moments for a Gaussian chaos, see [ 10] (5 .14) and using (5.15) We now return to the general case of (5.5) in which B~ -A # 0. We rely heavily on the proof of Lemma 3.4 and 3.5 of [12] . As 
