ABSTRACT. The diagonal of the product of two triangular matrices is the product of the diagonals of each matrix. This idea is used to characterize partially ordered linear algebras which have order properties similar to an algebra of real triangular matrices.
1. Introduction and basic definitions. This paper is motivated by the work of Kadison and Singer [6] on triangular operator algebras, but instead of dealing with a normed linear algebra of operators, we consider an abstract partially ordered linear algebra (pola). It should be pointed out that the algebra of all norm bounded operators on a real Banach space can always be regarded as a pola [3] . Although the basic concept is the same as in [6] , our approach is somewhat different and centers on the fact that in an algebra of upper triangular matrices the diagonal of the product of two matrices is equal to the product of the diagonals (see §4). The examples in §2 will illustrate this difference.
The basic references on partially ordered linear spaces and algebras are [1] , [8] » [9] , [10] . The basic references on operator algebras with a "diagonal" and on triangular operator algebras are [4] , [5] , [6] , [7] . In this paper the term "operator" always refers to a linear operator.
The basic definitions needed in this paper will now be given. The basic reference is Dai [2] , but the reader should note that the term "polac" used there has the same meaning as "dsc-pola" used in this paper. A partially ordered linear algebra (pola; denoted by A) is a real linear associative algebra which is partially ordered so that it is a directed partially ordered linear space and 0 < xy whenever x, v G A, 0 < x, 0 < y. We also assume that A has a multiplicative identity 1 > 0. A Dedekind a-complete pola (dsc-pola) A is one having the property: If xn E A, 0 < • • • < x2 < X!, then inf{x"} exists. Order convergence is defined as usual. A dsc-pola A has the Archimedean property: if x, y EA andnx <y for every positive integer «, then x < 0.
The fact that A is directed plays an important role. This means that if x G A, then there exists y EA such that 0 <y and x < y. The reader can easily verify that this is equivalent to the following assumption: If x G .4, then there exist elements y, z E A such that 0 < y, 0 < z and x = .y -z = (1 + y)-(1 + z).
We define addition and multiplication of subsets as usual. Thus, if Sx and S2 are any two nonempty subsets of A and ß is a real number, we define ßSx ± S2 = {ßxx ± x2: x, G Sx and x2 G S2} and SXS2 = {x,x2: x, G Sx and x2 G
S2h
We now define the diagonal part of a dsc-pola. It is important to point out that this is an "order concept" and does not necessarily relate to the concept of a diagonal as discussed by Kadison and Singer. We first define I = {y: y "> 1 and y~x > 0} and then define Ax= I -I. We call Ax the diagonal (or functional) part of A. The elements of A x behave like diagonal matrices or realvalued functions. We will summarize the basic properties of Ax in §3.
We next define a diagonal projection (DP) map A: A -*■ Ax as a linear map which has the following two properties: (1) A(l) = 1 ; (2) if x > 0, then 0 < A(x) < x. Since A is linear, it follows from (2) that A is isotone. This map was considered by Dai; see p. 671 of [2] , but note that Dai uses d(-) instead of AQ. He shows that if A is a lattice, then a DP map always exists, but Example 4 in §2 shows that in some cases a DP map may not exist. In §3 it will be shown that if A exists, then it is unique. In §4 we discuss various natural properties which imply that A is multiplicative. The reader should note that a diagonal projection map is related to the so-called "diagonal process" defined by Kadison and Singer; see p. 387 of [5] or p. 109 of [4] .
2. Examples. The following examples are given to illustrate the basic concepts involved. In particular, they illustrate the difference between our approach and that of Kadison and Singer. In order to keep the notation simple, we make the following convention: In each example we give a real linear algebra A and then define a subset A C A which acts as the "positive cone." As usual, if x, y EA, then x < y means that y -xEK.
The reader may fill in the necessary details.
The first four examples are quite simple and are intended to show that the same real linear algebra can be partially ordered in various ways to give quite different results. Example 1. The real linear algebra A is the set of quadruples x = («j, cx2,a3, a4) of real numbers, where we add and multiply componentwise. Multiplication by a real scalar is defined in the same way. By definition x EK if and only if 0 < at for i = 1, 2, 3,4. Thus, A is a dsc-pola and A =AX. Hence, we may define A(x) = x for all x G A. Example 2. The real linear algebra A is the same as in Example 1. By definition x G K if and only if 0 < ax < a2 < a3 < a4. Thus, A is a dsc-pola and is also a lattice. It is easy to show that Ax = {01 : ß is a real number}. We define A(x) = at 1.
Example 3. The real linear algebra A is the same as in Example 1. By definition x G K if and only if 0 < ax < a2 < a4 and ax < o3 < a4. Thus, .4 is a dsc-pola (but not a lattice) and -4j is the same as in Example 2. We define A(x) = a1l. Example 7. This example is the same as Example 6 except that here we consider only row-finite matrices; that is, each row eventually consists only of zero entries.
Example 8. This example is the same as Example 6 (or Example 7) except that here we require the sequence {au} of diagonal entries to be a bounded sequence of real numbers.
Example 9. This example is the same as Example 6 but here we consider infinite matrices in lower triangular form. This means that atj = 0 for i < /. Although the above nine examples are quite elementary, they are sufficient for our purposes. More substantial examples may be found in [2] ; see Example 5.6 on p. 679 and Example 5.7 on p. 680. Examples relating to operators on a Hubert space may be found in [6] . The reader will find an excellent discussion on lattices of operators in Chapter 4 of Schaefer [9] .
3. General properties of a diagonal projection map. We first list those properties of the diagonal part Ax (defined in §1) that will be needed in this paper. Proofs of these properties can be found in [2] . Proof. For y EA and v > 0 let us define ax = Ax(y) EAX and a2 = A2(y) EAX. Since 0 < ax < v, we get ax = A2(ax) < A2(y) = a2. Similarly, we can show a2 < ax, so that Ax(y) = A2(y). Since A is directed, it follows that A^x) = A2(x) for all x G A. Proof. For each k define y =xk and note that 0 < y" < w for all «. Hence, 0 < A(y)n < A(yn) < A(w) < w for all « (we used part (3) of Theorem 3.2 here). From part (2) of Lemma 3.1 we obtain 0 < A(y) < 1. Hence, 0 < A(x*) < 1 for all k = 1, 2,. . . .
We now introduce two important subsets of A which will be used in §4.
We define Nx = {z: z > 0 and A(z) = 0} and N2 = {z: z > 0 and A(z2) = 0}. Lemma3.5. N2 CNX.
Proof. If z E N2, then 0 < z and 0 < A(z)2 < A(z2) = 0, so that A(z)2 = 0 (we used part (3) of Theorem 3.2 here). Since A(z)EAx and A(z)2 = 0, we may use part (1) of Lemma 3.1 to obtain A(z) = 0. Hence, z ENX. Lemma 3.6. Nx = N2 if and only ifNxNx C Nx.
Proof. Suppose that Nx =N2. Take elements zx, z2 ENx and put z = zx + z2. Since z ENX = N2 and 0 < zxz2 < z2, we obtain 0 < A(ZjZ2) < A(z2) = 0, which means that ZjZ2 GA^. Hence, A^A^ CNX.
To show that NXNX C Nx implies Nx = N2 is trivial.
Lemma 3.7. If xE A and A(x) = 0, then xENx-Nx.
Proof. If x G A and A(x) = 0, then we may use the fact that A is directed to select an element y EA such that 0 < y and x < y. Since y -x > 0, we have 0 < A(y -x) <y -x, from which it follows that x <y -A{y). Defining zx = y -A{y) and z2 = sx -x, we can easily show that zx, z2 ENX andx = zx-z2.
Thus, x G Nx -Nx. Note that if we put z = Zj + z2, then z ENX and -z < x < z.
4. Properties which imply that A is multiplicative. Although we assume here that A has a diagonal projection map, the reader should note that some of the properties considered do not require the existence of A. The most important fact is the following. Proof. If Nx -Nx is a one-sided ideal, then NXNX CNX. From Lemma 3.6 it follows that Nx = N2. From Lemma 4.1 it follows that A is multiplicative.
The reader should note that the converse of the above theorem is true and is easily verified by routine computation (but one must use Lemma 3.7); in fact, Nx -Nx is a two-sided ideal. The reader should also refer to Definition 29 on p. 109 of [4] . Proof. For any z G Nx we define x = 1 -z and y = z. Hence, A(x) = 1 > 0 and A(y) = 0. By the above property, A(xy) = A(z -z2) > 0, so that A(z2) < A(z) = 0. Since A(z2) > 0, we obtain A(z2) = 0, which means that z GN2. This shows that Nx C N2 and from Lemma 4.1 it follows that A is multiplicative.
The property of Theorem 4.3 holds in Examples 6 through 9 but does not hold in Example 5.
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The following property is more easily understood by referring to §5 on some false conjectures. Theorem 4.4. Suppose A has the property: if x E A, then there exists wEN2 such that x2 > -w. {Note that this implies that A(x2) > -A{w) = 0.) Then A is multiplicative.
Proof. We first use this property to show that NXN2 C Nx. If we take z ENX and wEN2, then A{{nw -z)2) > 0 for all « = 1, 2.Therefore, 0 < «A(wz + zw) < A(z2) for all n, which means that A(wz) = A(zw) = 0 by using the Archimedean property. Hence, A^A^ CJVj andA^A^ CJV¡.
If we take z G A^, then for each positive integer « there exists wn E N2 such that (nl -z)2 > -wn. By rewriting and multiplying by z on the left, we obtain 0 < 2«z2 < n2z + zwn + z3. Since zwn ENXN2 CNx,we have A(zwn) = 0. Therefore, 0 < «A(z2) < A(z3) for all « = 1, 2.From the Archimedean property we obtain A(z2) = 0. Thus, Nx C A^2 and from Lemma 4.1 it follows that A is multiplicative.
The above property holds in Examples 6 through 9 but not in Example 5.
Lemma 4.5. If x, y E A are elements such that x < 1, 0 < v and 1 < xy, then 0 < (1 -x)n < y for all « = 1,2,... .
Proof. See Proposition 3 on p. 640 of [3] .
Theorem 4.6. Suppose A has the property: ifzEA and z>0, then there exists a EAX such that a < 1 + z, a -z has an inverse and 0 < {a -z)~x.
Then A is multiplicative.
Proof. If we, take any zENx, then z > 0, so that by the above property there exists a EAX such that a < 1 -f-z and 0 < (a -z)-1. Since a EAX, we have a = A(a) < A(l 4-z) < 1. Therefore, a-z<l-z<l and 1 < (1 -z)(a -z)~x. Taking 1 -z = x in Lemma 4.5, we see that 0 < z" < (a -z)~x for all « = 1,2.From Lemma 3.4 it follows that 0 < A(z2) < 1. If z G Nx, then nz ENX for all « = 1, 2,...
. From the previous paragraph it follows that 0 < «2A(z2) < 1 for all « = 1, 2,.. . . From the Archimedean property we obtain A(z2) = 0. Thus, Nx C N2 and from Lemma 4.1 it follows that A is multiplicative. The above property holds in Examples 6 and 9 but not in Examples 5 and 7. This property is what is needed to prove an abstract version of the statement that a triangular matrix has an inverse if and only if its diagonal has an inverse. Theorem 4.7. Suppose A has the property described in Theorem 4.6. If xEA and x has a left or right inverse, then A(x) has a full inverse. If A(x) has a left or right inverse, then x has a full inverse. Hence, it follows that ifx
