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Purpose: T1-weighted dynamic contrast-enhanced Magnetic Resonance Imaging (DCE-MRI) is typ-
ically quantified by least squares (LS) fitting to a pharmacokinetic (PK) model to yield parameters of
microvasculature and perfusion in normal and disease tissues. Such fitting is both time-consuming as
well as subject to inaccuracy and instability in parameter estimates. Here, we propose a novel neural
network approach to estimate the PK parameters by extracting long and short time-dependent features
in DCE-MRI.
Methods: A Long Short-Term Memory (LSTM) network, widely used for processing sequence data,
was employed to map DCE-MRI time-series accompanied with an arterial input function to parame-
ters of the extended Tofts model. Head and neck DCE-MRI from 103 patients were used for training
and testing the LSTM model. Arterial input functions (AIFs) from 78 patients were used to generate
synthetic DCE-MRI time-series for training, during which data augmentation was used to overcome
the limited size of in vivo data. The model was tested on independent synthesized DCE data using
AIFs from 25 patients. The LSTM performance was optimized for the numbers of layers and hidden
state features. The performance of the LSTM was tested for different temporal resolution, total acqui-
sition time, and contrast-to-noise ratio (CNR), and compared to the conventional LS fitting and a
CNN-based method.
Results: Compared to LS fitting, the LSTM model had comparable accuracy in PK parameter estima-
tions from fully temporal-sampled DCE-MRI data (~3 s per frame), but much better accuracy for the
data with temporally subsampling (4s or greater per frame), total acquisition time truncation by 48%-
16%, or low CNR (5 and 10). The LSTM reduced normalized root mean squared error by 40.4%,
46.9%, and 53.0% for sampling intervals of 4s, 5s, and 6s, respectively, compared to LS fitting. Com-
pared to the CNN model, the LSTM model reduced the error in the parameter estimates up to 55.2%.
Also, the LSTM improved the inference time by ~ 14 times on CPU compared to LS fitting.
Conclusion: Our study suggests that the LSTM model could achieve improved robustness and com-
putation speed for PK parameter estimation compared to LS fitting and the CNN based network, par-
ticularly for suboptimal data. © 2020 American Association of Physicists in Medicine [https://
doi.org/10.1002/mp.14222]
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model, temporal correlation
1. INTRODUCTION
Dynamic contrast-enhanced Magnetic Resonance Imaging
(DCE-MRI), an imaging technique where a time-series of T1
weighted images are obtained before, during, and after a
bolus administration of a contrast agent (CA), has been
widely explored in a wide range of clinical applications for
noninvasive cancer detection, characterization, radiation tar-
get definition, and treatment response assessment.1–4 The
change in concentrations of CA in images over time can be
derived from the MR signal intensity time-series. A
parametric pharmacokinetic (PK) model is then typically fit
to the CA concentration-time curves to extract quantitative
parameters related to vascular permeability, tissue perfusion,
and volume of the extravascular extracellular space.5
Practical implementation of DCE-MRI involves a tradeoff
of spatial resolution, volume of coverage, and temporal reso-
lution. To estimate PK parameters accurately, an adequate
temporal resolution of the DCE images is required, which
often results in a tradeoff of spatial resolution and/or volume
coverage. Several rapid imaging techniques have been intro-
duced to improve both spatial resolution/volume coverage and
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temporal resolution, e.g., k-space sparse sampling strategies
combined with image reconstruction techniques of com-
pressed sensing6 and parallel imaging.7,8 After reconstructing
image time-series, the PK parameter maps are calculated as a
second step, refereed as an indirect method. These methods
include nonlinear least-squares (NLLSQ) fitting, which was
reported to be sensitive to sampling interval, total acquisition
time, and noise,9 and requires intensive computation. A more
efficient linear least-squares (LLSQ) method10 was developed
and showed improved accuracy for signals with signal-to-
noise ratio less than 10. More recently, an efficient derivative
based LLSQ method with a low-pass filter in time domain11
was introduced. However, for the methods developed so far,
obvious degradation of performance with increasing noise
level and decreasing temporal resolution is still observed, and
the computation time can be further improved. Recently,
machine learning methods have been investigated to learn a
mapping from fully sampled or subsampled image time-series
to the parameter maps utilizing 2D or 3D convolutional neural
networks (CNN).12,13 Despite the short inference time, the
CNN is not designed to learn long and short-term temporal
relationships in the hemodynamics of the CA from the image
time-series. Also, the CNN models may suffer from bias in
practice since they were trained on similar subject arterial
input functions (AIFs). In our experiment, where subject AIFs
have diverse shapes, peaks, and time delays, obvious bias can
be observed from the estimation from these models.13
Recurrent neural networks (RNN), especially long-short-
term memory (LSTM),14 have been successfully applied to
learn temporal relationships in sequence data, such as video
description and image captioning.15 The application of
LSTM was also explored in biomedical image analysis. A
modified U-net was combined with an LSTM variant to do
3D biomedical volume segmentation,16 where the LSTM
explored the correlation of slices in the cranial-caudal direc-
tion. A pretrained fine-tuned Visual Geometry Group (VGG)
network was used to extract feature maps from DCE-MRI
slices, and then the sequence of feature maps was sent into an
LSTM to determine whether a breast lesion within a given
region of interest (ROI) was benign or malignant.17
Inspired by the recent successes of LSTM and the chal-
lenges faced by CNN-based approaches for PK parameter esti-
mation, we propose a LSTM-based approach to learn the
mapping of temporal dynamics in single-voxel signals accom-
panied, with their corresponding AIFs, to the PK parameters
in the extended Tofts model.18 Our approach is motivated by
four factors. First, the signal intensity-time curves of DCE-
MRI describe temporal hemodynamics of a CA passing
through microvasculature in tissue. The LSTM architecture is
able to learn long-term (temporal) dependence of signals15,19
and thus could improve performance of PK parameter estima-
tion compared to the CNN-based approaches using this data.
Second, in practice, the AIF varies from patient to patient.20
Inclusion of a subject-specific AIF in the estimation process
could significantly improve estimation performance. AIFs can
be readily incorporated into the input of LSTM as another
input dimension, removing the bias observed in the reported
CNN-based approaches. Third, by capturing a low-dimen-
sional manifold where the tissue concentration-time curve and
AIF reside using LSTM, more robust parameter estimation
can be achieved. Fourth, the inference time can be reduced
because of the small computational burden of the LSTM as
compared to DMF. We compare the results of LSTM with
conventional direct model fitting21 as well as a state-of-the-art
CNN-based method,13 including performances on the DCE-
MRI at low contrast-to-noise ratio, low temporal sampling,
and short total acquisition time.
2. MATERIALS AND METHODS
Our proposed LSTM-based method treats the PK parame-
ter estimation problem as a mapping from a CA concentra-
tion-time curve accompanying with an AIF to the underlying
parameters. Here, we investigated our method in the most
commonly used extended Tofts model.
2.A. Extended Tofts model
The extended Tofts model18 has been well-described in liter-
ature with a few minor variations in implementation. The ver-
sion of the extended Tofts model and direct model fitting used
in this study are described briefly. In our implementation, a
contrast bolus arrival time (BAT), sBATðrÞ for each tissue voxel
is considered for the accurate PK parameter estimation.22,23
The implemented extended Tofts model is written as:
1 Hctð ÞCt r; tð Þ ¼ Ktrans rð Þ
Z t
0
Cb s sBAT rð Þð ÞeKep rð Þ tsð Þdsþ vpðrÞCb t  sBAT rð Þð Þ
(1)
where Ct r; tð Þ is the CA concentration in the tissue voxel, Cb
is the CA concentration in the arterial blood (or AIF), Ktrans
is the transfer rate constant of the CA that diffuses from the
blood vessel to the interstitial space, Kep is the rate constant
of the CA efflux from the interstitial space to the blood
plasma, and Hct is the small vessel hematocrit. Kep equals to
Ktrans=ve, where ve is the fractional interstitial volume.
While [eq (1)] has been fit using NLLSQ methods10,11 pre-
viously, in this investigation we selected a LLSQ method10
that has a better tolerance to low SNR in the DCE data and a
more efficient computation speed than NLLSQ fitting, as a
benchmark to compare with our proposed LSTM method. In
this LLSQ method, Eq [1] can be re-written as:
Ct r; tð Þ ¼ðKtrans rð Þ þ Kep rð Þvp rð ÞÞ
Z t
0
Cp s sBAT rð Þð Þds Kep rð Þ
Z t
0
Ct r; sð Þdsþ vp rð ÞCp t  sBAT rð Þð Þ
(2)
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where Ktrans, Kep, and vp are linearly related to integrals of
Ct r; tð Þ andCp tð Þ, andCp tð Þ. For given sBAT rð Þ,Ktrans,Kep, and
vp can been rapidly estimated by LLSQ fitting. sBAT rð Þ. can be
estimated iteratively with Ktrans, Kep, and vp. The sBAT rð Þ range
can be determined using priori knowledge, e.g., 0-10 sec for the
tissue in head and neck regions. In our implementation, we
tested the sBAT rð Þ between 0 and 10 sec with an incremental
step 1s, and Hct as 0.45.9 Hereafter, we refer this implementa-
tion of the LLSQ fitting as direct model fitting (DMF).
2.B. PK parameter inference via LSTM
2.B.1. Formulation
We estimate the PK parameters by mapping
Ct r; tð Þ;Cp tð Þ
 
to the underlying physiological parameters
h ¼ Ktrans rð Þ; ve rð Þ; vp rð Þ
 
using LSTM, which we denote
as h ¼ f Ct r; tð Þ;Cp tð Þ
 Þ Hj , where f  Hjð Þ. represents the
forward mapping of the LSTM network parameterized by H.
2.B.2. Loss function
Our loss function seeks to reduce the mean squared error
(MSE) between the estimated parameters he and the ground
truth parameters hg corresponding to the training signal ser-
ies. Given a set of N training samples (cti tð Þ; cpi tð Þ; hgi ),
i = 1, 2, . . ., N, we train the LSTM network to minimize the
following loss function:




hgi  f cti tð Þ; cpi tð Þ  Hj  22 (3)
2.B.3. LSTM network architecture
The proposed network (Fig. 1) consists of m LSTM layers
with n sequentially connected cells in each layer. The network
takes an input sequence Ct;Cp
 T
, where the AIF is incorpo-
rated as another input dimension. The first LSTM layer
extracts lower level temporal relationships. The output feature
sequence is then passed through the remaining m-1 LSTM
layers each to extract higher-order level temporal relation-
ships from the signal and AIF.
Each LSTM layer captures the changes in the input
sequence by maintaining a hidden state h tð Þ and a memory
cell c tð Þ by updating them using gating mechanisms when
stepping through the input sequence. Specifically, the l th
LSTM layer takes a sequence of hidden states h 0ð Þl1, h
1ð Þ
l1,. . .,
h n1ð Þl1 , l 2 1; 2; . . .;mf g, where the superscript and subscript
stand for timestep and layer, respectively, and h 0ð Þ0 , h
1ð Þ
0 ,. . .,
h n1ð Þ0 are defined as x
0ð Þ, x 1ð Þ,. . ., x n1ð Þ. The new hidden
states h 0ð Þl , h
1ð Þ
l ,. . ., h
n1ð Þ
l are then defined by the equations
shown in (4) below.
i tð Þl ¼ r Win;xlh tð Þl1 þWin;hlh t1ð Þl þ bil
 
f tð Þl ¼ r Wf ;xlh tð Þl1 þWf ;hlh t1ð Þl þ bfl
 
o tð Þl ¼ r Wo;xlh tð Þl1 þWo;hlh t1ð Þl þ bol
 
~c tð Þl ¼ tanh Wc;xlh tð Þl1 þWc;hlh t1ð Þl þ bcl
 
c tð Þl ¼ r f tð Þl  c t1ð Þl þ i tð Þl  ~c tð Þl
 
h tð Þl ¼ o tð Þl tanh c tð Þl
 
(4)
for t 2 0; 1; . . .; n 1f g and l 2 1; 2; . . .;mf g, where r ð Þ is
the sigmoid function and “” denotes the Hadamard product.
i tð Þl and f
tð Þ
l control which information to “input” to and “for-
get” from the memory cell respectively. The new memory state
c tð Þl is then obtained based on the candidate values ~c
tð Þ
l and the
gate values i tð Þl and f
tð Þ
l . Finally, the new hidden state h
tð Þ
l is gen-
erated by the candidate values o tð Þl and memory state c
tð Þ
l .
Batch normalization is applied after each LSTM layer
except for the last one. A fully connected layer with three fea-
tures is then applied to find the best combination of features to
FIG. 1. Illustration of the network architecture used for PK parameter estimation from an input of a CA concentration time-series and an AIF as two separate
channels. Each layer has n sequentially connected cells. [Color figure can be viewed at wileyonlinelibrary.com]
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generate an estimation of the PK parameters. The parameters
are clipped to our targeted range, Ktrans 2 0; 3½  min1ð Þ,
ve 2 0; 0:4½ , and vp 2 0; 0:55½ , thus confining the parameters
to fall within a physiologically realistic range,9 to produce the
final estimation of the PK parameters.
2.C. Data preparation
DCE MR time series for training and testing were synthe-
sized using AIFs from 103 patients with head and neck can-
cers. As a brief, the DCE MRI images were acquired using a
dynamic scanning sequence (TWIST) with an injection of
0.149 cc/kg of gadobenate dimeglumine on a 3 Tesla MRI
scanner (Skyra, Siemens Healthineers, Erlangen Germany).
The protocol was approved by the Institutional Review Board
of the University of Michigan. The scanning parameters were:
flip angle = 10, echo time (TE) = 0.97 ms, repetition time
(TR) = 2.73 ms, 60 time frames, voxel size = 1.5625 9
1.5625 9 2.5 mm3, matrix = 192 9 192. There were small
variations in time step of temporal sampling of the dynamic ser-
ies (median of 3.34 sec) and in the numbers of the slices in z-
direction between the patients (median of 72). For all cases, the
subject-specific AIFs were extracted manually by averaging the
signal intensity-time curves of 20 voxels from the carotid
artery, which had maximum intensities at the time frame before
the enhancement peak,24 and then subtracting and dividing by
the average precontrast signal intensities of the voxels. The tar-
geted parameter maps were estimated using DMF.9
Of 103 patients, 78 cases were randomly selected for train-
ing, and 25 for testing. To overcome the limited size of the
in vivo DCE-MRI dataset, synthetic data were created for net-
work training and testing. The synthesized data allow us to
obtain a reliable and accurate assessment of the performance
of the proposed methods by comparing the estimates to the
ground truth (the parameters that created the synthetic data).
Data augmentation was also applied during training data syn-
thesis. Using [eqs. (1)-(5)] of the extended Tofts model, the
training signal intensity time-curves were created from differ-
ent combinations of the AIF, time step ( t), bolus arrival time
(sBAT ), and the parameters ( h ¼ Ktrans rð Þ; ve rð Þ; vp rð Þ
 Þ.
Particularly, AIFs and time steps of 78 training cases formed
a set of 78 60-dimensional vectors and a set of 78 scalars,
respectively, defined as Atrain and Ttrain. This yielded a set of
75,678,643 3-dimensional parameter vectors (Ktrans, ve, and
vp), which was denoted as Ptrain. For testing, we used the
DCE time-series synthesized using the AIFs from the 25
cases in the testing data pool as well as acquired empirical
data. Testing with real data can assure that the model is ‘real-
istic’ enough. The synthesized testing data were generated in
the same manner as the training data.
2.D. Experimental setup
Performances of the LSTM networks on DCE-MRI
acquired with different total acquisition times and temporal
sampling rates as well as different CNRs were compared with
the DMF method and a CNN model.13 The LSTM networks
were trained with input of fully temporal-sampled signal
time-series as well as temporally subsampled time-series.
2.D.1. Training with synthetic data using acquired
temporal sampling
The training data synthesis was executed on-the-fly during
the network training and used the data from the training data
generation pool consisting of the Ptrain, Atrain, and Ttrain. Fig-
ure 2 shows the data generating process during network train-




i¼1 , AIFs, and time steps tf g1000i¼1 , were selected ran-
domly from the aforementioned training data generation pool.
For each combination, the AIF was first randomly scaled
between 70% and 130% (AIF augmentation).25 The concen-
tration time-curve was then generated by randomly time-shift-
ing the AIF (between 0 and 10 sec to simulate the delay of
CA arrival) using the extended Tofts model, and random
Gaussian noise was added to the signal time-series to have
contrast-to-noise ratios between 20 and 30. The resultant sig-
nal time-series and the corresponding scaled AIF (without
time shifting) were concatenated as an input. As a result, this
batch data consisted of a vector of dimension 1000 9 n 9 2
(where n was the number of time points in the series), and
was passed to the network. Each epoch consisted of 1000
batches of training data and 200 batches of validation data.
The network was trained with Adam optimizer26 with an ini-
tial learning rate of 104. The learning rate was reduced by a
factor of 0.9 when the validation error was not improved in
30 consecutive epochs. The training was terminated when the
validation error was not improved in 75 consecutive epochs.
To evaluate sufficiencyof the size of the training data genera-
tion pool on performance of the LSTMmodel, two other models
with the same architecture as that for the initial model (LSTM3)
were trained with the same scheme using 60% (LSTM1) and
80% (LSTM2) of the training data generation pool.
2.D.2. Training with temporally subsampled
synthetic data
The proposed LSTM network was also trained and tested
on temporally subsampled synthetic signal time-curves,
where signal time-curves were generated with sampling time
steps of Dt: 3, 4, 5, and 6 sec. Lengths of the time-series were
truncated at an integer number of time steps that was close to
168 sec. The AIF and the PK parameters were drawn from
the same data generating pool. The LSTM input size was
modified accordingly to match the number of time points of
the subsampled signal time-series, while the other processes
and parameters were kept the same, including the targeted PK
parameters.
2.D.3. Training with truncated data and data with
different CNR levels
To examine robustness of the proposed network to signal
noise and total acquisition time, the proposed LSTM network
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was further trained and tested on: (a) truncated synthetic data
with the total acquisition times 168s, 141s, 114s, and 87s
when keeping the same sampling time step 3 sec, and (b)
fully temporally sampled synthetic data but with CNR varia-
tions at 20–30, 10 and 5.
2.D.4. Performance evaluation and comparison
First, our proposed LSTM network was optimized for the
numbers of LSTM layers and hidden state features using
fully temporal sampled synthetic data. Particularly, 2, 4, 6
and 8 layers, and 16, 32 and 64 features were trained and
tested. Then, the optimal numbers of layers and features
were used to train and test the LSTM model, whose
performance was compared to both the conventional DMF
approach and a CNN model. In testing, both synthetic and
actual patient data were used. The synthetic testing data
allows us to quantitatively assess the performance of PK
parameters estimation by calculating the structural similarity
(SSIM) index and normalized root mean squared
error (NRMSE) of the estimated parameter maps with

















 100 %ð Þ
for a slice, where NRMSEi, ~hij, hij, and N are the NRMSE of
the ith parameter, the estimated and ground truth ith parame-
ter for jth voxel, and the number of voxels in the slice. To
synthesize the testing signal time-curves, the AIF and the PK
parameter maps were from the same patients, for which no
cross-combination of the AIF and the PK parameters nor AIF
augmentation were used for the training data synthesis. The
SSIM and NRMSE were calculated from each of the 2D PK
parameter slice maps first, and then averaged over multiple
slices and across 25 cases. The proposed LSTM model was
further evaluated using the empirical data from the same 25
cases.
The CNN model proposed by Ulas and colleagues13 was
implemented for comparison with the LSTM model. The
CNN was trained on 1500 3D volumes with ‘2 loss and vali-
dated on 300 3D volumes generated using the same data gen-
eration pool as for LSTM training. The model loss term in
the original model was dropped since BAT was not consid-
ered in the original paper, and enforcing model consistency
without BAT correction produced worse results in our experi-
ment. The size effect of the training data generation pool on
the performance of the CNN-based method was also investi-
gated by training with 60% (CNN1), 80% (CNN2), and
100% (CNN3) of the training data generation pool.
All codes were implemented using Keras library with Ten-
sorflow backend, and the experiments were performed on an
NVIDIA Tesla K40c GPU with 12 GB RAM.
3. RESULTS
3.A. Optimization of the LSTM networks
We investigated the distributions of the PK parameters
h ¼ Ktrans rð Þ; ve rð Þ; vp rð Þ
 
of the 78 patients, which were
used as the training data generation pool. The parameter val-
ues in the pool covered the whole desired ranges of the
parameters (Figure S1).
We trained the LSTM networks with 2, 4, 6, and 8 layers
and 32 features, and with 16, 32, and 64 features and 6 layers.
Figure 3 shows the impact of varying the layers and features
on NRMSE% and SSIM. The LSTM network with 6 layers
and 32 features had average maximal SSIM, presenting a bal-
ance of overfitting and underfitting of the training data and
FIG. 2. Training data generating scheme with BAT simulation and AIF augmentation by random scaling. [Color figure can be viewed at wileyonlinelibrary.com]
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thus this network configuration was used for training under
various test conditions.
3.B. Performance of the LSTM networks trained
with original temporal-sampling data
The performance of the LSTM networks trained with
synthetic data with original temporal-sampling, as well as
results using the CNN and DMF models are shown in
Table I. The proposed LSTM network achieved high SSIM
and low NRMSE% in the whole field of view as well as in
the gross tumor volume (Table I), comparable to the DMF
approach. LSTM3 had < 1% lower SSIMs for Ktrans and vp,
higher SSIM for ve, and 13.4%, 19.1%, and 25.4% better
NRMSEs for Ktrans, ve and vp, respectively, than the DMF
approach. LSTM3 outperformed the CNN-based approach
by reducing the NRMSE up to 55.2%. When evaluating the
size effect of the data generation pool, the performance of
LSTM1, LSTM2, and LSTM3 were similar, and the size
effect was insignificant, indicating that the training data aug-
mentation is effective. The CNN-based method shows infe-
rior performance compared to the LSTM3 (Table I). A
visual illustration of estimated PK parameters and residuals
of the testing data by different methods is given in
Figure S2.
Figure 4 shows the performance of the LSTM and CNN-
based methods with different amounts of training data. The
performance of CNN-based method changed little with an
increase in the size of the training data generation pool, indi-
cating the sufficiency of training data.
Figure 5 shows examples of the parameter maps generated
by the DMF and LSTM methods on the acquired DCE-MRI
data from the testing datasets, where the estimations of DMF
and LSTM approaches were highly consistent. In most cases,
DMF and LSTM approaches fit the signal intensity-time
curves similarly well. Examples of fitted signal intensity-time
curves are shown in Figure S3. To quantitatively compare the
fitting results by LSTM and DMF, the voxel-wise MSE was
calculated for both methods. The LSTM approach yielded a
lower voxel-wise MSE (0.743  0.130) than the DMF
(0.808  0.127). The parameter inference time of LSTM for
fully temporal sampled DCE-MRI volumes was ⁓250 s on
CPU (⁓40 s on GPU), while DMF approach required ⁓3600 s
to generate the PK parameter maps for the same data on the
same CPU, representing approximately 14.4 times improve-
ment in computation speed.
3.C. Performance of the LSTM networks with
temporally subsampled data
Figure 6 and Table 2 show that the LSTM had signifi-
cantly better performances for estimating parameters than the
DMF method (P < 3.2 9 106) when increasing temporal
sampling intervals from 3s to 4s, 5s, and 6s (Figure S4).
3.D. Performance of the LSTM networks with low
CNR and reduced total acquisition length
The performance of LSTM on DCE-MRI signals with
lower CNRs and reduced total acquisition times is presented
FIG. 3. SSIM and NRMSE of the parameter map estimation by LSTM networks with (a, c) 2, 4, 6, and 8 LSTM layers with 32 features, and (b, d) 16, 32, and 64
features with 6 layers. Error bar: standard deviation. [Color figure can be viewed at wileyonlinelibrary.com]
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in Figure 7 and Table S1. As can be seen, LSTM consistently
improved the accuracy for lower CNR levels and reduced
total acquisition times from 168s to 87s. ve estimation had the
largest improvement when total acquisition time was reduced.
4. DISCUSSION
We investigated a novel and potentially powerful LSTM-
based network for learning a mapping from a CA
concentration-time curve including the corresponding AIF to
the underlying PK parameters. The LSTM network is capable
of learning long- and short-term dependency of sequence
data such as DCE-MRI. We found that the performance of
the LSTM on mapping DCE-MRI time-curves to their corre-
sponding PK parameters was superior to a state-of-the-art
CNN-based approach, and better than the direct model fitting
method in terms of NRMSE. The LSTM was much more
robust to temporally subsampled DCE data than the direct
FIG. 4. The performance of the LSTM and CNN-based methods under different amounts of training data (60%, 80%, and 100% of the data generation pool).
[Color figure can be viewed at wileyonlinelibrary.com]
TABLE I. Quantitative performance of different methods on test DCE-MRI volumes.
Method
SSIM NRMSE (%)
Ktrans ve vp K
trans ve vp
Whole Range DMF 0.9875  0.0052 0.9960  0.0010 0.9880  0.0046 1.57  0.43 1.41  0.27 1.30  0.38
LSTM1 0.9853  0.0068 0.9922  0.0027 0.9806  0.0159 1.47  0.36 1.44  0.25 1.15  0.24
LSTM2 0.9840  0.0078 0.9931  0.0025 0.9850  0.0060 1.39  0.41 1.19  0.14 0.97  0.18
LSTM3 0.9850  0.0070 0.9962  0.0010 0.9841  0.0078 1.36  0.37 1.14  0.17 0.97  0.22
CNN1 0.9547  0.0202 0.9534  0.0180 0.8946  0.0267 3.07  1.32 4.04  1.57 3.54  1.37
CNN2 0.9629  0.0159 0.9594  0.0146 0.9323  0.0237 2.78  0.99 4.17  1.32 3.16  1.44
CNN3 0.9627  0.0189 0.9556  0.0192 0.9302  0.0352 2.76  1.10 3.95  1.30 2.85  0.94
P LSTM3 vs DMF <0.05 0.54 <0.005 <0.05 <0.005 <0.005
P LSTM3 vs CNN3 <0.005 <0.005 <0.005 <0.005 <0.005 <0.005
GTV DMF 0.9994  0.0006 0.9997  0.0004 0.9994  0.0008 3.85  2.64 0.85  0.35 0.74  0.40
LSTM3 0.9993  0.0006 0.9998  0.0003 0.9994  0.0007 4.45  2.64 0.85  0.21 0.71  0.24
P 0.38 <0.05 0.63 <0.05 1.00 0.45
The LSTM models were trained and tested using synthetic data with original temporal-sampling. The SSIM and NRMSE% (mean + std) with respect to the ground truth
parameter maps were obtained in the whole field of view. The bold numbers indicate significant differences (P < 0.05) between LSTM and DMF. GTV: gross tumor volume.
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PK model fitting, which can be utilized to increase spatial
resolution of DCE images. Higher robustness of LSTM to
noise and reduced acquisition time is also demonstrated com-
pared with DMF. Our data augmentation strategies, including
AIF augmentation and creation of synthetic signal time-
curves from the data generation pool, overcame the limited
size of the in vivo DCE-MRI training data pool. The LSTM
network trained by the synthesized data was also able to per-
form well on empirical DCE data. This indicates that the syn-
thetic data simulates real signal intensity-time series well and
the LSTM network is effectively trained. In addition, our pro-
posed network enables an approximately 90 times of compu-
tation time acceleration compared with the direct PK model
fitting approach. The LSTM network has the potential to
accelerate DCE-MRI acquisition and parameter estimation.
We attribute the superior performance of the LSTM to its
capability to learn long- and short-term dependency in
sequence data, and to extract dynamic features and temporal
correlation in the signal intensity-time series of DCE-MRI.
In contrast, the CNN extracts “spatial” features from the
DCE-MRI volumes but has a limited capability to exploit the
temporal relationships in the DCE data. For example, a 2D
CNN model treats the x-y-t data as a 3D volume, in which
time-dependent features in the dynamic data could not be
effectively extracted.27,28 A 3D CNN model12 attempts to
address some of the issues of the 2D CNN by leveraging
more temporal correlation. Without incorporating an AIF as
input in the CNN, the PK parameters could have degeneracy
and correspond to multiple signal time-curves, which can
lead to a mis-mapping between the PK parameters and DCE
curves. The small training and testing patch sizes limited by
the high GPU memory demand of the 3D CNN training may
further degrade its performance. Our proposed LSTM net-
work structure is straightforward, and there is no PK model
information required for LSTM training. Also, the AIF is
incorporated into input as a second channel, which allows
use of a patient-specific AIF when processing empirical
patient DCE data. The proposed network can be easily
trained and extended to other PK models, or even other
sequence-related medical imaging data, e.g., a high-order dif-
fusion model, with a minimum modification of the network
architecture.
We used several strategies to overcome the limited size of
the in vivo DCE-MRI data. First, we did not use a fixed triad
FIG. 5. Two exemplary slices (left 2 columns for first slice, right 2 columns for second slice) of PK parameter estimation by DMF and LSTM3 on an in vivo test
dataset. The results obtained from DMF and LSTM3 show high similarity in both the tumor volume (depicted by the white contour) and the full FOV. [Color fig-
ure can be viewed at wileyonlinelibrary.com]
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of the AIF, the PK parameters, and the signal time-curves
from the in vivo DCE-MRI dataset, which limits us to a total
of 103 patient datasets. We used synthesized signal time-
curves that were created by randomly selected and combined
PK parameters, AIF (and augmented AIF), and time step
from a data pool. In addition, we added random variations of
the delay of CA bolus arrival into the signal time-curves. Our
evaluation shows that the PK parameters from 78 patients suf-
ficiently cover the parameter ranges of interest. The perfor-
mance of LSTM2, and LSTM3 indicates that the PK
parameters from 60% of the training data could sufficiently
cover the ranges of parameter of interest. Our overall strategy
of the training data synthesis seems to yield effective training
of the LSTM networks, and overcomes the limited size of
in vivo datasets. These strategies seem to reasonably mitigate
small amount of variation in sampling interval in the in vivo
data.
For extraction of PK parameters from signal time curves
with different time steps (3–6 sec), the LSTM models show
robust performance compared to the direct PK model fitting,
with the latter showing performance degradation with an
increase in the time step size. This advantage of the LSTM
approach can be utilized to improve the spatial resolution
of DCE-MRI when decreasing the temporal resolution of
DCE-MRI. For example, a modest increase in the spatial res-
olution from the currently used 1.6 9 1.6 9 2.5 mm3 to
FIG. 6. Quantitative results of the estimated parameters from the 25 synthesized testing datasets with different temporal sampling time intervals (3, 4, 5, and 6s)
by the LSTM and DMF approaches. The proposed LSTM shows a more stable performance than the DMF when increasing the sampling interval. Error bar: stan-
dard deviation. **P < 0.005. [Color figure can be viewed at wileyonlinelibrary.com]
TABLE II. Quantitative performance of different methods on temporally subsampled DCE data.
Method
SSIM NRMSE (%)
Ktrans ve vp K
trans ve vp
Dt = 3 DMF 0.9877  0.0050 0.9934  0.0041 0.9876  0.0052 1.52  0.52 1.73  0.41 1.28  0.46
LSTM3 0.9909  0.0035 0.9948  0.0034 0.9919  0.0064 1.05  0.24 1.17  0.21 0.84  0.21
P <0.005 0.12 <0.005 <0.005 <0.005 <0.005
Dt = 4 DMF 0.9831  0.0055 0.9885  0.0064 0.9817  0.0073 1.94  0.64 2.32  0.46 1.71  0.56
LSTM3 0.9877  0.0048 0.9944  0.0022 0.9894  0.0041 1.25  0.27 1.33  0.23 0.98  0.22
p <0.005 <0.005 <0.005 <0.005 <0.005 <0.005
Dt = 5 DMF 0.9783  0.0050 0.9825  0.0075 0.9758  0.0099 2.28  0.76 2.93  0.56 2.06  0.73
LSTM3 0.9861  0.0044 0.9917  0.0027 0.9877  0.0066 1.34  0.26 1.51  0.27 1.01  0.21
P <0.005 <0.005 <0.005 <0.005 <0.005 <0.005
Dt = 6 DMF 0.9708  0.0063 0.9738  0.0142 0.9685  0.0115 2.71  0.84 3.65  0.80 2.53  0.82
LSTM3 0.9840  0.0070 0.9903  0.0037 0.9846  0.0089 1.39  0.33 1.70  0.28 1.09  0.25
P <0.005 <0.005 <0.005 <0.005 <0.005 <0.005
The SSIM and NRMSE% (mean + std) with respect to the ground truth parameter maps were obtained in the whole field of view. The bold numbers indicate significant
differences (P < 0.005) between the two methods.
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1.4 9 1.4 9 1.4 mm3 would prolong the acquisition time of
an image volume by a factor of 2. This increase in the tempo-
ral resolution from 3 sec to 6 sec would result in an increase
in NRMSE% of the estimates by 1.7–2.1 times by the DMF
but a very small increase by the LSTM model (Fig. 6).
This work has several limitations. As we can see from
Fig. 4 and Table I, the LSTM performs better than DMF in
terms of NRMSE but not as good in terms of SSIM across
the whole parameter range. Further analysis of the error dis-
tribution reveals that this is mainly due to the minor estima-
tion errors in parameter combinations of zero Ktrans and ve
but nonzero vp (mainly in the brain region), which is caused
by the small portion of these parameter value combinations
in the training datasets. Another concern is the accuracy of
parameter estimation in the gross tumor volume, which has a
different range of the parameters from normal tissue and has
a small amount of the data weighting in the training dataset.
We note similar SSIM values of DMF and LSTM in the gross
tumor volume (Table I). Further manipulation of the training
dataset distribution and/or a modification of the loss function
or a weighting training data in different parameter ranges
could improve performance of the algorithm. Another path to
improvement generalizability is to incorporate temporal sam-
pling intervals into the network input as another channel.29
The performance of the current vanilla LSTM architecture
could be further improved by using a bidirectional LSTM
with attention at the expense of longer training and inference
time. A further improved model could use more realistic syn-
thetic data that takes motion artifacts and other factors into
account to improve the robustness of performance of the
LSTM on in vivo DCE-MRI datasets.
5. CONCLUSIONS
In conclusion, our proposed LSTM is a promising
approach to estimate PK parameters from DCE-MRI time-
series. We demonstrate that the proposed approach provides
more accurate PK parameter maps compared to the CNN-
based approach, and is comparable to the DMF method with
approximately 90 times of computation time reduction. The
LSTM networks are more robust to low temporal resolution,
lower CNR levels, and reduced total acquisition time than
direct PK model fitting. In the future, a similar LSTM net-
work can be applied directly to (k, t) space data to leverage
the temporal and spatial sparsity, and thus accelerate both the
data acquisition and image reconstruction of DCE-MRI.
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Fig S1. The distribution of (a) Ktrans, (b) ve, and (c) vp in
the training data generation pool.
Fig S2. An exemplary slice of the ground truth parameter
maps (column 1), the estimated maps (column 2-4), and the
residual maps (last 3 columns) of estimated Ktrans (top row)
ve (middle row) and vp (bottom row) by the LSTM3, CNN,
and DMF models from a testing case. The white contour
depicts the gross tumor volume. GT: ground truth.
Fig S3. Three exemplary in vivo CA concentration-time
curve fitting results by DMF and LSTM3 in the tumor region
indicated by the white contour shown in the left Ktrans
parameter map estimation by DMF. Results from both meth-
ods are in reasonable alignment with observed data.
(SE = squared error).
Fig S4. An exemplary slice of ground truth of parameter
maps (column 1), estimated maps (column 2 and 3), and the
residual maps (last 2 columns) by LSTM and DMF using
temporal sampling interval Dt = 6s. The tumor volume is
depicted by a white contour. GT: ground truth.
Table S1. NRMSE (%) of testing signals with lower CNR
levels and reduced total acquisition time (t). The bold num-
bers are the better results of the proposed method than those
of DMF.
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