INTRODUCTION
We consider a dynamic matching model with random arrivals -a stochastic version of the bipartite matching model. As in the static setting, it is based on a bipartite grapha simple example is shown in Fig. 1 . In the discrete-time dynamic model there are arrivals of units of 'supply' and 'demand' that can wait in queues located at the nodes in the network. A control policy determines which are matched at each time.
The theory of matching has a long history in economics, mathematics, and graph theory, with applications found in many other areas such as chemistry and information theory. Most of the work is in a static setting. The dynamic model has received recent attention in [11, 3, 5] .
The most compelling application is organ donation: United Network for Organ Sharing (UNOS) offers kidney paired donation (KPD). This is a transplant option for candidates who have a living donor who is medically able, but cannot donate a kidney to their intended candidate because they are incompatible (i.e., poorly matched) [1] . In this application, or application to resource allocation (such as in scheduling in a power grid), communication networks, or pattern recognition, data arrives sequentially and randomly, so that matching decisions must be made in real-time, taking into account the uncertainty of future requirements. The choice of matching decisions can be cast as an optimal control problem for a dynamic matching model. This paper builds upon the prior work [3] that established necessary and sufficient conditions for stability of a dynamic matching model (in the sense that there exists a Markovian matching policy for which the controlled process is positive Harris recurrent), and gave several examples of policies that have maximal stability region (sometimes known as "throughput optimal"). The goal in the present work is to obtain a better understanding of the structure of optimal policies. Given a linear cost function c on buffer levels, we seek policies that minimize the average-cost:
This is addressed using a combination of relaxation techniques. Convex relaxations are used to avoid the combinatorial issues introduced by integer constraints. A second geometric relaxation technique, the workload relaxation frame-Copyright is held by author/owner(s). work of [9, 10] is used as an approach to model reduction. This idea was originally inspired by the heavy-traffic theory of [6, 7] . In this paper, the workload relaxation is used for two purposes. First, it is used to obtain a lower bound η * on the optimal average cost for the matching model. Second, a value function for the relaxation is used to construct a real-valued function h on the state space of buffer values. It is interpreted as an approximate value function for the matching model, and is used to define a matching policy -a variant of the h-MaxWeight policy of [8] .
Theorem 2.1 summarizes the main results of this paper. A family of arrival processes {A δ : δ ∈ [0, 1]} is considered, in which the lower bound η * = η * (δ) tends to infinity as δ ↓ 0. The performance of the proposed policy is shown to be asymptotically optimal, with bounded regret:
where the term O(1) is independent of δ ∈ (0, 1], and η * grows as 1/δ. The prior work [8] establishes asymptotic optimality of the h-MaxWeight policy for a class of scheduling models. In this case the relaxation is a workload model that is nonidling since it evolves on the non-negative integers. The approximation was logarithmic: η ≤ η * + O(log(1/δ)).
In the present paper, this policy is refined to take into account structure found in the optimal policy for a workload relaxation, leading to the h-MaxWeight with threshold policy, or h-MWT. Function h can be designed so that the regret is bounded, in the sense of (2). This is the first paper to obtain bounded regret for a non-trivial stochastic network model. It is also the first to obtain any form of heavytraffic approximate optimality when the workload model is not "minimal" as in [8] or [6, 7] .
The prior work [5] considers the same matching model addressed in the present paper. The goal is also to obtain policies that are approximately optimal in a heavy-traffic setting. Optimality in this prior work is for a finite timehorizon. A sample-path version of regret is identified for the policies proposed. This grows as the square-root of the optimal cost (of order 1/ √ δ in the notation of the present pa-per). Hence the regret is not bounded in this finite-horizon control problem. Section 2 describes the Markovian matching model, the fluid model, along with a characterization of workload. This section concludes with the main results for the model in heavy-traffic. The detailed policy description and proofs may be found in the Arxiv version [4] .
BIPARTITE MATCHING MODEL
The bipartite matching model considered in this paper is queueing network model with two classes of buffers, distinguished by their role as providing demand or supply of resources.
We let D (resp. S ) denote the number of demand (resp. supply) classes, and D (resp. S) indices of demand (resp. supply) classes. Possible matching pairs are given by E ⊂ D × S. The bipartite graph (D ∪ S, E) is called the matching graph. It is assumed throughout that this graph is connected.
The NN-network shown in Fig. 1 is an example in which D = S = 3, and the set E denotes the edges (ei) shown in the figure. Each of the three integers {x D i : i = 1, 2, 3} correspond to units of demand of a particular type, and {x S i : i = 1, 2, 3} correspond to units of supply. We introduce next a discrete-time Markov Decision Process (MDP) model that resembles a model for a multi-class queueing network.
MDP model
The vector of buffer levels for the dynamic matching model takes values in Z + , where = D + S , . . . , 1, −1, . . . , −1) , the vector with D entries of +1, followed by S entries of −1. The queue length vector is subject to the following balance constraint:
For simplicity, we do not impose upper bounds on buffers. An i.i.d. arrival process is denoted A. We adopt the assumptions used in the prior work [3] , that a single pair arrive at each time slot -one of demand and one of supply. That is, for each t,
where 1 i denotes a vector with ith component equal to 1 and zero elsewhere, and the set A describes the possible arrival pairs, A ⊂ D × S.
An input process U represents the sequence of matching activities. The queue dynamics are defined by the recursion,
At each time t, the input is subject to integer constraints, and constraints consistent with the matching graph. These constraints are captured by the input space,
where {u e } is an enumeration of all single matches across edges of the matching graph. That is, u e = 1 i + 1 j for e = (i, j) ∈ E. There are also implicit constraints on U (t), since the components of Q(t) are constrained to non-negative integer values. The set U (x) ⊂ U captures all constraints. Based on (4) and (6) we have ξ 0 · U (t) = 0 and ξ 0 · A(t) = 0 , a.s..
Consequently, the constraint (3) holds automatically under (6) and (4), provided it holds at time t = 0. The sequence U is viewed as the input process for the MDP model. We assume a linear cost function on buffer levels and aim to minimize the average cost given by (1) . Since it is useful to allow U (t) to depend on both Q(t) and A(t), we take X(t) = Q(t) + A(t) as the state process of the MDP model. This evolves very much like (5):
The state space is denoted X = {x ∈ Z + : ξ 0 · x = 0}. It is assumed that the input process is non-anticipative (a function of present and past values of X). A stationary (state feedback) policy is of the form U (t) = φ(X(t)) = φ(Q(t) + A(t)), for some function φ : X → U . In our analysis we will allow for randomized policies.
Stabilizability and workload
Let S(i) = {j ∈ S : (i, j) ∈ E} denote the set of supply classes that can be matched with a class i demand, and let D(j) = {i ∈ D : (i, j) ∈ E} denote the set of demand classes that can be matched with a class j supply. For subsets D ⊂ D and S ⊂ S, set S(D) = i∈D S(i) and D(S) = j∈S D(j).
The The proof can be found in [3] . In that paper, it is shown that the following policy is stabilizing under NCond:
with h(x) = x 2 , the usual 2-norm. Adan and Weiss [2] have shown that the FCFS (First Come First Served) policy also has a maximal stability region. For any set D D we let ξ D denote the vector whose components are 1 for i ∈ D, −1 for i ∈ S(D), and zero elsewhere. The vectors {ξ D } play a role similar to workload vectors in standard queueing models. Condition NCond can be equivalently expressed,
Our assumptions imply that α · ξ 0 = 0, so it is sufficient to consider only demand.
We can now define a workload process. For a particular set D D we take W (t) = ξ D · X(t), and δ = −ξ D · α. This evolves according to the recursion,
t≥ 0, (11) in which δ > 0 and Δ(t + 1) = δ + ξ D · A(t + 1) has zero mean.
Given a convex cost function c : R + → R+, the effective cost is defined as the solution to the convex program,
It is assumed that c : R + → R+ is a linear function of the state, c(x) = cixi, with ci > 0 for each i. It easily follows that c is piecewise linear, c(w) = max(c+w, −c−w), where c+ and c− are positive constants. The controlled random walk,
with cost function c is thus a relaxation of the original MDP model, with controlled inputÎ taking values in R+. In [10, Theorem 9.7.2] it is shown that an optimal policy is determined by a threshold policy of the following form: There is a scalar τ • > 0 so thatÎ(t) = max{δ− W (t)−τ • , 0} Under this policy, the stochastic process
. Equation (7.37) of [10] defines the diffusion heuristic, that approximates this threshold based on a reflected-Brownian motion (RBM) model,
Asymptotic optimality
The structure of the policy for the relaxation is the inspiration for the following refinement of the h-MaxWeight policy in (10) .
For a differentiable function h : R → R+, and a threshold τ ≥ 0, the h-MWT (h-MaxWeight with threshold) policy is obtained as the solution to the constrained non-linear program,
Function h is designed using inspiration from the workload relaxation. We take τ = τ * in our main results.
To evaluate performance we consider an asymptotic setting: Assume that we have a family of arrival processes {A δ (t)} parameterized by δ ∈ [0,δ • ], whereδ • ∈ (0, 1). Each is assumed to satisfy (4). The following additional assumptions are imposed:
(A1) For one set D D we have ξ D · α δ = −δ, where α δ denotes the mean of A δ (t). Moreover, there is a fixed constant δ > 0 such that ξ D · α δ ≤ −δ for any D D, D = D, and δ ∈ [0,δ • ].
(A2) The distributions are continuous at δ = 0, with linear rate:
(A3) The sets E and A do not depend upon δ, and the graph associated with E is connected. Moreover, there exists i0 ∈ S(D), j0 ∈ D c , and εI > 0 such that
We suppress the dependency of A, Q, U on δ when there is no risk of confusion. We also let ξ = ξ D , so that δ = −ξ T α. We let η * denote the optimal average cost for the MDP model, η * the optimal average cost for (13), and the following is shown to approximate each of these values: Theorem 2.1 (Bounded Regret). Suppose that Assumptions (A1)-(A3) hold. For each δ ∈ (0,δ • ], there is a function h such that the h-MWT policy using the threshold τ * has finite average cost η, satisfying the following bounds,
where the constant O(1) does not depend upon δ. Moreover, the average cost for the relaxation is approximated by the value in (15): η * = η * * + O(1).
The proof is constructive and the detailed policy description and the complete proof may be found in the arXiv version [4] .
Numerical experiments were performed for the NN-network for various cost functions and arrival statistics. Results from one set of experiments are shown in Fig. 2 .
The average cost under the h-MWT policy (using the τ = τ * ) performed the best -about 30% lower than the costweighted MaxWeight policy. Details can be found in [4] .
