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RADIAL MULTIPLIERS ON REDUCED FREE
PRODUCTS OF OPERATOR ALGEBRAS
UFFE HAAGERUP AND SÖREN MÖLLER
Abstract. Let Ai be a family of unital C*-algebras, respectively,
of von Neumann algebras and φ : N0 → C. We show that if a
Hankel matrix related to φ is trace-class, then there exists a unique
completely bounded map Mφ on the reduced free product of the
Ai, which acts as an radial multiplier. Hereby we generalize a
result of Wysoczański for Herz-Schur multipliers on reduced group
C*-algebras for free products of groups.
1. Introduction
Let C denote the set of functions φ on the non-negative integers N0
for which the matrix
h = (φ(i+ j)− φ(i+ j + 1))i,j≥0
is of trace class. Let G = ∗i∈IGi be the free product of discrete groups
(Gi)i∈I . In [12] , J. Wysoczański proved that if φ ∈ C and φ˜ : G → C
is defined by φ˜(e) = φ(0) and φ˜(g1 . . . gn) = φ(n) for all n > 0 when
gj ∈ Gij \ {e} and i1 6= i2 6= · · · 6= in, then φ˜ is a Herz-Schur multiplier
on G and ‖φ˜‖HS ≤ ‖φ‖C , where ‖ · ‖C is the norm on C defined in
(2.2) below. In particular, there is a unique completely bounded map
Mφ : C
∗
r (G)→ C
∗
r (G) such that Mφ(1) = φ(0)1 and
Mφ(λ(g1 . . . gn)) = φ(n)λ(g1 . . . gn)
when gj ∈ Gij \ {e} and i1 6= i2 6= · · · 6= in as above, and ‖Mφ‖cb ≤
‖φ‖C . Furthermore J. Wysoczański proved that ‖Mφ‖cb = ‖φ‖C in the
cases when |I| = ∞ and |Gi| = ∞ for all i ∈ I. In the special case of
φs(n) = s
n for n ≥ 0 and |s| < 1 it follows that
‖Mφs‖cb ≤ ‖φs‖C =
|1− s|
1− |s|
.
In this paper we will show that every function φ from C gives rise
to radial multipliers Mφ on reduced free products of C∗-algebras and
reduced free products of von Neumann algebras (cf. Theorem 2.2),
satisfying ‖Mφ‖cb ≤ ‖φ‖C . Radial multipliers of general reduced free
products of C∗-algebras were first considered by È. Ricard and Q. Xu
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in [10] and the weaker estimate ‖Mφ‖cb ≤ |φ(0)| +
∑∞
n=1 4n|φ(n)| can
be obtained from [10, Corollary 3.3].
The main result is proved in Section 5. In Section 6 we discuss a
related set of functions C ′ (cf. Definition 6.3). It was used by T.
Steenstrup, R. Szwarc and the first author in [6] to characterize radial
multipliers on free groups Fn (2 ≤ n ≤ ∞). Moreover, C. Houdayer
and È. Ricard used it in [7] to characterize multipliers on the free
Araki-Woods factor Γ(HR, , Ut)′′ (cf. Section 6.3).
In Section 7 we obtain an integral representation of functions in the
class C which together with N. Ozawa’s result in [9], shows that for
every hyperbolic group Γ, and every φ ∈ C , the function
φ˜(x) = φ(d(x, e))
is a completely bounded Fourier multiplier on Γ (cf. Remark 7.6).
2. The main results
We start by defining the class C , crucial in what follows.
Definition 2.1. Let C denote the set of functions φ : N0 → C for
which the Hankel matrix h = (φ(i+ j)− φ(i + j + 1))i,j≥0 is of trace-
class.
If φ ∈ C , then k = (φ(i+ j + 1)− φ(i+ j + 2))i,j≥0 is of trace-class,
as well. Furthermore, we have
∞∑
n=0
|φ(n)− φ(n+ 1)| ≤ ‖h‖1 + ‖k‖1 <∞, (2.1)
where ‖x‖1 = Tr(|x|) is the trace-class norm for x ∈ B(l2(N0)). This
implies that c = limn→∞ φ(n) exists. For φ ∈ C set
‖φ‖C = ‖h‖1 + ‖k‖1 + |c|. (2.2)
The main result of this paper is the following generalization of Wysocza-
ński’s result:
Theorem 2.2.
(1) Let A = ∗i∈I(Ai, ωi) be the reduced free product of unital C*-
algebras (Ai)i∈I with respect to states (ωi)i∈I for which the GNS-
representation πωi is faithful, for all i ∈ I.
If φ ∈ C , then there is a unique linear completely bounded
mapMφ : A → A such thatMφ(1) = φ(0)1 andMφ(a1a2 . . . an) =
φ(n)a1a2 . . . an whenever aj ∈ A˚ij = ker(ωij) and i1 6= i2 6=
· · · 6= in. Moreover ‖Mφ‖cb ≤ ‖φ‖C .
(2) Let (M , ω) = ∗¯i∈I(Mi, ωi) be the w*-reduced free product of von
Neumann algebras (Mi)i∈I with respect to normal states (ωi)i∈I
for which the GNS-representation πωi is faithful, for all i ∈ I.
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If φ ∈ C , then there is a unique linear completely bounded
normal map Mφ : M → M such that Mφ(1) = φ(0)1 and
Mφ(a1a2 . . . an) = φ(n)a1a2 . . . an whenever aj ∈ M˚ij = ker(ωij )
and i1 6= i2 6= · · · 6= in. Moreover ‖Mφ‖cb ≤ ‖φ‖C .
Remark 2.3. By J. Wysoczański’s result in [12], the norm estimates
in Theorem 2.2 are best possible, as equality is attained if |I| =∞ and
(Ai, ωi) = (C
∗
r (Gi), τi) for a family (Gi)i∈I of infinite discrete groups,
where τi is the canonical trace on C∗r (Gi) coming from the left regular
representation. It would be interesting to know for which (Ai, ωi)i∈I ,
the equality ‖Mφ‖cb = ‖φ‖C holds for all φ ∈ C .
We start by proving that the operator Mφ is unique, if it exists.
Lemma 2.4 (Uniqueness in Theorem 2.2). The map Mφ is uniquely
determined by the conditions in the hypothesis of Theorem 2.2.
Proof. The algebra C1 +
(∑
i∈I A˚i
)
+
(∑
i1 6=i2
A˚i1A˚i2
)
+ . . . is norm
dense in A and, respectively, C1+
(∑
i∈I M˚i
)
+
(∑
i1 6=i2
M˚i1M˚i2
)
+. . .
is σ-weakly dense in M . As Mφ is bounded, it is then uniquely defined
on all of A , respectively, on all of M . 
Now to prove Theorem 2.2 we start by showing that it is enough
to prove the result for the special case of the algebras M = B(Hi,Ωi)
equipped with ωi, the vector state given by Ωi, as this will implie the
result for general C*- and von Neumann-algebras.
Proposition 2.5. If Theorem 2.2 part (2) holds for (Mi, ωi) = (B(Hi), ωΩi)
for Hilbert spaces (Hi,Ωi) and associated vector states ωi then Theorem
2.2 holds in general.
Proof. Assume Theorem 2.2 holds for (B(Hi), ωΩi) for arbitrary Hi and
Ωi. Now let A = ∗i∈I(Ai, ωi), respectively, (M , ω) = ∗¯i∈I(Mi, ωi). Let
(Hi,Ωi) = (Hωi, ξωi) be the Hilbert space and state coming from the
GNS-representation ofAi, respectively, Mi, and let (H,Ω) = ∗i∈I(Hi,Ωi)
be their Hilbert space free product.
Now by [11, Definition 1.5.1], Ai, respectively, Mi can be realized as
subalgebras of B(H) by the action defined as follows. If a ∈ Ai, γ1 ⊗
· · · ⊗ γn ∈ H with γj ∈ H˚j := Ω⊥j then
a(γ1 ⊗ · · · ⊗ γn) = a(Ωi)⊗ γ1 ⊗ · · · ⊗ γn
if i 6= j, and otherwise
a(γ1 ⊗ · · · ⊗ γn) = (a(γ1)− 〈a(γ1),Ωi〉Ωi)⊗ γ2 ⊗ · · · ⊗ γn
+ 〈a(γ1),Ωi〉γ2 ⊗ · · · ⊗ γn.
Hence Mφ|A and Mφ|M can be obtained by restricting Mφ to the re-
spective subalgebra of B(H) and we then have ‖Mφ|A ‖cb ≤ ‖Mφ‖cb ≤
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‖φ‖C , respectively, ‖Mφ|M‖cb ≤ ‖Mφ‖cb ≤ ‖φ‖C which gives the de-
sired general result. 
We will prove the special case considered in Proposition 2.5 in the
following sections.
3. Preliminaries
We start by introducing some notation.
Let (H,Ω) = ∗i∈I(Hi,Ωi). Also denote H˚i = Ω⊥i , for i ∈ I. Then by
the definition of the Hilbert space free product we haveH =
⊕∞
n=0H(n),
where H(n) :=
⊕
i1 6=···6=in
H˚i1 ⊗ · · · ⊗ H˚in , for n > 0, and H(0) = CΩ.
We will denote the projection from H to H(n) by Pn ∈ B(H), and let
Qn :=
∑∞
k=n Pk.
Now choose orthonormal bases Γ˚i for H˚i, then Γi = Γ˚i ∪ {Ωi} are
bases for Hi. Put Λ(0) = {Ω} and Λ(n) = {γ1⊗· · ·⊗γn : γj ∈ Γ˚ij , i1 6=
· · · 6= in} for all n ≥ 1. Then Λ(n) is an orthonormal basis for H(n),
for all n ≥ 0 and Λ =
⋃∞
n=0 Λ(n) is an orthonormal basis for H . Note
that Λ(1) =
⋃
i∈I Γ˚i considered as a subset of H .
Now we can define the basic operators in B(H). Let γ ∈ Λ(1). Let
Lγ , Rγ ∈ B(H) be the operators for which LγΩ = RγΩ = γ, and for
χ = χ1 ⊗ · · · ⊗ χn ∈ Λ(n) where χj ∈ Γ˚ij and γ ∈ Γ˚i we have
Lγ(χ) =
{
γ ⊗ χ if i 6= i1
0 if i = i1
respectively,
Rγ(χ) =
{
χ⊗ γ if i 6= in
0 if i = in.
Note that Lγ and Rγ are well-defined partial isometries in B(H).
Moreover for all γ ∈ Λ(1) and n ≥ 0 we have LγH(n) ⊆ H(n + 1),
respectively, RγH(n) ⊆ H(n+1). For γ = γ1⊗· · ·⊗ γn ∈ Λ(n) denote
Lγ = Lγ1Lγ2 . . . Lγn , respectively, Rγ = RγnRγn−1 . . . Rγ1 , where we set
LΩ = RΩ = 1.
Lemma 3.1. Let B(Hi)˚ = {a ∈ B(Hi) : 〈aΩi,Ωi〉 = 0}. Then the set
span
{
{Lγ : γ ∈ Γ˚i} ∪ {L
∗
γ : γ ∈ Γ˚i} ∪ {LγL
∗
δ : γ, δ ∈ Γ˚i}
}
is σ-weakly dense
in B(Hi)˚ considered as a subset of B(H).
Proof. Let (eγ,δ)γ,δ∈Γi be the matrix units of B(Hi) corresponding to
the basis Γi. Then span{eγ,δ : (γ, δ) 6= (Ωi,Ωi)} is σ-weakly dense in
B(Hi)˚. Moreover, by the natural embedding of B(Hi) in B(H) one
gets for γ, δ ∈ Γ˚i that Lγ = eγ,Ωi, L
∗
γ = eΩi,γ, and hence LγL
∗
δ = eγ,δ,
which proves the lemma. 
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Definition 3.2. Let a = (ai)i≥0 ∈ l
∞(N0). Denote by Da the operator
which is defined by Da(ξ) = anξ for ξ ∈ Λ(n), n ≥ 1, respectively,
Da(Ω) = a0Ω and by linearity is extended to all of H.
Note that Da =
∑∞
n=0 anPn and that Da is bounded with ‖Da‖ =
‖a‖∞. Let S denote the standard shift on l∞(N0), i.e., for a = (ai)i≥0 ∈
l∞(N0), let S(a0, a1, a2, . . . ) = (0, a0, a1, a2, . . . ). To ease notation, con-
sider seperately the following two cases, which together contain all pos-
sible situations.
Definition 3.3. For ξ ∈ Λ(k) and η ∈ Λ(l), k, l ≥ 0 we say that we
are in
• Case 1 if ξ = Ω or η = Ω or k, l ≥ 1 and ξ = ξ1⊗ · · ·⊗ ξk and
η = η1 ⊗ · · · ⊗ ηl where ξk ∈ Γ˚i, ηl ∈ Γ˚j and i 6= j, i, j ∈ I,
respectively,
• Case 2 if k, l ≥ 1 and ξ = ξ1 ⊗ · · · ⊗ ξk and η = η1 ⊗ · · · ⊗ ηl
where ξk, ηl ∈ Γ˚i for some i ∈ I.
4. Technical lemmas
Definition 4.1. For x, y ∈ l2(N0) and a ∈ B(H) set
Φ(1)x,y(a) :=
∞∑
n=0
D(S∗)nxaD
∗
(S∗)ny +
∞∑
n=1
DSnxρ
n(a)D∗Sny,
respectively,
Φ(2)x,y(a) :=
∞∑
n=0
D(S∗)nxaD
∗
(S∗)ny +
∞∑
n=1
DSnxρ
n−1(ǫ(a))D∗Sny
where ρ(a) :=
∑
γ∈Λ(1)RγaR
∗
γ and ǫ(a) :=
∑
i∈I qiaqi and qi is the
projection onto span{ξ ∈ Λ(n) : n ≥ 1, ξ = γ1 ⊗ · · · ⊗ γn, γn ∈ Γ˚i} for
i ∈ I.
Lemma 4.2. Let k, l ≥ 0. Then for every ξ ∈ Λ(k) and η ∈ Λ(l) we
have for all n ≥ 0, ρn(LξL
∗
η) = LξL
∗
ηQl+n and ǫ(LξL
∗
η) = ρ(LξL
∗
η) in
Case 1, and, respectively, ǫ(LξL
∗
η) = LξL
∗
η in Case 2.
Proof. For the first statement observe that
ρn(LξL
∗
η) =
∑
ζ∈Λ(n)
RζLξL
∗
ηR
∗
ζ
= Lξ

 ∑
ζ∈Λ(n)
RζR
∗
ζ

L∗η
= LξQnL
∗
η
= LξL
∗
ηQl+n.
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For the second statement, let χ ∈ Λ(m). If m > l then
ǫ(LξL
∗
η)(χ) =
∑
i∈I
qiLξL
∗
ηqi(χ)
= Lξ
∑
i∈I
qiqiL
∗
η(χ)
= LξQ(1)L
∗
η(χ)
= LξL
∗
ηQ(l + 1)(χ)
= LξL
∗
η(χ)
While if m = l, χ = η and ηl ∈ Γ˚j for some j ∈ I we have
ǫ(LξL
∗
η)(η) =
∑
i∈I
qiLξL
∗
ηqi(η) = qjLξL
∗
ηqj(η) = qjLξL
∗
η(η) = qj(ξ),
and this is equal to 0 in Case 1 (i.e., ξk /∈ Γ˚j), respectively, equal to ξ
in Case 2 (i.e., ξk ∈ Γ˚j).
Note that both sides vanish if m = l and χ 6= η, or m < l. 
To calculate the completely bounded norm of Φ(·)x,y we use the follow-
ing result from [3].
Theorem 4.3. [3, Theorem 1.3] If ‖
∑
i uiu
∗
i ‖, ‖
∑
i v
∗
i vi‖ < ∞ for
some ui, vi ∈ B(H), then Φ(a) =
∑
i uiavi defines a normal completely
bounded operator on B(H) and ‖Φ‖cb ≤ ‖
∑
i∈I uiu
∗
i ‖‖
∑
i∈I v
∗
i vi‖.
Using this theorem we ontain the following cb-norm estimates.
Lemma 4.4. For x, y ∈ l2(N0) we have ‖Φ
(1)
x,y‖cb ≤ ‖x‖2‖y‖2, respec-
tively, ‖Φ
(2)
x,y‖cb ≤ ‖x‖2‖y‖2.
Proof. Let χ ∈ Λ(m). Then
∞∑
n=0
D(S∗)nxD
∗
(S∗)nx(χ) =
∞∑
n=0
x(m+ n)D(S∗)nx(χ)
=
∞∑
n=0
|x(m+ n)|2(χ)
=
(
∞∑
n=m
|x(n)|2
)
(χ),
respectively,
∞∑
n=1
∑
ζ∈Λ(n)
(DSnxRζ)(DSnxRζ)
∗(χ) =
∞∑
n=1
∑
ζ∈Λ(n)
DSnxRζR
∗
ζD
∗
Snx(χ)
=
m∑
n=1
DSnxD
∗
Snx(χ) =
m−1∑
n=0
|x(n)|2(χ).
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Here the second equality holds since RζR∗ζ(χ) = 0 if ζ 6= χm−n+1 . . . χm
or if n > m.
On the other hand,
∞∑
n=1
∑
ζ∈Λ(n−1)
∑
i∈I
(DSncRζqi)(DSncRζqi)
∗(χ)
=
∞∑
n=1
∑
ζ∈Λ(n−1)
∑
i∈I
DSncRζqiR
∗
ζD
∗
Snc(χ)
=
m∑
n=1
∑
ζ∈Λ(n−1)
DSncRζR
∗
ζD
∗
Snc(χ)
=
m∑
n=1
DSncD
∗
Snc(χ) =
m−1∑
n=0
|c(n)|2(χ).
The second equality holds since χm−n+1 ∈ Γ˚i (the rightmost element
of R∗ζ(χ)) for a unique i ∈ I if n − 1 < m, and there is no such
i ∈ I if n − 1 ≥ m. The third equality holds as RζR∗ζ(χ) = 0 for
ζ 6= χm−n+2 . . . χm. Hence
 ∞∑
n=0
D(S∗)nxD
∗
(S∗)nx +
∞∑
n=1
∑
ζ∈Λ(n)
(DSnxRζ)(DSnxRζ)
∗

 (χ)
= ‖x‖22 (χ),
respectively,
 ∞∑
n=1
D(S∗)nxD
∗
(S∗)nx +
∞∑
n=1
∑
ζ∈Λ(n−1)
∑
i∈I
(DSnxRζqi)(DSnxRζqi)
∗

 (χ)
= ‖x‖22 (χ).
Using these calculations for x, y ∈∈ l2(N0) and applying Theorem 4.3
to get the desired result. 
Lemma 4.5. Let k, l ≥ 0. If ξ ∈ Λ(k) and η ∈ Λ(l) then
Φ(1)x,y(LξL
∗
η) =
(
∞∑
t=0
x(k + t)y(l + t)
)
LξL
∗
η
and, respectively,
Φ(2)x,y(LξL
∗
η) =
{ ∑∞
t=0 x(k + t)y(l + t)LξL
∗
η in Case 1∑∞
t=0 x(k + t− 1)y(l + t− 1)LξL
∗
η in Case 2.
Proof. We prove this by showing that both sides act similarly on all
simple tensors in H .
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Indeed, let m ≥ 0 and χ ∈ Λ(m) and let n ≥ 0. If χ = η ⊗ ζ , where
ζ ∈ Λ(m− l) for some l ≥ 0 we have for the common type of terms in
Φ
(1)
x,y and Φ
(2)
x,y that
D(S∗)nxLξL
∗
ηD
∗
(S∗)ny(χ) = y(m+ n)D(S∗)nxLξL
∗
η(χ) (4.1)
= y(m+ n)D(S∗)nx(ξ ⊗ ζ)
= x(k +m− l + n)y(m+ n)LξL
∗
η(χ).
Otherwise, if there is no ζ such that χ = η⊗ ζ , then both sides vanish,
wherein we have used the convention that x(p) = 0 for p < 0.
For the other type of terms in Φ(1)x,y, we get
DSnxρ
n(LξL
∗
η)D
∗
Sny(χ) = y(m− n)DSnxρ
n(LξL
∗
η)(χ) (4.2)
= y(m− n)DSnxLξL
∗
ηQl+n(χ)
= y(m− n)DSnxQl+n(ξ ⊗ ζ)
= x(k +m− l − n)y(m− n)LξL
∗
ηQl+n(χ)
where in the second equality we use Lemma 4.2 and the fact that both
sides vanish if n > m− l.
We now estimate the other type of terms in Φ(2)x,y. In Case 1 we
similarly get
DSnxρ
n−1(ǫ(LξL
∗
η))D
∗
Sny(χ) = DSnxρ
n(LξL
∗
η)D
∗
Sny(χ) (4.3)
= x(k +m− l − n)y(m− n)LξL
∗
ηQl+n(χ)
with both sides vanishing for n > m− l.
In Case 2 we get by Lemma 4.2
DSnxρ
n−1(ǫ(LξL
∗
η))D
∗
Sny(χ) = DSnxρ
n−1(LξL
∗
η)D
∗
Sny(χ) (4.4)
= x(k +m− l − n)y(m− n)LξL
∗
ηQl+n−1(χ)
with both sides vanishing for n > m− l + 1.
Combining (4.1) and (4.2) we get
Φ(1)x,y(LξL
∗
η)(χ) =
∞∑
n=0
D(S∗)nxLξL
∗
ηD
∗
(S∗)ny +
∞∑
n=1
DSnxρ
n(LξL
∗
η)D
∗
Sny
=
∞∑
n=0
x(k +m− l + n)y(m+ n)LξL
∗
η(χ)
+
m−l∑
n=1
x(k +m− l − n)y(m− n)LξL
∗
η(χ)
=
(
∞∑
n=l−m
x(k +m− l + n)y(m+ n)
)
LξL
∗
η(χ)
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=
(
∞∑
t=0
x(k + t)y(l + t))
)
LξL
∗
η(χ)
as desired.
Similarly in Case 1, combining (4.1) and (4.3) we get
Φ(2)x,y(LξL
∗
η)(χ) =
(
∞∑
t=0
x(k + t)y(l + t)
)
LξL
∗
η(χ).
While in Case 2, combining (4.1) and (4.4) we get
Φ(2)x,y(LξL
∗
η)(χ) =
∞∑
n=0
x(k +m− l + n)y(m+ n)LξL
∗
η(χ)
+
m−l+1∑
n=1
x(k +m− l − n)y(m− n)LξL
∗
η(χ)
=
(
∞∑
t=0
x(k + t− 1)y(l + t− 1)
)
LξL
∗
η(χ).
This completes the proof. 
We now establish some technical results conserning maps φ ∈ C .
Lemma 4.6. Let φ ∈ C and let h, k and c be as in Definition 2.1.
Put ψ1(n) =
∑∞
i=0(φ(n + 2i) − φ(n + 2i+ 1)) and ψ2(n) = ψ1(n + 1),
for n ≥ 0. Then φ(n) = ψ1(n) + ψ2(n) + c for n ≥ 0 and the entries
hi,j and ki,j of h and k are given by hi,j = ψ1(i + j) − ψ1(i + j + 2),
respectively, ki,j = ψ2(i+ j)− ψ2(i+ j + 2), for i, j ≥ 0.
Proof. By (2.1) we have
| lim
n→∞
ψ1(n)| ≤ lim
n→∞
∞∑
i=0
|φ(n+ 2i)− φ(n+ 2i+ 1)| = 0.
A similar statement holds for ψ2 and therefore limn→∞ ψ1(n) = 0 and
limn→∞ ψ2(n) = 0. Next, let n ≥ 0 be fixed. Then simple computations
give ψ1(n)+ψ2(n) = φ(n)−c, and ψ1(n)−ψ1(n+2) = φ(n)−φ(n+1),
respectively, ψ2(n) − ψ2(n + 2) = φ(n + 1) − φ(n + 2). Using these
equations, we get the desired formulas for hi,j, respectively ki,j. 
Remark 4.7. Since h, k are trace-class, it is well-known (cf. [6, p. 13])
that there exist xi, yi, zi, wi ∈ l2(N0) such that h =
∑∞
i=1 xi ⊙ yi and∑
‖xi‖2‖yi‖2 = ‖h‖1, respectively, k =
∑∞
i=1 zi⊙wi and
∑
‖zi‖2‖wi‖2 =
‖k‖1. Here we use the notation (u⊙ v)(t) = 〈t, v〉u, for u, v, t ∈ l2(N0).
Lemma 4.8. For ψ1 and ψ2 as in Lemma 4.6, and xi, yi, zi, and wi as
in Remark 4.7 we have ψ1(k + l) =
∑∞
i=1
∑∞
t=0 xi(k + t)yi(l + t) and
ψ2(k + l) =
∑∞
i=1
∑∞
t=0 zi(k + t)wi(l + t).
RADIAL MULTIPLIERS ON REDUCED FREE PRODUCTS 10
Proof. Let k, l ≥ 0, then
ψ1(k + l) =
∞∑
t=0
ψ1(k + l + 2t)− ψ1(k + l + 2t+ 2)
=
∞∑
t=0
hk+t,l+t
=
∞∑
t=0
∞∑
i=1
xi(k + t)yi(l + t)
=
∞∑
i=1
∞∑
t=0
xi(k + t)yi(l + t)
where the sums are absolutly convergent, and we use Lemma 4.6 for
the first two equalities. A similar reasoning applies to ψ2. 
5. Proof of the main result
As shown in Section 2, it is enough to prove the following lemma in
order to obtain the result of the main theorem.
Proposition 5.1. Let (H,Ω) = ∗i∈I(Hi,Ωi) be the reduced free product
of Hilbert spaces (Hi)i∈I with unit vector Ωi and let ωi(a) = 〈aΩi,Ωi〉
for a ∈ B(Hi) where we realize B(Hi) as subalgebras of B(H) via the
standard embedding from [11, Definition 1.5.1]. Then for every φ ∈ C ,
there exists a linear completely bounded normal map Mφ on B(H) such
that Mφ(1) = φ(0)1 and Mφ(a1a2 . . . an) = φ(n)a1a2 . . . an whenever
n ≥ 1, i1, . . . in ∈ I with i1 6= i2 6= · · · 6= in and aj ∈ B(Hij )˚ = ker(ωij).
Moreover, ‖Mφ‖cb ≤ ‖φ‖C .
The proof of Proposition 5.1 will be divided into a series of lemmas.
Lemma 5.2. Let T : B(H)→ B(H) be a bounded linear normal map,
and let φ : N0 → C. The following statements are equivalent.
(a) For all n ≥ 1, i1, . . . in ∈ I with i1 6= i2 6= · · · 6= in and aj ∈
B(Hij )˚ = ker(ωij), we have T (1) = φ(0)1 and T (a1a2 . . . an) =
φ(n)a1a2 . . . an.
(b) For all k, l ≥ 0 and ξ ∈ Λ(k), η ∈ Λ(l) we have
T (LξL
∗
η) =
{
φ(k + l)LξL
∗
η in Case 1
φ(k + l − 1)LξL
∗
η in Case 2.
Proof. Assume (a) and let k, l ≥ 1, ξ ∈ Λ(k), η ∈ Λ(l). Now by the
definition of Lξ we have LξL∗η = Lξ1 . . . LξkL
∗
ηl
. . . L∗η1 .
If we are in Case 1, there exist i, j ∈ I, i 6= j such that ξk ∈ Γ˚i
and ηl ∈ Γ˚j . Hence all adjacent terms above are from different B(Hi)˚,
hence LξL∗η is of the form a1 . . . an in (a) with n = k + l.
On the other hand, if we are in Case 2, there exists i ∈ I such that
ξk, ηl ∈ Γ˚i. In this case LξkL
∗
ηl
∈ B(Hi)˚, hence LξL∗η is of the form
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a1 . . . an in (a) with n = k + l − 1. Applying (a) we get the conclusion
of (b) for k, l ≥ 1. If k = 0 or l = 0, e.g., ξ = Ω or η = Ω the result
follows similarly by using LΩ = 1.
Assume (b). Using Kaplansky’s density theorem [8, Theorem 5.3.5]
and the fact that the product is jointly σ-strong continuous on bounded
sets, by Lemma 3.1 it is enough to check that T (1) = φ(0)1 and
T (a1 . . . an) = φ(n)a1 . . . an whenever n ≥ 1 and aj ∈ {Lγ |γ ∈ Γ˚ij} ∪
{L∗γ |γ ∈ Γ˚ij} ∪ {LγL
∗
δ |γ, δ ∈ Γ˚ij} where i1 6= i2 6= · · · 6= in.
It is easy to check that L∗γLδ = 0 when γ, δ ∈ Λ(1), γ 6= δ. In
particular, L∗γLδ = 0 when γ ∈ Γ˚ij and δ ∈ Γ˚ij+1 , since ij 6= ij+1.
Hence a1 . . . an = 0, unless a1 . . . an = Lγ1 . . . LγkL
∗
δl
. . . L∗δ1 for some
γj ∈ Γij , δs ∈ Γrs, ij 6= ij+1, rs 6= rs+1 and i1, . . . , ik, r1, . . . , rl ∈ I.
If we are in Case 1, we have ik 6= rl. Hence neighboring elements
on the right hand side are from different B(Hi)˚ and thus n = k + l.
If we are in Case 2, we have ik = rl. Hence LγkL
∗
δl
∈ B(Hik )˚, thus
n = k + l − 1. Now (b) gives the result for k ≥ 1 or l ≥ 1. Moreover
the k = l = 0 case of (b) gives T (1) = φ(0)1. 
Next, we explicitly construct such a map T .
Lemma 5.3. Let φ ∈ C . Define maps
T1 =
∞∑
i=1
Φ(1)xi,yi and T2 =
∞∑
i=1
Φ(2)zi,wi
where Φ
(·)
x,y are as in Definition 4.1, ψ1, ψ2 as in Lemma 4.6, and
xi, yi, zi, wi as in Remark 4.7. Then for all k, l ≥ 0, ξ ∈ Λ(k), η ∈ Λ(l)
we have T1(LξL
∗
η) = ψ1(k + l)LξL
∗
η, respectively,
T2(LξL
∗
η) =
{
ψ2(k + l)LξL
∗
η in Case 1
ψ2(k + l − 2)LξL
∗
η in Case 2.
Proof. Let k, l ≥ 0 and ξ ∈ Λ(k), η ∈ Λ(l). Now by Lemma 4.5 and
Lemma 4.8 we have
T1(LξL
∗
η) =
∞∑
i=1
Φ(1)xi,yi(LξL
∗
η)
=
(
∞∑
i=1
∞∑
t=0
xi(k + t)yi(l + t)
)
(LξL
∗
η)
= ψ1(k + l)LξL
∗
η.
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Furthermore, in Case 1 we have by Lemma 4.5 and Lemma 4.8
T2(LξL
∗
η) =
∞∑
i=1
Φ(2)zi,wi(LξL
∗
η)
=
(
∞∑
i=1
∞∑
t=0
zi(k + t)wi(l + t)
)
(LξL
∗
η)
= ψ2(k + l)LξL
∗
η,
respectively, in Case 2
T2(LξL
∗
η) =
∞∑
i=1
Φ(2)zi,wi(LξL
∗
η)
=
(
∞∑
i=1
∞∑
t=0
zi((k − 1) + t)wi((l − 1) + t)
)
(LξL
∗
η)
= ψ2(k + l − 2)LξL
∗
η.
This completes the proof. 
Lemma 5.4. Define T = T1 + T2 + c Id where Id denotes the identity
operator on B(H). Then for k, l ≥ 0 and ξ ∈ Λ(k), η ∈ Λ(l) we have
T (LξL
∗
η) =
{
φ(k + l)LξL
∗
η in Case 1
φ(k + l − 1)LξL
∗
η in Case 2.
Note that by Lemma 5.2 this implies that T (1) = φ(1)1 and that for
n ≥ 1, Tφ(a1a2 . . . an) = φ(n)a1a2 . . . an.
Proof. Assume we are in Case 1, then
T (LξL
∗
η) = T1(LξL
∗
η) + T2(LξL
∗
η) + cLξL
∗
η
= (ψ1(k + l) + ψ2(k + l) + c)LξL
∗
η
= φ(k + l)LξL
∗
η.
Here we use the definition of T , then Lemma 5.3, and lastly Lemma
4.6. If we are in Case 2, we similarly get
T (LξL
∗
η) = T1(LξL
∗
η) + T2(LξL
∗
η) + cLξL
∗
η
= (ψ1(k + l) + ψ2(k + l − 2) + c)LξL
∗
η
= (ψ2(k + l − 1) + ψ1(k + l − 1) + c)LξL
∗
η
= φ(k + l − 1)LξL
∗
η.
Here we furthermore use ψ2(n) = ψ1(n + 1), for n ≥ 0. 
By this result we have proven the existence ofMφ in Proposition 5.1,
and it remains to calculate the cb-norm.
Lemma 5.5. We have ‖T‖cb ≤ ‖φ‖C .
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Proof. Let xi, yi ∈ l2(N0) then we have by Lemma 4.4 that ‖Φ
(1)
xi,yi‖cb ≤
‖xi‖2‖yi‖2. Furthermore, since T1 =
∑∞
i=1Φ
(1)
xi,yi we have by Remark
4.7
‖T1‖cb ≤
∞∑
i=1
‖Φ(1)xi,yi‖cb ≤
∞∑
i=1
‖xi‖2‖yi‖2 = ‖h‖1,
respectively,
‖T2‖cb ≤
∞∑
i=1
‖Φ(2)zi,wi‖cb ≤
∞∑
i=1
‖zi‖2‖wi‖2 = ‖k‖1.
Hence ‖T‖cb ≤ ‖T1‖cb + ‖T2‖cb + ‖cId‖cb ≤ ‖h‖1 + ‖k‖1 + |c| = ‖φ‖C
as desired. 
Combining Lemmas 5.4 and 5.5 we obtain Porposition 5.1, and there-
fore an application of Proposition 2.5 yields the conclusion of Theorem
2.2.
6. Examples
6.1. The case φs(n) = sn. As a first example we will look at a
simple φ where ‖φ‖C can be calculated explicitly.
Corollary 6.1. Let D = {s ∈ C||s| < 1} and s ∈ D. Denote by φs
the function φs(n) := s
n. Then φs defines a radial multiplier Mφs on
A = ∗i∈I(Ai, ωi), respectively, (M , ω) = ∗¯i∈I(Mi, ωi) as in Theorem
2.2. Moreover, ‖Mφs‖cb ≤ |1− s|/(1− |s|).
Proof. The conclusion follows from Theorem 2.2, once we show that φ
belongs to C and that ‖φ‖C = ‖h‖1 + ‖k‖1 + |c| ≤ |1− s|/(1− |s|).
Observe first that c = limn→∞ φ(n) = limn→∞ sn = 0 as |c| < 1.
Furthermore, φ(i+ j + 1)− φ(i+ j + 2) = s(φ(i+ j)− φ(i+ j + 1)) so
k = s ·h, hence ‖φ‖C = (1+ |s|)‖h‖1. Moreover φ(i+j)−φ(i+j+1) =
(1 − s)si+j so h = (1 − s)m, where m is the matrix mi,j = si+j. This
gives ‖φ‖C = (1+|s|)‖h‖1 = (1+|s|)|1−s|‖m‖1. Nowm = a⊙a¯, where
a = (sk)k≥0 ∈ l
2(N0), hence ‖m‖1 = ‖a‖22 = 1/(1 − |s|
2). Combining
these calculations we get ‖φ‖C = |1 − s|/(1 − |s|), which proves the
corollary. 
6.2. Wysoczański’s theorem. As a second example, we will show
that Wysoczański’s result, apart from determining when equality holds,
is a special case of Theorem 2.2.
Theorem 6.2 ([12, Theorem 6.1]). Let G = ∗i∈IGi be the free product
of a family of discrete groups, and let g ∈ G be g = g1g2 . . . gn where
gj ∈ Gij\{e}, j1, . . . , jn ∈ I and j1 6= j2 6= · · · 6= jn. If φ ∈ C then
φ˜(g) = φ(n) is a Herz-Schur multiplier on G. Moreover ‖φ˜‖HS ≤ ‖φ‖C .
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Proof. Let φ ∈ C and g = g1 . . . gn ∈ G as above. Now by [1, p.
301] and [4] we have ‖φ˜‖HS = ‖φ˜‖M0A(G) = ‖M˜φ˜‖cb where M˜φ˜ is the
operator M˜φ˜(λ(g)) = φ˜(g)λ(g) for g ∈ G and λ the left regular rep-
resentation. By the definition of φ˜ this is M˜φ˜(λ(g)) = φ(n)λ(g) and
by the definition of L(G) we have λ(g) = λ(g1)λ(g2) . . . λ(gn). Hence
M˜φ˜(λ(g)) = Mφ(λ(g)), where Mφ is as defined in Theorem 2.2. Ap-
plying the theorem one obtains that φ˜ is a Herz-Schur-multiplier, and
‖φ˜‖HS ≤ ‖φ‖C . 
6.3. Relation to Houdayer and Ricard’s results. Recently, C.
Houdayer and É. Ricard in [7] proved results concerning radial mul-
tipliers on free Araki-Woods factors related to functions from a class
C ′ quite similar to C . Although their results apply to different objects
than those considered in this paper, we will discuss in this section the
issue of how their methods could be applied to prove Theorem 2.2.
We start by defining the class of functions C ′, mentioned above.
Definition 6.3. Let C ′ denote the set of functions φ : N0 → C for
which the Hankel matrix hˆ = (φ(i+ j)− φ(i + j + 2))i,j≥0 is of trace-
class.
Observe that this implies the existence of c1, c2 ∈ C and a unique
ψ : N0 → C such that φ(n) = c1+(−1)nc2+ψ(n) and limn→∞ ψ(n) = 0.
For φ ∈ C ′ put ‖φ‖C ′ = |c1|+ |c2|+ ‖hˆ‖1.
In [7] the following two results for functions in the class C ′ are proved,
note the resemblance with Theorem 2.2. In what follows T denotes the
Toeplitz algebra, and furthermore, Γ(H,Ut)′′ denotes the free Araki-
Woods factor associated to a real Hilbert space H and a one parameter
group of orthogonal transformations (Ut). (See [7, Sections 2.5 and 3.1]
for more precise definitions).
Theorem 6.4 ([7, Proposition 3.3]). A function φ belongs to C ′ if and
only if the operator γ defined by γ(Si(S∗)j) = φ(i + j) extends to a
bounded map on T . Moreover, ‖γ‖T ∗ = ‖φ‖C ′, and we say that γ is
the radial functional associated with φ.
Theorem 6.5 ([7, Theorem 3.5]). Let φ : N0 → C. Then φ de-
fines a completely bounded radial multiplier on Γ(H,Ut)
′′ if and only
if the radial functional γ on T associated to φ is bounded. Moreover,
‖Mφ‖cb = ‖γ‖T ∗.
A similar argument as in the proof of these theorems could be used to
prove Theorem 2.2, if one could prove the existence of a ∗-isomorphism
π : C∗(Lγ |γ ∈ Λ(1))→ C
∗(Lγ |γ ∈ Λ(1))⊗ C
∗(S2, SS∗)
such that
π(LξL
∗
η) =
{
LξL
∗
η ⊗ S
2k(S∗)2l in Case 1
LξL
∗
η ⊗ S
2k−1(S∗)2l−1 in Case 2
(6.1)
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for all k, l ≥ 0 and ξ ∈ Λ(k), η ∈ Λ(l).
Indeed, if this were the case we could choose w ∈ C∗(S2, SS∗)∗ as
w(Sk(S∗)l) =
{
φ
(
k+l
2
)
if k + l even
0 otherwise.
This functional would be bounded if hˆ were trace-class. Moreover
‖Id⊗ w‖cb = ‖w‖ = ‖φ‖C . Letting T be defined by T = (Id ⊗ w) ◦ π
we would get
T (LξL
∗
η) =
{
φ(k + l)LξL
∗
η in Case 1
φ(k + l − 1)LξL
∗
η in Case 2
with ‖T‖cb ≤ ‖w‖‖π‖cb ≤ ‖w‖ = ‖φ‖C . Hence, by Lemma 5.2 T would
be Mφ as defined in Theorem 2.2 and thus be completely bounded.
It is however not possible to construct such an isomorphism. Let for
instance |I| = 1 and dim(H) = 2 and let eij denote the matrix units
with respect to the basis (Ω, γ) of H . Then we have e01e10 = e00, but
Φ(e01)Φ(e10) = e00 ⊗ S
∗S 6= 1⊗ 1− e11 ⊗ SS
∗ = Φ(e00).
However, note that it would be sufficient if there existed a unital
completely positive π satisfying (6.1). To find such an operator we can
regard l2(N0) = l2(N0)even ⊕ l2(N0)odd. In this case S2 on l2(N0) can be
realized as S ⊕ S and SS∗ on l2(N0) can be realized as SS∗ ⊕ 1. Then
it would be enough to find unital completely positive operators π1, π2
such that
π1(LξL
∗
η) = LξL
∗
η ⊗ S
k(S∗)l, (6.2)
respectively,
π2(LξL
∗
η) =
{
LξL
∗
η ⊗ S
k(S∗)l in Case 1
LξL
∗
η ⊗ S
k−1(S∗)l−1 in Case 2.
(6.3)
Since π(1) = π(2) = 1 we have ‖π1‖cb, ‖π2‖cb ≤ 1 and π = π1 ⊕ π2
is unital completely positive too. Hence T = (Id⊗ w) ◦ π would be as
desired.
Set Un =
∑∞
i=0 Pi+n⊗ei0, where eij are the matrix units in B(l
2(N0)),
and use the convention Pm = 0 if m < 0. Now it can be shown that
π1(x) =
0∑
n=−∞
Un(x⊗ 1)U
∗
n +
∞∑
n=1
Un(ρ
n(x)⊗ 1)U∗n,
respectively,
π2(x) =
0∑
n=−∞
Un(x⊗ 1)U
∗
n +
∞∑
n=1
Un(ρ
n−1(ǫ(x))⊗ 1)U∗n
are unital completely positive and fulfill (6.2) and (6.3). The proof of
this fact can be given by an argument quite similar to that given in
Sections 4 and 5. We leave the details to the reader.
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7. Integral representation of functions from C
In [6] the following integral representation was proved for φ ∈ C ′,
where C ′ is the set of functions φ : N0 → C from Definition 6.3. The
set C ′ is not defined in [6], but the result follows form [6, Theorem 2.12
and Theorem 4.2].
Theorem 7.1. Let ψ : N0 → C be a function. Then the following are
equivalent:
(1) ψ ∈ C ′
(2) There exists a complex Borel measure µ on D and constants
c+, c− ∈ C, such that
ψ(n) = c+ + (−1)
nc− +
∫
D
sndµ(s) <∞ (7.1)
and ∫
D
|1− s2|
1− |s|2
d|µ|(s) <∞.
Moreover, for φ ∈ C ′, the measure µ in (7.1) can be chosen such that
|c+|+ |c−|+
∫
D
|1− s2|
1− |s|2
d|µ|(s) ≤
8
π
‖ψ‖C ′.
We will prove next a similar characterization of functions in C :
Theorem 7.2. Let φ : N0 → C be a function. Then the following are
equivalent:
(1) φ ∈ C
(2) There exists a constant c ∈ C and a complex Borel measure ν
on D such that
φ(n) = c+
∫
D
sndν(s) (7.2)
and ∫
D
|1− s|
1− |s|
d|ν|(s) <∞.
Moreover, for φ ∈ C , the measure ν in (7.2) can be chosen such that
|c|+
∫
D
|1− s|
1− |s|
d|ν|(s) ≤
8
π
‖φ‖C .
Proof. (1) implies (2). Let φ ∈ C and put
φ˜(n) =
{
φ(n
2
) if n is even
0 if n is odd.
Then by Definition 2.1 and Definition 6.3, φ˜ ∈ C ′ and ‖φ˜‖C ′ = ‖φ‖C .
From Theorem 7.1 there exists a complex measure µ on D and constants
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c+, c− ∈ C such that
ψ(n) = φ˜(2n) = c+ + c− +
∫
D
sndµ(s) <∞
and
|c+|+ |c−|+
∫
D
|1− s2|
1− |s|2
d|µ|(s) ≤
8
π
‖ψ‖C .
Let ν be the range measure of µ by the map s → s2 of D onto D,
and put c = c+ + c−. Then |ν| is less or equal to the range measure of
|µ| by the map s→ s2. Hence
φ(n) = c+
∫
D
s2ndµ(s) = c+
∫
D
sndν(s)
and
|c|+
∫
D
|1− s|
1− |s|
d|ν|(s) ≤ |c+|+ |c−|+
∫
D
|1− s2|
1− |s2|
d|µ|(s) ≤
8
π
‖φ‖C .
This proves (1) implies (2) and the last statement in Theorem 7.2.
Conversely if (2) holds, the Hankel matrices h, k from Definition 2.1
have the entries
hij =
∫
D
si+j(1− s)dν(s)
and
kij =
∫
D
si+js(1− s)dν(s).
By the proof of Corollary 6.1,
‖(si+j)i,j≥0‖1 =
1
1− |s|2
, s ∈ D.
Hence
‖h‖1 + ‖k‖1 ≤
∫
D
|1− s|+ |s(1− s)|
1− |s|2
d|ν|(s) =
∫
D
|1− s|
1− |s|
d|ν|(s) <∞
which shows that φ ∈ C . 
In [9] N. Ozawa proved that if Γ is a discrete hyperbolic group (in
the sense of M. Gromov [5]), then Γ is weakly amenable. The proof
was obtained by showing that the metric d : Γ × Γ → N0 (w.r.t. the
Cayley graph of Γ) satisfies three properties (1), (2) and (3) listed in
[9, Theorem 1].
As an application of Theorem 7.2, we will show below, that the first
condition (1) from [9] is sufficient to prove that Γ is weakly amenable.
For the definition of weak amenability and of the constant Λ(Γ) for a
weakly amenable group Γ, we refer to [2, Section 12.3].
RADIAL MULTIPLIERS ON REDUCED FREE PRODUCTS 18
Recall that a metric on a discrete metric space (X, d) is called proper
if the ball B(x, r) = {y ∈ X : d(x, y) < r} is finite for all x ∈ X and
all r > 0.
Theorem 7.3. Let Γ be a discrete countable group and let d : Γ×Γ →
N0 be a proper left invariant metric. Put
φs(x) = s
d(x,e), s ∈ D, x ∈ Γ.
Assume that there exists a constant C ≥ 1, such that ψs ∈ M0A(Γ) for
all s ∈ D and
‖φs‖M0A(Γ) ≤ C
|1− s|
1− |s|
, s ∈ D.
Then Γ is weakly amenable with constant Λ(Γ) ≤ C.
Remark 7.4. As in [6] we have used the notation M0A(Γ) for the
set of completely bounded Fourier multipliers on Γ. Note that in [2,
Section 12.3] the space M0A(Γ) is denoted B2(Γ).
We first prove
Lemma 7.5.
(1) Put χn(k) = δkn for n, k ≥ 0. Then χn ∈ C and
‖χn‖C ≤ max{1, 4n}, n ≥ 0.
(2) For r ∈ (0, 1) and l ≥ 0, put
φr(k) = r
k
φr,n(k) =
{
rk 0 ≤ k ≤ n
0 k > n.
then φr, φr,n ∈ C , ‖φr‖C = 1 and for fixed r ∈ (0, 1)
lim
n→∞
‖φr − φr,n‖C = 0.
Proof. From Definition 2.1 we have χn ∈ C , and ‖χn‖C = ‖Hn‖1 +
‖Kn‖1 where
Hn(i, j) = χn(i+ j)− χn(i+ j + 1)
Kn(i, j) = χn(i+ j + 1)− χn(i+ j + 2).
IfH = (hij)∞i,j=0 is a matrix of complex numbers for which
∑
i,j |hij | <
∞, then H is of trace class and ‖H‖1 ≤
∑∞
i,j=0 |hij|. Hence ‖χn‖C ≤
(2n+1)+(2n−1) for n ≥ 1 and ‖χ0‖C ≤ 1 which proves (1). It follows
from Corollary 6.1, that ‖φr‖C = 1, 0 < r < 1. By (1),
‖φr − φr,n‖C = ‖
∞∑
k=n+1
rkχk‖C ≤
∞∑
k=n+1
4krk
which proves (2). 
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Proof of Theorem 7.3. Let φ : N0 → C be a function from C , and put
φ˜(x) = φ(d(x, e)), x ∈ Γ.
Then by (7.1) and the integral representation of φ from Theorem 7.2
it follows that φ˜ is a completely bounded Fourier multiplier on Γ and
that
‖φ˜‖M0A(Γ) ≤
8
π
‖φ‖C . (7.3)
Let φr and φr,n be as in Lemma 7.5. Then by (7.1) ‖φ˜r‖M0A(Γ) ≤ C.
Moreover by (7.3) and Lemma 7.5
lim
n→∞
‖φ˜r − φ˜r,n‖M0A(Γ) = 0
for fixed r ∈ (0, 1). Put rk = 1 − 1/k, k ≥ 1 and chose for each k ≥ 2
an nk ≥ k, such that
‖φ˜rk − φ˜rk,nk‖M0A(Γ) ≤
1
k
.
Then ψk = φ˜rk,nk form a sequence of finitely supported functions
on Γ, such that ‖ψk‖M0A(Γ) < C + 1/k, and limk→∞ ψk(x) = 1 for all
x ∈ Γ. Hence Γ is weakly amenable and Λ(Γ) ≤ C. 
Remark 7.6. By [9, Theorem 1] and the proof of Theorem 7.3 it
follows that for every hyperbolic group Γ and every φ ∈ C ′, the function
φ˜(x) = φ(d(x, e)), x ∈ Γ
is a completely bounded Fourier multiplier on Γ and ‖φ˜‖M0A(Γ) ≤
8C
pi
‖φ‖C ′, where C is the constant in [9, Theorem 1 (1)].
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