Efficiency at maximum power is found to be of the same order for a feedback ratchet and for its open-loop counterpart. However, feedback increases the output power up to a factor of five. This increase in output power is due to the increase in energy input and the effective entropy reduction obtained as a consequence of feedback. Optimal efficiency at maximum power is reached for time intervals between feedback actions two orders of magnitude smaller than the characteristic time of diffusion over a ratchet period length. The efficiency is computed consistently taking into account the correlation between the control actions. We consider a feedback control protocol for a discrete feedback flashing ratchet, which works against an external load. We maximize the power output optimizing the parameters of the ratchet, the controller, and the external load. The maximum power output is found to be upper bounded, so the attainable extracted power is limited. After, we compute an upper bound for the efficiency of this isothermal feedback ratchet at maximum power output. We make this computation applying recent developments of the thermodynamics of feedback-controlled systems, which give an equation to compute the entropy reduction due to information. However, this equation requires the computation of the probability of each of the possible sequences of the controller's actions. This computation becomes involved when the sequence of the controller's actions is non-Markovian, as is the case in most feedback ratchets. We here introduce an alternative procedure to set strong bounds to the entropy reduction in order to compute its value. In this procedure the bounds are evaluated in a quasi-Markovian limit, which emerge when there are big differences between the stationary probabilities of the system states. These big differences are an effect of the potential strength, which minimizes the departures from the Markovianicity of the sequence of control actions, allowing also to minimize the departures from the optimal performance of the system. This procedure can be applied to other feedback ratchets and, more in general, to other control systems.
I. INTRODUCTION
Brownian (or Feynman-Smoluchowski) ratchets are devices which rectify the thermal fluctuations of a stochastic system producing a net flux. In the last decades they have been widely studied, due to their theoretical importance in nonequilibrium statistical mechanics [1] and their applications in a wide range of fields, such as nanotechnology, condensed matter, or biology [1] [2] [3] .
One type of Brownian ratchets are the ones known as flashing ratchets. They consist of a spatially periodic potential which can be switched on and off, acting on a collection of Brownian particles. The switching of the potential makes the system change its steady state, and a net flux of particles might be generated. Flashing ratchets can be subdivided into two different classes, depending on the nature of the protocol used for the on/off switching of the potential. On one hand, the "open-loop flashing ratchets" [1] , where the potential is switched on and off with an open-loop protocol, which is a protocol that does not use information of the positions of the Brownian particles to take the switching decision, for example a periodic or a random switching of the potential. On the other hand, the "closed-loop" or "feedback flashing ratchets" [4, 5] are those for which a subsystem, named the controller, gathers * jjarillo@ucm.es † Deceased. ‡ francao@fis.ucm.es information about the state of the system, and it uses this information to decide when the potential is turned on or off.
Flux induced by feedback ratchets has been computed for different protocols [4] [5] [6] [7] , even taking into account the possible presence of time delays [8] [9] [10] . In addition, flux and power performance have been studied as a function of the amount of information used by the controller [11, 12] . In this paper, we address the computation of the efficiency of a feedback flashing ratchet as an application of the recent results on the thermodynamics of feedback-controlled systems presented in Ref. [13] . This and other relevant recent results [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] have been applied to compute the efficiency of other feedback systems [13, 21, [24] [25] [26] . This recent burst of theoretical works on the thermodynamics of feedback systems has been accompanied by experimental realizations [27] [28] [29] , and they have made it possible to start to solve several of the open questions in the field [30, 31] . These developments are built over the proposal of the Maxwell demon [32] , the important early contributions done by Szilard, Landauer, and Bennett, among others [33] [34] [35] , and the concepts and formalism provided by the theory of information [36] [37] [38] .
This paper is structured as follows. In Sec. II we describe the ratchet system and the proposed feedback protocol. Later, in Sec. III we compute the stationary flux of the system with the protocol and the maximal output power attainable. In Sec. IV we compute the entropy reduction due to the transfer of information, the average on and off times, and the efficiency. Then, in Sec. V we compare the results of maximum power and efficiency at maximum power for feedback and open-loop FIG. 1. Scheme of the dynamics of the particle in the ON and OFF potentials and of the information gathering and actuation of the controller. The system evolves with the ON or the OFF potential during a time interval t = nδt. After this time, the controller measures the position of the particle. If it is at a site A or B, the controller switches the potential ON, whereas if the particle is at site C, the potential is switched OFF. Then the particle evolves again during another time interval t until the next measurement.
protocols. Finally, in Sec. VI, we summarize and discuss the main results of the work.
II. THE MODEL
We consider the one dimensional motion of one Brownian particle subjected to an external constant force F . We also consider a discretization in both space and time: the distance between possible positions of the particles is δx, and the particle can jump to the nearest positions or stay still each time step δt. In this situation, the particle has a higher probability to move in the sense of F than in the opposite one, so we expect a flux in this sense. In order to force the particle to move against F , we introduce a potential, which is alternatively switched on and off.
In absence of the external force, the potentialṼ ON (x) is periodic in space with a period L,Ṽ ON (x) =Ṽ ON (x + L), and in each period there are three discrete positions separated by a distance l = δx = L/3. We consider units of L = 1, and we refer to these three positions as A, B, and C. For each position the potential reads
The potential can be switched ON and OFF by a controller, introducing a temporal dependency,
α(t) being the parameter which controls the switching of the potential, α(t) = 1 if at time t the potential is ON, 0 if at time t the potential is OFF.
The potentialṼ (x,t) represents the potential energy of the particle as function of the position and time in absence of an external force. In the presence of this force F , the total potential will be given by
See Fig. 1 for a representation of the resulting total potentials. The probability of finding the particle at location x at time t evolves according to the master equation
where the transition probability between locations x and x = x ± δx is [according to Kramers' method (see Ref. [39] and Appendix A) and using l = δx = L/3 and L ≡ 1]
with D the diffusion coefficient, k B the Boltzmann constant, and T the temperature. If at time t the potential is fixed to either ON or OFF, the dynamics of the particle can be summarized as the dynamics of a system with just three states (A,B,C) with jumps between them. Denoting p t (I ) the probability of finding the particle located at site I ∈ {A,B,C} at time t, the evolution of p t (I ) between consecutive time steps may be written as
with C ∈ {ON,OFF}. The transition matrices may be obtained by employing Eq. (6), and they are given by the expressions
and
in units of D/L 2 ≡ 1 and k B T ≡ 1, and where we have defined the quantities a and b as
From Eq. (7), the evolution of the system after n time steps while the potential remains ON or OFF is given (for C = ON or OFF) by
and then the transition probability from state I to state I in n time steps, P (n)
We propose the following protocol for the controller's actions. On one hand, if the controller measures the position of the particle at C at time t, it sets the potential OFF between t and the next controller's action at t + nδt, and thus the probability of the particle to go to the left is slightly higher than to go to the right. On the other hand, if the controller measures the particle at site A or B, it sets the potential ON, so that the probability of the particle going to the right is increased. This protocol is summarized in Fig. 1 .
Let us explain the protocol in more detail. Assume at time t the particle is at site C, and the controller does a measure of its position. The potential is then turned to OFF, and it remains OFF during a time interval t ≡ nδt, where we have defined t as the time interval between two consecutive controller's actions. Then the probability to measure the particle at site I at time t + t is, by definition, P (n) OFF (I |C). Analogously, if the particle is initially located at site B, the controller switches the potential to ON, and the probability to find it at location I at time t + t is given by P (n) ON (I |B). Hence, the transition matrix with the controller's actions each t is given by
It is possible to obtain an analytical expression of this evolution matrix by computing the eigenvalues and eigenvectors of Eqs. (8) and (9), decomposing them to their diagonal form and then computing the n power of the matrices. We do not reproduce this result because its expression is very involved. However, in the limit t 1 (i.e., in the limit of very frequent controller's actions), this evolution matrix is much simpler, and it reads
In most of the cases we consider through this work this first order approximation on t is sufficient. However, in some other cases it might be interesting to consider an extra term on this Taylor expansion series. The resulting expression is very involved, so we do not reproduce it. Nevertheless, in the limit that the potential height is much higher than the external force (more precisely, in the limit a b 2 ), it is reduced to
As we can see from this expression, the evolution depends both on the time interval between the controller's actions t and on the time discretization δt. In the continuous time limit, the terms proportional to δt and higher orders go to zero, and we get an evolution matrix that depends solely on the time interval between control actions t. (The continuous time limit is taken making δt → 0 and n → ∞ with fixed t = nδt.) In the next section we discuss why this limiting case corresponding to a b 2 is physically relevant.
012142-3 (21)].
III. DYNAMICS: FLUX OF PARTICLES
The evolution equation of p t (I ), with the controller's actions each t,
defines a time-invariant Markov process. This process converges to a stationary state [40] , described by the stationary distribution p (n) s , which is given by the system of equations p
In this stationary state, the average net flux of the particle to the right is
where J (n) OFF (C) is the mean flux during n time steps if the particle starts at site C and the potential is OFF, and analogously for J For n = 1, the time between the controller's actions t coincides with the discretization time δt, t = nδt = δt, and the flux in the stationary state is
From this expression, one can obtain the stopping force, which is defined as the force that cancels the flux. For big enough potential heights, V 0 k B T , the stopping force is F stop 3 4 V 0 , whereas for small potential heights, V 0 k B T , it is F stop 1 4 V 0 . In both limiting cases, the stopping force is proportional to V 0 , as found in the continuous case [11, 12] . We can also look for the force F * that maximizes the mean power P = J (1) s F at fixed V 0 . The equation that gives F * (V 0 ) is very involved, so we do approximations for small and large enough values of V 0 . Then we find that for V 0 1 (in units of k B T ),
whereas for V 0 1,
max ∼ 0.05446
The force F * is represented in Fig. 2 (a). We observe that the numerical value of this optimal force fits well with the approximations given in Eqs. (20) and (21), in the corresponding regimes of small enough and big enough V 0 . Figure 2 (b) plots the dependency on V 0 of the maximal power output. As for F * , this maximal power output fits well with the approximations in Eqs. (20) and (21) in their corresponding regimes. In particular, it is important to remark the existence of an upper bound of the power output, which depends on the discretization time δt but for small enough δt converges
Force that gives the maximal output F * and (b) maximal power output P max , both as functions of the potential height V 0 for different measurement times t. In both figures, we have taken values of δt t (exactly, δt = t/100), so the discretization effects are negligible. (The limit δt → 0 and n → ∞ with fixed t = nδt corresponds to the continuous time limit.) In the limit V 0 → ∞ the maximal power output reaches a constant value which depends on t (see Sec. III); i.e., the particle cannot extract an arbitrary large power with this protocol. Moreover, the power output reaches its maximum values for V 0 10 whereas the force that maximizes this power output is F 3.8. Hence, the limit a b 3 is justified when the system works at maximum power output. Solid lines represent the analytical expressions obtained for F * and P max in the limit a b 3 (see Sec. III). For big enough potential heights, they work well for small enough t, whereas for t 10 −2 the differences between the numerical results and the analytical expressions become greater. The analytical limit for t = 10 −1 is not represented since it differs greatly from the numerical result.
asymptotically to a maximum value. Hence, we can conclude that the particle is not able to extract an arbitrarily large power with this control protocol.
B. Results for n > 1
For n > 1, the time between the controller's actions t is greater than the discretization time δt ( t = nδt > δt). In this case, we also start by computing the different contributions to the average net flux in Eq. (18) . The term J (n) OFF (C) is independent on n, and can be computed explicitly (see Appendix B),
Nevertheless, the computation of J ON (B) is more complicated, and in general it has to be done numerically, using, for example, the method described in Appendix B. Nevertheless, one can obtain an analytic expression for a limiting case. We see in Fig. 3 that for big enough values of V 0 the maximal power output reaches its maximum value and the force that maximizes the power does not depend on V 0 . In this regime, the optimal force F * is 3.8, while V 0 3.8. Then, in order to maximize the power output the value of the potential height should be greater than the force, and due to the properties of the exponential function, this implies that a should be some orders greater than b [defined in Eq. (10)]. Hence, the approximation a b 3 should work very well close to the maximum power output state of our system. In this limiting case we achieve simple expressions for the flux terms of Eq. (18),
Then, replacing Eqs. (22) and (23) and the solution of Eq. (17) in Eq. (18), we achieve the expression for the stationary flux. However, if one does the approximation made in Eq. (14), i.e., keeping just the leading order terms in t in the evolution matrix, one does not obtain the dependency on t of the flux. One must take into account an extra order [Eq. (15) ] in order to obtain
. (24) The third term of this expression, which is proportional to δt, is due to the discretization of the time coordinate and it would vanish in the continuous time limit δt → 0 together with terms of higher powers of δt. (The continuous time limit is taken making δt → 0 and n → ∞ with fixed t = nδt.) Using this expression, we obtain that in the limit a b 3 , the force that maximizes the power output and this maximal power output read
In Fig. 3 the maximal power output and its corresponding force are represented as functions of the potential height V 0 for different measurement times t in the case δt t (negligible discretization effect). From Fig. 3 it can be seen that, in the limit V 0 1, the force needed to maximize the power output is always much less than the potential height, so the approximation a b 3 suits well the maximum power configuration. We can also note that the maximal power output reaches a constant maximum value (which depends on t) for big enough V 0 ; i.e., it is not possible to extract an arbitrary quantity of power from this system.
IV. THERMODYNAMICS: ENTROPY REDUCTION AND EFFICIENCY
In feedback-controlled systems the controller uses information on the state of the system to operate on the system. This information effectively implies an additional specification of the macrostate and thus a reduction of the microstates compatible with the macrostate. This implies an effective reduction of the entropy of the system [13] , which has implication on the attainable power output and gives an effective free energy contribution that has to be taken into account to consistently study the thermodynamics of feedback-controlled systems, in particular in the computation of their efficiency. In fact, the main difficulty in the study of the thermodynamics of feedback-controlled systems is the computation of the entropy reduction due to the measurements and actions of the controller. We use here the method developed in Ref. [13] to compute the entropy reduction when successive controller's actions are correlated. We represent the successive controller's actions by a stochastic process C t , with C t = 0 if the potential is set OFF (i.e., the particle is measured at C) at time t and C t = 1 if the potential is set ON (i.e., the particle is measured at A or B).
A. Entropy reduction in feedback-controlled systems
For frequent feedback control the correlation between the controller's action diminishes the entropy reduction. In Ref. [13] it was shown that in these cases the entropy reduction depends on the whole history of the controller's actions and on the state of the system at the measurements times. Then the entropy reduction due to N consecutive actions of the controller, happening at times t 1 ,t 2 , . . . ,t N , is given by
where X t denotes the state of the system at time t (X t ∈ {A, B, C}), H (C t N , . . . ,C t 1 ) is the joint entropy of the variables [36] ), but with the logarithm in base e. A detailed discussion of Eq. (26) and its consequences is provided in Ref. [13] .
In the case under consideration, the controller is said to be deterministic, as the controller's action C t k is perfectly determined by the state of the system X t k and the past control actions (C t k−1 , . . . ,C t 1 ). Consequently, the second term on the right-hand side of Eq. (26) is exactly zero. Thus, the entropy reduction is then just given by minus the joint entropy,
In information theory, this is the Shannon entropy of the sequence of the controller's actions (the difference is simply a factor ln 2 for the change of base of the logarithm). The explicit computation of Eq. (27) is still a complicated issue, as it involves the joint probability p(C t N = c N , . . . ,C t 1 = c 1 ). Starting from an arbitrary initial distribution, a large amount of simulations would be needed, so in practice it is almost unrealizable. However, when the system is in the stationary state it is possible to obtain some bounds, as we show in the following.
B. Entropy reduction rate of the system in the stationary state
We denote byp t (c) the probability to have at time t the controller's action C t = c, with c = 0or 1. These probabilities can be computed directly from the probability distribution of the particle location,
where we have used that in our protocol the potential is turned to OFF when the particle is at site C and to ON when it is elsewhere. The transition probability between two controller's actions c at time t and c at time t + t is denoted bỹ
If the action at time t is c = 0, the particle must be at site C and the potential must be OFF, so the transition probabilities from c = 0 are given bỹ
If the action at time t is c = 1, the particle might be located at A or B, and the potential has to be ON. Then the probability to go to C (or to have the action c = 0) at time t + t involves the conditional probability to be at A or B knowing that c = 1, and the transition probabilities from A or B to C with the potential ON,
In the same way, the transition probability from c = 1 to c = 1 isP (n) (C t+ t = 1|C t = 1)
Then we can express the evolution of the probability distribution of the controller's action as
t is the vector containing thep t depends on time through the location probabilities p t (I ), and as a consequence the evolution defined by Eq. (32) is not time invariant. However, in the stationary state of the system, the location probabilities p t (I ) do not depend on time anymore, and therefore the transition probabilitiesP (n) (C t+ t = c |C t = c) do not depend on time either. We denote byP (n) s (c |c) the transition probabilities when the system is in the stationary state. The controller's actions then satisfỹ
s is the vector containing thep
s is the 2 × 2 matrix with elementsP (n) s (c |c) which represent the time evolution of the system in the stationary state. This matrix can be expressed in frequent control t 1 limiting case as
where we have defined the parameter χ as
From Eq. (34) it is easy to prove that the zero order approximation on t for the stationary state is
This frequent control limit t 1 is taken after the continuous time limit (δt− > 0 and n → ∞ with fixed t = nδt); therefore, δt t 1. Unlike X t (the position of the particle at time t), C t is not a time-invariant Markov process, since the probability to go to the state C t+ t does not depend solely on the previous state C t . For example, provided the potential at time t is set ON, we cannot know the probability of remaining ON in the next time step, since we do not know if the particle was at site A or B at time t. The evolution matrix in Eq. (34) is solely valid in the stationary regime, when the probability distribution of the particle's position is fixed. Hence, the joint entropy in Eq. (27) cannot be computed using general results about time-invariant Markov processes [36] .
Assuming that the system is in the stationary state at t 0 , the reduction of entropy after N actions of the controller, for N large, is given by (37) withH (C) the entropy reduction rate. Since the process C t is not a Markov chain, this rate cannot be reduced to the conditional entropy H (C t 0 + t |C t 0 ). That is the reason why, instead of computing the exact value of the entropy reduction rate, we set bounds to it. Although C t is not a Markov chain, it is a deterministic function of the position X t , and X t is a Markov chain. Hence, the entropy reduction rate has upper and lower bounds (see Appendix C and Ref. [36] for details),
and, in particular,
where we have definedH low andH up as
It is important to note that the upper boundH up coincides with the expression of the entropy reduction rate for a Markovian sequence. Thus, the differenceH up −H low will give an estimate of the departure from the estimation obtained with the Markovian expressionH up . Using both Eq. (39) and the expression of the conditional Shannon entropy,
we are going to compute these upper and lower bounds for the entropy reduction rate. On one hand, the upper bound of this entropy reduction rate (the expression for a Markovian sequence) reads
On the other hand, in the computation of the lower bound one must take into account that H (C t 0 + t | C t 0 ,X t 0 ) = H (C t 0 + t | X t 0 ), due to the fact that the evolution is fully determined by the position and not by the ON-OFF state. The resulting expression is very involved and we are not going to display it. We just comment that for small t (frequent control) it behaves as the upper bound, with terms proportional to t and t ln t, when the second order terms in t are negligible. Instead of writing the expression ofH low , we show the difference between both bounds,H up −H low , when the probability of the particle being at A is much smaller than the probability of being at B,p
. Although this approximation might seem arbitrary, it suits well the maximum power output configuration. For example, for a force near 3.8 and a potential height much greater than 3.8, the set of values which maximize the power output (see Fig. 3 ) gives p * (V 0 , t) (force that maximizes the power output). The time step has been chosen small enough (δt = t/100) to make the discretization effects vanish. (The limit δt → 0 and n → ∞ with fixed t = nδt corresponds to the continuous time limit.) The upper bounds, not represented, present a maximal deviation from the lower ones of 2 × 10 −8 % (because the evolution is very close to be Markovian). We can see how in the limit t → 0 (continuous control) the entropy reduction rate per controller's action goes to zero, whereas the entropy reduction rate per unit time diverges logarithmically. Moreover, for t 1 the entropy reduction per control action reaches a constant value, since in this case the system reaches equilibrium before the controller acts and then the value is the same regardless of the time interval between control actions; and the entropy reduction per unit time goes to zero due to the large time interval between consecutive controller's actions.
where we have restated the difference in terms of P (n) (c|A) and P (n) (c|B), which give the probabilities to have the controller's action c = {0,1} in the next measurement if the particle is in A or B in the present measurement. It is important to note that in the limit p
s (B) → 0 we haveH up −H low → 0, and H low becomes equal to the value for a Markovian sequence,
1 is a quasi-Markovian approximation.
In the maximum power output configuration, we have a b 2 and t 1, implying P (n) (c|A) = P (n) (c|B) for c = 0 or 1 [see Eq. (15)], so the difference between the upper and lower bounds ofH (C), given by Eq. (43), is of second order in p
. Hence, we expect a very small difference betweenH low andH up in the maximum power output configuration.
Since both boundsH low andH up go to zero in the limit t → 0, the entropy reduction rateH (C) goes to zero in the limit t → 0; i.e., the entropy reduction per controller's action, when it acts continuously, is negligible. On the other hand, and with the same reasoning, the entropy reduction rate per unit time [H (C)/ t] diverges logarithmically in this limit. In Fig. 4 are represented the lower bounds of bothH (C) andH (C)/ t as functions of t for V 0 = 20 and its corresponding optimal force F = F * . The upper bounds are not represented since the relative distance with the lower bound is extremely small,with a maximum around 2 × 10 −8 % for the represented case. (For other cases the deviation might not be so negligible. For example, for V = 1 the deviation is of the order of 0.07% or less.) This fact shows that, although the evolution of the variable C t is not strictly Markovian, the error made if one assumes a Markovian evolution is extremely low for configurations at maximum power output.
C. Characteristic ON and OFF times
Before obtaining the efficiency of the system with this feedback protocol, we compute other important variables: the average times that the potential will be set ON or OFF before being switched by the controller. We refer to these times as ON and OFF times, respectively, and they are denoted by t ON and t OFF .
The average time in which the potential is ON is just
where we defined P (N)
ON as the probability of having the potential ON during N − 1 controller's actions and then switched to OFF in the N th action,
Then, by replacing now in these expressions Eq. (29) and computing the summation of the series, we get
with χ given by Eq. (35) . Similarly, the average time in which the potential is set OFF is
Since the parameter χ is always less than 1, we have t OFF < t ON . However, for big enough potential heights χ tends to 1, and then the ON and OFF times become similar. For example, for V 0 = 20 and F = 3.8 (a maximum power output configuration), t ON / t OFF 1.0001 + O( t).
D. Efficiency
Now we have all the elements required to compute the efficiency of this system in the stationary state. We follow the definition of efficiency for isothermal feedback-controlled ratchets provided in Ref. [13] . We denote W the average output work achieved per time step, Q the eventual heat transfer, − U cont the internal energy transfer from the controller to the system, and S cont the entropy increase of the controller. With this notation the first and second laws of thermodynamics read
It is then natural to define the efficiency as
where T S cont − U cont gives the maximum energy that can be converted into work, the free energy. In this expression, the mean output work extracted from the system in t is just
When it comes to the energy transfer from the controller to the system, − U cont , there are two contributions. The first one arises when the particle is at site C at time t, with the potential OFF, and at site A at time t + t and the controller turns the potential to ON, since the particle then feels a potential increase of V 0 and carries an energy transfer of
The second one happens when the particle, starting from a site C and with the potential OFF, reaches a site B and the controller turns the potential to ON, the particle feels an increase of its energy of V 0 /2, and then the energy transfer reads
Thus, the energy transfer during the turning on, U OFF→ON cont , is given by the sum of Eqs. (51) and (52). The energy transfer during the turning off of the potential is zero, since at sites C the energy levels do not change.
Finally, the entropy increase of the controller is at least the entropy it takes from the system during the controls,
info =H (C). Thus, the maximum attainable efficiency is
The efficiency at maximal power (F = F * ) as a function of V 0 for different measurement times is shown in Fig. 5 . There we can see that there exists a maximum attainable efficiency for a value of t near 10 −2 . We can also appreciate that, in the most favorable scenario, working at maximal power the system seems very inefficient, with a maximum value of η around 2.7%.
In order to show that there is a value of t for which the efficiency at maximal power presents a maximum, in Fig. 6 we represent the maximal efficiency at P max for different values of t. In this figure it can be seen that the efficiencies are not very high, with a maximum value around 2.7% for t ∼ 10 −2 . Moreover, for large enough t the maximal efficiency is zero; i.e., the controller acts so rarely on the system that it does not succeed to move the particle against the load force F .
V. COMPARISON WITH THE OPEN-LOOP PROTOCOL
In previous sections, we have studied the maximal power output and the efficiency at this maximal power output configuration in the feedback protocol proposed in Sec. II. Now we will compare these results with those corresponding to an open-loop protocol, for which the potential is switched alternatively to ON and OFF periodically. The relation of the results of both protocols will highlight whether the feedback protocol is worthy or not for this kind of system.
First of all, the evolution matrix in a period of n off time steps with the potential OFF and then n on time steps with the FIG. 6 . Maximal efficiency at maximal power output, η sup , as function of t. For each t the discretization time step δt is two orders smaller, in order to avoid discretization effects. Near t ∼ 10 −2 there exists a maximum of efficiency, with a value 2.7%. On the other hand, for big enough t the maximal efficiency is zero, which means that the time between control actions is so large that the controller is not able to force the particle to move against the external force F . , and for the feedback flashing ratchet with measurement interval of t = 10 −2 and 10 −3 . We chose these measurement time intervals because for the open-loop protocol the maximal power output occurs at t off ∼ t on ∼ 10 −3 , and the maximum efficiency for the feedback ratchet was achieved at t ∼ 10 −2 (see Fig. 6 ). In this figure it is shown that the feedback protocol increases notably the maximal output power for the system. potential ON is
with M OFF and M ON the matrices expressed in Eqs. (8) and (9), respectively. In the stationary state of the system,
we obtain the flux of particles
where J (A),J (B) and J (C) are the fluxes when the particle is initially at A, B, and C, respectively. The flux J (A) reads
where J OFF is the flux when the potential is OFF, and is given by Eq. (22), while J (n on )
ON (X) is the flux when the particle is initially set at X and evolves during n on time steps. J Once the stationary flux has been obtained, the power output is just P = J s F . The efficiency η of this open-loop protocol is obtained following the procedure described in Sec. IV D, now without any entropy reduction terms due to information,
where q s is the stationary state just before the potential is turned ON, q s = M n off OFF p s . , and for the feedback protocol the maximum efficiency is reached at t ∼ 10 −2 . We note that the power output is notably greater for the feedback protocol than for the open-loop protocol, showing that the use of information increases the attainable power output. Figure 8 shows the efficiency at maximal power output for the previous cases. The efficiency for the open-loop protocol is of the same order as for the feedback protocol. Hence, we can conclude that feedback ratchets can extract more power than open-loop flashing ratchets, with a similar efficiency. The question now is where this power increase comes from. In Fig. 9 , a comparison of the input energy rate for open-loop and feedback ratchets [− U cont /(t on + t off ) and − U cont / t, respectively] shows that feedback increases the energy input rate. We also see in this figure that, in the feedback ratchet, the contribution to the free energy rate from the entropy reduction T S cont / t due to the controller is of the same order as the input energy rate, FIG. 9 . Input energy rate − U cont / t and contribution to the free energy rate from the entropy reduction T S cont / t for the feedback ratchet compared with the input energy rate for the open-loop ratchet − U cont /(t on + t off ), as a function of the potential strength V 0 for the cases plotted in Figs. 7 and 8. for the case that gives the maximum efficiency, t ∼ 10 −2 and V 0 ∼ 8.
VI. CONCLUSIONS
In this paper we have computed the efficiency at maximum power of a feedback ratchet. The main difficulty is the computation of the entropy reduction when, as in this case, the controller's actions are correlated. The recent paper [13] showed how to compute this entropy reduction in terms of probabilities of the possible sequence of the controller's actions, and applied it to solve simple cases. However, for most feedback ratchets the sequence of the controller's actions is non-Markovian and the computation becomes involved. Here we have introduced an alternative procedure to set strong bounds to the entropy reduction in order to compute its value. This procedure can also be applied to other feedback ratchets, and more generally to other control systems.
The maximum power output depends not only on the time interval between consecutive measurements of the position of the particles, but also on the time discretization. However, when the discretization time is some orders of magnitude less than the time between measurements, the continuous time limit is reached; i.e., the maximum power output becomes independent of the discretization time.
Once the output power was computed, we aimed to obtain the efficiency of this feedback ratchet. From the first and second laws of thermodynamics, it is possible to define an efficiency [13] . In this efficiency the increase of entropy of the controller due to the process of measurement plays a crucial role. This increase of entropy of the controller is at least (if not greater than) minus the reduction of entropy of the system. This computation of the entropy reduction is involved when, as in this case, the sequence of the controller's actions is non-Markovian. However, we have obtained an upper and a lower bound for the entropy reduction. The upper bound is the same as for a Markovian sequence, while the lower one is evaluated in a quasi-Markovian limit, which emerges when there are big differences between the stationary probabilities of the system states. These big differences are an effect of potential strength, which minimizes the departures from the Markovianicity of the sequence of control actions, also making it possible to minimize the departures from the optimal performance of the system. We found that both bounds are very close to each other when the system works at maximum power. Hence, we could estimate the efficiency at maximum power with great precision.
The reduction of entropy per control action depends on the time between measurements (i.e., depends on the time between the controller's actions). However, if the time between measurements is large enough the system reaches a steady state before the controller acts, and then the decrease of entropy is always the same and it does not depend on the time between measurements. On the other hand, when the time between measurements, t, is small enough, the entropy reduction per control action goes to zero. However, it decreases as t ln t, and then the entropy reduction of the system per unit time diverges logarithmically in this limit, S
info / t − −− → t→0 ln t. Nevertheless, we do not expect that in experimental realizations this divergence appears, since our model will represent the real system until a certain small value of t, and this value gives a lower cutoff for the theory.
With the previous result, we obtained an upper bound to the efficiency of this proposed system, and we got that they are lower than or similar to 2.7% when the system acts at maximal power output. We also showed that the efficiency has a maximum for measurement times t ∼ 10 −2 in the temporal units of L 2 /D, with L the spatial period of the potential and D the diffusion coefficient of the system. As L 2 /D is the characteristic time of diffusion over a distance L, this means that maximum efficiency operating at maximum power is obtained measuring and actuating with the control at time intervals 100 times shorter than the characteristic time of diffusion over a period. This implies for spherical particles of radius r in a medium of viscosity η, a time interval of t = 10
This range of values of t can be tested experimentally. For example, if the diffusion coefficient is of the order of 0.1 μm 2 /s (approximately that given by the Stokes-Einstein formula for particles of 1 μm inside water at 300 K) and L is of the order of 10 μm, the optimal measurement time is around 10 s, and it is very easy to design a controller which measures positions every 10 s.
Finally, we compare the result of the proposed feedback ratchet with its open-loop counterpart. We found that the feedback protocol increases notably the maximal attainable power output, with a similar efficiency at maximum power.
The probability density function satisfies the Fokker-Planck equation,
with ρ(x,t) the probability density at time t, and D and γ the diffusion and friction coefficients (which are related through Einstein's formula k B T = Dγ ). Following Kramer's method as described in [39] , we want to reduce the population density dynamics to a two-discrete-states system dynamics, described by the master equations
In the above equation, ρ a (t) and ρ c (t) are defined by
We also define the stationary probabilities
with the stationary distribution function
where N is a normalization constant. We assume that the relaxation is fast in each well, so that the distribution ρ(x,t) is given by the stationary distribution, with different amplitudes in wells a and c, so
Integrating this relation on each side of b and using Eqs. (A3) and (A4), we get
Replacing this expression into the Fokker-Planck equation 
In the case of the potential of Fig. 10(b) with a finite jump U at x = l and absorbing boundary conditions at x = 0, 2l, and assuming that the equilibrium positions c and a are located at x = l/2 and x = 3l/2, respectively, we find the jumping probabilities 
APPENDIX B: COMPUTATION OF THE FLUX
The flux of particles to the right between times t and t + nδt is defined by
where X m (t) is the mean position of the particle at time t. Using the master equation 
We define A as the set of values of x of type A (and analogously B and C for B and C). Decomposing the above sum into A, B, and C contributions and using the translational invariance of the jumping probabilities, we have 
and J (n) (B) and J (n) (C) have analogous expressions. J (n) (I ) is the flux after n time steps for a particle initially at site I . If a control action happens at time t, then the jumping probabilities in J (n) (A) and J (n) (C) are given by the potential OFF [in fact J (n) (A) = J (n) (C)], and the jumping probabilities in J (n) (B) are given by the potential ON. We thus rewrite the expression of the flux as If the particle is initially placed in C, the potential is set OFF, so it is invariant under translations x → x + δx as we can see in Fig. 1 . Thus, due to this symmetry, the flux after n time steps is the same as the flux after just one,
Then, using Eq. (B8) we obtain
where we have defined P + as the probability P (1) (x + δx|x) and P − as P (1) Because the potential is no longer invariant under translations x → x + δx when the potential is ON, the procedure used for J (n−1) (B) is computed from the P (n−1) (x |x 0 ) for a fixed x 0 ∈ B and x ∈ {x 0 − (n − 1)δx, . . . ,x 0 + (n − 1)δx}. Then, using the above equation, we compute the P (n) (x 0 + kδx|x 0 ) for k ∈ {−n, . . . ,n} and compute J (n) (B). As a simple example, the case n = 1 takes the form 
Furthermore, although for a general n we could not provide a simple expression of this flux, we found that in the limiting case a b 2 this flux can be written as
The computation of J 
