Objective. We investigated whether limiting the hours of alcoholic beverage sales in bars had an effect on homicides and violence against women in the Brazilian city of Diadema. The policy to restrict alcohol sales was introduced in July 2002 and prohibited on-premises alcohol sales after 11 PM. Methods. We analyzed data on homicides (1995 to 2005) and violence against women (2000 to 2005) from the Diadema (population 360 000) police archives using log-linear regression analyses.
Diadema, 20 km from the center of São Paulo, is an industrial city with a population (357 064) of predominantly low socioeconomic status. In 1999, Diadema had one of the highest homicide rates in Brazil (103 per 100 000 inhabitants), of which 65% were alcohol related. 16 The mayor was concerned about the high murder rate, and police statistics showed that most murders and assaults on women occurred in or close to bars between 11 PM and 6 AM. As a result, in July 2002, a new law was introduced in Diadema that closed all bars at 11 PM. Before the law, most bars remained open 24 hours. To evaluate the effect of the new licensing law, we addressed the questions: do the new restrictions reduce murders or assaults against women or both?
METHODS
We obtained monthly counts of homicides and assaults against women from Diadema police records. The homicide data covered January 1995 to July 2005; the assault data covered July 2000 to July 2005. Monthly crime data were converted to per capita rates using interpolated annual Diadema population estimates obtained from the Brazilian Institute of Geography and Statistics. The population increased approximately 20% over the 10-year study.
We used linear regression analyses to estimate the effect of the law on logged monthly rates of homicides and assaults against women per 1000 residents. These regressions corrected for first-order serial correlation using the Prais-Winsten 2-stage feasible generalized least squares estimator. 17 The effect of closing hours was modeled as a dummy variable with the value of 0 before July 2002, 0.5 in July 2002 (the law changed half-way through July), and 1 in later months. The regression coefficient on this variable indicated the change in the logged monthly crime rate that appeared to result from adoption of the law. In all models, we also controlled for percentage monthly unemployment rates in the São Paulo metropolitan region, which includes Diadema. This variable was used to control for the interaction between local economic conditions and crime rates. We added a dummy variable to identify months on or
Restricting alcohol availability may reduce alcohol consumption and associated harm, including violence. 1 Conversely, relaxing restrictions on the availability of alcohol may lead to increased consumption and problems. [2] [3] [4] [5] [6] Thus, for example, neighborhoods that have more bars and alcohol outlets per capita experience more violence. after July 2004 to the homicide regressions to control for the effect of a national gun control law that took effect at that time.
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Two additional dummy variables were introduced into the homicide analyses to control for the influence of unrelated law enforcement interventions during the first half of 2000. The first dummy variable, which identified all months on or after January 2000, was used to control for a temporary anti-drug trafficking effort and the official creation of the Municipal Civil Guard to enforce the current closing-hours law. The second dummy variable identified all months on or after July 2000 and represented the initiation of actual operations for the Municipal Civil Guard. Because these law-enforcement interventions occurred at similar times, including both of them would have made it difficult to distinguish the effect of one from another. However, we preferred including both year-2000 intervention variables in the regression for a more conservative approach because it helped to avoid excluded variable bias when measuring the effect of the closing-hours law.
We estimated models with and without a linear time-trend variable to help control for unmeasured changes over time in other social, economic, and policy factors that affect violence. Data limitations restricted our ability to control for changes over time in potentially relevant local characteristics such as age distribution, poverty rate, number of alcohol outlets, or law enforcement activities. A linear time measure accounted for linear trends in factors that could not be explicitly controlled for in the regressions. The specifications that include a linear time variable were preferable because they helped to avoid excluded-variable biases. Table 1 displays descriptive statistics of all variables used in the regressions. Figure 1 shows monthly homicide rates per 1000 residents. The monthly variation in homicide counts was large, ranging from 4 to 41. Homicides rose from 1995 to 1999 before dropping abruptly in early 2000, possibly in response to the new Municipal Civil Guard and anti-drug trafficking efforts at that time. Homicides averaged 22 per month and were relatively stable during the 2 years before the new closing-time law; they fell to about 12 per month during the 3 years after the law went into effect. Table 2 summarizes the results of the homicide rate regressions. Analyses from all models indicated that the new closing time law led to a significant reduction in homicides. The bottom portion of the table presents estimates for the effect of the law on the count of homicides in Diadema during the 36 months after implementation. These figures were calculated by using the regression coefficients to simulate the number of assaults that would be expected each month under the alternative assumptions of the new law occurring or not. Results from the preferred model, which controlled for both previous enforcement changes and linear time trends, indicated that 319 homicides (95% CI = 193, 445) were prevented during the first 3 years of the new law, a 44% decline from what would be expected without the law. 18 led to a significant decline in homicides, although slightly smaller than the decline from the closing-time law. Regional unemployment rates were positively related to homicides in all models, but this effect was not significant in the preferred specification. The year-2000 enforcement change variables had nonsignificant negative effects on homicides when both were included in the model, although each one became significant when the other was excluded in models without time-trend controls (data not shown). This difference apparently resulted from collinearity between these indicators. The autocorrelation coefficients provided in Table 2 relation among residuals of the uncorrected first-stage regression. These coefficients were positive and significant in all models, indicating that each month's residual tended to be similar to its neighbors in an uncorrected model. The autocorrelation coefficients for the second-stage models were not significantly different from zero, indicating that Prais-Winsten correction for first-order serial correlation had adequately controlled for residual autocorrelation. Figure 1 2 presents monthly rates of assaults against women per 1000 residents. The variation between months ranges from 10 to 72. Average monthly assaults fell from 48 during the 2 years before the new law to 25 assaults in the 3 years after it.
RESULTS
The regression results for assaults against women are summarized in Table 3 . Separate columns display results for models with and without a linear time trend. The effect of the closing-time law was negative in both analyses, which suggests that this law resulted in decreased rates of assaults. However, this effect was only significant in the model that did not control for the underlying time trend. The simulation at the bottom of the table estimates the effect of the law on the number of assaults in Diadema during the 36 months after implementation. The model without time controls suggests that the law prevented 1051 assaults (95% confidence interval [CI] = 680, 1421) between July 2002 and July 2005 (a reduction of 56% from predicted assaults without the intervention). The model with linear time trends, however, estimated an insignificant reduction of 176 assaults (a 17% drop; 95% CI = -239, 590) following the law. Table 2 also suggests that assault rates were positively related to regional unemployment rates, although this result was not significant in models that controlled for time trends. As was the case for homicides, the autocorrelation coefficients for assaults were significant in the uncorrected first-stage regressions but were not significantly different from the zero in the second stage. This indicates that the Prais-Winsten correction adequately controlled for the first-order serial correlation.
The bottom section of Table 3 shows estimates for the effect of the law on the number of assaults in Diadema during the 36 months after implementation. We calculated these figures using the regression coefficients to simulate the number of assaults that would be expected each month under the alternative assumptions of the new law occurring or not.
DISCUSSION
From our analyses, we were able to conclude that closing bars at 11 PM was related to a large and statistically significant reduction in homicides-almost 9 murders a month in a city of 360 000 residents-an annual reduction of 106 or 30 per 100 000 population. This is a considerable public health achievement, especially in a country with such a high level of violent deaths.
However, the current analyses have some limitations. Inadequate local data meant we could not control for some demographic, social, and economic changes that may be related to crime rates. To account for such changes in our models, we controlled for underlying time trends. Data limitations also meant that during this period we could not compare Diadema crime rates directly to those of neighboring communities. Death certificate data can be used to study homicides throughout Brazil but are less useful for local analyses because they identify location of residence rather than where deaths occur. 19 Comparisons with crime counts from law enforcement agencies in nearby cities may be feasible using annual data, but such analyses would not be possible until more postlaw data are available from these communities. These data would give future researchers the ability to better measure the effect of restrictions on drinking hours. In a related issue, we could not investigate whether the reduction in homicides in Diadema was related to displacement of violent crime to neighboring communities. One effect of the law may be that individuals who were heavy drinkers or predisposed to violence relocated to nearby communities with lessregulated drinking venues. To the extent that such displacement occurred, the law would not have reduced problems so much as moved them to these other communities. However, there is limited empirical support for such displacement effects and, in fact, some support for diffusion of crime reduction benefits across neighborhoods. 20, 21 But this should be further researched as additional data become available. Our findings regarding assaults on women were weaker than our homicide results, possibly because of the shorter time-series of Note. Linear regression analyses related log-transformed crime rates per 1000 population to untransformed exogenous measures using monthly data from July 2000 to July 2005 (N = 61 months). Models included generalized least squares correction for first-order autocorrelated residuals (Prais-Winsten algorithm). The new closing time law was coded as a dummy variable. *P < .05; **P < .01; ***P < .001 (2-tailed tests). Note. Linear regression analyses related log-transformed homicide rates per 1000 population to untransformed exogenous measures using monthly data (N = 127 months). Models included generalized least squares correction for first-order autocorrelated residuals (Prais-Winsten estimator). The 2006 gun law and closing law interventions were coded as dummy variables. a The first 2 columns control for the 2002 previous enforcement changes. Within each of these pairs of columns, the first column does not control for underlying trends, whereas the second includes the linear time trend to control for unmeasured factors that may have influenced homicide rates. b The last 2 columns exclude controls for the 2002 previous enforcement changes. Within each of these pairs of columns, the first column does not control for underlying trends, whereas the second includes the linear time trend to control for unmeasured factors that may have influenced homicide rates. *P < .05; **P < .01; ***P < .001 (2-tailed tests) available data. This, combined with the variability of the monthly data, made it difficult to distinguish a reduction caused by the new law from underlying trends or from random noise. Thus, although the data were consistent with a sizeable reduction in assaults against women, we are less certain that this effect was a result of the new law. These findings have significant public health implications. Between 1980 and 2004, the murder rate in Brazil more than doubled, from just over 11 to 27 per 100 000 per year. 22 
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