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We determine the characteristic of dissipative quantum transport in a coupled qubit network in
the presence of on-site and off-diagonal external driving. The work is motivated by the dephasing-
assisted quantum transport where noise is beneficial to the transport efficiency. Using Floquet-
Magnus expansion extended to Markovian open systems, we analytically derive transport efficiency
and compare it to exact numerical results. We find that driving may increase the efficiency at
frequencies near the coupling rate. On the contrary, at some other frequencies the transport may be
suppressed. We then propose the enhancement mechanism as the ramification of interplay between
driving frequency, dissipative, and trapping rates.
I. INTRODUCTION
The properties of quantum systems can be engineered
in myriad ways through the application of coherent exter-
nal driving. This type of quantum engineering is based on
Floquet theorem and in the past few years it has gained
much interest both in experiment and theory [1–7]. Par-
ticularly, in the field of quantum transport, the efficient
transport of optical excitation through a network of cou-
pled many-body quantum systems has been extensively
studied in both natural and artificial systems [8–10]. The
role of periodic driving is to modify the many-body sys-
tem in interest, or as a natural phenomenon that has to
be studied. For example, near-resonant periodic driv-
ing of many-body quantum systems can be applied to
demonstrate full control of the Floquet state population
[11]. Given the potential of such Floquet engineering, it
has now become one of the tools to realize quantum sim-
ulators, which paves the way to understand the complex
and inaccessible many-body phenomena [12].
In the past decade, theoretical approaches has demon-
strated the beneficial role of noise in quantum transport
[13–16], usually in the spirit of delocalized excitons in
natural light-harvesting complexes [17]. That is, the ex-
istence of noise in the warm and wet environment of
photosynthetic complexes is increasing the transport ef-
ficiency instead of suppressing it, a phenomenon called
environment-assisted quantum transport (ENAQT). It is
explained by a model which usually consists of a net-
work of coupled two-state systems (qubits) in a thermal
bath. The mechanism of ENAQT is initially understood
as a result of the destruction of Anderson localization
[13, 14, 18] in a disordered system (having different en-
ergies) by dephasing noise. One may think that ENAQT
ceases to exist in an ordered system, but it is shown in
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[16] that the ENAQT is impossible only for end-to-end
transport in a linear chain. Thus the aforementioned
mechanism is not the whole story. Instead, it should in-
clude the interference effects due to the interplay between
dephasing, dissipation, and trapping rates.
However, the existence of the long-lived electronic
quantum coherence, which is initially thought to be re-
sponsible in the delocalized excitonic transport [19, 20],
is disputed in a recent experiment [21]. Nevertheless,
ENAQT is evident and has been studied in recent exper-
iments of environment engineering [22, 23].
In this paper, we extend the qubit network model of
ENAQT to contain external driving in the spirit of Flo-
quet engineering. We show that in presence of on-site
and off-diagonal periodic driving, the efficiency is en-
hanced within a range of parameters including the ampli-
tude, frequency, noise, and trapping rates. We refer this
phenomenon as driving-assisted open quantum transport
(DAOQT). While in another regime, the driving plays a
detrimental role of suppressing the efficiency. To this
end, we solve the problem analytically to find a general
picture by utilizing an extension of the Floquet theorem
to open systems in Lindblad picture. To find the trans-
port efficiency, we find the approximate time-dependent
Markovian generator using Magnus expansion. The ana-
lytical results are compared to exact numerical results.
II. MODELS
A. On-Site Driving
We consider a network of N coupled qubit sites that
may support excitations and subject to an external driv-
ing. First, we consider on-site driving (Fig. 1). In tight-
binding approximation, the Hamiltonian is as follows,
H(t) =
N∑
k=1
(ωk+fk(t))σ
+
k σ
−
k +
∑
k<l
νk,l(σ
−
k σ
+
l +c.c.), (1)
2FIG. 1. Illustration of the qubit network as a linear chain. All
sites are subject to dissipation and dephasing noises. On-site
driving is applied to site 1 and off-diagonal driving is applied
to all the couplings. Excitation initiates at site 2. The N-th
site is irreversibly connected to a trap site.
where σ+k (σ
−
k ) are the raising (lowering) operators for
site k, wk is the site excitation energy, fk(t) is the on-
site driving, and vk,l is the hopping rate between the
sites k and l whose values determine the topology of the
network. Note that we have set ~ = 1. In one-exciton
manifold one replaces the lowering operator σ−k → |0〉〈k|,
which is a projection operator from |k〉 (an exciton local-
ized at site k) to the vacuum |0〉. In this manner, the
Hamiltonian reads
H(t) =
N∑
k=1
(ωk+ fk(t))|k〉〈k|+
∑
k<l
νk,l(|k〉〈l|+c.c.). (2)
In this paper, we consider, assuming a low energy con-
dition, the one-exciton manifold; which is the reasonable
case for a range of system such as the light-harvesting
complexes [19, 21]. Our model without the driving term
is comparable to those in Refs. [13, 16].
To study the transport efficiency mediated by the
Hamiltonian, we introduce environmental effects mod-
eled by two distinct type of Markovian noise processes of
Lindblad type [24, 25]: dissipative process at a rate µk
that reduces the exciton population, which is described
by the super-operator
Ddiss ρ =
N∑
k=1
µk [−{|k〉〈k|, ρ}+ |0〉〈k|ρ|k〉〈0|] , (3)
where {·, ·} is an anti-commutator, and the population-
conserving dephasing process (phase randomization due
to vibrational modes of phonon bath) at a rate γk,
Ddeph ρ =
N∑
k=1
γk [−{|k〉〈k|, ρ}+ |k〉〈k|ρ|k〉〈k|] . (4)
To calculate the transport efficiency, we connect the site
m to a trap site denoted by |N + 1〉 at a rate κ. The
excitation is transfered irreversibly from site m to N +1,
which is also described by a super-operator,
Dtrap ρ = κ[−{|m〉〈m|, ρ}+ |N+1〉〈m|ρ|m〉〈N+1|]. (5)
The Hilbert space H is extended to contain the trap and
the vacuum states:
H = Hsites +Htrap +H0. (6)
Hence, the complete equation of motion is
ρ˙(t) = L(t)ρ(t) = −i[H(t), ρ(t)] +
∑
i
Diρ(t) (7)
where i = {diss, deph, trap}. Note that the Liouvillian L
is time-dependent. The transport efficiency η is defined
as the steady-state population of the trap site,
η = lim
t→∞
〈N + 1|ρ(t)|N + 1〉. (8)
Likewise, the loss-probability η′ is the steady state of vac-
uum population p0. The completeness ofH demands that
η+ η′ = 1 and this may be used to check the consistency
of later calculations.
B. Off-Diagonal Driving
The second interesting case is when the coupling rates
vary in time. For example, in a network of trapped ions
the coupling may be varied by altering the distance be-
tween the ions. The Hamiltonian is
H(t) =
N∑
k=1
ωkσ
+
k σ
−
k +
∑
k<l
νk,l
(
1 + fk,l(t)
)(
σ−k σ
+
l + c.c.
)
.
(9)
The details are the same as in on-site driving case.
Under constant dephasing and dissipative rates and in
presence of periodic driving, Eq. (7) leads to a stable
equilibrium and the influence of the driving effectively
vanishes.
Our study will focus on how a periodic driving field af-
fects the transport efficiency in a linear qubit network. To
find out the parameter region in which the driving gives a
positive improvement, we analytically calculate the effi-
ciency in case of a localized initial excitation ρ(0) = |i〉〈i|.
We compare the analytical calculations to exact numeri-
cal results in specific parameter values.
III. THE FLOQUET-MAGNUS-MARKOV
EXPANSION
To analytically obtain the efficiency η we need to find
the steady state solution ρ(∞). In principle, one could
do this by calculating ρ(∞) = limt→∞ eL(t)tρ(0), but
this approach is computationally cumbersome even for
a small system. Instead, we solve the following steady-
state equation [16],
Lǫρ(∞) = lim
ǫ→0
ǫρ(0), (10)
using Gaussian elimination to find η, defined in Eq. (8).
Here Lǫρ = Lρ+ ǫ|N + 1〉〈N + 1|ρ|N + 1〉〈N + 1|. This
is the situation where ρ(0) is being injected at rate ǫ and
it can be viewed as a means to avoid trivial solutions.
An intricacy arises because in our case the superoperator
3L depends explicitly on time and in t → ∞ the value
is indefinite in presence of a periodic driving f(t). We
then consider the stroboscopic evolution using the Flo-
quet theorem, but in our case it should be extended for
open systems described by time-periodic Linblad master
equations.
We adopt the method in Ref. [7], where the propagator
V(t, 0) in the evolution ρ(t) = V(t, 0)ρ(0) is written as
V(t, 0) = V(t, nT )enLFT
= K(t− nT )eLFt, (11)
where K(t) = V(t, 0)e−LFt is a ”kick” superoperator de-
scribing the micromotion and LF is a time-independent
effective generator describing the stroboscopic dynamics.
This method is generally available at high driving fre-
quency. The Floquet Liouvillian LF [7] can be obtained
via Magnus expansion [26]. The first three terms are
L(0)F =
1
T
∫ T
0
dt L(t),
L(1)F =
1
2T
∫ T
0
dt1
∫ t1
0
dt2 [L(t1),L(t2)],
L(2)F =
1
6T
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 ( [L(t1), [L(t2),L(t3)]]
+ [[L(t1),L(t2)],L(t3)] ). (12)
When calculating η, one is interested in the steady-
state solution i.e. t → ∞ so that the micromotion Eq.
(11) is negligible, K(t − nT ) ≈ 1. Hence, we can replace
L with LF in Eq. (10). To apply this method, we cast
the system Hamiltonian into the following form,
H = H0 +H1f(t). (13)
In this paper, we take a periodic driving which reads
f(t) = f cos (Ωt) (14)
which has period of T = 2π/Ω. Using the so-called
Floquet-Magnus-Markov (FMM) expansion, we work out
the first three leading terms of LF,
L(0)F ρ = −i[H0, ρ] +
∑
i
Diρ, (15)
L(1)F ρ = 0, (16)
and, after a tedious calculation, the second order is as
follows,
L(2)F ρ =−
i
Ω2
[H1,
∑
i
∑
j
DiDjρ] + 2i
Ω2
∑
i
Di[H1,
∑
j
Djρ]− i
Ω2
∑
i
∑
j
DiDj [H1, ρ] + 2
Ω2
[H0, [H1,
∑
i
Diρ]]
− 1
Ω2
[H1, [H0,
∑
i
Diρ]]− 1
4Ω2
[H1, [H1,
∑
i
Diρ]]− 1
Ω2
[H0,
∑
i
Di[H1, ρ]]− 1
Ω2
[H1,
∑
i
Di[H0, ρ]]
+
1
2Ω2
[H1,
∑
i
Di[H1, ρ]]− 1
Ω2
∑
i
Di[H0, [H1, ρ]] + 2
Ω2
∑
i
Di[H1, [H0, ρ]]− 1
4Ω2
∑
i
Di[H1, [H1, ρ]], (17)
and LF = L(0)F + L(1)F + L(2)F +O(1/Ω3).
It should be noted that Eq. (17) is not in Lindblad
form and thus the FMM expansion is in not completely
positive (CP). Instead, only the zeroth order is CP and
the rest is only approximately CP as one considers finite
expansion terms.
IV. RESULTS AND DISCUSSION
In order to obtain results which are not blurred by
the network complexity, we consider a short linear chain
where N = 3, νk,l = ν, and equal rates µ and γ on all
sites. It is shown in [16] that ENAQT also exists in an
ordered system, in contrast to previous studies [13, 14, 18]
where it was thought that the ENAQT would only be
possible in disordered system due to interplay between
Anderson localization [27] and dephasing noise. In fact,
in an ordered system, the only case where ENAQT is
impossible is in end-to-end transport. To this end, we
consider an ordered system in which we renormalize ωk =
0. Here the coupling νk,l sets our energy scale and we
take a common coupling strength, ν = 1. The excitation
initiates at site 2, ρ(0) = |2〉〈2|, and the trap is connected
to site m = 3.
A. On-Site Driving
We begin with a brief analysis of the transport where
the periodic driving is applied equally on all the sites,
fk(t) = f(t) as in Eq. (14). In this case there are no
enhancement to η and, in fact, there are no effect to the
transport at all. This behavior is expected as there are
no energy difference in all t ≥ 0 so that the energies may
always be renormalized to zero. Thus, we apply fk(t)
4only to one site which we choose to be site k = 1.
In the following we will apply the FMM expansion to
find η via the infinite-time stroboscopic evolution. To this
end, we separate the time-dependence of the Hamiltonian
in the form of Eq. (13), where
H0 =
N=3∑
k<l
(
|k〉〈l|+ |l〉〈k|
)
, H1 = |1〉〈1|. (18)
The solution is by Gaussian elimination of the corre-
sponding linear equations given by Eq. (10) with L = LF
(see Appendix A1). The efficiency η is a rational func-
tion of f , γ, µ, κ, and Ω,
η = κ
5∑
n=0
A2n(γ, µ, κ,Ω)f
2n
6∑
n=0
B2n(γ, µ, κ,Ω)f2n
, (19)
with the coefficients A2n and B2n in Appendix A1. The
solution without the presence of external driving is ob-
tained by putting f = 0, or taking the limit Ω → ∞ so
that in this limit f(t) averages out to zero, that is
η0 = κ
α2γ
2 + α1γ + α0
β3γ3 + β2γ2 + β1γ + β0
(20)
where
α0 = (κ+ 2µ)(1 + 2µ
2),
α1 = 2 + 2µ(κ+ 4µ),
α2 = 4µ,
β0 = [κ+ 2µ+ µ
2 + µ3][κ+ 2µ(2 + κ2) + 8µ2(κ+ µ)],
β1 = 2[κ+ (3 + 5κ
2)µ+ κ(20 + κ2)µ2 + 9(2 + κ2)µ3
+20κµ4 + 12µ5],
β2 = 4µ(3κ+ 2(2 + κ
2)µ+ 8κµ2 + 6µ3),
β3 = 8µ
2(κ+ µ). (21)
This expression matches with the results in Refs. [13, 16].
ENAQT is defined as the difference between the maxi-
mum efficiency (η0max), where the dephasing is optimum,
γopt, and the efficiency without driving (η0) [16]. The ex-
istence of γopt is possible whenever ∂η0/∂γ = 0, which
occurs dominantly occurs at small µ and κ both in a same
order of magnitude up to O(10−1).
To understand the role of the driving, we first analyze
η at certain values of f and Ω. Figs. 2(a) and 2(c) shows
η as a function of µ and κ in N = 3 chain with the trap
site at one end, the driven site at the other end, and the
initial site in the middle. Several limiting cases can im-
mediately be obtained, regardless of the number of sites:
(1) at κ≪ µ, the excitation is easily lost before it is effi-
ciently trapped, (2) at κ≫ µ, the dissipatorDtrap creates
a high potential barrier for the particle so that the trap-
ping rate κ is too fast for the excitation to access the trap
site (thus suppressing the efficiency), (3) the symmetric
triangle-like profile is characteristic for the (µ,κ) log-log
10−4
10−2
100
102
104
κ
(a)
η
Ω=2
(b)
η− η0
10−3 10−2 10−1 100 101
μ
10−4
10−2
100
102
104
κ
(c)
10−3 10−2 10−1 100 101
μ
Ω=5
(d)
0
1
0.000
0.056
0
1
0.000
0.009
no DAOQT here
FIG. 2. Analytical characterization of efficiency of on-site
DAOQT as a function of loss (µ) and trapping (κ) rates in
N = 3 system with f = 2 and γ = 0 (no dephasing). The
efficiency η is computed from Eq. (19) and efficiency without
driving η0 is from Eq. (20). (a) Efficiency for Ω = 2 (low
frequency) and (b) the corresponding DAOQT is defined as
the difference between η and η0. The white area between two
dotted lines indicates the region where DAOQT is not possible
(see text). (c) Efficiency for Ω = 5 (high frequency) and (d)
the corresponding DAOQT, here DAOQT occurs dominantly
at low κ regime, in contrast to the low frequency case.
plot, at f = 0 (no driving) it is centered at κ =
√
2 (not
shown). The efficiency enhancement due to the driving is
apparent in Figs. 2(b) and 2(d) where the white area be-
low the solid line indicates η− η0 < 0 (no enhancement),
we refer this enhancement as the DAOQT. At a low fre-
quency, Ω = 2, DAOQT occurs dominantly at κ ≫ µ,
filling anti-diagonally the upper left quadrant, while at
a higher frequency, Ω = 2, DAOQT fills the lower left
quadrant where κ and µ are in the same order of magni-
tude (thus diagonally). The Ω values are chosen so that
they represent the peak and the high-frequency limit in
Fig. 3(a). The enhancement region at high Ω (Fig. 2(d))
is similar to ENAQT while at low Ω (Fig. 2(d)) it is the
reverse. These two contrasting behavior is actually be-
cause at Ω = 5 the triangle-like profile is shifted down-
ward, toward lower κ, with respect to the f = 0 case (not
shown), and at Ω = 2 it is shifted upward, toward higher
κ. At low Ω, DAOQT allows enhancement at large κ, the
regime which is previously not available without driving,
but also gives negative enhancement at κ≪ µ (lower half
region in Fig 2(b)).
In Fig. 3(a), we compare the efficiency from exact
numerical result and FMM expansion. The analytical
calculation is accurate at high Ω and captures the local
peak around Ω = 2 though not exactly. At small Ω, the
FMM does not capture the interesting global peak. Here,
510−2 10−1 100 101 102
Ω
0.54
0.60
0.66
η
Γ
(a)
Exact
FMM
0 4 8 12
t
0.0
0.2
0.4
0.6
p 4
(t)
(b)
Ω = 0
Ω = 0.746
Ω = 30
10−3 10−1 101
μ
0.00
0.01
0.02
0.03
η
−
η 0
(c) 1
0.75
0.5
0.25
0
10−3 10−1 101
μ
0.000
0.002
0.004
0.006 (d) 00.25
0.5
0.75
1
FIG. 3. (a) Transport efficiency η as a function of driving fre-
quency for f = 2, µ = 0.1, and κ = 0.8 (corresponds to high
DAOQT region in Fig. 2(a)). The FMM approximation is ac-
curate in high driving frequencies. DAOQT is maximized at
Ω = 0.746 with enhancement Γ = 8.14% and the global min-
imum is at Ω = 1.56. (b) Exact time evolution for trap site
population with the parameters from (a), Ω = 0 is the case
of static disorder, Ω = 0.746 is the optimum, and Ω = 30 is
the high frequency limit. Effect of dephasing γ (analytical) is
shown in (c) for Ω = 2 (low frequency), where it contains neg-
ative enhancement for γ = 0, and (d) Ω = 5 (high frequency).
The colored lines indicate different values of γ.
we define the maximum DAOQT as
Γ(γ, µ, κ,Ω) = ηmax(γ, µ, κ,Ω)− lim
Ω→∞
η(γ, µ, κ,Ω). (22)
where the corresponding frequency is Ωopt. The Ω→∞
case is when the driving is averaged out and the efficiency
draws back to η0. The global peak is even higher than
η(Ω = 0), which is the case corresponding to the exis-
tence a static disorder at site 1, though this is not always
the case in different values of µ and κ. On the other hand,
we can observe that the driving does a negative enhance-
ment near Ω = 1. The DAOQT is also interrelated with
coherence effects, Fig. 3(b) shows that in low frequencies
the coherent evolution, indicated by wiggly lines, in the
trap site is suppressed while in fast driving it is retained.
In this case, the driving may play a detrimental effect to
the coherence. However, this feature does not character-
ize a driven qubit chain as we will see in the off-diagonal
driving the coherence is always there for high and low Ω.
The DAOQT region is also shifted in presence of de-
phasing γ. In Fig. 3(c)-(d), we compare the enhancement
η−η0 as function of µ in presence of dephasing γ. Here at
low Ω, Fig. 3(c), stronger γ produces a wider enhance-
ment regime and a higher peak. Note that stronger γ
also suppresses the negative peak in κ≪ µ regime and at
γ = 1 the negative peak flattens. At higher Ω, Fig. 3(d),
the trend is reversed: higher γ yields lower enhancement.
The underlying mechanism of the on-site DAOQT lies
at the formation of periodic dynamic disorder at the
10−1 100 101 102
f
0.5
0.6
0.7
η
Ω=0
Ω=2
Ω=5
FIG. 4. Exact transport frequency as a function of driving
amplitude. In high amplitude limit, η converges to 0.73 and
is limited by the static disorder case (Ω = 0). At nonzero driv-
ing frequencies, higher amplitude does not guarantee higher
efficiency.
driven site. By periodically altering the energy level of
that site, one can increase (or decrease) the directivity
of the transport by controlling the interference effects at
the sites. This depends on the coupling, trapping, and
dissipative rates. In general, the maximum enhancement
Γ is found to be near Ω = 1. Note that the periodic
driving of site energy may yield a higher efficiency en-
hancement than in case of static disorder. This is be-
cause a static disorder cannot provide a dynamical con-
trol to alter the interplay between coherence and dissipa-
tion. Fig. 4 shows the effect of static disorder strength,
Ω = 0 (dashed line), compared to the dynamic ones. At
f = O(1), the driven cases (Ω = 2 and Ω = 5) exceed the
static one. While at large f , the static disorder case be-
comes a limiting behavior, and at f > 100 the efficiency
stops gaining as the site energy becomes too high for the
excitation to enter.
B. Off-Diagonal Driving
We implement a homogeneous driving, fk(t) = f(t), in
the form of Eq. (14) to all the site couplings in N = 3
ordered linear chain. The coupling is taken to be ν =
1, the trap site is connected to site 3, and excitation
initiates at site 2; same with the on-site driving. The
corresponding Hamiltonian in the form of Eq. (13) is
H0 = H1 =
N=3∑
k<l
(
|k〉〈l|+ |l〉〈k|
)
. (23)
The procedures are the same as in the on-site driving (see
Appendix A 2). In the limits of f = 0 or Ω→∞, we also
obtain η0 as in Eq. (20).
The efficiency for small and large trapping rate κ are
shown in Figs. 5(a) and 5(b), respectively. The DAOQT
occurs at small κ but ceases to exist at large κ. Fig.
5(a) shows an interesting oscillation-like pattern, indi-
cating that the range between Ω = 10−1 and 3 is the
610−2 10−1 100 101
Ω
−0.1
0.0
0.1
η
−
η 0
Γ
(a)
Exact
FMM
10−2 10−1 100 101
Ω
0.0
0.1
0.2 (b)
Exact
FMM
0 10 20 30
t
0.0
0.2
0.4
p 4
(t)
(c)
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Ω = 0
Ω = 1.41
0 4 8 12
t
0.0
0.2
0.4
0.6
0.8
1.0
(d)
Ω = 0
Ω = 2
Ω = 30
FIG. 5. Off-diagonal characterization of DAOQT. (a) The
DAOQT for f = 1, γ = 0, µ = 0.05, and κ = 0.1 (low
trapping rate). Maximum DAOQT is at Ωopt = 2.791 with
enhancement Γ = 8.25% while the global minimum is at Ω =
1.41 and η0 = 0.33. (b) Same parameters with (a) but with
κ = 5 (high trapping rate), here η0 = 0.64. The behavior is
totally different since there are no oscillating peaks as in (a).
The exact time evolution for trap site population is shown in
(c) for the low trapping rate and (d) for the high trapping
rate. The coherence is persistent for all values of Ω, indicated
by the wiggly lines.
0.0
0.5
1.0 Ω = 0
Initial site population
0.0
0.5
1.0 Ω = 1.41
0.0
0.5
1.0 Ω = 2.791
0 5 10 15 20 25
t
0.0
0.5
1.0 Ω = 15
FIG. 6. Exact time evolution for the initial site population,
ρ22, with same parameters as in Fig. 5(a) (low trapping case).
Ω = 1.45 is for the global minimum, Ω = 2.791 is for optimal
driving, and Ω = 15 is the high frequency limit.
effective regime in which the system is sensitive to an ex-
ternal driving. Frequencies lower than 10−1 are too slow
such that the system responds them as an altered time-
independent coupling, while frequencies higher than 3 are
averaged out. In Fig. 5(b), the trapping is too fast so
that at low driving frequencies the excitation is quickly
transfered to the trap, resulting no DAOQT in Ω = 10−1
to 1. However, the local peak at Ω > 1 is still retained.
Figs. 5(c) and 5(d) show the time evolutions corre-
sponding to the small and large κ case, respectively. In
contrast to the on-site driving, here the coherence is per-
sistent at all values of Ω. The coherence also play role
in the population dynamics. Each of the oscillating pat-
tern the initial site population, ρ22 in Fig. 6 can be seen
a mixture of two frequencies, which originates from the
coupling and the external driving.
The DAOQT mechanism is different with the on-site
driving since here the static disorder is not present. It
is purely an interference effect due to the interplay be-
tween the time-periodic coupling rate, trapping rate, and
dissipation. Larger efficiency comes with the coherence
pattern in Fig. 6 at Ω = 2.791 (corresponds to the global
maximum in Fig. 5(a)), each period starts with a de-
crease in ρ22 and followed by a zero-population lag in-
dicating that the excitation is fully transferred to site 1
and site 3. This results a faster trapping than the one
with Ω = 1.45 (corresponds to the global minimum in
Fig. 5(a)) where there is a population congestion in each
period, which in turn results in less efficient trapping.
The high frequency limit can be seen at Ω = 15 where
the period is approximately twice as large as the one with
Ω = 0 since the driving amplitude is f = 1. However,
both cases have an approximately same efficiency due the
lack of population lag in each period.
V. CONCLUSIONS
We have discussed the transport characteristics of an
exciton in a dissipative qubit network under on-site and
off-diagonal periodic drivings. As a clear example, for
the on-site driving we have considered a linear ordered
chain with N = 3 consisting of an initial site, a driven
site and a trap-connected site at opposite sides of the
chain. We have shown that external periodic driving may
increase the transport efficiency at driving frequencies
near the coupling rate. The maximum enhancement of
on-site DAOQT occurs at frequencies Ω just below 1.
However, at other dissipative and trapping rates (µ and
κ) we find that there are no enhancement since the static
disorder case has the highest efficiency. On the contrary,
at Ω > 1 the efficiency may be suppressed lower than the
undriven case.
In general, the characteristics of the transport can be
depicted in the triangle-like profile of the efficiency with
respect to µ and κ. In the presence of external driving,
the triangle shifts toward higher (or lower) κ, opening
the regimes which are previously not available for effi-
cient transport. In presence of off-diagonal driving, we
found that the DAOQT shows oscillatory pattern in low
trapping rates and ceases to exist at high trapping rates.
We proposed the mechanism for both cases. For on-
site driving, the efficiency enhancement is due to the for-
mation of periodic dynamic disorder at the driven site.
Periodic alteration of energy level controls the interfer-
ence effect at the sites which in turn may increase or de-
7crease the directivity of the transport. The interference
effect is related to Anderson localization in presence of
static disorder (or at Ω = 0). For off-diagonal driving,
the population dynamics of initial site shows a mixture
of two frequencies, originating from coupling and exter-
nal driving. Fast trapping (high efficiency) corresponds
to zero-population lagged intervals while slower trapping
(less efficient) corresponds to population ”congestion” in
each period.
ACKNOWLEDGMENTS
FPZ thanks Ministry of Higher Education and Re-
search of Indonesia for Research Funding Desentralisasi
2019. The numerical results was obtained using code
written in NumPy [28], QuTiP [29], and the figures were
made using matplotlib [30].
Appendix A: Analytical calculation of efficiency
1. On-Site Driving
The efficiency is calculated by finding the steady-state
solution using Eq. (10) with L = LF (FMM expansion
to the second order) and initial condition ρ(0) = |2〉〈2|.
Each of the component LFρij consists of a linear equa-
tion. The corresponding equations for on-site driving are
written below, and is solved via Gaussian elimination.
LFρ11 = −2µρ11 − 2νℑρ12
+
fν
2Ω2
(fℑρ12 + 8γℜρ12 + 4νℑρ13),
LFρ22 = −2µρ22 + 2νℑ(ρ12 − ρ23)
− fν
2Ω2
(fℑρ12 + 8γℜρ12),
LFρ33 = −2(µ+ κ)ρ33 + 2νℑρ23 − 2fν
Ω2
νℑρ13,
LFρ44 = 2κρ33,
LFρ12 = −2(γ + µ)ρ12 + iν(ρ11 − ρ22 + ρ13)
+
fν
2Ω2
(
8γ − if
4
(ρ11 − ρ22) + iν(4ρ12 + ρ∗23)
)
,
LFρ13 = −(2(γ + µ) + κ)ρ13 + iν(ρ12 − ρ23)
+
ifν
4Ω2
(fρ23 + 4ν(ρ33 − ρ11 + 2ρ13)),
LFρ23 = −(2(γ + µ) + κ)ρ23 − iν(ρ33 − ρ22 + ρ13)
+
ifν
4Ω2
(fρ13 − 4ν(ρ∗12 + 2ρ23)). (A1)
The solution η is a function of driving amplitude f , fre-
quency Ω, dephasing γ, dissipative µ, and trapping κ
rates. To avoid long expressions, here we insert the pa-
rameters in Fig. 3 (µ = 0.1, κ = 0.8). The efficiency is
as in Eq. (19), where the numerator coefficients are
A0 = 409.6Ω
16(0.5 + γ)(5.1 + γ)(0.17 + 0.85γ
+1.1γ2 + γ3),
A2 = Ω
12
[
1095.17− 93.70Ω2 − 8192γ6 − 12288γ5
+γ2(22886− 1669Ω2) + γ3(22548.5− 1638.4Ω2)
+γ4(6225.9− 1024Ω2) + γ(9450− 730Ω2)
]
,
A4 = Ω
8
[
1725− 221Ω2 + 17.5Ω4 − 8192γ6 − 13107γ5
+γ4(−1228.8− 4096Ω2 + 128Ω4)
+γ3(16998.4− 6912.Ω2 + 204.8Ω4)
+γ2(36126.7− 8401.92Ω2 + 336.64Ω4)
+γ(18575.4− 3430.4Ω2 + 161.66Ω4)
]
,
A6 = 16Ω
4
[
17.6Ω2 − 0.8Ω4 − 0.09Ω6 − 64γ4(10 + 3Ω2)
+γ3(−435.2− 352Ω2 + 9.2Ω4)
−γ2(−102.4 + 467.2Ω2 − 69.72Ω4 + 2Ω6)
+γ(156.8− 132.8Ω2 + 29.88Ω4 − 1.1Ω6)
]
,
A8 = Ω
2
[
15.84Ω2 + 0.09Ω6 − 128γ4Ω2 − 76.8γ3Ω2
+γ2(−4352 + 857.6Ω2 − 96Ω4 + 2Ω6)
+γ(−1881.6 + 430.4Ω2 − 46.4Ω4 + 1.1Ω6)
]
,
A10 = −32γ2 − 16γ(2.1 + 4γ)Ω2 + (0.1 + γ)
×(1.1 + 2γ)Ω4, (A2)
and the denominator coefficients are
B0 = 73.728Ω
16(0.17 + 0.85γ + 1.1γ2 + γ3)(19.62
+44.74γ + 16.66γ2 + γ3),
B2 = −368.64Ω12
[
− 4.28 + 0.40Ω2 + 8γ7 + 41.24γ6
+γ5(Ω2 + 41.6) + γ(3.04Ω2 − 36.66)
+γ4(5.21Ω2 − 37.26) + γ2(7.04Ω2 − 90.87)
+γ3(7.78778Ω2 − 99.28)
]
,
B4 = 46.08Ω
8
[
60.88− 10.19Ω2 + 0.78Ω4 − 195.56γ6
+γ5(−456.89− 16Ω2 +Ω4)
+γ4(−194.13− 144.18Ω2 + 5.21Ω4)
+γ3(574.76− 264.62Ω2 + 9.79Ω4)
+γ2(1158.86− 285.7Ω2 + 12.32Ω4)
+γ(622.63− 124.76Ω2 + 6.33Ω4)
]
,
B6 = −23.04Ω4
[
− 37.02 + 0.71Ω2 − 1.80Ω4 + 0.21Ω6
+4γ5Ω4 + γ4(488.89 + 146.67Ω2 + 4.4Ω4)
+γ3(492.44 + 340.Ω2 − 29.49Ω4 +Ω6)
+γ2(−49.42 + 458.8Ω2 − 81.22Ω4 + 2.64Ω6)
+γ(−421.56+ 243.44Ω2 − 46.97Ω4 + 1.89Ω6)
]
,
8B8 = Ω
2
[
44.64Ω2 − 6.368Ω4 + 0.49Ω6 − 140.8γ4Ω2
+γ3(−188.16Ω2 − 34.56Ω4 + 1.44Ω6)
+γ2(−4787.2 + 928.38Ω2 − 150.528Ω4+ 3.80Ω6)
+γ(−3100.16+ 1025.92Ω2− 142.72Ω4 + 4.53Ω6)],
B10 = −0.40Ω4 + 0.03Ω6 + 0.72γ3Ω4 + γ2(35.2 + 70.4Ω2
−2.13Ω4) + γ(75.52Ω2 − 9.96Ω4 + 0.27Ω6),
B12 = 0.01Ω
2
[
− 32γ + (0.1 + γ)Ω2
]
. (A3)
2. Off-Diagonal Driving
The corresponding linear equations from Eq. (10) for
off-diagonal driving are written below. The solution η for
this case is also found using Gaussian elimination (not
shown here).
LFρ11 = −2µρ11 − 2νℑρ12 + fν
Ω2
(
− 8γ2ℑρ12
+
ν
2
(f − 4)[κℜρ13 − 2γ(2ρ11 − 2ρ22 + ℜρ23)]
)
,
LFρ22 = −2µρ22 + 2νℑ(ρ12 − ρ23) + fν
Ω2
(
8γ2ℑρ12 − 2
×(2γ + κ)2ℑρ23 + ν(f − 4)[−κℜρ22 + 2γ(ρ11
−2ρ22 + ρ33 + ℜρ13)]
)
,
Lρ33 = −2(µ+ κ)ρ33 + 2νℑρ23 − fν
Ω2
(
2(−2γ + κ)2ℑρ23
+
ν
2
(f − 4)[4γρ22 + (κ− 2γ)(2ρ33 + ℜρ13)]
)
,
LFρ44 = 2κρ33 + fνκ
Ω2
(
− κ2ℑρ13 + κ
4
(f − 4)
×(ℜρ23 − 2ℜρ12)
)
,
LFρ12 = −2(γ + µ)ρ12 + iν(ρ11 − ρ22 + ρ13) + fν
4Ω2
×
(
4i[κ2ρ13 + 4γ
2(ρ11 − ρ22)] + ν(f − 4)[8γ(2ρ12
−ρ23) + κ(ρ∗23 − 2ρ12) + 8γℜ(ρ23 − 2ρ12)]
)
,
LFρ13 = −(2(γ + µ) + κ)ρ13 + iν(ρ12 − ρs23) + fν
4Ω2
×
(
iκ2ρ12 +
ν
4
(f − 4)[κ(ρ11 + 2ρ13 + ρ13)
−2γ(ρ11 − 2ρ22 + ρ33)]),
LFρ23 = −(2(γ + µ) + κ)ρ23 − iν(ρ33 − ρ22 + ρ13)
+
fν
4Ω2
(
i[(2γ + κ)2ρ22 − (−2γ + κ)2ρ33]
+
ν
4
(f − 4)[κρ∗12 + 8iγℑ(2ρ23 − ρ12)]
)
. (A4)
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