Absfruct-The extension of single-channel nonlinear filters whose output is a linear combination of the order statistics of the input samples to the multichannel case is presented in this paper. The subordering principle of marginal ordering (41-ordering) is used for multivariate data ordering. Assuming a multichannel signal corrupted by additive white multivariate noise whose components are generally correlated, the coefficients of the multichannel L filter based on marginal ordering are chosen to minimize the output mean-squared-error (MSE) either subject to the constraints of unbiased or location-invariant estimation or without imposing any constraint. Both the case of a constant multichannel signal corrupted by additive white multivariate noise as well as the case of a nonconstant signal is considered. In order to test the performance of the designed multichannel marginal L filters, long-tailed multivariate distributions are required. The derivation and design of such a distribution, namely, the Laplacian (biexponential) distribution that belongs to Morgenstem's family in the 2-D case is discussed. It is shown by simulations that the proposed multichannel L filters perform better than other multichannel nonlinear filters such as the vector median, the marginal a-trimmed mean, the marginal median, the multichannel modified trimmed mean, the multichannel double-window trimmed mean, and the rnultivariate ranked-order estimator RE proposed elsewhere as well as their single-channel counterparts.
I. INTRODUCTION
M ULTICHANNEL 1-D and 2-D signals appear frequently in practice, for example, in the cases involving multiple sources and receivers, as in geophysics, underwater acoustics, multiple-antenna transmission systems, and in the processing of color images and sequences of images. A multichannel signal is defined as a vector of components called channels, which are generally correlated and characterized by their joint probability density function (pdf). If each signal component is processed separately, this correlation is not utilized. Although transformation techniques such as the Karhunen-Loeve transformation can be used first to decorrelate the signal components in order to apply single-channel signal processing techniques afterwards: a more natural way is to apply multichannel signal processing techniques.
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defined as a linear combination of the order statistics of the input sequence [l] , [ 2 ] . The design of an optimal L filter for estimating a constant signal corrupted by additive white noise has originally been proposed in [l] and has been extended to the restoration of a Markov signal in additive white noise [3] , [4] as well as in the case of dependent noise and arbitrary waveforms [SI.
Recently, increasing attention has been given to nonlinear processing of vector-valued signals. Vector median operations have been derived from multidimensional exponential pdfs using the maximum likelihood estimate approach in [ 6 ] . The use of ordering of multivariate data in multichannel signal processing has been described in (71. Various multichannel estimators such as the marginal median. the marginal a-trimmed mean, and modified trimmed mean filters have been proposed in [7] and [8] . The ordering of multivariate data according to their respective distance from the population centroid has led to ranked-order-type estimators for multivariate image fields in [9] . Another class of multichannel L filters based on radial medians has been proposed in [IO] .
The main contribution of the paper is the design of multichannel L filters based on marginal ordering (Ad ordering) using the mean-squared-error (MSE) as fidelity criterion. M ordering implies independent data ordering in each channel. We assume that a multichannel signal is corrupted by additive white multivariate noise, which generally exhibits correlation between different channels. The unconstrained minimization of the MSE is treated first. Structural constraints such as unbiasedness and location invariance are also incorporated in the minimization procedure. The unconstrained minimization is shown that it leads to a global minimum.
The design procedure involves moments of the order statistics of input samples derived from the same channel as well as from different channels. The theoretical framework required for the computation of the above-mentioned moments is outlined, and a discrete algorithm for their computation is derived based on vector quantization. In order to test the performance of the designed multichannel marginal L filters, long-tailed multivariate distributions are required.
The derivation and design of such a distribution, namely, the Laplacian (biexponential) distribution that belongs to Morgenstern's family in the twochannel case is discussed. The noise-reduction capability of the designed multichannel nonlinear filters is examined for bivariate distributions ranging from the short-tailed to the long-tailed ones. The following bivariate pdfs are considered: uniform, joint Gaussian, contaminated Gaussian, and Laplacian distributions. It is shown by simulations that the proposed [ multichannel L filters perform better than other multichannel nonlinear filters such as the vector median [6] , the marginal cu-trimmed mean [7] , [8] , the marginal median [7] , [8] , the multichannel modified trimmed mean [8] and the multichannel double-window trimmed mean [8] the multivariate rankedorder estimator RE [9] , and their single-channel counterparts [I] . The work presented in this paper extends previously reported work [6] - [8] . We have tried to make the paper sufficiently self-contained to be read without extensive use of references. The outline of the paper is as follows. After a short revision of the basic concepts of multivariate data ordering,
we proceed to the design of multichannel marginal L filters in Section 11. The calculation of the moments of the multivariate order statistics is examined in Section 111. The derivation of the bivariate Laplacian distribution is treated in Section IV. Simulation examples are included in Section V. Conclusions are drawn in Section VI.
MULTICHANNEL L FILTERS BASED ON M ORDERING
Univariate ordering operations have proven to be useful in robust estimation techniques because if outliers exist in a set of input samples, they will generally be located in the extreme sorted data [ll] , [12] . Therefore, the outliers can be isolated by sorting the input data and can be deemphasized or discarded before the desired estimate is computed by weighting the order statistics appropriately.
The notion of data ordering cannot be extended in a straightforward manner from the univariate case to the multivariate one. There are several ways to order multivariate data, but none of them is unambiguous nor universally accepted, Specifically, the following four so-called subordering principles are discussed in [ 
Le., the vector-valued observations are ordered along each of the p dimensions (or channels) independently. The output of a p-channel marginal L filter of length N operating on a sequence of p-dimensional vectors { x ( k ) } for N odd is given by
where Aj are appropriate (p x N ) coefficient matrices, and
are the ( N x 1) vectors of the order statistics along each channel. It can easily be proven that the Definition 2 is fully equivalent to the alternative definition given in [7] . Let us suppose that the observed p-dimensional signal {x(k)} can be expressed as the sum of a known p-dimensional signal s ( k ) and a noise vector sequence {n(k)} of zeromean vector having the same dimensionality, Le.,
is a p-dimensional vector of random variables characterized by the joint pdf of its components, which are assumed to be correlated in the general case. In addition, we assume that the noise vectors at different time instants are independent identically distributed (i.i. d.) and that at every time instant, the signal s ( k ) and the noise vector n(k) are uncorrelated.
We shall design the p-channel marginal L filter that operates on the p-dimensional observed signal { x ( k ) } and is the optimal estimator of s(k) by using the MSE between s ( k ) and the output of the p-channel marginal L filter as fidelity criterion. Strictly speaking, we define as MSE the trace of the mean-squared-error matrix.
The case p = 2 is treated first for notation simplicity, and generalizations are deduced in the sequel. For p = 2,
In the following, the time index k will be suppressed without any lack of generality. The (2 x N ) matrices Ai can be partitioned as follows:
where a : , 1 = 1 , 2 are (1 x N ) row vectors corresponding to the rows of matrix A;. Let Rji denote the correlation matrix of the ordered input samples in channels j and i , i.e., Rji = E [XjXT] . Since Rii, i = 1 , 2 consist of moments of the order statistics from a univariate population, they will be called autocorrelation matrices of the order statistics. The remaining matrices Rlz and R21 are related by transposition, Le., R12 = RTl. Therefore, we are dealing only with R12.
Its elements are product moments of the order statistics from a bivariate population. In addition, let p ., j = 1 . 2 denote the mean vector of the order statistics in channel j , i.e. some algebraic manipulation, (6) can be rewritten in the form:
where R 2 is the following matrix:
By substituting (4)- (8) into (3), we obtain
In the general p-dimensional case, the MSE is given by
In the sequel, we shall treat first the unconstrained minimization of the MSE, and then, we shall impose constraints on the output of the multichannel marginal L filter.
A. Unconstrained Solution
Let us consider the case p = 2. Minimizing (9) over a]<, In the general p-dimensional case, the minimization of the MSE (10) results in the following p sets of equations: which yield the optimal p-channel marginal L filter Coefficients:
The MMSE associated with the optimal coefficients (15) is €,,in = (1 -f i T R -l p ) s T s . In (13) or (15), the optimal coefficients for the unconstrained multichannel marginal L filter depend on the knowledge of the signal s (to be estimated). In addition, the distributional model (i.e., the marginal and joint probabilitylcumulative density functions) of the components of the input vecJor-valued signal x ( k ) must be known in order to calculate Rp and ii , as is analyzed in Sections 111-B and C. In many practical -;plications, the signal s to be estimated is unknown, unless the detection of a known signal in noise is investigated, Furthermore, in general, the distributional model of input vector data is unknown. Even in the case The minimization of (17) subject to (16) can be solved by using Lagrange multipliers. The Lagrangian function is given by Differentiating A(ali, Xj; j . i = I, 2) with respect to a?;. j : i = 1 , 2 and equating the result with zero yields the following two sets of equations in terms of the Lagrange multipliers X1, X2:
The Lagrange multipliers XI , Xz can be found by solving (19) with respect to a(l) and a(2) and by substituting these vectors into (16) . Provided that R12 and E are nonsingular, the Lagrange multipliers are given by XI = and X2 = EX1.
Then, the optimal coefficients of the unbiased two-channel marginal L filter can be expressed as
The MMSE associated with the optimal coefficients It has also been shown in Section 11-A that A 5 1. Therefore, the MMSE associated with the optimal unbiased two-channel marginal L filter is always greater than the MMSE produced by the optimal unconstrained two-channel marginal L filter.
It can be easily shown that the optimal coefficients of the unbiased p-channel marginal L filter are given by and the MMSE associated with the optimal coefficients (21) is
The.need for an estimate S ( k ) of s as well as for the design of unbiased multichannel L filters based on estimates of the marginal and joint probability density functions of input vector-valued observations is recognized in this case as well.
C. Location-Invariant Solution
Definition 4: A multichannel marginal L filter is said to be location invariant if its output is able to track small
where
Such an L filter is also called smoothing L filter because it preserves zero frequency or dc signals [5] . The definition of a location-invariant multichannel marginal L filter (23) yields the following set of constraints imposed on the filter coefficients:
where e denotes the ( N x 1) unitary vector, Le., e = (1,1, , . , .1)=. By incorporating (24) into (9), we obtain q o c = a;, R2a(l) + a$)Rza(z), where
. . . nl(.y))T, I = 1 , 2 . The minimization of €Ioc subject to (24) is formulated as minimization of the following Lagrangian function:
where Xji,j, i = 1, and 2 are Lagrange multipliers. Differentiating A(aji, Xji;j, i = 1.2) with respect to aj; and equating the result with zero yields the following two sets of equations in terms of Xji:
The Lagrange multipliers can be found by solving (27) with respect to ai,) and ai,) and substituting the results into (24) . By using (27)- (30), the optimal coefficients of the locationinvariant two-channel marginal L filter are
The MMSE associated with the optimal coefficients (31) is
In the general p-dimensional case, the Lagrangian function e T P 2 2 e + e T P l , e (E1oc)min = V to be minimized has the following form: or equivalently Xj, = 25'hr(Gp), where G p = {G,j};Z,j = 1, . . , . p is the left-hand side ( p x p ) square matrix of (35), and cij(Gp) stands for the cofactor of the ij element of G,. In the following, the subscript p will be dropped out for notational simplicity. By substituting into (33), the optimal coefficients of the location-invariant p-channel marginal L filter are obtained,
i.e.
( G P )
and the associated MMSE is given by
It is known that
It is seen that the optimal coefficients (3 1) or (36) are independent of the two-channel signal to be estimated. Unfortunately, the location-invariant two-channel marginal L filter leads only to a slightly higher noise suppression than its single-channel counterparts, as will be seen later on. 
D. Practical Considerations
As can be seen in the preceding analysis, the following difficulties are met in the design of the unconstrained and the unbiased multichannel L filters: i) The marginal L filter coefficients depend explicitly on the signal s (to be estimated).
ii) The marginal and joint probability density functions of the input vector-valued observations must be known in order to calculate R, and jl . In the following, the estimation of s is treated both for a multichannel constant signal corrupted by additive white multivariate noise as well as for a nonconstant one. The design of unconstrained and unbiased multichannel marginal L filters based on estimates of the marginal and joint probability density functions of the components of x ( k ) is considered as well. Let us consider first the case of a constant signal s. We restrict the discussion in 1-D signals without any loss of generality. In this case, an initial estimate O(k) for s could be the arithmetic mean of the past L filter outputs y ( l ) ,
where N e is chosen to be sufficiently large. The initial estimate 8 ( k ) can be used in the place of s in (13) and (15) or (20) and ( 
( k ) .
A segmentation of a multichannel nonconstant signal (e.g., a multichannel edge) to homogeneous regions where the signal s ( k ) is locally constant (Le., edges do not occur) and to transition regions where an edge occurs in a certain input channel by using an edge detection algorithm (e.g., the one described in [19] ) is proposed. We may then use one of the previously described techniques to estimate the constant multichannel signal within each homogeneous region by restricting either the past L filter outputs or the past noisy input vector-valued observations to lie within the homogeneous region.
Next, the design of multichannel marginal L filters based on estimates of the marginal and joint pdf of input vector-valued observations is considered. Both in the case of a multichannel constant signal corrupted by additive white multivariate noise as well as within the homogeneous regions in the case of a noisy nonconstant multichannel signal, the proposed filters will operate on identically distributed observations. Therefore, we can estimate the marginal statistics of input vector data from the empiric pdf, i.e., by uniformly quantizing the range of input observations in each channel to a number, say M, of discrete values and constructing their histogram. Moreover, the input joint statistics can be estimated from the empiric joint pdf, i.e., by exploiting the uniform quantization of any couple of input vector data components to a set of pairs of discrete values and by estimating their cooccurrence matrix. As can be seen in Section V, such an estimation procedure is found to be very successful. Consequently, for homogeneous regions, -P we may proceed to the calculation of R , and fi as described in Section 111-B by using the formulae for i. 
The values of F. , (~j , , ) at uj,m are calculated in terms of the probabilities of discrete events {x; =} , i.e. 
~~~( w~,~)
The probabilities involved in (47) depend on the optimal decision levels along the jth dimension of the signal determined by the Lloyd-Max quantizer design
where f., ( z J ) denotes the marginal pdf of the jth random variable z J . F. , ,z, (~j ,~, vi,,,) is the value of the joint cdf of random variables xj,xi at (~j ,~, The above-defined probability masses can be easily calculated in terms of the probabilities of the discrete events {x; = ~~,~, z f = vi,%}. The computation of these probabilities depends on the decision levels along the j t h and ith dimensions provided by the Lloyd-Max quantizers and can be done without any difficulty.
The calculation of the elements of each mean vector l j , j = 1, . . . , p is performed by using are calculated by using (46).
C. Calculation of Correlation Matrices and Mean Vectors for Independent Nonidentically Distributed Observations
For independent nonidentically distributed observations, (45), (46), and (49) no longer hold. Two approaches can be found in the literature for the calculation of the firstand second-order moments of the order statistics from a univariate population. The first approach exploits the notion of the permanent of a matrix and is proposed by Vaughan and Venables [22] . Descriptions of that approach can also be found in [l] and [5] . The second one is proposed by Maurer and Margolin [23] . It is based on multivariate inclusion-exclusion identities. It has been used successfully in the development of recursive discrete algorithms for computing the marginal and joint cumulative function (cdf) of the order statistics from a univariate population in polynomial time [3] . A similar approach based on inclusion-exclusion identities has also been proposed for the computation of the joint cumulative function of the order statistics from a bivariate population [24] , [25] .
IV. MULTIVARIATE DISTRIBUTIONS
Single-channel L filters have been proved efficient for nonGaussian, long-tailed, or short-tailed noise filtering.
The previous attempts to use nonlinear filters based on order statistics for vector-valued signal processing have been derived either from a natural generalization of univariate exponential distributions [6] (that are not Laplacian as explained later on) or have been tested on a contaminated multinormal distribution that has been used to model long-tailed multivariate distributions [7]- [9] . Therefore, the need emerges for the design of long-tailed multivariate distributions, especially Laplacian ones, in order to test the performance of nonlinear filters based on order statistics for vector-valued signal restoration.
The multichannel marginal L filters examined in the present paper are designed to be used for nonGaussian bivariate noise filtering.
Let us define first the notion of the uniform, Gaussian, Laplacian, etc. multivariate distributions. to the definition of the vector median using the L2 norm (VML,). Although, the authors claim that such a distribution is a bivariate biexponential distribution, in fact, it is a generalization of the so-called Subbotin univariate distribution, and its univariate marginal distributions are not Laplacian [26] . Consequently, this distribution is not Laplacian according to Definition 6. In the following, the design of a bivariate Laplacian distribution is examined.
Long-tailed elliptically symmetric distributions can be found in the literature [26] . They have density functions depending only on quadratic functions of the variables. We shall follow a different approach in the design of a bivariate Laplacian joint pdf [26] , [28] . The derivation of a bivariate Laplacian distribution is based on Lemma 2.
Lemma 2: A joint distribution Fzl,z2(z1, z2) given by:
where cy E [-1. +1] has as marginal cdf s F,, (zi)i = 1, 2.
The proof of Lemma 2 can be found in [26] and [27] . The family of joint distributions (53) is the so-called Morgenstern's family. We are interested in the following case: which results in the bivariate Laplacian distribution, which belongs to the Morgenstern family. The following lemma determines the joint pdf of the bivariate Laplacian distribution, which belongs to the Morgenstem family and relates the correlation coefficient r to the parameter a. Using Definition 7, the maximum likelihood estimator (MLE) of location for the Laplacian-Morgenstem distribution is determined by the following lemma: 
(57)
The proof of Lemma 4 is simple and is omitted. An interesting conclusion can be deduced from (57). If the components of the vector-valued signal are uncorrelated, Le., cy = 0, the distance between any two vectors is reduced to the L1 norm, and the vector median using the L1 norm results. This conclusion has also been derived in [6] , starting from a different origin.
We conclude the discussion on the bivariate Laplacian distribution with the design of a noise generator for the abovementioned distribution. The design is based on Lemma 5. is distributed according to (58). Consequently, a random vector x = ( z I , z~)~, which has bivariate Laplacian distribution fT1,zl ( 2 1 ,~; 81.82) belonging to the Morgenstern family can be obtained by V. SIMULATION EXAMPLES In this section, we present two sets of experiments in order to test the performance of the multichannel marginal L filters we have designed in Section 11. In the first set of experiments, two-channel 1-D input signal sequences generated by corrupting either a constant signal or an edge by additive white bivariate noise have been used.
In the second set of experiments, we deal with two-channel 2-D artificially generated vector fields. These fields have been produced by corrupting either a constant velocity field or a velocity field exhibiting edges by additive white Laplacian-Morgenstem bivariate noise.
A. Titlo-Channel 1-D Signals
First, the case of a two-channel 1-D constant signal s ( k ) = s corrupted by additive white bivariate noise obeying various noise models is treated. The following noise models have been considered: joint Gaussian, uniform (58), contaminated Gaussian, and Laplacian-Morgenstem. The performance of the unconstrained, unbiased, and location-invariant multichannel marginal L filters in multichannel noise filtering has been compared with the performance of other multichannel nonlinear filters as well as their single -channel counterparts. The following nonlinear filters have been considered: the vector median [6] , the marginal median [7] , [8] , the marginal CYtrimmed mean [7] , [8] , the multichannel modified trimmed mean (MTM) [8] , the multichannel double window modified trimmed mean (DW-MTM) [8] and the ranked-order estimator RE [9] . The multichannel DW-MTM filter uses two window sizes, as in the single channel case [30] . The small window size N, = 2v, + 1 is chosen to be seven for N = 9. Its output is determined as follows. First, the marginal median is computed inside the small window. Then, the data vectors lying in the large window of size . V = 2v+ 1 having distances less than the average distance a ( k ) are averaged to give the filter output. The multichannel MTM filter is a generalization of the single-channel one proposed in [30] . Its output is evaluated as for the DW-MTM filter, except that only one window of size N is used. The trimming parameter for Ntrimmed mean filters has been 0.2 in all experiments. For RE filter [9] , only the best result is tabulated. It has been found that the highest NR has been obtained for j = 1 in all experiments with constant signals corrupted by additive white bivariate noise. Since the concept of radial median is better suited for smoothing directional data (e.g., angular data) [29] , multichannel L filters based on radial medians [lo] will not be considered in our Comparative study. We have also included the arithmetic mean in the comparative study because it is a straightforward choice for noise filtering in many practical applications. The performance of the single-channel L filter counterparts, i.e., the unbiased and location-invariant singlechannel L filter [l] used to filter the noise in each channel independently, has also been taken into consideration.
The quantitative criterion we used was the noise reduction index (NR) defined as the ratio of the output noise power to the
First, we shall assume that s ( k ) = s is known and. furthermore, that the distributional model of the input vectorvalued observations is also known. Next, we shall examine quantitatively the effectiveness of the estimation procedures for s, Rz, and j i 2 developed in Section 11-D. Finally, the treatment of a two-channel 1-D edge is discussed. In the tables following, the ranking of each multichannel nonlinear filter for each experiment can be found inside brackets.
The performance of the multichannel DW-MTM. MTM. the RE estimator, the marginal median, the a-trimmed mean, and The NR index is shown in Table I for filter length N = 5 . It is straightforward to prove that the MLE of the constant signal s for jointly Gaussian observations is the arithmetic mean filter. As expected. the design of location-invariant two-channel marginal L filter (31) has led to a filter that resembles the MLE in the sense that the elements of the coefficient vectors all and a22 are close to l/N, and those of a12 and az1 are close to 0. Since the correlation between the components of the input vector-valued observations is not exploited at all, we have not proceeded to the design of the unconstrained or unbiased two-channel marginal L filters.
The performance of the multichannel filters under study has been evaluated for bivariate uniform noise (58). A vectorvalued constant signal s = (1.0.2.0)T corrupted by additive white bivariate noise n(k) whose components are correlated and uniformly distributed in the interval [-0.5.0.5] along each channel has been used as a test signal. In other words. the joint pdf of the noise vector components n( IC) = (nl ( k ) . n2 ( k ) ) = is given by fnl.n*(nl. n2) = 1 + 4CYn1n2.
(63)
In our experiment, CY = 1.0. The NR index is shown in the first column of Table I1 for filter length IV = 9. The case of a contaminated Gaussian noise has been considered as well. for t = 0.1 has been used as a test signal. The NR index is listed in the second column of Table I1 for filter Table I1 for filter length N = 9. From the entries of Table I1 it is clearly seen that the unconstrained two-channel marginal L filter outperforms any other filter. The unbiased two-channel marginal L filter is the second best. The unbiased two-channel L filter attains again almost 2 dB higher noise suppression than its single-channel counterpart. This superior behavior is attributed to the fact that the unbiased two-channel marginal L filter utilizes the correlation between the components of the input vector-valued signal.
The performance of the location-invariant two-channel L filter is relatively poor. Furthermore, the proposed unconstrained and unbiased two-channel L filters have better performance than all the other multichannel estimators included in the comparative study. The price paid for the superior performance is the complicated design procedure.
Subsequently, we examine the performance of an unbiased two-channel marginal L filter of length N = 9 that is designed by using the estimation procedures for s developed in Section 11-D. We assume that the distributional model of input vectorvalued observations is known, and we focus on the estimation of the unknown signal s. Several experiments have been performed on a two-channel I-D input sequence produced by corrupting a constant signal s by additive white bivariate Laplacian-Morgenstem noise. In these experiments, we use the noise reduction achieved at the filter output as a figure of merit. Let us first consider that an initial estimate for s ( k ) = s is obtained by averaging the past L filter outputs. It has been found that a very large N e is required in order to achieve a NR larger than that achieved by employing the marginal median (e.g., N e = 225 for a NR = -12.309 dB). Motivated by the extremely large Ne required in the procedure described above in order to avoid instabilities, we have examined the possibility of obtaining an initial estimate for s from the noisy input vector-valued observations. Two types of estimation procedures have been employed, namely, the estimation of s in a causal window as well as the estimation of s in a window centered on the current input data vector x@). In the former case, s is being estimated from the past noisy input observations. In the later case, future noisy input data vectors are also taken into account. A convenient estimator, e.&., the marginal median or the arithmetic mean of length N e , has been used successfully to provide an estimate i ( k ) of s. The noise reduction achieved at the filter output for an unbiased two-channel marginal L filter having length N = 9 is tabulated for window sizes N e = 49 and Ne = 81 in Table 111 . The corresponding noise reduction when two unbiased single-channel L filters employing the same estimation procedures for s operate on the two input channels independently is also included in Table 111 for comparison purposes. It is seen that a much smaller window size is now required. By examining Table 111 , it is found that causal windows yield better results than noncausal ones and that the marginal median is more efficient in estimating s than the arithmetic mean, as expected. Furthermore, it is clearly seen that the utilization of the correlation between input components leads to 1.5 dB higher noise suppression. By comparing the entries of Table 111 with the results tabulated in the third column of Table 2 , it is seen that the unbiased two-channel marginal L filter that employs the above-described estimation procedure outperforms all the other multichannel nonlinear filters included in our comparative study.
Next, we consider the case where the distributional model of input vector-valued observations is unknown. In such case, the moments of the order statistics that form the matrix Rz and the mean vector b2 are calculated by using estimates of the marginal and joint probability density function of input vector data. The design of an unbiased two-channel marginal L filter of length N = 5 is treated for the Laplacian-Morgenstem noise model. The deterioration in the filter output due to the estimation of marginal and joint input pdf is measured first. As can be seen in Table IV , the deterioration in noise suppression is almost negligible (0.056 dB). When s is estimated from the marginal median of the Ne past input data vectors and R2
and &, are calculated based on estimates of the marginal and joint pdfs of input data vectors, the total deterioration varies between 1.12 dB for Are = 49 to 2 dB for Are = 25. The same procedure has also been applied with similar success to the design of two unbiased single-channel L filters that have been used to filter the two input channels independently. Again, it is verified experimentally that the unbiased two-channel marginal L filter is superior to its single-channel counterparts, yielding an almost 2 dB higher NR index. We conclude that by combining estimates for s with R , and bz calculated based on estimates of the marginal and joint pdf s of x(k), the loss in noise-reduction capability of the designed unbiased twochannel marginal L filters is small enough. Moreover, the superiority in noise suppression of the designed unbiased twochannel marginal L filters to the other multichannel estimators as well as to their single channel counterparts still holds.
Finally, the treatment of a two-channel 1-D edge corrupted by additive white Laplacian-Morgenstem bivariate noise is discussed. The case of a bivariate noise with zero-mean vector that is matched to its statistics by using estimates for both R 2 , p, and s as has been previously described. In the transition regions, we use the marginal median of the same length to filter the data vectors that lie into them. The results for noise reduction are summarized in Table V . The unbiased singlechannel L filters that have been includedin Table V have also  been designed based on estimates for Rz. &, and s. Once more, it is seen that the unbiased two-channel L filter is the best,. yielding an almost 2-dB higher noise suppression. 
B. Application to Artijicially Generated Velocity Fields
The second set of experiments has been performed on twochannel 2-D artificially generated velocity fields. First, the case of artificially generated vector data that are produced by corrupting a constant velocity vector by additive white Laplacian-Morgenstem bivariate noise is considered. Fig. 2 The original vector field has been normalized appropriately in order to show the effect of noise. All the filtered outputs are shown normalized by the maximum value of each output channel. The recursive estimation of the constant velocity vector from the past filter outputs has been found quite successful. More specifically, the constant velocity vector s ( k , 1 ) has initially been estimated from the past filter outputs lying within a causal filter quadrant window of size 11 x 11, which has as right-most lower comer at the point where the constant velocity vector s ( k , 1) is to be estimated. The filtering is initialized by using the marginal median of the input vector-valued observations as an initial estimate of s. The moments of the order statistics that are involved in the design procedure have been calculated based on estimates of the marginal and joint probability density functions of input data vectors. The same procedure has also been applied to the design of single-channel L filters. Fig. 2(b) shows the output of the marginal median filter of size 3 x 3. The filtered velocity field by two unbiased single-channel L filters of the same size that operate on each channel independently is shown in Fig. 2(c) . Finally, Fig. 2(d) shows the result when the original data is filtered with the 3 x 3 unbiased two-channel marginal L filter. It is clearly seen that the 3 x 3 unbiased two-channel marginal L filter has superior performance. The first column in Table VI summarizes the noise reduction achieved at the output of several multichannel filters. For the unbiased single-and two-channel filters, the NR that would be achieved if the constant velocity s ( k . 1) and the distributional model were known is also listed in parentheses.
Subsequently, we consider a velocity field composed of two regions such that the velocity vectors are constant within each region but differ from the velocity vectors within the other region. In this case, the velocity field exhibits both horizontal and vertical transitions (Le., edges). A pictorial description of the original uncorrupted vector field is given in Fig. 3 . Such an artificially generated vector field is then corrupted by additive white Laplacian-Morgenstem bivariate noise n(k, 1) with zero-mean vector, equal standard deviations g; = a, i = 1 , 2 in both channels, and parameter cy = 1.0. The portion of the vector field that is displayed in all figures is shown overlaid in Fig. 3 . Fig. 4(a) I ) = (5.0. -10.0)' are large enough compared with the noise standard deviation in each channel. Therefore, the velocity vector has been effected less by noise in Region 2. In the following, the components of all filter outputs are shown normalized by the maximum value of each channel within each region. Fig. 4(b) shows the result of vector median based on the L1 norm (VML,). The filter window is of size 3 x 3. Fig. 4(c) shows the result of the 3 x 3 arithmetic mean within each homogeneous region determined by the edge detection algorithm (65), that is, Fig. 4(b) shows the results of the 3 x 3 marginal median. In the sequel, (65) has been used to find the points that belong to a region where a horizontal edge occurs by employing windows KT*-and KTs (Fig. l(b) ) and to find the points that belong to a segment where a vertical edge occurs by employing windows WL and l 4 ' (Fig. l(c) ). All these points form the transition region. On the other side of the transition region, two homogeneous regions result. Within each homogeneous region, two 3 x 3 single-channel L filters are used to filter the velocity components independently.
Within the transition region, the 3 x 3 marginal median is applied. The output field is shown in Fig. 4(c) . Finally, Fig. 4(d) has been found for each homogeneous region by employing the marginal median of the vector-valued observations within each homogeneous region. The second column in Table VI summarizes the noise reduction achieved at the filter output for several estimators. In conclusion, two-channel L filters can be used efficiently in the filtering of velocity fields produced by motion-estimation algorithms.
VI. CONCLUSION
The extension of single-channel L filters to the multichannel case has been discussed in this paper. The subordering principle of marginal data ordering has been used.
The design of multichannel L filters based on marginal data ordering using the MSE as fidelity criterion has been presented. Both the unconstrained minimization of the MSE and the constrained minimization subject to the constraints of the unbiased and location-invariant estimation have been treated. A unified framework based on vector quantization for a discrete calculation of the required moments of the bivariate order statistics has been described. The derivation of a suitable long-tailed distribution, namely, the Laplacian distribution which belongs to the Morgenstern family and the design of a noise generator that obeys the above-mentioned distribution, has been presented. It has been shown by simulations that the unconstrained and unbiased two-channel marginal L filters attain a higher noise reduction index than other multichannel nonlinear filters (such as the vector median, the marginal a-trimmed mean, the marginal median, the multichannel modified trimmed mean, the multichannel double-window trimmed' mean, and the multivariate ranked-order estimator RE) or their single-channel counterparts. Effective estimation procedures of the uncorrupted (true) multichannel signal s either for a multichannel constant or for a nonconstant signal corrupted by additive white multivariate noise have been developed. Furthermore, the design of multichannel marginal L filters based on estimates of the marginal and joint probability density functions of input vector-valued observations has been discussed. Applications to the filtering of artificially generated velocity fields have also been described.
