Abstract: Degradable performance of fault-tolerant computer systems has given rise to considerable interest in mathematical models for combined evaluation of performance and reliability.
Analyse de Performabilit e pour des syst emes informatiques d egradables 1 Introduction
Reliability and availability measures are of considerable interest for the evaluation of dependability of computer systems, and more speci cally, of fault-tolerant computer systems. Thanks to redundancies in both software and hardware, the system is able to recon gure itself when failures occur. Two types of fault-tolerant computer systems are usually identi ed: degradable (or non repairable) systems and repairable systems. From a modeling point of view, degradable systems and repairable systems are, respectively, represented by means of acyclic and cyclic processes.
As recognized in a number of recent studies, the evaluation of fault-tolerant computer systems must simultaneously deal with aspects of both performance and reliability. As part of these studies, Meyer 1] introduces an uni ed measure called performability which combines the two aspects of performance and reliability. Performability is de ned as the accumulated reward over a period of time 0; t]. Formally, the fault-repair behavior of the system is assumed to be modeled by a homogeneous Markov process. Its state space is divided into disjoint subsets, which represent the di erent con gurations of the system. A performance level (or reward rate) is associated with each of these con gurations. This reward rate quanti es the ability of the system to perform correctly in the corresponding con guration. As a consequence, performability corresponds to the accumulated reward over the mission time.
The distribution of this random variable has been studied in previous papers. In 1], Meyer obtains a closed form expression for the distribution of the performability for a degradable computer system with N processors and a bu er with nite capacity L. Furchtgott and Meyer 2, 3] de ne i?resolvable vectors to characterize the trajectories of an acyclic semi-Markovian process corresponding to a certain performance level. By enumerating all the possible trajectories of the system, they derive an integral expression for performability which they solve numerically. However, the complexity of such an algorithm is exponential in the number of states of the process. Beaudry 4] gives a method for the computation of performability in an acyclic Markovian process until absorption. Ciardo et al. 5 ] generalize Beaudry's approach to a semi-Markov reward process and remove the restriction requiring only the absorbing states to be associated with a zero reward rate. Goyal and Tantawi 6] derive a closed form expression (precisely a nite sum of exponential functions) for the performability of degradable heterogeneous systems. They also give an algorithm with a polynomial complexity O(dM 3 ) in the number M of states and in the number of components d in the system.
In this paper we propose a new algorithm to compute the distribution of the accumulated reward over a nite mission time for block acyclic Markov models (i:e: the in nitesimal generator is block upper triangular). Our technique is based on the uniformization method and is applicable to a wider class of models than previous approaches. The main contribution of this algorithm is its numerical stablility : it only deals with a non-increasing sequence of positive numbers bounded by 1. Moreover, the computational complexity is improved by using truncation steps and the accuracy of the result can be chosen in advance.
The remainder of this paper is organized as follows. In the next section, we introduce the mathematical model of the class of degradable systems and we give some interesting results for the distribution of the performability. In section 3, we present a simple algorithm towards performability evaluation. We also discuss the computational complexity of the proposed technique. A numerical example of degradable multiprocessor system is presented and solved for a given performability measure in section 4. The main points are summarized in the concluding section.
Mathematical model and results
Degradable computer systems operate at various levels of performance: when a component fails, the system recon gures itself and carries on functioning albeit with degraded performance. Because of changes in its structure, due to failures, the system has di erent con gurations in a nite state space E = f1; 2; : : : ; Mg. A reward rate (i) which is independent of the time is associated with each state i 2 E. The accumulated reward random variable over a nite period of time 0; t] is of interest.
Let therefore X = (X s ) s 0 be a homogeneous Markov process over the state space E. Since two di erent states may have the same reward rate, we denote by r m > r m?1 > : : : > r 0 the m + 1 di erent reward rates (m < M), and by B i the set of states having r i as reward rate, for i 2 f0; ; : : : ; mg. It is clear that the subsets B m ; : : :; B 0 are disjoint and their union gives in the state space E. The process X is entirely determined by its in nitesimal generator A = (a ij ) i;j2E and its initial probability distribution = ( i ) i2E . We assume to be a row vector of the form = ( Bm ; 0; : : :; 0). This means that the system starts in subset B m with probability 1. Since the system is degradable, we have a ij = 0 if i 2 B l ; j 2 B k and l < k (1) Note that in the same subset B l , we can have transitions between two di erent states i and j even if i < j, which means that the process restricted on each block B l is cyclic. Such models are called block degradable.
It is well-known 7] that if the process X is uniformized with an intensity parameter max i2E (?a ii ), then P = A + I is the transition probability matrix associated to the uniformized chain where I is the M M identity matrix. Using the decomposition of E with respect to the partition fB m ; : : :; B 0 g and the equation (1), the matrix P can be written as follows : Furthermore, for j = 1, the coe cients b (1) B l (n; k) are independent of index n.
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Proof. (See Appendix A).
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The previous lemma shows that b (1) B l (n; k) can be simpli ed in b (1) B l (k). The case j = 1 means that s belongs to 0; r 1 t . If we apply theorem 2.1 to this case, we can simplify the distribution of the performability. This is the object of the following corollary. Bm (n; n) # :
Proof. (See Appendix C).
Our analysis will consist in obtaining new truncation steps by using properties of monotony of the sequence b (j) B l (n; k). These properties leads us to improve the numerical complexity of our algorithm.
The next theorem states a relation between b B l (n; k). Subsequently, we give a numerical method to compute the distribution of the performability. With di erent results obtained for di erent values of s, we, successively, deal with the following cases s 2 0; r 1 t , s 2 r j 0 ?1 t; r j 0 t ; 1 < j 0 < m and s 2 r m?1 t; r m t . In each case, we also analyze the numerical complexity. B l (n; k)'s for l j. The computation of each cell (n; k), k 1 depends on the two vectors associated to cells (n; k?1) and (n?1; k?1). This dependence is pictured in g. 1 with arrows. Note that the symbol "copy" means that each diagonal cell of each triangle must be reported in the corresponding cell of the rst column in the next triangle Property (2) allows us to de ne a new truncation step for computing the in nite sum. Formally, for a tolerance error " speci ed by the user and a given positive number x, we de ne the integer N(x) = minfn 2 e ? t ( t) n n! 3 5 "
": Note that in the case where all coe cients b (j 0 ?1) (n + 1; n + 1) are strictly greater than " for all n N( t), n j 0 is equal to N( t). In this case, e(n j 0 ) = e(N( t)) remains smaller than ".
Since the cardinality jU j j is less than M?j, the computation of each vector b U j (n; k) requires at most O(d(M ? j)) (see equations b U j (n; k) in lemma 2.2). According to g. 3, the number of cells that have to be computed in the triangle associated to index j is equal to As opposed to the method relative to repairable systems, we observe that the numerical complexity of this method depends on the index j 0 and therefore on the value of s. Another improvement came from the new truncation step n j 0 which is less than N( t). The global computational scheme using the truncation step n m is shown in g. 4, where only the dark part has to be computed. The number of dark cells is n m + (m ? 2) n m (n m + 1) 2 :
Case
Similarly to the previous case, we prove that computing the sum Knowing that the evaluation of matrix e A Bm smt introduces an error less than ", it is easy to verify that the total error in computing IPfY t > sg; s r m?1 t, is less than 2". system when N = M = B = 2. The processors, shared memory modules, and busses are subject to random failures independently of each other. When one of these components fail, the number of available components decreases and consequently the processing power of the system decreases. The life-time of each processor (resp. bus) is assumed to be exponentially distributed with rate p (resp. b ). The life-time of each shared memory module is assumed to have a probability distribution of phase type with 2 states, with initial probability distribution = ( In order to get a Markov process to describe the behaviour of the system, we take as state description the vector (n; (ph 1 ; ph 2 ); b) where 1 n; b 2 and ph i , i = 1; 2, denotes the number of memory modules in phase i. The value m = ph 1 +ph 2 gives the number of available memory modules (0 ph 1 ; ph 2 2). All the states corresponding to the down state of the system, that is when n = 0 or m = 0 or b = 0, are lumped into only one absorbing state having a processing power equal to 0. Thus, we get a Markov process with 21 states, one of them being an absorbing state. There are 4 distinct reward rates: r 3 = 1:58; r 2 = 1:56; r 1 = 0:8 and r 0 = 0. Fig. 5 shows the probability to get a cumulative reward rate over the speci ed period t = 10 5 hours greater than the corresponding value on the s axis. It is interesting to note that for s = 5 10 4 , the truncation steps n 1 is equal to 59 while N( ts 1 ) is equal to 96. Fig. 6 shows the probability that the processing power during (0; t) averaged over time is greater than 99% of the maximum processing power (that is 1:58) of the system.
Conclusion
The current method to evaluate the performability distribution for degradable computer systems, based on the uniformization technique, leads to a new algorithm with a low polynomial B l (n; k) is equal to 0 B l for all index l < j. If we also use equality (1) (i:e P B l B k = 0 B l for l < k), the rst part of the lemma is immediately proved. For the case j = 1, we can show by recurrence that b (1) B 1 (n; k) = P k B 1 B 1 1 B 1 . Thus, the coe cients b (1) B l (n; k) do not depend on index n for l = 1. We suppose now that this property is true up to l ? 1, that is 8 1 i l ? 1; 8 n 1; and 8 1 k n; b (1) B i (n; k) is independent of n: To prove the property for index l, we proceed by recurrence on k. In fact, for k = 0, the term b (1) B l (n; 0) is always equal to 1 B l , so it is independent of n. On the other hand, since b (1) B l (n; k) = r l ? r 1 r l b
( Proof. We prove this lemma by recurrence on l. For We suppose now that the property is true up to l ? 1. To prove the property for index l, we proceed by recurrence on k. The initial condition for k = 1 is veri ed since b 
This remark above will be exploited in the following lemma. B l (n; k) are independent of n, so <(1) is veri ed. We suppose that <(j ?1) is true. In order to prove the property <(j), we proceed by recurrence on n. For n = 1, the recurrence hypothesis <(j ? 1) leads to b 
