Let M be a 3-manifold with torus boundary which is a rational homology circle. We study deformations of reducible representations of π 1 (M ) into PSL 2 (C) associated to a simple zero of the twisted Alexander polynomial. We also describe the local structure of the representation and character varieties.
Introduction
This article is a continuation of the work started in [HPSP01] . Let M be a connected, compact, orientable, 3-manifold such that ∂M is a torus. We assume that the first Betti number β 1 (M ) is one, i.e. M is a rational homology circle. In particular, M is the exterior of a knot in a rational homology sphere.
Given a homomorphism α : π 1 (M ) → C * , we define an abelian representation ρ α : π 1 (M ) → PSL 2 (C) as follows:
where α 1 2 : π 1 (M ) → C * is a map (not necessarily a homomorphism) such that (α 1 2 (γ)) 2 = α(γ) for all γ ∈ π 1 (M ). The representation ρ α is reducible, i.e. ρ α (π 1 (M )) has global fixed points in P 1 (C).
Question
When can ρ α be deformed into irreducible representations (i.e. representations whose image has no fixed point in P 1 (C))? Different versions of this question have been studied in [FK91] , [Her97] and [HK98] for SU(2) and [BA98] , [BA00] , [BAL02] , [HPSP01] and [Sho91] for SL 2 (C).
The answer is related to a twisted Alexander invariant. We first choose an isomorphism:
which amounts to choose a projection onto the torsion subgroup H 1 (M ; Z) → tors(H 1 (M ; Z)) and to fix a generator φ of H 1 (M ; Z) ∼ = Hom(H 1 (M ; Z), Z). So, α induces a homomorphism tors(H 1 (M ; Z)) ⊕ Z → C * which will be also denoted by α.
The composition of the projection π 1 (M ) → tors(H 1 (M ; Z)) with the restriction of α gives a representation σ : π 1 (M ) → U (1) ⊂ C * :
A homomorphism φ σ : π 1 (M ) → C[t ±1 ] * to the units of the ring of Laurent polynomials C[t ±1 ] is given by φ σ (γ) = σ(γ)t φ(γ) . This allows to define the twisted Alexander polynomial ∆ φσ (t) ∈ C[t ±1 ], whose construction will be recalled in Section 2. We say that α is a zero of the Alexander invariant if ∆ φσ (α(0, 1)) = 0, where (0, 1) ∈ tors(H 1 (M ; Z)) ⊕ Z. We show in Section 4 that being a zero and the order of the zero does not depend of the choice of the isomorphism (2).
We prove in Lemma 4.8 that if ρ α can be deformed into irreducible representations, then α is a zero of the Alexander invariant. For a simple zero this condition is also sufficient and we have stronger conclusions, as the next theorem shows. Let R(M ) = Hom(π 1 (M ), PSL 2 (C)) denote the variety of representations of π 1 (M ) in PSL 2 (C).
Theorem
If α is a simple zero of the Alexander invariant, then ρ α is contained in precisely two irreducible components of R(M ), one of dimension 4 containing irreducible representations and another of dimension 3 containing only abelian ones. In addition ρ α is a smooth point of both varieties and the intersection at the orbit of ρ α is transverse.
When the representation α is trivial, then it is not a zero of the Alexander invariant, because the Alexander invariant is the usual untwisted Alexander polynomial ∆, and ∆(1) = ±| tors H 1 (M, Z)| = 0.
Let X(M ) = R(M )//PSL 2 (C) denote the algebraic quotient where PSL 2 (C) acts by conjugation on R(M ). The character of a representation ρ ∈ R(M ) is a map χ ρ : π 1 (M ) → C given by χ ρ (γ) = tr 2 ρ(γ) for γ ∈ π 1 (M ). There is a one-to-one correspondence between X(M ) and the set of characters. Hence we call X(M ) the variety of characters of π 1 (M ) (see [HP04] for the details).
Let χ α be the character of ρ α .
If α is a simple zero of the Alexander invariant, then χ α is contained in precisely two irreducible components of X(M ), which are curves and are the quotient of the components of R(M ) in Theorem 1.2. In addition χ α is a smooth point of both curves and the intersection at χ α is transverse.
This paper generalizes the main results of [HPSP01] where we considered only representations α : π 1 (M ) → C * which factor through H 1 (M ; Z)/ tors(H 1 (M ; Z)) and for which α 1 2 might be chosen to be a homomorphism. This conditions imply that ρ α and its deformations can be lifted to representations into SL 2 (C). On the other hand, it was shown in [HP04, Theorem 1.4] that the representation variety R(M ) might have many components which do not lift to SL 2 (C) representations. Hence Theorem 1.2 and Theorem 1.3 generalize the main results of [HPSP01] . Moreover, we have removed the condition that ρ α is not ∂ -trivial from [HPSP01] . Here a representation ρ ∈ R(M ) is called ∂ -trivial if
is trivial. An example will be given where the results of this paper apply but those of [HPSP01] do not.
In [HPSP01] we considered the usual Alexander polynomial, but here we must work with a twisted version. The strategy of the proof of Theorem 1.2 in this paper is similar to the one of Theorem 1.1 of [HPSP01] : we construct a metabelian representation ρ + : π 1 (M ) → PSL 2 (C) which is not abelian and has the same character as ρ α , and we show that ρ + is a smooth point of R(M ). This involves quite elaborate cohomology computations. More precisely, due to an observation of André Weil, the Zariski tangent space T Zar ρ (R(M )) of R(M ) at a representation ρ ∈ R(M ) may be viewed a subspace of the space of group cocycles Z 1 (π 1 (M ), sl 2 (C) ρ ). Here sl 2 (C) ρ denotes the π 1 (M )-module sl 2 (C) via Ad •ρ. The approach given here for those cohomological computations and for the analysis of the tangent space is completely self contained and simplifies in several aspects the computations from [HPSP01] . In particular, the new approach permits us to remove the assumption of non ∂ -triviality on ρ α .
The paper is organized as follows. In Section 2 we recall the definition of the twisted Alexander polynomial and give its main properties. In Section 3 we recall some basic facts from group cohomology and Weil's construction which will be used in the sequel. Section 4 relates the vanishing of twisted Alexander invariants to some elementary cohomology and deformations of abelian representations. The next three sections are devoted to prove that the metabelian representation ρ + can be deformed into irreducible representations. The cohomology computations are done in Section 5, with a key lemma proved in Section 6. The smoothness of R(M ) at ρ + is proved in Section 7. Theorems 1.2 and 1.3 are proved in Sections 8 and 9 respectively. Finally, Section 10 is devoted to describe the local structure of the set of real valued characters.
Twisted Alexander polynomial
Let M be a manifold as in the introduction. We fix a projection H 1 (M ; Z) → tors(H 1 (M ; Z)) and a generator φ ∈ H 1 (M ; Z), i.e. we fix an isomorphism H 1 (M ; Z) ∼ = tors(H 1 (M ; Z)) ⊕ Z as in (2). By abuse of notation, for every representation σ : tors(H 1 (M ; Z)) → U(1) ⊂ C * the composition
will be also denoted by σ : π 1 (M ) → U(1). We consider the induced representation
In this way
Let H φσ * (M ) and H * φσ (M ) denote the homology and cohomology twisted by φ σ . Using singular chains, H φσ * (M ) and H * φσ (M ) can be defined respectively as the homology and cohomology of the chain and cochain complexes:
where M denotes the universal covering of M . Alternatively, since φ σ is abelian, we could take the maximal abelian covering of M instead of the universal one.
In the sequel we shall write R := C[t ±1 ]. Since R is a principal ideal domain and since H φσ 1 (M ) is finitely generated, we have a canonical decomposition H φσ 1 (M ) = R/r 1 R ⊕ · · · ⊕ R/r m R, where r i ∈ R and r i+1 | r i . It is well defined up to units in R = C[t ±1 ], i.e. up to multiplication with elements a t n with a ∈ C * and n ∈ Z. We use the natural extension ∆ φσ k = 1 for k > m. The definition of the Alexander polynomial and of the Alexander module can be done in more general context using only an U.F.D. (see [Tur02, IV.3 
Definition

]).
Changing the isomorphism Note that H φσ 1 (M ) and hence ∆ φσ k are not invariants of the pair (M, σ), they depend on the isomorphism (2). Choosing another isomorphism is equivalent to choosing a morphism ψ : Z → tors(H 1 (M ; Z)), so that the projections H 1 (M ; Z) → tors(H 1 (M ; Z)) differ by ψ and to replace φ eventually by −φ. So if σ, σ ′ : π 1 (M ) → U(1) are the different induced representations, they satisfy:
Thus φ σ and φ σ ′ differ by replacing t by a −1 t, where a = σ(ψ(1)) ∈ C * and 1 denotes the generator of Z. Hence,
Replacing φ by −φ is equivalent to replacing t by t −1 .
Symmetry Consider the following involution on C[t ±1 ]:
where a i denotes the complex conjugate of a i ∈ C. Proof. Given a R = C[t ±1 ]-module N , N denotes the R-module with the opposite R-action, i.e. rn :=rn, for r ∈ R andn ∈ N . Using the Blanchfield duality pairing we obtain an isomorphism of R-modules 
comes with a canonical splitting.
Since H 1 (M 1 ; Z) is torsion free we have φ = ab :
] and hence the Mayer-Vietoris sequence gives a short exact sequence:
is torsion it follows that Ker j is a free C[t ±1 ]-module of rank one and hence, rk
3 Group cohomology: Fox calculus and products Fox calculus will be useful to compute the twisted Alexander polynomial. Since this is a tool in group cohomology, we first need the following lemma, that will also be used later. Details and conventions in group cohomology can be found in [Bro82] and [Wei94] .
Lemma
Let A be a π 1 (M )-module and let X be any CW-complex with π 1 (X) ∼ = π 1 (M ). Then there are natural morphisms H i (X; A) → H i (π 1 (M ); A) that are an isomorphism for i = 0, 1 and a surjection for i = 2. In cohomology there are natural morphisms H i (π 1 (M ); A) → H i (X; A) that are an isomorphism for i = 0, 1 and an injection for i = 2.
Proof. It is possible to construct an Eilenberg-MacLane space K of type (π 1 (M ), 1) from X by attaching k -cells, k ≥ 3. In this way we obtain a CW-pair (K, X) and it follows that H j (K, X; A) = 0 and H j (K, X; A) = 0 for j = 1, 2 (it is a direct application of Theorems (4.4) and (4.4*) of [Whi78, VI.4]). Hence the exact sequences of the pair (K, X) give the result.
2
Fox calculus Let σ : tors(H) → U(1) be a representation and fix a splitting of H 1 (M ; Z) as in (2). For the calculation of ∆ φσ k we might use the Fox calculus. We choose a cell decomposition of M with only one zero cell x 0 . Since every presentation of π 1 (M ) obtained from a cell decomposition of M has deficiency one we have:
We shall denote by π : F n → π 1 (M ) the canonical projection where F n = F (S 1 , . . . , S n ) is the free group generated by n elements. We denote by ∂/∂S i : ZF n → ZF n the partial derivations of the group ring of the free group.
The Jacobian
Chapter 9] we obtain that J φσ is a presentation matrix for H φσ 1 (M, x 0 ). The exact sequence for the pair
3.2 Example Let M be the punctured torus bundle over S 1 whose action of the monodromy on H 1 (Ṫ 2 , Z) is given by the matrix 1 2 2 5 . Let π 1 (Ṫ 2 ) ∼ = F 2 be the free group of rank 2 generated by α and β . A presentation of
Moreover, H 1 (M ; Z) ∼ = (Z/2 ⊕ Z/2) ⊕ Z comes with a canonical splitting. A generator φ ∈ H 1 (M ; Z) ∼ = Hom(π 1 (M ); Z) is given by φ(µ) = 1 and φ(α) = φ(β) = 0. There are exactly four representations σ i : (Z/2 ⊕ Z/2) → U(1) which give rise to the following homomorphisms φ σ i :
Now, a direct calculation gives:
Hence, ∆ φσ 1 = t 2 − 6t + 1 and ∆ φσ i = t − 1 for i = 2, 3, 4.
Products in cohomology Let Γ be a group and let A be a Γ-module. We denote by (C * (Γ; A), d) the normalized cochain complex. The coboundaries (resp. cocycles, resp. cohomology) of Γ with coefficients in A are denoted by B * (Γ; A) (resp. Z * (Γ; A), resp. H * (Γ; A)). Let A 1 , A 2 and A 3 be Γ-modules. The cup product of two cochains
Here A 1 ⊗ A 2 is a Γ-module via the diagonal action. It is possible to combine the cup product with any bilinear map (compatible with the Γ action) b :
For details see [Bro82, V.3] . If A = g is a Lie algebra. Then the we obtain the cup-braked of two cochains which will be denoted by [u ∪ v] . Note that the cup-braked is not associative on the cochain level. If A is an algebra then the cup product will be simply denoted by .
∪. This cup-product is associative on the cochain level if the multiplication in A is associative.
Let b : A 1 ⊗ A 2 → A 3 be bilinear and let
where τ :
Group cohomology and representation varieties Let Γ be a group and let ρ : Γ → PSL 2 (C) be a representation. The Lie algebra sl 2 (C) turns into a Γ-module via Ad •ρ. We shall denote this Γ-module by
It was observed by André Weil [Wei64] that there is a natural inclusion of the Zariski tangent space T Zar ρ (R(Γ)) ֒→ Z 1 (Γ; sl 2 (C) ρ ). Informally speaking, given a smooth curve ρ ǫ of representations through ρ 0 = ρ one gets a 1-
It is easy to see that the tangent space to the orbit by conjugation corresponds to the space of 1-coboundaries B 1 (Γ; sl 2 (C) ρ ) (see for instance
Let dim ρ R(Γ) be the local dimension of R(Γ) at ρ (i.e. the maximal dimension of the irreducible components of R(Γ) containing ρ, cf. [Sha77, Ch. II, §1.4]). In the sequel we shall use the following lemma:
then ρ is a smooth point of the representation variety R(Γ) and ρ is contained in a unique component of
Thus the lemma follows from the fact that the equality dim ρ R(Γ) = dim T Zar ρ (R(Γ)) is the condition in algebraic geometry that guarantees that ρ belongs to a single irreducible component of R(Γ) and it is a smooth point (for more details see [Sha77, Ch. II]). 2
4 Abelian representations and the twisted Alexander invariant 
Definition
We say that α is a zero of the k -th Alexander invariant of order r if α(0, 1) is a zero of ∆ φσ k (t) of order r .
Lemma This definition does not depend on the isomorphism (2).
Proof. Suppose we have two isomorphisms
In particular, by equations (3) and (4) we have
, where a = α(ψ(1)) ∈ C * . The generator of 0 ⊕ Z in the second splitting is (ψ(1), 1) ∈ tors(H 1 (M ; Z)) ⊕ Z (in the notation of the first splitting). Since α(ψ(1), 1) = a α(0, 1), the independence of the projection is clear. The independence of the generator φ ∈ H 1 (M ; Z) is also clear, because a change of generator replaces ∆(t) by ∆(t −1 ) and α(0, 1) by
The previous lemma says that the evaluations and the order of vanishing of ∆ φσ k at β α is independent of the splitting of the first homology group. In addition we have:
i.e.
4.4 Example Let M be the torus bundle given in Example 3.2. For every λ ∈ C * there are representations α i : π 1 (M ) → C * , i = 1, . . . , 4, given by α i (µ) = λ and α i Z/2⊕Z/2 = σ i . Now, α i is a root of the Alexander invariant iff ∆ φσ i (λ) = 0. More precisely, α 1 is a root of the Alexander invariant iff λ = 3 ± √ 8 and, for i = 2, 3, 4, α i is a root of the Alexander invariant iff λ = 1. Note that in each case the root is a simple root.
Definition
We define C α to be the π 1 (M )-module C with the action induced by α, i.e. γ · x = α(γ)x ∀x ∈ C and ∀γ ∈ π 1 (i) 1 (M ).
We explain the motivation of this definition. Let ρ α : π 1 (M ) → PSL 2 (C) be the representation in (1). The Lie algebra sl 2 (C) turns into a π 1 (M )-module via Ad •ρ α which will be simply denoted by
Here C 0 is a trivial π 1 (M )-module and C ± := C α ± , where α + = α and α − is the morphism that maps every element γ ∈ π 1 (M ) to α(γ −1 ).
Computing H 1 (Γ, C α ). Let Γ = S 1 , . . . , S n |R 1 , . . . , R m be a finitely presented group and let α : Γ → C * be a representation. In order to compute H 1 (Γ, C α ) we can use the canonical 2-complex with one 0-cell associated to the presentation of Γ (see Lemma 3.1). More precisely, we can identify Z 1 (Γ, C α ) with the kernel of the linear map C n → C m given by a → A a where A = (a ji ) ∈ M m,n (C) is given by a ji = α(∂R j /∂S i ). By fixing a splitting of H 1 (M ; Z) as in (2) and using (8) we have also a ji = β α (J φσ ji ) where
4.6 Lemma Let α : π 1 (M ) → C * be a nontrivial homomorphism. Then dim H 1 (π 1 (M ); C α ) = k if and only if α is a zero of the k -th Alexander invariant and not a zero of the (k + 1)-th Alexander invariant.
Proof. By (10) we have
Recall that α ± : π 1 (M ) → C * denotes the homomorphisms given by
It follows from the symmetry of the Alexander invariants that α + and α − are zeros of the same order of the k -th Alexander invariant. More precisely, we have:
Then α + and α − are zeros of the same order of the k -th Alexander invariant. In particular, we have
Proof. Since α − (0, 1) is the inverse of α(0, 1), it suffices to check th at ∆
The space of abelian representations Let α : π 1 (M ) → C * be a representation and let ϕ : Z → C * be a homomorphism. By multiplication we obtain a homomorphism αϕ : π 1 (M ) → C * given by αϕ(γ) = α(γ)ϕ(φ(γ)) for γ ∈ π 1 (M ), where φ ∈ H 1 (M ; Z) is a generator. There is a one dimensional irreducible algebraic set V α ⊂ R(M ) given by
Moreover, the PSL 2 (C) orbit of ρ αϕ is two dimensional if αϕ is nontrivial and hence V α is contained in an at least three dimensional component. We denote by
If α is not a zero of the Alexander invariant then there exists a neighborhood of ρ α in R(M ) consisting entirely of points of the component S α (M ). Moreover, ρ α ∈ S α (M ) is a smooth point and S α (M ) is the unique component through ρ α and dim S α (M ) = 3.
Proof. We have
Therefore Lemma 3.3 implies the result if we can show that dim
Hence
and by Lemma 4.6 and Proposition 4.7 we get dim
Cohomology of metabelian representations
The aim of the following three sections is to prove that, when α is a simple zero of the Alexander invariant, certain reducible metabelian representations are smooth points of the representation variety R(M ). First we construct these reducible representations and then, before proving their smoothness in Section 7, we shall do some cohomological computations in this section and the following one. Let α : π 1 (M ) → C * be a homomorphism and let d :
is a homomorphism if and only if d ∈ Z 1 (π 1 (M ); C α ). Moreover, ρ d α is non abelian if and only if d is not a coboundary. If α is a simple zero of the Alexander invariant, then α ± defined by (11) is a zero of the first Alexander invariant, but it is not a zero of the second. By Corollary 4.6 we have H 1 (π 1 (M ); C ± ) ∼ = C.
Let d ± ∈ Z 1 (π 1 (M ); C ± ) be a cocycle which represents a generator of the first cohomology group H 1 (π 1 (M ); C ± ). We denote by ρ ± the metabelian representations into the upper/lower triangular group given by Corollary 5.1, i.e.
If we replace d ± by d ′ ± = c d ± + b ± where c ∈ C * and b ± ∈ B 1 (π 1 (M ); C ± ) then ρ ± changes by conjugation by an upper/lower triangular matrix. Let b + ⊂ sl 2 (C) denote the Borel subalgebra of upper triangular matrices. It is a π 1 (M )-module via Ad •ρ + . The short exact sequence of
gives a long exact sequence in cohomology:
5.2 Lemma We have that H 1 (M ; b + ) = 0 if and only if δ 2 : 
The 2-cocycle δ 2 (d 0 ) is a cup product. In our situation we have the multiplication C 0 ⊗ C + → C + . This gives us a cup product
(see Equation (6)). Hence we have that δ 2 is an isomorphism if and only if, for each nontrivial homomorphism d 0 : Γ → C, the cocycle d + .
∪d 0 represents a nontrivial cohomology class.
The next lemma will be proved in Section 6: ∪ d 0 ∈ Z 2 (π 1 (M ); C + ) represents a nontrivial cohomology class.
Corollary
Proof. Lemmas 5.3 and 5.2 and equation (13) imply that H 1 (π 1 (M ); b + ) = 0. The isomorphism follows then from the long exact sequence in cohomology corresponding to
Fox calculus and 2-cocycles
The aim of this section is to prove Lemma 5.3. Let A be a Γ-module. In the sequel we have to decide when a given 2-cocycle c : Γ × Γ → A is a coboundary.
A normalized 2-cochain is a map c : Γ × Γ → A where the normalization condition is c(1, γ) = c(γ, 1) = 0 for all γ ∈ Γ. We shall extend c linearly on the first component i.e. for η = γ∈Γ n γ γ ∈ ZΓ, n γ ∈ Z, we define c(η, γ 0 ) := γ∈Γ n γ c(γ, γ 0 ) . 6.1 Proposition Let Γ = S 1 , . . . , S n |R 1 , . . . , R m be a finitely presented group and let c : Γ × Γ → A be normalized 2-cocycle.
Then c : Γ × Γ → A is a coboundary iff there exists a i ∈ A, i = 1, . . . , n, such that for all j = 1, . . . , m the equation
holds.
Here π : S 1 , . . . , S n → Γ denotes the natural projection from the free group to Γ. Proof. We start by recalling some well known constructions used in the proof (cf. [Bro82] ). Let X be the canonical 2-complex with one 0-cell associated to the presentation of Γ = S 1 , . . . , S n |R 1 , . . . , R m i.e. X = X 0 ∪ X 1 ∪ X 2 where X 0 = {e 0 }, X 1 = {e 1 1 , . . . , e 1 n } and X 2 = {e 2 1 , . . . , e 2 m }. The universal covering p :X → X gives us a free chain complex C k := C k (X) of Γ-modules. A basis for C k is given by choosing exactly on cellẽ k j ∈ p −1 (e k j ). With respect to this basis ∂ 2 is given by the Fox calculus i.e.
Notice that ∂ 1 • ∂ 2 = 0 corresponds to the fundamental formula of the Fox calculus (see [BZ03] ). The normalized bar resolution for Γ is denoted by B * := B * (Γ). More precisely, B n := B n (Γ) be the free Γ-module with generators [x 1 | . . . |x n ] where x i ∈ Γ \ {1}. In order to give a meaning to every symbol [x 1 | . . . |x n ] set [x 1 | . . . |x n ] = 0 if x i = 1 for any i. This is called the normalization condition. Note that B 0 ∼ = ZΓ is the free Γ-module on one generator and the augmentation ε : B 0 → Z maps [ ] to 1. In low dimensions the boundary operators are given by
Moreover, homomorphisms s −1 : Z → B 0 , s n : B n → B n+1 of abelian groups are defined by
It turns out that (s n ) is a contracting homotopy for the underlying augmented chain complex B * ε → Z of abelian groups.
By using the fact that C * is a free Γ-complex and that B * is contractible we obtain a chain map f * : C * → B * which is augmentation preserving i.e. ε • f 0 = ε. Moreover, f is unique up to chain homotopy (see [Bro82, I.7 .4]). The contracting homotopy s n : B n → B n+1 and the basis of C * determine f * inductively (see [Bro82, p.24] for the details). Hence the maps f i : C i → B i , i = 0, 1, 2, are given by
Here we have used the following convention:
It follows that the induced cochain map f * 2 : Hom Γ (B 2 ; A) → Hom Γ (C 2 ; A) is given by
The chain map f * 2 induces an injection f * : H 2 (Γ; A) → H 2 (X; A) by Lemma 3.1. Hence, f * 2 (c) is a coboundary iff there exists a cochain b ∈ Hom Γ (C 1 ; A) such that
for all j = 1, . . . , m. The proposition follows from Equation (18) by using (15), (16) and (17). 2
Let α : π 1 (M ) → C * be a nontrivial representation. As before we denote by C + the π 1 (M )-module C α , i.e. γ ·z = α(γ)z . Moreover, let h : π 1 (M ) → (C, +) be a homomorphism and let d + : π 1 (M ) → C + be cocycle. Note that α induces an homomorphism α : tors(H 1 (M ; Z)) ⊕ Z → C * and, that there exists a ∈ C such that h = a φ.
By Proposition 6.1 we have that h . ∪ d + is a coboundary if and only if there exists x 1 , . . . , x n ∈ C + such that
for all j = 1, . . . , n − 1. We have h
and hence for η = c γ γ ∈ Qπ 1 (M ) we get from (8):
Let D :
The operator D satisfies the following rules:
It follows from this rules that D(c) = 0 for c ∈ C. For given z ∈ C * we define ord z : C[t ±1 ] → N ∪ {∞} to be the order of η(t) ∈ C[t ±1 ] at z i.e. ord z (η) = ∞ ⇔ η(t) ≡ 0 and
It is easy to see that, if η(z) = 0 then ord z (η) = ord z (D(η)) + 1. For a fixed z ∈ C * the evaluation map C[t ±1 ] → C which maps η(t) to η(z) turns C into a C[t ±1 ]-module which will be denoted by C z . The kernel of the evaluation map C[t ±1 ] → C is exactly the maximal ideal generated by (t − z).
We choose a splitting of H 1 (M ; Z) as in (2) and we write α = β α • φ σ as in (8). Recall that β α is nothing but the evaluation map at z := α(0, 1). Hence (20) gives:
where
If A is the matrix of f with respect to the canonical basis then β α (A) is the matrix of f z with respect to the canonical basis and DA is the matrix of D(f ) with respect to the canonical basis. Here, β α and D applied to a matrix means simply applying it to each entry.
Proof of Lemma 5.3. Recall that we made the assumption that α is a simple zero of the Alexander invariant of M .
Let h ∈ Z 1 (π 1 (M ); C 0 ) and d + ∈ Z 1 (π 1 (M ); C + ) be cocycles representing nontrivial cohomology classes. It follows from Equation (7) ∪ h is a coboundary. Let a ∈ C * such that h = aφ and set z := α(0, 1). Then β α (η(t)) is simply η(z). By writing equations (19) in matrix form we obtain from (21) that h . ∪ d + is a coboundary if and only if the system
has a solution x ∈ C n . Here, for each matrix A ∈ M m,n (C[t ±1 ]) we denote by A(z) ∈ M m,n (C) the matrix obtained by applying the evaluation map to the entries. ¿From the canonical 2-complex associated to the presentation we obtain the following resolutions:
Moreover, (Dr 1 )(z) = 0 and each element of Ker d z 2 representing a nonzero cohomology class does not map into Im d z 2 under (Dd 2 )(z). Hence, for each cocycle d + : π 1 (M ) → C + which represents a generator of H 1 (M ; C + ) and each nontrivial homomorphism h : π 1 (M ) → (C, +) the system (22) has no solution i.e. h . ∪ d + is not a coboundary. 2
Deforming metabelian representations
We suppose in the sequel that α is a simple zero of the Alexander invariant of M . Let ρ + ∈ R(M ) denote the metabelian representation defined in Section 5. In this section we use the results of the previous two sections in order to show that ρ + is a smooth point of R(M ) with local dimension 4. Let i : ∂M → M be the inclusion.
Lemma The representation
Proof. By Corollary 5.4,
Thus, by the exact sequence of the pair
We prove the lemma by contradiction: if ρ + restricted to i # (π 1 (M )) was trivial, then sl 2 (C) ρ + would be a trivial π 1 (∂M )-module, and therefore
would have dimension six, contradicting the previous upper bound for the dimension. 2 7.2 Definition A non-cyclic abelian subgroup of PSL 2 (C) with four elements is called Klein's 4-group. Such a group is realized by rotations about three orthogonal geodesics and it is conjugated to the one generated by ± 0 1 −1 0 and ± i 0 0 −i .
Remark
The image ρ + (i # (π 1 (∂M ))) cannot be the Klein group, because the image of ρ + is reducible (i.e. the action on P 1 (C) = C ∪ {∞} has a fixed point, ∞), but the Klein group has no fixed point in P 1 (C).
Recall that by Weil's construction Z 1 (π 1 (M ); sl 2 (C) ρ + ) contains the Zariski tangent space of R(M ) at ρ + (cf. Section 3). To prove the smoothness, we show that all cocycles in Z 1 (π 1 (M ); sl 2 (C) ρ + ) ∼ = C are integrable. To do this, we prove that all obstructions vanish, by using the fact that the obstructions vanish on the boundary. Thus R(Z ⊕ Z) has two components, one of dimension four and one of dimension three, which is the orbit of a representation onto the Klein group.
Given a representation ̺ ∈ R(Z ⊕ Z) which is non trivial and different from the Klein group, then
This computation shows that the dimension of the Zariski tangent space at this representation is at most four. Since the representation lies in a four dimensional component, it is a smooth point of R(Z ⊕ Z).
If ̺ is a representation onto the Klein group then H 0 (Z⊕Z; sl 2 (C) ̺ ) = 0 and hence H 1 (Z⊕Z; sl 2 (C) ̺ ) = 0 by the same Euler characteristic argument. Hence dim Z 1 (Z ⊕ Z; sl 2 (C) ̺ ) = 3. Since the orbit of the representation is three dimensional and closed, the lemma is proved.
Given a cocycle Z 1 (π 1 (M ); sl 2 (C) ρ + ) the first obstruction to integration is the cup product with itself. In general when the n-th obstruction vanish, the obstruction of order n + 1 is defined, it lives in H 2 (π 1 (M ); sl 2 (C) ρ + ).
Let Γ be a finitely presented group and let ρ : Γ → PSL 2 (C) be a representation. A formal deformation of ρ is a homomorphism
is the evaluation homomorphism at t = 0 and C [[t] ] denotes the ring of formal power series. We shall say that a ρ ∞ is a formal deformation up to order k of ρ if ρ ∞ is a homomorphism modulo t k+1 . An easy calculation gives that ρ ∞ is a homomorphism up to first order iff u 1 ∈ Z 1 (Γ, sl 2 (C) ρ ) is a cocycle. We call a cocycle u 1 ∈ Z 1 (Γ, sl 2 (C) ρ ) formally integrable if there is a formal deformation of ρ with leading term
is a homomorphism modulo t k+1 . Then there exists an obstruction class
∈ H 2 (Γ; sl 2 (C) ρ ) with the following properties (see [HPSP01, Sec. 3]):
is a homomorphism modulo t k+2 if and only if ζ k+1 = 0.
(ii) The obstruction ζ k+1 is natural i.e. if f : Γ ′ → Γ is a homomorphism then f * ρ k := ρ k • f is also a homomorphism modulo t k+1 and f * (ζ
is neither trivial nor a representation onto a Klein group then every cocycle in Z 1 (π 1 (M ); sl 2 (C) ρ ) is integrable.
Proof.
We first show that the map i * :
To that extent we use the following commutative diagram:
The horizontal isomorphism on the top of the diagram comes from the exact sequence of the pair (M, ∂M ) and the dimension computation in the proof of Lemma 7.1. The vertical isomorphism on the right is a consequence of asphericity of ∂M . In addition the vertical map on the left is an injection (see Lemma 3.1). We shall prove now that every element of
is also a formal deformation of order k . On the other hand, it follows from Lemma 7.4 that the restriction ρ k • i # is a smooth point of the representation variety R(∂M ). Hence, the formal implicit function theorem gives that i * ρ k extends to a formal deformation of order k + 1 (see [HPSP01, Lemma 3.7] ). Therefore, we have that
. Now, i * is injective and the obstruction vanishes. 2 7.6 Proposition The representation ρ + is a smooth point of R(M ) with local dimension four.
Proof. It follows from Corollary 5.4 that dim H 1 (π 1 (M ); sl 2 (C) ρ + ) = 1 thus dim Z 1 (π 1 (M ); sl 2 (C) ρ + ) = 1 + dim sl 2 (C) = 4. Moreover, it follows from Lemma 7.1 and Remark 7.3 that the representation ρ + verifies the hypothesis of Lemma 7.5. Hence all cocycles in Z 1 (π 1 (M ); sl 2 (C) ρ + ) are integrable. By applying Artin's theorem [Art68] we obtain from a formal deformation of ρ + a convergent deformation (see [HPSP01, Lemma 3.3]). Thus ρ + is a smooth point of R(M ) with local dimension equal to 4 = dim
The quadratic cone at the representation ρ α Let α : π 1 (M ) → C * be a nontrivial representation. We shall suppose in the sequel that α is a simple zero of the Alexander invariant. We want to show that ρ α is contained in precisely two components and that their intersection at the orbit of ρ α is transverse. For this we study the quadratic cone. The Zariski tangent space can be viewed as the space of germs of analytic paths which are contained in R(M ) at the first order. The quadratic cone is the analogue at the second order. Since the defining polynomials for the union of two varieties are the products of defining polynomials for each component, the Zariski tangent space of each component (at points of the intersection) can only be detected by the quadratic cone.
Let ρ : π 1 (M ) → PSL 2 (C) be a representation. The quadratic cone Q(ρ) is defined by
Recall that given two cocycles u, v ∈ Z 1 (π 1 (M ); sl 2 (C) ρα ) the cup product
where [ , ] denotes the Lie bracket (see (6)). Since the Lie bracket is antisymmetric, one easily checks that the cup product is symmetric, i.e. the cocycles [u ∪ v] and [v ∪ u] represent the same cohomology class, by (7). To compute the quadratic cone Q(ρ α ) we use the decomposition sl 2 (C) α = C 0 ⊕ C + ⊕ C − of π 1 (M )-modules, see (9). Let pr 0 and pr ± denote the projections of sl 2 (C) α to the respective one dimensional modules. We can easily check the relation
Here we use the products of π 1 (M )-modules C × C ± → C ± , and C ± × C → C ± , which are nothing but the usual product of complex numbers. Notice that those cup products of cohomology classes of cocycles valued in C ± and C are antisymmetric (by the same reason that the cup product valued in sl 2 (C) is symmetric). Therefore (23) in induces, ∀z ∈ Z 1 (π 1 (M ); sl 2 (C) α ):
The splitting (9) induces a splitting in cohomology. We recall that dim H 1 (π 1 (M ); C ± ) = dim H 1 (π 1 (M ); C) = 1 and we have chosen cocycles d ± and d 0 whose cohomology class generate H 1 (π 1 (M ); C ± ) and H 1 (π 1 (M ); C) respectively (see Section 5).
Thus the cocycle z ∈ Z 1 (π 1 (M ); sl 2 (C) α ) is cohomologous to
Therefore (24) becomes
is the union of two subspaces, one of dimension 4 and another one of dimension 3. These subspaces are precisely the the kernels of the projections
and
respectively. In particular the intersection of these subspaces is the space of coboundaries B 1 (π 1 (M ); sl 2 (C) α ).
Proof. Notice that the space
is five dimensional and that
Every cocycle z ∈ Z 1 (π 1 (M ); sl 2 (C) α ) can be uniquely written as z = (25) and (26), the condition for the quadratic cone [z ∪ z] ∼ 0 reduces to:
This is of course a necessary condition for integrability. In particular we deduce that z ∈ Q(ρ α ) iff z ∈ Z 1 (π 1 (M ); C + ⊕ C − ) or z ∈ Z 1 (π 1 (M ); C 0 ) ⊕ B 1 (π 1 (M ); C + ⊕ C − ) and the lemma follows. 2
Proof of Theorem 1.2. By Lemma 8.1 it suffices to show that ρ α is contained in two irreducible components, one of dimension four containing irreducible representations and another of dimension three containing only abelian ones.
As we said at the beginning of this section, the Zariski tangent space of each component of a union is only detected at the quadratic cone of the union (tangent to a point of the intersection). This will show that the Zariski tangent space of each component has the right dimension which implies that the point of the intersection is a smooth point of each component. Moreover, the intersection is transverse. The component of dimension 4 is provided by Proposition 7.6. In fact ρ α is the adherence of the orbit of ρ + , thus it is contained in the same irreducible component. For the other component, notice that ρ α is contained in a subvariety of abelian representations S α (M ), with dim S α (M ) ≥ 3 (see Lemma 4.8). Representations in S α (M ) are conjugated to diagonal representations, thus the tangent space to this deformation is clearly contained in the kernel of the projection to H 1 (π 1 (M ); C + ⊕ C − ), and this gives an irreducible component of dimension at most three. Thus ρ α it is a smooth point of the three-dimensional component S α (M ) ⊂ R(M ). In addition the orbits by conjugation in this component must be two-dimensional and therefore all representations must be abelian. 
Note that ρ α i is ∂ -trivial for i = 2, 3, 4. On the other hand, ρ + α i • i # : π 1 (∂M ) → PSL 2 (C) is parabolic but nontrivial (cf. Lemma 7.1) and Lemma 7.5 applies. The results of [HPSP01] do not apply.
9 The variety of characters near χ α Let α : π 1 (M ) → C * a representation such that α is a simple zero of the Alexander invariant. Let χ α ∈ X(M ) denote the character of ρ α .
Proof of Theorem 1.3. Notice that there are at least two components of X(M ) containing χ α , which are precisely the quotient of the components of R(M ) containing ρ α .
To study the geometry of X(M ) near χ α we construct a slice as in [BA02] . Let γ 0 ∈ Γ be an element such that ρ α (γ 0 ) = ± Id. We define the slice as:
By [BA02] , S is a sliceétale and we shall give here some of its properties: firstly, S is transverse to the orbit by conjugation at ρ α . More precisely, if for some neighborhood U of ρ α , F : U ⊂ R(M ) → C 2 maps a representation ρ to the non-diagonal entries of ρ(γ 0 ), then S ∩ U = F −1 (0, 0). The tangent map of F restricted to the coboundary space defines an isomorphism
and H 1 (π 1 (M ); sl 2 (C) α ) can be viewed as the Zariski tangent space to S at ρ α . Secondly, the projection S → X(M ) is surjective at least for characters χ with χ(γ 0 ) = 4. Therefore for our purposes it is sufficient to study the slice S and this quotient by the stabilizer of ρ α . Let d 0 ∈ Z 1 (π 1 (M ); C 0 ) and d ± ∈ Z 1 (π 1 (M ); C ± ) denote the cocycles of the previous section. Up to adding a coboundary, we may assume that d ± (γ 0 ) = 0. Thus the tangent space to S at ρ α is three dimensional and generated by d 0 , d + and d − . The analysis of Section 8 allows to say that S has two components around ρ α : one curve tangent to d 0 consisting of diagonal representation and a surface tangent to the space generated by d + and d − , containing irreducible representations. Notice that since S is transverse to the boundary space, it intersects the orbit of ρ α by conjugation in a single point.
To analyze X(M ), we take the quotient of S by the stabilizer of ρ α , which is precisely the group of diagonal matrices:
Since the curve in S of diagonal representations commutes with D , it projects to a curve of abelian characters in X(M ). To understand the action on the other component, we analyze the action on the Zariski tangent space: a matrix
In other words, we must understand the algebraic quotient C 2 //C * where t ∈ C * maps (x, y) ∈ C 2 to (t x, t −1 y). The quotient C 2 //C * is the line C, where the algebra of invariants functions is generated by xy . Thus the quotient of the four dimensional component containing ρ α is also a smooth curve.
To show that the intersection is transverse, notice that the Zariski tangent space to X(M ) at χ α is H 1 (π 1 (M ); C) ⊕ H 1 (π 1 (M ); C + ⊕ C − )//C * ∼ = C 2 . The first factor H 1 (π 1 (M ); C)⊕0 ∼ = C is tangent to the curve of abelian characters, and 0 ⊕ H 1 (π 1 (M ); C + ⊕ C − )//C * ∼ = C is tangent to the other curve, thus the intersection is transverse. 2
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Let α : π 1 (M ) → C * be a representation such that α is a simple zero of the Alexander invariant. Moreover, we shall suppose in this section that χ α : π 1 (M ) → R is real valued. We recall from [HP04] that the character χ ρ of a representation ρ ∈ R(M ) maps γ ∈ π 1 (M ) to χ ρ (γ) = trace 2 (ρ(γ)).
10.1 Lemma Let Γ be a finitely generated group. If χ ∈ X(Γ) is real valued, then there exists a representation ρ ∈ R(Γ) with character χ ρ = χ and such that the image of ρ is contained either in PSU(2) or in PGL 2 (R).
Notice that PGL 2 (R) ⊂ PGL 2 (C) ∼ = SL 2 (C) has two components, the identity component is PSL 2 (R), the other component consists of matrices with determinant −1 (which in PSL 2 (C) are represented by matrices with entries in C with zero real part).
Looking at the action of PSL 2 (C) on hyperbolic space H 3 by orientation preserving isometries, the group PGL 2 (R) is the stabilizer of a totally geodesic plane in H 3 , and the two components of the group are determined by the preserving or not of the orientation of the plane. The group PSU(2) is the stabilizer of a point and it is connected (isomorphic to SO(3)).
Proof. Let F n be a free group with a surjection F n ։ Γ. Following [HP04], we consider F 2 n , the subgroup of F n generated by all squared elements γ 2 , with γ ∈ F n . This group is a normal subgroup of F n and gives the following exact sequence 1 → F 2 n → F n → H 1 (F n , C 2 ) → 1, where C 2 is the cyclic group with two elements.
Let ρ ∈ R(M ) be a representation with real valued character χ ρ = χ. If ρ is reducible, we may assume that it is diagonal. Therefore we have two cases, either ρ is irreducible or ρ is diagonal.
The composition of ρ with F n ։ Γ can be lift to a representation ρ ′ : F n → SL 2 (C). By Propositions 2.2 and 2.4 of [HP04] the restriction of ρ ′ to F 2 n has real trace. Hence, we can apply the known results about those representations.
If the restriction ρ ′ | F 2 n is irreducible, then the image of ρ ′ | F 2 n is contained in either SL 2 (R) or SU(2) [MS84, Prop. III.1.1]. Looking at the action on H 3 , this means that ρ ′ | F 2 n preserves either a totally geodesic plane or a point in H 3 . In particular ρ ′ | F 2 n has either a unique invariant circle in ∂H 3 ∼ = P 1 (C) or a unique fixed point in H 3 (uniqueness follows from irreducibility). Since F 2 n is normal in F n , ρ ′ (F n ) leaves invariant the same circle or the same point, respectively. This proves the lemma in this case.
If the restriction ρ ′ | F 2 n is trivial, then the image of ρ is abelian and finite, and therefore it fixes a point in H 3 . This means that, up to conjugation, ρ(Γ) ⊂ PSU(2).
If the restriction ρ ′ | F 2 n is reducible but non-trivial, then it fixes either a single point or two in ∂H 3 . When it fixes two points, using normality, these points must be fixed or permuted by every element of ρ ′ (F n ), and therefore ρ is either diagonal or the Klein group and the lemma is shown in this case. Finally, if ρ ′ | F 2 n fixes a single point, it is also fixed by ρ, but this contradicts the fact that ρ is diagonal.
As χ α is real valued, α(γ) + 1 α(γ) ∈ R ∀γ ∈ π 1 (M ). Thus the image of α is either contained in the reals R * or in the unit circle S 1 = {z ∈ C | |z| = 1}.
Since we already know which cocycles of Z 1 (π 1 (M ); sl 2 (C) α ) are integrable, we can easily describe the subsets of representations into those groups. We distinguish two cases:
Case 1 Assume that there is a γ ∈ π 1 (M ) such that |α(γ)| = 1.
In this case the image of α is contained in R * = R\{0} but not in {±1}. Hence, Im(ρ α ) is contained in PGL 2 (R). Since sl 2 (C) is the complexification of sl 2 (R), we have the corresponding isomorphism of cohomology groups: H * (π 1 (M ); sl 2 (C) α ) = H * (π 1 (M ); sl 2 (R) α ) ⊗ R C.
In particular we may assume that the cocycles d ± and d 0 are valued in R.
Using the complexification of the second cohomology group, we realize that the computation of obstructions can be carried out in the real setting, thus we get:
10.2 Proposition Assume that the image of α is contained in R * but not in {±1}. Then the character χ α is contained in precisely two real curves of characters in PGL 2 (R), one of them with abelian representations and the other one with irreducible ones. In addition χ α is a smooth point of both curves that intersect transversely at χ α .
When the image of α is contained in the positive reals, then the representations in Proposition 10.2 are contained in PSL 2 (R), by connectedness. The case when the image of α is contained in {±1}, is treated in next case. Geometrically, PSU(2) is the stabilizer of a point in hyperbolic space and PSU(1, 1) is the connected component of the stabilizer of the unit circle in C. Thus PSU(1, 1) is the connected component of the stabilizer of a plane in hyperbolic space, and therefore it is conjugate to PSL 2 (R). In this case, the Lie algebra sl 2 (C) is the complexification of both su(2) and su(1, 1). Thus an argument similar to the previous case will apply. Note that the cocycles d + and d − are not valuated in those Lie algebras. However since ρ α = ρ 1/α we can assume that d − is the complex conjugate transpose to d + , thus d + − d − is valuated in su(2) and d + + d − is valuated in su(1, 1) .
The tangent directions d + − d − and d + + d − are different in the slice of the variety of representations, but they project to the same direction (with opposite sense) in the variety of characters (see the description of the quotient in previous section). Notice that this gives a curve of real valued characters. In addition, the set of real valued characters in a smooth complex curve can be at most one dimensional.
Proposition
Assume that the image of α is contained in S 1 ⊂ C * . Then the character χ α is contained in precisely two real curves of characters, one of them abelian (contained in S 1 ) and the other one with irreducible representations, contained in PSU(2) in one side and in PSU(1, 1) ∼ = PSL 2 (R) on the other side. In addition χ α is a smooth point of both curves that intersect transversely at χ α .
