The following result clarifies when preferences over time and under risk correspond to discounting and are not risk neutral. If a binary relation on a real vector space V satisfies four axioms, then there is a utility function U = f • u : V → R where u : V → R is linear as a map of vector spaces and f : R → R is continuous and weakly monotone.
Introduction
Little is known about the logic of preferences for combinations of risk and time. Samuelson [1] suggested the discounted utility model in a deterministic setting, and the model was axiomatized by Koopmans [2, 3, 4] and Williams and Nassar [5] . Let V be the real vector space consisting of deterministic scalar sequences (x 1 , x 2 , ...) with the zero element 0 = (0, 0, ...), and let be a weak ordering (transitive and complete) on V . Under a strong form of Koopmans' axioms, there is an intra-period utility function f : R → R and a single-period discount factor β ∈ [0, 1) such that (x 1 , x 2 , ...) (y 1 , y 2 , ...) if and only if
However, it is standard practice in many applications to compare stochastic processes by taking expectations on both sides. That is, now let V be a real vector space of discretetime stochastic processes on the same probability space, and let 0 ∈ V be a sequence of zeroes (with probability one). In many applications, {X t } {Y t } if and only if
where E denotes expected value.
There seems to be no fundamental justification for this comparison although the method is widely used in disparate fields such as accounting [6] , advertising [7] , biology [8, 9] , energy [10] , engineering [11] , financial economics [12, 13, 14, 15, 16] , game theory [17] , production [18] , social psychology [19] , and technological change [20] . The deterministic and stochastic comparisons are additively separable, so the separability literature [21] is relevant but does not address the structure of the separable terms. Extensive and largely unrelated literatures either take the intra-period utility function as given and discuss the choice of a discount factor [22, 23, 24] , or investigate the existence and properties of the intra-period utility function [25] . The issues in this paper do not seem to be related to the logical consistency of preferences regarding the intertemporal resolution of uncertainty [26, 27, 28] .
Preference theory has identified weak sets of sufficient conditions for utility functions to exist, be continuous, and be differentiable [29] . Our axioms include familiar assumptions:
weak ordering, continuity, and non-triviality. However, we have a decomposition axiom instead of independence.
Axioms and Definitions
Let V be a real vector space with zero 0. We work abstractly although the elements X ∈ V in our principal application are deterministic or stochastic streams of consumption vectors.
The main purpose is to elicit the structure of a utility function when a binary relation on V satisfies the following axioms:
(A1) rationality: is a weak ordering (preorder; reflexive, transitive, complete) on V ;
denotes the associated strong ordering and ∼ the associated equivalence, 
A utility function is a pseudo-utility function
Main Result
Theorem: For every ordering satisfying (A1)-(A4), there exists a utility function of the form U = f • u : V → R in which u : V → R is a linear pseudo-utility function. Also, f : R → R is weakly monotonic and can be taken to be linear if and only if (A2 c ) holds.
There is a partial converse, discussed below.
Discussion
A real vector space with a binary relation is said to be partially ordered if it has a cone property that x y implies αx αy for all α ≥ 0, and it satisfies antisymmetry, (A1), (A2), and the converse of (A2):
There exists a linear pseudo-utility function u : V → R [31, 32] if a vector space is partially ordered and has additional properties (not including the Archimedean axiom which is stronger than (A3) [30] ). However, we do not assume that V is partially ordered and the 3 effect of the absence or not of (A2 c ) is a major point of interest. The theorem yields the existence of a linear pseudo-utility function without requiring (A2 c ). It follows from part 4 of the lemma in the proof that the cone property is redundant in the definition if a partially ordered vector space [31, 32, 33, 34] satisfies (A3).
The theorem has implications for discounting and risk neutrality. Let I denote the natural numbers, T ∈ I, I T = {1, 2, .., T }, and V be the set of countable stochastic sequences X = (X 1 , X 2 , ..., X T ) defined on a probability space (Ω, F, P ) with 
Sufficient conditions for discounting and the existence of a felicity function imply risk neutrality [35] . That is, there are two consequences if (V, ) satisfies axioms (A1)-(A3) and e mt 0 for all t ∈ I T and m (which implies (A4)). First, for each t there exists a unique β t with positive components such that X Y if and only if Σ t β t X t Σ t β t Y t .
Second, the following properties are equivalent: (A2 c ), existence of a felicity function, and risk neutrality. By risk neutrality we mean the existence of γ ∈ R M such that X Y if and only if
for all X and Y for which the expectations exist finitely.
In contrast to the restricted setting in [35] , the theorem shows that (A2 c ) is fundamentally equivalent to risk neutrality, and that the equivalence remains valid if I T is replaced by I. Another consequence of the theorem is that if (V, ) satisfies (A1)-(A3), e mt 0 for all m and t, and Ω is finite, then there exists U : R M → R such that, for all X ∈ V and Y ∈ V for which the following expectations exist finitely,
Here, U is linear if and only if axiom (A2 c ) is valid. Further assumptions yield the familiar geometric form β mt = (β m ) t and β m < 1. In summary on this point, there is a stronger justification for (2) than (1). As usual in preference theory, the restriction to a finite sample space Ω can be weakened.
Note that a non-trivial linear function u :
. This order satisfies (A1)-(A4) and also (A2 c ). On the other hand, consider the following examples.
•
The function U (X) = min{X, 1} is a utility function.
• This example is the same as above, except also 1 ≺ X for all X > 1. The utility function is
There is a jump in the utility function at 1.
We see below that these examples are prototypical. In particular, how an order fails (A2 c )
is made apparent. In fact, the second example is somewhat exotic and does not occur if (A3) is strengthened slightly as follows:
(A3') the sets {α ∈ R : αX − Y ( ) Z} are closed for any X, Y , Z ∈ V .
The second example above does not satisfy (A3') with Y = 0, X = Z = 1.
Proof of main result
For use below, we establish some elementary technical properties of the ordering.
Lemma. Axioms (A1), (A2), and (A3) imply the following: 
Hence u is linear. We also establish that u is a pseudo-utility.
Thus u is a pseudo-utility.
Finally, we construct a utility function U . Define an equivalence relation on R by x ≡ y if there are X ∈ V and Y ∈ V with u(
all elements with u values between those of X and Y , inclusive, are equivalent under the order. Thus the relation ≡ is well-defined (does not depend on the choices of X and Y ), and moreover, for any x, the set of y equivalent to x is a single point or an interval I = I x .
The idea is to define a monotonic function f : R → R such that f (x) = f (y) if and only if For convenience, we suppose all the intervals I are contained in a bounded set of R.
For the full case, one performs the construction below on a sequence of bounded sets; the details are left to the reader. For any (small) L > 0, let N (L) < ∞ be the number of intervals with (I) ≥ L (it is here we require the intervals to be in a bounded set). Define If there are no irregular points, and the lengths (I) are bounded away from zero, the function f can be made smooth (C ∞ ), by redefining g. Details are left to the reader.
The function f is defined as a Lebesgue integral, but can be defined as a Stieltjes integral. If µ 2 = µ 3 = 0, it can be defined as a Riemann integral.
The pseudo-utility function u is unique up to scale. It is determined up to scale by the set {X : X 0}.
In the construction of U from u, the number 0 is not in any interval I x , otherwise (A2) would be violated. Conversely, given u, any set of disjoint intervals I x , none of which contains 0, determines, via the resulting U , an order satisfying (A1)-(A4).
If (A2 c ) obtains, then the equivalence relation ≡ is trivial; x ≡ y if and only if x = y.
In this case, the utility function can be assumed linear. Conversely, if the utility function is linear, the equivalence relation ≡ is trivial, and (A2 c ) obtains.
