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Abstract
A numerical method is presented for the estimation and the visualization of the stability boundary of
an equilibrium point in the state space of autonomous nonlinear dynamical systems. The technique uses
a combination of certain concepts from Liapunov theory, numerical simulation and the properties of the
geometric structure of the stability boundary. The boundary can be visualized by computing its intersections
with arbitrarily selected two-dimensional planes in state space. The visualization problem is reduced to a
two-point boundary value di8erential problem which is solved using a 9ooding technique.
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1. Introduction
When designing nonlinear dynamical systems which yield a nonglobally stable set point, the
computation of the set point’s region of attraction in state space and the visualization of the stability
boundary in higher order cases constitute problems of major practical importance. In this paper we
present numerical methods for +nding and visualizing these boundaries. Let
x˙ = f(x); (1)
where f(·)∈C1 (continuous with continuous partial derivatives wrt its arguments) represent a dy-
namical system with state x∈Rn. Let xˆs be a locally asymptotically stable set point with stability
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region (xˆs) ⊂ Rn and stability boundary @(xˆs). We consider systems which can possess a high
dynamical order and may have many equilibrium states such as e.g., systems controlled by neu-
ral networks, passivity based robot control loops or more general electromechanical systems of the
Euler–Lagrange or the Hamiltonian type. Many technical design methods, particularly in control
engineering rely on principles from Liapunov theory. Therefore, systems of this kind often possess
global Liapunov functions which endow their stability boundaries with speci+c structural properties.
We shall assume system (1) possesses a global Liapunov function V (x)∈C1, whose time derivative
is negative semide+nite in Rn and does not vanish along any nontrivial solution in any nonempty
time interval. Furthermore, technical systems usually display certain dissipativity properties which in
general ensure that the solutions on the stability boundary remain bounded for increasing time. We
shall also assume that this property holds. SuGcient for this is, for example, that V (x) is radially
unbounded. Under some weak, mostly generic additional constraints the geometric structure of the
stability boundary may then be characterized as
@(xˆs) =
⋃
xˆi∈
IW s(xˆi); (2)
where
, {xˆi ∈ @(xˆs); index xˆi = 1; W u(xˆi) ∩ (xˆs) = ∅} (3)
[5]. In (2), (3) W s(xˆi) and W u(xˆi) denote the stable and unstable manifolds of an equilibrium point
xˆi. xˆi is hyperbolic if the Jacobian matrix J (xˆi),
@f
@x
∣∣∣
x=xˆi
has no eigenvalues on the imaginary axis
and it has index r if J (xˆi) has exactly r eigenvalues with positive real part. In particular (2) holds in
the case of Morse–Smale systems [3] where certain transversality conditions are satis+ed and where
the quasi-stability boundary @ I(xˆs) coincides with the true stability boundary @(xˆs).
In Section 2 we present a method for estimating @(xˆs) on the basis of Eq. (2). In their previous
work the authors have laid the mathematical foundations of their approach [1]. Here we concentrate
on the numerical and algorithmic aspects of the technique. For each one of the equilibria xˆi ∈ an
anchor set i for trajectory reversion is constructed inside (xˆs) at -distance from xˆi in a plane
transversal to W u(xˆi). Numerical trajectory reversion using classical simulation techniques in reverse
time and starting from these anchor sets results in the generation of a collection of surfaces i
which, together with the equilibria xˆi and suitable surface segments connecting i to xˆi constitute
estimates of the manifolds W s(xˆi), hence of @(xˆs). Moreover, the estimate obtained in this way can
be shown to converge to @(xˆs) for 
¿→0 for wide classes of systems including but not restricted to
the Morse–Smale case.
The dimension of @(xˆs) being n − 1 the computational e8ort required to determine the entire
stability boundary grows substantially for increasing n. In order to decrease the computational load
and to handle the visualization problem Section 3 describes a technique to compute the intersections
of the estimated stability boundary with well-selected, two-dimensional planes v in state space.
Obtaining a point of the intersection is reduced to a two-point boundary value di8erential problem
de+ned by the system dynamics and the boundary conditions x(0)∈ i; x()∈ v for some ¡ 0.
Numerical methods for such problems involve either a 9ooding technique or some iterative procedure
such as quasi-linearization. In Section 4 an algorithm is developed that uses a 9ooding procedure.
In Section 5 an example of a mechanical set point regulator is designed to illustrate the potential of
the method.
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2. Stability boundary calculations
Assume the conditions of Section 1 are satis+ed. Suppose the system’s equilibria are hyperbolic
and that the stable and unstable manifolds of the equilibria on @(xˆs) satisfy the transversality
condition [3]. Let (xˆs) not be dense in Rn and coincide with the quasi-stability region int. I(xˆs).
Then the system belongs to the Morse–Smale class and relation (2) holds [5]. This relation suggests
the following technique for approximately computing the stability boundary: If xˆi ∈ then W u(xˆi)
consists of the point xˆi and exactly two trajectories i , {xi(t);−∞¡t¡+∞}, i = 1; 2, exactly
one of which lies in (xˆs). Suppose 1 ⊂ (xˆs). Then an anchor set i for trajectory reversion is
constructed by transversally intersecting 1 with an (n − 1)-dimensional, suGciently small disk Di
at -distance from xˆi. Its boundary satis+es
i , @Di ⊂ (xˆs): (4)
A practical method to construct i consists of intersecting the level set boundary {x∈Rn;V (x) =
V (xˆi)} with an (n− 1)-dimensional plane at -distance from xˆi and transversal with 1. The inter-
section consists of or contains an (n− 2)-dimensional set i in the -neigbourhood of xˆi. Using the
properties of the system’s Liapunov function it can be veri+ed that i satis+es (4). The surface i
is now obtained by classical trajectory reversing starting from initial points on i. Since the anchor
set i lies in the -neighbourhood of the corresponding equilibrium point xˆi the estimation of the
stability boundary is practically achieved by taking the union of the closures Ii. Furthermore, it
has been established that the proposed technique produces estimated stability boundaries that also
converge to the true stability boundary for  ¿→0 for certain systems which do not satisfy relation (2)
[1]. For example saddle point connections on the stability boundary, which violate the transversality
condition, can be allowed. Also the condition @(xˆs)=@ I(xˆs) may be weakened. If @(xˆs) = @ I(xˆs)
then for some xˆi ∈, both trajectories 1 and 2 may lie inside (xˆs) and there are two anchor sets
i and two surfaces i corresponding to xˆi. The method then detects @(xˆs) including the interior
segments of @(xˆs) which do not belong to @ I(xˆs).
3. Visualization
Suppose we wish to determine the intersection  of the estimated stability boundary with a given
two-dimensional plane v in state space.  must be found directly without +rst estimating the entire
stability boundary. Finding a point of  then requires the solution of a two-point boundary value
di8erential problem de+ned by the system’s dynamic equations and the boundary conditions x(0)∈ i
and x()∈ v for some ¡ 0. Equivalently we can use the boundary conditions:
x(0)∈ v;
x()∈ i for some ¿ 0; (5)
since system (1) is autonomous. To solve this problem we apply a 9ooding procedure. Flooding can
be described as a process of generating a collection of solutions satisfying the speci+ed boundary
conditions at one end. Here all solutions pass through the plane v at t=0. The Liapunov function is
used to de+ne a range of initial points on v such that for increasing time one of the solutions will also
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pass through the anchor set i. To this end we rely on the method of the closest unstable equilibrium
point (c.u.e.p.) for determining a conservative estimate of (xˆs) [2]. Let xˆ0 be the c.u.e.p. of xˆs.
Then it is easy to show that, under the assumptions of Section 2, xˆ0 ∈. Furthermore the level set
{x;V (x)¡V (xˆ0)} is the union of a number of open, simply connected and disjoint subsets one of
which, say S1, contains xˆs. Now S1 ⊂ (xˆs), i.e., S1 is a conservative estimate of (xˆs). Choose the
plane v such that S1 ∩ v is nonempty and select a point A∈ S1 ∩ v. Let  be a ray in v emanating
from A which intersects @(xˆs) in a point that is not an equilibrium point. Furthermore, assume 
intersects , @S1 ∩ v in a point xa. In the next section we describe an algorithm that +nds a point
xd on  lying on the intersection .
4. Algorithm
Let xb ∈  such that xb ∈ S1 and |xb − xa| is suGciently small. Then neither xa nor xb is an
equilibrium point. Now for a suGciently small ¿ 0 the following holds: Along the trajectory
x(t; xb) which starts at xb at t = 0, V (x) decreases monotonically from the value V (xb) to the value
V (xˆ0), which is reached at some time instant (xb)¿ 0 in a point x[(xb); xb]∈ @S1. During the time
interval [0; (xb)] the solution x(t; xb) never reaches the -neighbourhood of an equilibrium point
xˆi ∈ @(xˆs) for which
W u(xˆi) ∩ (xˆs) = ∅: (6)
However, for increasing |xb − xa| along the ray  the initial state xb reaches a critical value xd for
which the following holds: At some time instant (xd)¿ 0 the solution x(t; xd) reaches the value
V (xˆi) in a point xf , x[(xd); xd] at -distance from an equilibrium point xˆi ∈ @(xˆs) which satis+es
(6). The equilibrium point xˆi has index xˆi ¡ n and satis+es
V (xˆi)¡V (xd): (7)
There are two possibilities:
(1) Index xˆi = 1, hence xˆi ∈: Let !i ¿ 0 be the (unique) real and positive characteristic value
of J (xˆi) where J (x), @f(x)=@x is the system’s Jacobian. Let ei be the corresponding eigenvector:
J (xˆi)ei = ei!i; !i ¿ 0: (8)
Choose ei such that
xˆi + ei0 ∈(xˆs) (9)
for 0¿ 0 and suGciently small. The plane through xf and orthogonal to ei is
e′i(x − xf) = 0: (10)
The point xˆi + ei0 lies in this plane if e′i(xˆi + ei0 − xf) = 0, or
e′i(xf − xˆi) = 0e′iei ¿ 0: (11)
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Eq. (11) expresses that xf ∈ i ⊂ (xˆs). Hence xd ∈ . We conclude that the initial point xd of the
computed trajectory segment {x(t; xd); 06 t6 (xd)} lies on  if the +nal point xf satis+es
V (xf) = V (xˆi); xˆi ∈; (12)
|xf − xˆi|= ; (13)
e′i(xf − xˆi)¿ 0: (14)
(2)1¡ index xˆi ¡ n: Now the basic assumptions imply that W s(xˆi) ⊂ @W s(xˆn) for some xˆn ∈
[5]. We conclude that for  ¿→0, xd approaches the intersection of v with the boundary @n of the
surface n. Hence xd ∈  if
V (xf) = V (xˆi); (15)
|xf − xˆi|= ; (16)
xf ∈(xˆs): (17)
There is no simple test to verify (17) without computing the entire trajectory {x(t; xd); t¿ 0}. How-
ever, possibility (2) only occurs exceptionally.
If the direction of the ray  is varied such that the entire plane v is covered, then the complete
intersection curve = @(xˆs) ∩ v is generated, assuming (xˆs) ∩ v is convex: In this case each ray
 intersects  in exactly one point which is detected by the algorithm. If (xˆs) ∩ v is not convex it
may be necessary to repeat the procedure for several choices of the point A. This has been illustrated
in the example below.
5. Example
Consider a simple two-degree-of-freedom mechanical system as displayed in Fig. 1. In normalized
form its equations of motion can be written as
Oq1 + 2%1q˙1 + g(q1) + k0(q1 − q2) = u; (18)
Oq2 + 2%2q˙2 + k0(q2 − q1) = 0 (19)
with
g(q),
[
1− )√
)2 − 1 + q2
]
q; )¿ 1; (20)
where qi , yi=d, i = 1; 2; %i ¿ 0, i = 1; 2 are damping coeGcients, ) ,
√
l2 + d2=d, k0 , k1=k,
u, f0=kd and where time has been rescaled as , !0t; !0 ,
√
k=m. There are three open-loop
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Fig. 1. A two-degree-of-freedom mechanical system.
equilibria resp. at q1 = q2 = −1, 0 and 1. These are the con+gurations where the spring k exerts
no horizontal force on the cart train. In Fig. 1 the system has been sketched in its equilibrium
con+guration corresponding to q1 = q2 = 1. The end points of the unstretched spring k are then at
a horizontal distance d. Suppose we wish to design a collocated actuator–sensor controller for the
system, using static output feedback. The output being q1, let
u=−.(q1); (21)
where .(q1) is a function to be determined. We have x = col[q1; q2; q˙1; q˙2]. Let
V (x), 12 q˙
2
1 +
1
2 q˙
2
2 +
∫ q1
0
g(/) d/+ 12 k0(q1 − q2)2 +
∫ q1
0
.(/) d/: (22)
Along the solutions of (18) and (19)
V˙ (x) =−2%1q˙21 − 2%2q˙22: (23)
Hence V (x) is a radially unbounded global Liapunov function for the closed loop if |.(q1)| is
bounded for all q1 ∈R, which also keeps |u| bounded. Now by standard invariance theory [4] it
follows from (23) that all solutions converge to an equilibrium state as t → +∞. Choose the stable
closed-loop equilibria at q1 = q2 = q0 or −q0 with q0¿ 1. For example take
.(q1) = 01
q1
1 + 02q21
; 01¡ 0; 02¿ 0; (24)
01 , −g(q0)[1 + 02q
2
0]
q0
: (25)
Then in closed loop there is an index 1 equilibrium at q1 = q2 = 0 and there are index 0 equilibria
at q1 = q2 = ±q0. In the algorithm of Section 4 to estimate and visualize the stability boundaries
of the stable equilibria the possibility 2 does not occur. Fig. 2 shows the computed intersections of
these stability boundaries with the plane q˙1 = q˙2 = 0. The selected value of  was  = 0:0005. For
lower values of  the obtained estimate did not vary any more, which means that the true stability
boundary has been reached.
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Fig. 2. Intersection  of the stability boundaries with the plane q˙1 = q˙2 = 0 for the system of Fig. 1 with feedback law
(21), (24), (25); (•): stable equilibria at q1 = q2 = ±q0 = ±2; (c): index 1 equilibrium at q1 = q2 = 0; %1 = %2 = 0:1,
k0 = 4, )= 2, 01 =−6:83, 02 = 6:75. Four points A have been used to generate the segment of  shown.
As a modi+cation of this example consider the two-degree-of-freedom system of Fig. 3 which has
nine open loop equilibria. The dynamic equations are:
Oq1 + 2%1q˙1 + g(q1) + g(q1 − q2) = u; (26)
Oq2 + 2%2q˙2 + g(q2 − q1) = 0: (27)
Again let u be given by (21) while now
V (x), 12 q˙
2
1 +
1
2 q˙
2
2 +
∫ q1
0
g(/) d/+
∫ q1−q2
0
g(/) d/+
∫ q1
0
.(/) d/: (28)
Again V˙ (x) satis+es (23). So keeping |.(q1)| bounded such as in (24) ensures the global convergence
of the set of the closed loop equilibria. The choices (24) and (25) put the closed-loop equilibria
at q1 = 0, q0 or −q0 with q1 − q2 = 0, 1 or −1. In the algorithm of Section 4 both possibilities 1
and 2 may occur. Fig. 4 shows the intersection of the estimated stability boundaries of the stable
equilibria with the plane q˙1 = q˙2 = 0.
6. Conclusion
We have discussed the evaluation and the visualization of stability boundaries in state space for
autonomous nonlinear dynamical systems. Numerical techniques have been described which aim at
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Fig. 3. A modi+cation of the example of Fig. 1.
-15 -10 -5 0 5 10 15
-20
-15
-10
-5
0
5
10
15
20
q
1
q 2
Fig. 4. Intersection of the stability boundaries with the plane q˙1 = q˙2 = 0 for the system of Fig. 3 with feedback law (21),
(24), (25); (•): stable equilibria at q1 = ±q0 = ±2 and |q2 − q1| = ±1; (c): index 1 equilibria at q1 = q2 = ±2 and at
q1 = 0, q2 = ±1; (): index 2 equilibrium at q1 = q2 = 0. Only those segments of an intersection curve  have been
computed that can be “seen” from the corresponding equilibrium point.
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reducing the computational load associated with the problem in higher order cases. They allow one
to compute intersections of the stability boundary with two-dimensional planes in state space. The
method essentially applies to systems that possess a global Liapunov function and whose trajectories
on the stability boundary remain bounded for increasing time. The visualization problem is reduced to
solving a two-point boundary value di8erential problem which is handled using a 9ooding technique.
The properties of the Liapunov function are used to minimize the number of trajectory segments
and the length of each segment that must be computed. There remain some problems a.o. associated
with the numerical robustness of the algorithm, speci+cally in cases where the stability boundary
contains equilibria xˆi for which 1¡ index xˆi ¡ n and in cases where the stability region (xˆs) is
not convex. These points must be further investigated. The stability boundary evaluation problem is
important in many engineering disciplines, for example the transient stability analysis of electrical
power systems, phase lock problems in electronics, the set point control of various mechanical
systems etc. In these applications the proposed method avoids the need of carrying out extensive
experiments and simulation work in the systems design process.
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