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Abstract
In this chapter we are examining several iterative methods for solving nonlinear
eigenvalue problems. These arise in variational image-processing, graph partition and
classification, nonlinear physics and 39 more. The canonical eigenproblem we solve
is T (u) = λu, where T : Rn → Rn is some bounded nonlinear operator. Other
variations of eigenvalue problems are also discussed. We present a progression of 5
algorithms, coauthored in recent years by the author and colleagues. Each algorithm
attempts to solve a unique problem or to improve the theoretical foundations. The
algorithms can be understood as nonlinear PDE’s which converge to an eigenfunction
in the continuous time domain. This allows a unique view and understanding of the
discrete iterative process. Finally, it is shown how to evaluate numerically the results,
along with some examples and insights related to priors of nonlinear denoisers, both
classical algorithms and ones based on deep networks.
1 Introduction and Preliminaries
In this section, we outline some basic notations and properties which will be used
throughout this chapter. A main type of functionals we are discussing are one-
homogeneous functionals, used frequently as regularizers in image processing and
learning.
1.1 One homogeneous functionals
We consider an absolutely one homogeneous functional J that takes as input a function
u : x ∈ Ω→ R defined on a domain Ω ⊂ R2. Ω can either be a discrete domain of size
|Ω| = N or an open convex bounded set with Lipschitz boundary. u are elements of
some Hilbert space X (e.g. X can be L2(Ω)) embeded with some inner product 〈. , 〉.
J : X → R⋃{+∞} is assumed to be proper, convex and lower semi-continuous (lsc).
Absolutely one-homogeneous functionals satisfy
J(cu) = |c|J(u), ∀c ∈ R, ∀u ∈ X. (1)
The functional J in finite dimensions can be, for instance, of the general form:
J(u) =
N∑
i=1
 N∑
j=1
wij |ui − uj |q
1/q , (2)
for q ≥ 1, with wij ≥ 0 (usually symmetric weights are assumed wij = wji). This
formulation can be understood as a typical one-homogeneous functional on weighted
graphs. In this case ui is the value of the function u at node i on the graph and wij
is the weight between node i and node j. As grids of any dimension can be realized
by specific graph structures, this formulation applies to standard grids as well. Thus
(2), with appropriate weights, can be the spatial discrete version of anisotropic total
variation (TV) (q = 1), isotropic TV (q = 2) and anisotropic or isotropic nonlocal
TV.
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We recall the subgradient definition for general convex functionals
p ∈ ∂J(u)⇔ J(v)− J(u) ≥ 〈p, v − u〉, ∀v.
We also note the relation to the convex conjugate J∗
J(u) = sup
p
〈u, p〉 − J∗(p).
Below we state some properties of one-homogeneous functionals.
Property 1 A function J defined in (2) admits:
(a) If p ∈ ∂J(u), then J(u) = 〈p, u〉,
(b) If p ∈ ∂J(u), then J(v) ≥ 〈p, v〉, ∀v.
Notice in particular that from (b) we get that ∂J(u) ⊂ ∂J(0) ∀u ∈ X.
Property 2 The convex conjugate J∗ of a one-homogeneous functional is the char-
acteristic function of the convex set {∂J(0)}. Moreover, when Ω is included in a finite
dimensional space, we have ([11]):
∃C > 0 s.t. ||p||2 ≤ C, ∀p ∈ ∂J(0). (3)
From the equivalence of norms, we have that if u is of zero mean, there exists a
constant κ > 0 for which
||u||2 ≤ κJ(u), ∀u such that 〈u,1〉 = 0. (4)
The nullspace of the functional is defined by
N (J) = {u ∈ X | J(u) = 0} . (5)
The properties below are shown in [11].
Property 3 An absolutely one-homogeneous functional J is a seminorm and its nullspace
is a linear subspace.
Property 4 If a unit constant function u = 1 is in N (J) then any subgradient p
admits
〈p,1〉 = 0.
We use `2 and `1 norms of u defined as ||u||2 =
√〈u, u〉 and ||u||1 = 〈u, sign(u)〉.
2 Eigenvectors of nonlinear operators
We give here a brief introduction to the broad topic of eigenvectors of nonlinear oper-
ators. More details are provided in relation to the variational setting. We would like
to extend the linear eigenvalue problem
Lu = λu,
given a matrix L, to a generalized problem, given a bounded nonlinear operator T :
X → X. Replacing L by T we get the nonlinear eigenvalue problem associated with
T ,
T (u) = λu, (6)
where λ ∈ R is the associated eigenvalue. In the variational context, given a convex
functional J , the eigenvalue problem induced by J is
p = λu, p ∈ ∂J(u). (7)
As an example, for the Dirichlet energy J = 12‖∇u‖2, the associated eigenvalue prob-
lem is a linear one,
−∆u = λu,
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where ∆ denotes the Laplacian. For appropriate boundary conditions, sines and
cosines are solutions to this problem, which are the basis elements of the Fourier
transform. For one-homogeneous regularizing functionals, such as total-variation, one
obtains different (sharp) eigenfunctions, which can serve for representing signals based
on nonlinear spectral transforms, as shown in [21, 20, 12, 22, 8]. We would not elab-
orate on this direction, which is beyond the scope of this chapter.
For absolutely one homogeneous functionals, the eigenvalues are non-negative,
since J(u) = 〈λu, u〉 = λ||u||22 and λ = J(u)||u||22 ≥ 0. An interesting insight on the
eigenvalue λ shown in [1] can be gained by the following proposition. We define
K = {∂J(0)} to be the set of possible subgradients for any u. Indeed if p ∈ ∂J(u)
then p ∈ ∂J(0). We first note that an eigenfunction that admits λu ∈ ∂J(u) has zero
mean from Property 4 above. Next, we have the following result.
Proposition 1 For any non constant eigenfunction u, we have ∀µ ≥ λ,
λu = ProjK(µu),
where ProjK is the orthogonal projection onto K = {∂J(0)}.
Eigenfunctions in the form of (7) have analytic solutions, when used as initial
conditions in gradient flows. Let a gradient flow be defined by,
ut = −p u|t=0 = f, p ∈ ∂J(u), (8)
where ut is the first time derivative of u(t;x). As shown in [12], when the flow
is initialized with an eigenfunction (that is, λf ∈ ∂J(f)), the following solution is
obtained,
u(t;x) = (1− λt)+f(x), (9)
where (q)+ = q for q > 0 and 0 otherwise. This means that the shape f(x) is
spatially preserved and changes only by contrast reduction throughout time. An
analytic solution (see [3, 12]) can be shown for the proximal problem as well, that is,
a minimization with the square 2 norm,
min
u
J(u) +
α
2
‖f − u‖22. (10)
In this case, when f is an eigenfunction and α ∈ R+ (R+ = {x ∈ R |x ≥ 0}) is fixed,
the problem has the following solution,
u(x) =
(
1− λ
α
)+
f(x). (11)
In this case also, u(x) preserves the spatial shape of f(x) (as long as α > λ). This
was already observed by Meyer in [26] for the case of a disk with J the TV functional.
Earlier research on nonlinear eigenfunctions induced by TV, which are set indicator
functions, has been referred as calibrable sets. First aspects of this line of research
can be found in the work of Bellettini et al. [2]. They introduced a family of convex
bounded sets C with finite perimeter in R2 that preserve their boundary throughout
the TV flow (gradient flow (8) where J is TV). It is shown that the indicator function
of a set C, 1C , with perimeter P (C) which admits
ess sup
p∈∂C
κ(p) ≤ P (C)|C| (12)
is an eigenfunction, in the sense of (7), where u = λC1C and
λC =
P (C)
|C| . (13)
A further generalization of (6), referred to as the double-nonlinear eigenvalue prob-
lem, is formulated by introducing another bounded nonlinear operator Q, to have,
T (u) = λQ(u). (14)
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Here Q(u) may be high order polynomials or trigonometric functions. In physics, a
variant of (14) is quite common, where T is a linear operator (mostly the Laplacian).
For example, the one-dimensional Shcroedinger equation,
−uxx = λ(u3 − u).
We will address here ways also of how to solve such problems. In the variational
context, T and Q are two subgradient elements of different convex functionals, J and
H, thus (14) is rewritten as
p = λq, p ∈ ∂J(u), q ∈ ∂H(u). (15)
This type of problem appears in the relaxation of the Cheeger cut problem, where J is
TV and H is `1, see [24, 29, 17]. There are several additional algorithms which attempt
to compute nonlinear eigenfunctions in some specific settings. In [4] and [5] algorithms
for computing the smallest eigenvalue and eigenfunction of the p-Laplacian are pro-
posed, along with convergence proofs. As part of analyzing variational networks [16]
analyze the learned regularizers by computing their eigenfunctions. This is performed
by minimizing a generalized Rayleigh quotient using accelerated gradient descent. In
the process of nonlinear spectral decomposition based on gradient descent ([20, 12]),
near extinction time only a single eigenfunction ”survives”. This idea is formalized
in [9] where eigenfunctions are computed by taking the limit at extinction time of a
gradient flow. [19, 18] have used power-iterations to solve several nonlinear eigenpair
problems. Existence and uniqueness results were obtained based on Perron-Frobenius
theory.
We will now present in detail five algorithms, coauthored by the author and col-
leagues, to solve various types of nonlinear eigenvalue problems. Some of the iterative
algorithms can be understood as a discretization in time of a continuous nonlinear
flow.
3 Nossek-Gilboa (NG)
This simple algorithm, presented first in [27], was the first of a series of algorithms,
which stem from nonlinear flows. These flows reach a steady-state only at eigenfunc-
tions. Different initial conditions yield different steady-states. The goal for the (NG)
algorithm is to provide a solution to the nonlinear eigenvalue problem (7), where J is
an absolutely one-homogeneous functional, admitting (1). We assume a constant unit
vector is in its null-space (Property 4). The proposed nonlinear flow is,
ut =
u
||u||2 −
p
||p||2 , p ∈ ∂J(u), (16)
where u(0) = u0 ∈ X is an initial condition, with 〈u0,1〉 = 0. The associated iterative
algorithm for solving (7) is detailed in Algorithm 1.
Algorithm 1: (NG). Compute a nonlinear eigenfunction λu ∈ ∂J(u), associated
with an absolutely one-homogeneous functional J .
Data: u0 with 〈u0,1〉 = 0, ∆t ∈ (0, ‖u0‖2), .
Result: Eigenfunction and eigenvalue, {uk, λk}, where λk = J(uk)/||uk||22.
Initialization: k ← 0, uk ← u0.
repeat
uk+1 = uk + ∆t
(
uk+1
||uk||2 −
pk+1
||pk||2
)
, (17)
until ||uk+1 − uk||2 < ε;
Eq. (17) is computed by solving the following convex optimization problem,
uk+1 = arg min
v
{
J(v) +
||pk||2
2∆t
(
1− ∆t||uk||2
)
|| u
k
1− ∆t||uk||2
− v||22
}
. (18)
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3.1 NG flow properties
There are several desired properties of this flow. Although it does not emerge as a
gradient flow of a certain energy functional, the solution becomes smoother with time
(in terms of the regularizing functional J). On the other hand, the `2 norm of the
solution is increasing. The main properties are summarized in the following theorem.
In this case, the proof is presented, and is relatively simple to follow (it is based on
[27, 1]). This allows us to get the intuition of how such flows behave. In subsequent
parts, proofs are omitted and we refer the reader to the relevant papers for details, to
avoid a lengthy presentation.
Theorem 1 Assume that there exists a solution u in W 1,2((0, T );X), T > 0, of the
flow (16) . Then the following properties hold:
d
dt
1
2
||u(t)||22 ≥ 0, (19)
moreover, we have 〈u(t),1〉 = 0, and in addition,
d
dt
J(u(t)) ≤ 0 for almost every t. (20)
We conclude that, t 7→ J(u(t)) is non increasing for all t ≥ 0.
Proof: Recalling that 〈p, u〉 ≤ ||p||2||u||2, this flow ensures that:
d
dt
1
2
||u(t)||22 = 〈u, ut〉 =
〈
u,
u
||u||2 −
p
||p||2
〉
= ||u||2 − 〈u, p〉||p||2 ≥ 0
We can also remark that
d
dt
1
2
||u(t)||22 ≤ ||u(t)||2
so that
||u(t)||2 ≤ ||u0||2 + 2t.
Additionally, if u0 is of zero mean, Property 4 ensures that u(t) is of zero mean,
for all t > 0. To show (20) we make use of Lemma 3.3 page 73 in [7] (see also Lemma
4.1 in [30]). It allows us to use the ”chain rule for differentiation”. Let us first recall
this lemma.
Lemma 1 (Brezis ’73) Let T > 0 and F be a convex, lower semi-continuous, proper
function and v ∈ W 1,2((0, T );X). Let also h ∈ L2((0, T );X), such that h ∈ ∂F (v(t))
a.e. in (0, T ). Then the function F ◦ v : [0, T ] → R is absolutely continuous in [0, T ]
with
d
dt
(F (v(t))) = 〈z, vt〉, ∀z ∈ ∂F (v(t)) a.e. in (0, T ).
From Lemma 1, if u is in W 1,2((0, T );X), we get that J(u(t)) is absolutely continuous
in [0, T ] with
d
dt
J(u(t)) = 〈p, ut〉 =
〈
p,
u
||u||2 −
p
||p||2
〉
=
〈u, p〉
||u||2 − ||p||2 ≤ 0.
This inequality holds for almost every t, and since t 7→ J(u(t)) is an absolutely con-
tinuous function, we deduce that it is a non increasing function. 
The flow (16) converges iff ut = 0 so that
p =
||p||2
||u||2u ∈ ∂J(u)⇒ p =
J(u)
||u||22
u
and u is an eigenfunction of J with eigenvalue λ = J(u)||u||22 .
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3.2 NG iterations algorithm properties
The iterations in Algorithm 1 can be viewed as a semi-implicit scheme of the flow (16).
The properties of the discrete flow are similar in nature to those of the continuous flow
(but not precisely the same). They are summarized in the following theorem (details
are given in [27]).
Theorem 2 The solution uk of the discrete flow (17) of Algorithm 1 has the following
properties:
(i) 〈uk,1〉 = 0.
(ii) ‖pk+1‖2 ≤ ‖pk‖2.
(iii) ‖uk+1‖2 ≥ ‖uk‖2.
(iv) J(u
k+1)
||uk+1||2 ≤
J(uk)
||uk||2 .
(v) A sufficient and necessary condition for steady-state uk+1 = uk holds if uk is
an eigenfunction, admitting (7).
4 Aujol-Gilboa-Papadakis (AGP)
In [1] the authors proposed a generalized flow for solving (7), which is more stable
than (NG) and can be better analyzed theoretically. The general flow, for α ∈ [0; 1],
is,
ut =
(
J(u)
||u||22
)α
u−
(
J(u)
||p||22
)1−α
p, p ∈ ∂J(u), (21)
with u(0) = u0 ∈ X, 〈u0,1〉 = 0. Notice that for α = 1/2, we retrieve the (NG) flow,
(16), up to a normalization with J1/2(u). For the case α = 1 the flow becomes
ut =
(
J(u)
||u||22
)
u− p, p ∈ ∂J(u). (22)
In this case, there is no term with ||p||2 in the denominator and the analysis simplifies.
Uniqueness of the flow and convergence of the iterative algorithm are established.
For the case α = 1 we get that the `2 norm is fixed in time. This allows us to
have a unit norm throughout the evolution. In the discrete iterations, however, an
additional normalization step is required to maintain this property. Given any input
f , to obtain a valid initial condition u0, we first subtract the mean and then normalize
by the `2 norm . The associated iterative algorithm, α = 1, for solving (7) is detailed
in Algorithm 2.
Algorithm 2: (AGP). Compute a nonlinear eigenfunction λu ∈ ∂J(u), associ-
ated with an absolutely one-homogeneous functional J .
Data: u0 with 〈u0,1〉 = 0, ||u0||2 = 1, ∆t ∈ (0, ||u0||22/J(u0)), .
Result: Eigenfunction and eigenvalue, {uk, λk}, where λk = J(uk)/||uk||22.
Initialization: k ← 0, uk ← u0.
repeat
uk+1/2 = uk + ∆t
(
J(uk)uk+1/2
||uk||22
− pk+1/2
)
,
uk+1 =
uk+1/2
||uk+1/2||2
.
(23)
until ||uk+1 − uk||2 < ε;
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The term uk+1/2 in Eq. (23) is computed by solving,
uk+1/2 = arg min
v
{
J(v) +
1
2∆t
||v − uk||22 −
J(uk)
2||uk||22
||v||22
}
. (24)
There is a unique minimizer v for any time step ∆t which is in the range specified
above.
4.1 AGP flow properties
Theorem 3 For u0 of zero mean and ∀α ∈ [0; 1], if u is in W 1,2((0, T );X), then the
trajectory u(t) of the flow (21) satisfies the following properties:
(i) 〈u(t),1〉 = 0.
(ii) ddtJ(u(t)) ≤ 0 for almost every t. Moreover, t 7→ J(u(t)) is non increasing.
If α = 0, we have for almost every t that ddtJ(u(t)) = 0 and t 7→ J(u(t)) is
constant.
(iii) ddt ||u(t)||2 ≥ 0 and ddt ||u(t)||2 = 0 for α = 1.
(iv) If the flow converges to u∗, we have p∗ = J2α−1(u∗) ||p
∗||2(1−α)2
||u∗||2α2 u
∗ ∈ ∂J(u∗) so
that u∗ is an eigenfunction.
Uniqueness. For the case α = 1, one can establish uniqueness of the flow (22), under
mild conditions.
Theorem 4 Let u and v be two solutions of (22) in W 1,2((0, T );X) with respective
initial condition u0 and v0, such that J(u0) < +∞ and J(v0) < +∞, with ‖u0‖2 =
‖v0‖2 = 1. Then we have:
d
dt
(
1
2
‖u− v‖22
)
≤ J(u) + J(v)
2
‖u− v‖22. (25)
By the fact that J(u) is decreasing and using Gronwall lemma we obtain
‖u− v‖22 ≤ ‖u0 − v0‖22 exp ((J(u0) + J(v0)(t− t0)) . (26)
4.2 AGP iterations algorithm properties
The iterations in Algorithm 2 can be viewed as a semi-implicit scheme of the flow
(22). The algorithm’s properties are detailed below.
Theorem 5 Let u0 in X, and the sequence uk defined by (23). Then the sequences
J(uk) and ‖pk‖2 are non increasing, ‖uk‖2 = ‖u0‖2 for all k, and uk+1 − uk → 0.
Convergence. Finally, it is shown that Algorithm 2 converges to an eigenfunction.
Theorem 6 Let u0 be in X, and the sequence uk be defined by (23). There exist
some u and p in X such that, up to a subsequence, uk converges to u in X and pk
converges to p in X, with p ∈ ∂J(u), and J(uk) converges to J(u). Moreover, u is a
nonlinear eigenfunction, in the sense of (7).
5 Feld-Aujol-Gilboa-Papadakis (FAGP)
In [17] the aim is to solve the problem (15) for the case when J and H are both
absolutely one-homogeneous functionals. Let us consider the generalized nonlinear
Rayleigh quotient
R(u) :=
J(u)
H(u)
. (27)
In an analogue to the linear case, eigenfunctions in the sense of (15) are critical points
of (27). In segmentation, classification and clustering, often we seek eigenfunctions
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with the least (strictly positive) eigenvalue. Thus, excluding the null-space of J and
H, we seek to minimize the Rayleigh quotient (27). A classical way to reach a local
minimizer of R(u) is by using a gradient descent flow,
ut = −∇R(u).
Taking the variational derivative of R(u), with q ∈ ∂H(u), p ∈ ∂J(u), the gradient
descent flow is,
ut =
J(u)q −H(u)p
H2(u)
. (28)
The flow can also be written as,
ut =
R(u)q − p
H(u)
.
This flow is hard to analyze theoretically, mainly due to the division by H(u). There-
fore, [17] proposed the following flow to minimize R(u),
ut = R(u)q − p. (29)
This is essentially a gradient-descent type flow, without the division by H(u), which
can be interpreted as a dynamic rescaling of the time parameter. The flow reduces
monotonically the quotient R(u) and the steady state admits the nonlinear eigenvalue
problem (15).
A second flow is proposed, that minimizes the log of the Rayleigh quotient,
ut = −∇(logR(u)),
which can be written as,
ut =
q
H(u)
− p
J(u)
. (30)
This is motivated by a widely used practice of using the log of a function involving
multiplicative expressions. It is commonly employed in statistics and machine learning
algorithms, such as maximum likelihood estimation and policy learning. The flow is
essentially a time rescaling of (29) by 1/J(u). We note that it is not in the form of
Brezis Lemma 1 and therefore is harder to analyze. We will not focus on this flow
here. It is worth mentioning, however, that in the context of the Cheeger cut problem,
we found out that numerically it is very stable and highly resilient to the choice of the
discrete time step. Thus a large time step can be chosen, which speeds up numerical
convergence (see details in [17]).
The algorithm is based on the following semi-explicit scheme of the flow,{
(uk+1/2 − uk)/∆t = R(uk)qk − pk+1/2, qk ∈ ∂H(uk), pk+1/2 ∈ ∂J(uk+1/2)
uk+1 = uk+1/2/||uk+1/2||2.
(31)
This scheme is associated with the minimization of a convex functional,
uk+1/2 = argmin
u∈X
F (u) :=
1
2∆t
||u− uk||22 −R(uk) 〈qk, u〉+ J(u), (32)
where uk+1/2 being a minimizer of F implies that there exist pk+1/2 ∈ ∂J(uk+1/2)
such that
1
dt
(uk+1/2 − uk)−R(uk)qk + pk+1/2 = 0.
This leads directly to Algorithm 3.
Remark 1 Notice that since J and H are absolutely one-homogeneous their subgra-
dients do not change by the normalization step of the flow, i.e qk+1 = qk+1/2 and
pk+1 = pk+1/2. We also have R(u
k+1) = R(uk+1/2) as a quotient of two one-
homogeneous functionals.
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Algorithm 3: (FAGP).Rayleigh quotient minimization of absolutely one-
homogeneous functionals
Data: u0 with 〈u0,1〉 = 0, ||u0||2 = 1, ∆t > 0,  > 0.
Result: Local Minimizer u of the Rayleigh quotient R = J/H.
Initialization: k ← 0, uk ← u0.
repeat
uk+1/2 = argmin
u∈X
F (u) := 12∆t ||u− uk||22 −R(uk)
〈
qk, u
〉
+ J(u).
uk+1 = uk+1/2/||uk+1/2||2
until ||uk+1 − uk||2 < ε;
end while
The sequence uk of Algorithm 3 satisfies the following properties:
1. 1 = ||uk||22 ≤ 〈uk+1/2, uk〉 ≤ ||uk+1/2||22.
2. ||uk+1 − uk||2 ≤ ||uk+1/2 − uk||2.
3. Monotonicity: R(uk+1) ≤ R(uk).
4. Compactness: ||uk+1 − uk||22 → 0.
Convergence. It is shown that Algorithm 3 converges to a (double nonlinear) eigen-
function, in the sense of (15).
Theorem 7 (Convergence) Let u0 in X and u
k is computed by Algorithm 3. Then
there exist u, p and q in X such that up to a subsequence uk → u, pk+1/2 → p, qk → q,
||u||2 = 1, and
p = R(u)q, q ∈ ∂H(u), p ∈ ∂J(u). (33)
Further relations to calibrable sets and variants of Algorithm 3 for Cheeger cut
minimization on graphs are provided in detail in [17].
6 Cohen-Gilboa (CG)
Nonlinear eigenvalue problems emerge naturally also in physical modeling of nonlinear
phenomena in fields such as photo-electronics and quantum physics. In 1895 Korteweg-
de Vries formulated a mathematical model of waves on shallow water surfaces which
were previously described by Russell. The KdV equation, as expressed in [31], is,
ut + uux + δ
2uxxx = 0,
with δ a small real scalar. Reformulating this expression for a stationary wave yields,
−uXX = λ
(
−cu+ u
2
2
)
, (34)
where c is the wave velocity, X = x− ct and λ = δ−2. Naturally, λ can be understood
as an eigenvalue. The solution to this equation models well a family of solitary waves
referred to as solitons. In this specific case one can obtain an analytic solution,
u(X) = 3c · sech2
(√
c · λX
2
)
.
In recent decades there has been a growing research concerning nonlinear physical
models, where more complex nonlinear eigenvalue problems emerge, such as the two-
dimensional nonlinear Schroedinger equation,
uxx + uyy − V0
(
sin2x+ sin2y
)
u+ σ|u|2u = −µu. (35)
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In [13] a method for solving such problems was proposed, following the flows of [27]
and [1]. The basic formulation was to solve the (double) nonlinear problem,
T (u) = λQ(u), (36)
where T (u) ∈ ∂J(u), J(u) is a convex, proper, lsc regularizing functional and Q(u)
is a bounded nonlinear operator, with both T,Q ∈ L2(Ω) . The following flow is a
natural generalization of [27],
ut(t) = M(u(t)), u(t = 0) = u0, (37)
where
M(u) = s
Q(u)
||Q(u)||2 −
T (u)
||T (u)||2 , (38)
and s = sign(〈Q(u), T (u)〉). It can be shown that ddtJ(t) ≤ 0 a.e. for t ∈ (0,∞) and
that a steady state admits the nonlinear eigenvalue problem (36).
A problem arises here, where one can reach the null-space of J , thus yielding degen-
erate solutions with eigenvalues λ = 0. This did not happen in previous algorithms,
which ensured u to be of zero mean and unit norm (or increasing norm with time in
[27]). This prevented the case where u can be a constant function. For (36), however,
these assumptions do not necessarily hold, moreover we do not control u directly.
Such flows tend to find smoother solutions with low eigenvalues, thus reaching a very
smooth degenerate solution is not only a theoretical problem, but a phenomenon which
is actually encountered in numerical experiments. Thus, one needs to ”push” the evo-
lution ”away” from degenerate solutions. This is formulated in general by defining a
subspace which does not include all eigenfunctions with zero eigenvalues. We would
like our flow to always stay in that subspace. An additional term is added to the flow,
which directs it toward this subspace. Let us explain it in more details for the case
where J is the Dirichlet energy, hence T (u) = −∆u. We thus want to solve,
−∆u = λQ(u). (39)
This is an eigenvalue problem with left-sided linear operator and right-sided nonlinear
operator (common in physics). For Neumann boundary conditions the null space of
J is the space of constant functions. Therefore, the following energy is defined,
E(u) =
1
2
〈Q(u), 1〉2, (40)
with
∂E = 〈Q(u), 1〉∂Q,
and ∂Q is the variational derivative of 〈Q(u), 1〉. We would like E(u) = 0 at steady-
state to ensure we obtain a meaningful solution. A variant of a gradient descent with
respect to E is defined by,
ut = C(u) (41)
where
C(u) = −∂uE + 〈∂uE, T (u)〉||T (u)||22
T (u). (42)
It ensures one decreases E while not increasing J . We call this the complementary
flow. Let us compute the time derivatives of J and E:
d
dt
J(u) =〈T (u), ut〉 = 〈T (u), C(u)〉
=〈T (u),−∂uE + 〈∂uE, T (u)〉||T (u)||22
T (u)〉 = 0.
(43)
For E we have,
d
dt
E(u) =〈∂uE, ut〉 = 〈∂uE,C(u)〉
=− ||∂uE||22 +
〈∂uE, T (u)〉2
||T (u)||22
≤ 0,
(44)
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where the last inequality follows Cauchy-Schwarz. We thus can merge the main flow
(37) and the complementary one (41), with some weight parameter α to obtain the
final flow,
ut = M(u) + αC(u), (45)
where α ∈ R+ and M(u) and C(u) are defined in (38), and (42), respectively. This
combined flow admits (d/dt)J(u) ≤ 0 and (d/dt)E(u) ≤ 0 (for α large enough).
Numerically, iterations which follow this flow are provided in [13], using the following
adaptive time step for the main flow,
dtM = 2
〈∆uk,M(uk)〉
||∇M(uk)||22
, (46)
and an adaptive step size for the complementary flow,
dtC = − E(u
k+ 12 )
〈∂E(uk+ 12 ), C(uk+ 12 ) 〉. (47)
The choice of dtC was such that it approximates in a single step E(u) ≈ 0, within a
first Taylor approximation. The numerical algorithm, a dissipating flow with respect
to the energy term J (ensured to be non-increasing), is shown in Algorithm 4. Since it
is basically an explicit scheme with carefully chosen time-steps, each iteration requires
a low computational effort.
Algorithm 4: (CG). Nonlinear eigenpair generation for the Laplacian problem:
−∆u = λQ(u).
Data: u0, Q(u),  > 0.
Result: Eigenfunction and eigenvalue, {uk, λk}, where λk = 〈T (u), u〉/〈Q(u), u〉.
Initialization: k ← 1, uk ← u0, T (u) = −∆u.
Set dtC(u0) according to (47).
u1 ← u0 + dtC(u0) · C(u0).
repeat
Set dtM according to (46) and M(u
k) according to (38).
uk+
1
2 ← uk + dtM ·M(uk).
Set dtC according to (47) and C(u
k+ 1
2 ) according to (42).
uk+1 ← uk+ 12 + dtC · C(uk+ 12 ).
until ||uk+1 − uk||2 < ε;
7 Bungert-Hait-Papadakis-Gilboa (BHPG)
The last algorithm presented here is related to very general and complex nonlinear
operators, which often cannot be expressed analytically. In [23] and [10] the operators
considered were nonlinear denoisers, which can be based on classical algorithms or on
deep neural networks.
The setting is as follows. Let T : H → H be a generic (nonlinear) operator on a
real Hilbert space H with norm || · ||. In the case of a neural network one typically
has H = Rn, equipped with the Euclidean norm. We aim at solving the nonlinear
eigenproblem (6),
T (u) = λu,
where u ∈ H and λ ∈ R denote the eigenvector and eigenvalue, respectively. Since
the operator assumed here is very general and is not based on any energy functional,
one needs to resort to a very simple iterative process, which does not involve any
minimization. Such a simple algorithm exists for the linear case, the power method.
Linear power method is a simple classical algorithm for solving linear eigenvalue
problems Lu = λu, where u ∈ Rn is a vector and L ∈ Rn×n is a diagonalizable matrix.
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Given some initial condition u0, k ← 0, uk ← u0, the following process is iterated until
convergence,
uk+1 ← Lu
k
‖Luk‖2 , k ← k + 1. (48)
Under mild conditions, it is known to converge to the eigenvector with the largest
eigenvalue, although convergence is slow. A straightforward analog of this process for
the nonlinear case, having an operator T (u), is to initialize similarly and to iterated
until convergence,
uk+1 ← T (u
k)
‖T (uk)‖2 , k ← k + 1. (49)
One can analyze this process more easily in a restricted nonlinear case, where J is an
absolutely one-homogeneous functional, based on a proximal operator of J ,
proxJα(u) := argminv∈H
1
2
||v − u||2 + αJ(v), (50)
where u ∈ H and α > 0 denotes the regularization parameter. The operator is a
classical variational denoiser,
T (u) = proxJα(u), (51)
which for J = TV coincides with the ROF denoising model ([28]). In [10] it was
shown that the process is well defined for a range of parameters α, that the energy
is decreasing, J(uk+1) ≤ J(uk), along with a full proof of convergence to a nonlinear
eigenvector, in the sense of (6).
For more complex nonlinear operators, however, certain modifications are required.
A critical issue is the range of the operator. Unlike linear or homogeneous operators,
general nonlinear operators often are expected to perform only in a certain range.
This is certainly true in neural-networks, where the range is dictated implicitly by
the range of the images in the training set. Thus normalization by the norm, as in
(49), can drastically change the range of uk and cause unexpected behavior of the
operator. Furthermore, the mean value of uk is a significant factor. For denoisers, we
often expect that a denoising operation does not change the mean value of the input
image, that is
〈T (u), 1〉 = 〈u, 1〉. (52)
It can be shown that for any vector u 6= 0 with non-negative entries and a denoiser T
admitting (52), if u is an eigenvector then λ = 1. Another issue is the invariance to a
constant shift in illumination. We expect the behavior of T to be invariant to a small
global shift in image values. That is, T (u + c) = T (u) + c, for any c ∈ R, such that
(u+ c) ∈ H.
We thus relax the basic eigenproblem (6) as follows:
T (u)− T (u) = λ(u− u), (53)
where λ ∈ R, u¯ = 〈1, u〉/|Ω| is the mean value of u over the image domain Ω. Note
that now (relaxed) eigenvectors, admitting (53), can have any eigenvalue, keeping the
assumptions on T stated above. In addition, if u is an eigenvector, so is u + c, as
expected for operators with invariance to global value shifts. A suitable Rayleigh
quotient, associated with the relaxed eigenvalue problem (53), is,
R†(u) =
〈u− u, T (u)− T (u)〉
||u− u||22
, (54)
which still has the property that λ = R†(u) whenever u fulfills (53). The modified
nonlinear power method is detailed in Algorithm 5, aiming at computing a relaxed
eigenvector (53) by explicitly handling the mean value and keeping the norm of the
initial condition. We found this adaptation to perform well on denoising networks.
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Algorithm 5: (BHPG): Nonlinear power method for non-homogeneous opera-
tors.
Data: u0,  > 0.
Result: Relaxed eigenpair (u∗, λ∗) in the sense of (53), where u∗ = uk,
λ∗ = R†(u∗), with R† defined in (54).
Initialization: k ← 0, uk ← u0.
repeat
uk+1 ← T (uk).
uk+1 ← uk+1 − uk+1.
uk+1 ← uk+1‖uk+1‖‖u0 − u0‖.
uk+1 ← uk+1 + uk, k ← k + 1.
until ||uk+1 − uk||2 < ε;
8 Evaluation and Examples
We present here several results of the algorithms presented earlier. First we discuss
how the numerical solutions can be evaluated. Then we show several numerical ex-
amples related to image processing, learning and physics.
Figure 1: Global measure θ, (55). Measures the angle between u and T (u). For theta = 0
we have a precise eigenfunction (also for 180 degrees, negative eigenvalues).
Figure 2: θ (degrees) as a function of iterations, for (NG) flow, J = TGV , and for (CG)
flow, Nonlinear Schrodinger equation. Taken from [27] and [13].
8.1 Global and local measures
Since there is often no ground truth or analytic solutions for nonlinear eigenvalue prob-
lems, we need to find alternative ways to determine whether the algorithm converged
to an eigenfunction. Often exact convergence is very slow, thus knowing that you
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TV: u T (u) = p T (u)/u
ATV: u T (u) = p T (u)/u
Figure 3: Local measure Λ(x) = T (u)/u. At convergence T (u) = λu, thus for any u 6= 0
we can examine the ratio Λ(x), which should be a constant function of value λ, ∀x. Top
row, algorithm did not fully converge yet, u is close to an eigenfunction for isotropic TV,
the ratio (right) exposes areas where there is deviation from a constant. Bottom row, a
converged eigenfunction for anisotropic TV. The ratio image is constant, up to numerical
precision. Taken from [1].
approximately reached an eigenfunction numerically may also speed up the algorithm
and serve as a good stopping criterion for the iterative process.
One general formulation for any operator T , is by the angle (see [27]). For eigen-
vectors, vectors u and T (u) are collinear. Thus their respective angle is either 0 (for
positive eigenvalues) or pi (for negative eigenvalues). Since both u and T (u) are real,
eigenvalues are also real. Thus, the angle is a simple scalar measure that quantifies
how close u and T (u) are to collinearity. We define the angle θ between u and T (u)
by
cos(θ) =
〈u, T (u)〉
‖u‖‖T (u)‖ . (55)
See Fig. 1 for an illustration of θ. In most cases discussed here we have positive
eigenvalues, thus we aim to reach an angle close to 0. In Fig. 2 we show two examples
of the behavior of theta over time for (NG) and (CG) algorithms. Note that θ may
not be monotonic and may increase in some time range. The angle θ is a good global
measure. In the iterative algorithms, it can be used as a stopping criteria. Instead of
requiring ||uk+1 − uk||2 < ε one can require reaching a small enough theta θ < θthres.
In our studies we often regard a function with θ < pi/360 ( 12 degree) as a numerical
eigenfunction.
One may also like to have a local measure. Usually there is no precise pointwise
convergence of (T (u))(x) = λu(x), ∀x. A good way to see how spatially the function
is close to an eigenfunction is by examining the ratio
Λ(x) =
T (u)
u
, ∀u(x) 6= 0.
At full convergence we should have Λ(x) ≡ λ. The deviation map from a constant
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function reveals the areas where the numerical approximation is less accurate. To
avoid dividing by values close to 0, one may compute this map only for u(x) > δ,
where δ is a small constant. In Fig. 3 we show two examples of this ratio, when one
obtains a function close (but not precisely) an eigenfunction and for a case with full
convergence.
u0 u35 u70 u∗ = u90
u0 u4 u8 u∗ = u12
Figure 4: Two examples of the (NG) flow. Top row J = TV , bottom row J = TGV of
order 2 ([6]). Taken from [27].
Figure 5: Nonlinear power method evolution (BHPG) for a denoising neural network
FFDNet ([32]). Converged eigenfunction (λ = 1), right, is a highly stable structure for
the network. Taken from [10].
8.2 Numerical examples
We show some numerical examples of the algorithms presented above. In Fig. 4 some
instances along the iteration process of (NG) are shown for the TV and TGV reg-
ularizers. At convergence we get structures which are known in the literature to be
eigenfunctions induced by these functionals. In Fig. 5 we show example of the non-
linear power method (BHPG) applied to FFDNet [32], a popular deep neural-network
denoiser. We reach an eigenfunction which turns out to be a very good candidate for
denoising (reaches PSNR of 44dB, compared to the horse image in the initial condi-
tion, which reached only PSNR=30dB). In Fig. 6 two examples of (NG) and (CG)
flows are shown. Eigenfunctions on graphs are very useful for segmentation, when
using graph (or nonlocal) TV for J , it is seen in Fig. 7 how (AGP) flow solves well
the two-moon problem. Starting with a noisy initial condition (blue and red repre-
sent positive and negative values), the algorithm converges to an eigenfunction which
approximate well the Cheeger cut problem. In Figs. 8 and 9 we show the resilience
of eigenfunctions against noise, esp. when denoised by the matching regularizer J or
operator T . In Fig. 8 an eigenfuntion of TV was denoised using 3 classical algorithms.
Spectral TV ([20]), which is based on the TV regularizer, is most fit to denoise such
functions. In Fig. 9 we see a similar trend for EPLL denoiser. Here we have the
most stable and unstable eigenfunctions (depending on their eigenvalues) and results
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Figure 6: EF induced by TGV (left, (NG) flow) and EF of the 2D Nonlinear Schroedinger
equation (35) (right, (CG) flow). Taken from [27] and [13].
Initialization Converged state
Figure 7: Results of the flow for TV defined on graphs based on point cloud distances.
The processes converges to natural clustering of the data. Taken from [1].
of natural images, which are in between, with respect to denoising results. This gives
insight on the priors of the denoiser, with respect to the expected spatial structures.
Also adversarial examples can be obtained.
9 Discussion and Open Problems
In this chapter several methods for solving nonlinear eigenvalue problems are pre-
sented. Such problems appear in wide and diverse fields of signal and image processing,
classification and learning and nonlinear physics. It is shown how some fundamental
concepts of linear eigenvalue problems carry out to the nonlinear case. Specifically,
the generalized Rayleigh quotient is a key notion, where eigenfunctions serve as its
critical points. A common theme of the presented algorithms is the use of an (often
long) iterative process to compute a single eigenfunction. The process can sometimes
be understood as a discrete realization of a continuous nonlinear PDE. These nonlin-
ear flows may emerge as gradient descent of a certain energy. However, this energy
is always non-convex and has many local minima (each of them is an eigenfunction).
Naturally, this implies that the selection of the initial condition is critical to the com-
putation. This is actually true for all iterative processes presented here, even if they
are not directly based on a non-convex energy. We would like to highlight several
challenges this emerging field is still facing with.
We list below the main intriguing issues and open problems:
1. Initial condition. What are the effects of the initial condition to the compu-
tation process? Can a link be formulated between the initial condition and the
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EF + noise BM3D, PSNR=24.66dB EPLL, PSNR=24.62dB SpecTV, PSNR=28.12dB
Figure 8: An eigenfunction obtained by (NG) algorithm for TV. These structure are highly
stable in denoising and most suitable for the regularizer (here TV). Here it is shown that
for additive white Gaussian noise, Spectral TV [20] recovers well the signal, compared to
well-designed classical denoisers BM3D ([15]) and EPLL ([33]). Taken from [27].
Figure 9: Nonlinear power method for EPLL denoiser. PSNR gain: eigenfunctions vs.
natural images, varnoise =
1
5varimg. Taken from [23].
obtained eigenfunction? Is it related to a decomposition of the initial condition
into eigenfunctions, in an analogue manner to the linear case? Are there special
characteristics to the flow when random noise serves as initial condition? Is noise
a good choice and in what sense?
2. Mapping the eigenfunction landscape of a nonlinear operator. Can one
characterize analytically eigenfunctions for a broad family of operators. This
was successfully performed for TV (mainly in 2D). For more complex operators
and complicated domains or graphs, this is still an open problem. For a given
operator, how to design numerically algorithms which span well its eigenfunc-
tions? We have shown that eigenfunctions of large and small eigenvalues can be
computed, however reaching middle-range eigenvalues is highly non-trivial with-
out prohibitively large computational efforts (passing through all eigenvalues in
ascending/descending order).
3. Spectral decomposition. Can a general theory be developed related to the
decomposition of a signal into nonlinear eigenfunctions? For the case of one-
homogeneous functionals, it was shown how gradient descent flows can be used
for decomposition (see [20, 12, 8]). A similar phenomenon was observed for the
p-Laplacian case in [14]. Can this be extended to gradient descent of general
convex functionals? Can these flows be used to generate multiple eigenfunctions
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in a much more efficient manner?
4. Convergence rates. Until now the algorithms presented here did not deal
with convergence rates. They are inherently quite slow, sometimes hundreds
or even thousands of iterations are needed in order to numerically converge.
A first analysis of the convergence rate of nonlinear power-methods for one-
homogeneous functionals is in [10]. This area surely requires additional focus.
5. Correspondence to the linear case. It was shown that the extended def-
inition of the Rayleigh quotient generalizes very well in the nonlinear setting.
Are there additional properties related to eigenvalue analysis that can be gen-
eralized? For instance, for the power-method we know in the linear case that
the method converges to the eigenfunction with the largest eigenvalue (which is
part of the initial condition). We see a similar trend in the nonlinear case, where
large eigenvalues are reached. Can this be formalized?
6. Neural networks as operators. Last but not least, can neural networks
benefit from this research field? We have shown in [10] that one can treat an
entire neural network (intended for denoising) as a single complex nonlinear
operator and find some of its eigenfunctions. They represent highly stable and
unstable modes (depending on the eigenvalue). Can additional insights be gained
by analyzing eigenfunctions of deep neural networks? How can eigenfunctions
be defined for classification networks? (where the input and output dimensions
are very different). One direction is to develop singular value decomposition
into a nonlinear setting, following the earlier work of [3]. One can also analyze
eigenfunctions between layers in the net, the effect of gradient descent (or its
stoachastic version) on eigenfunctions and more. For variational networks, the
authors of [16] and [25] have shown interesting insights on the learned regularizers
can be gained.
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