Abstract. In this paper we will present a formal framework, based on the notion of extraction calculus, which has been successfully applied to define procedures for extracting information from constructive proofs. Here we will apply such a mechanism to give a proof-theoretic account of SLD-derivations. We show how proofs of suitable constructive systems can be used in the context of deductive synthesis of logic programs, and we state a link between constructive and deductive program synthesis.
Introduction
It is well known that formal proofs can be used for program synthesis and program verification, and this essentially depends on the availability of an information extraction mechanism allowing to capture in an uniform way the implicit algorithmic content of a proof. In this paper we will present a formal framework, based on the notion of extraction calculus, which has been devised by the authors [4] [5] [6] [7] and successfully applied to define procedures for extracting information from proofs of a great variety of logical systems.
Here we will apply such a mechanism to give a proof-theoretic account of SLD-derivations. We show how proofs of suitable constructive systems can be used in the context of deductive synthesis of logic programs [3] , and we state a link between constructive and deductive program synthesis. In particular we will prove that the logic program consisting of the Horn Axioms occurring in a natural deduction proof of a formula ∃xG(x) ∨ ¬∃xG(x) (G atomic), allows us to correctly compute the goal. This result can be used both to define a synthesis method and to study properties of the deductive synthesis process. Finally we will discuss a simple example showing in which sense our framework allows us to treat modularity and derivation (verification) of open programs.
The general framework
In this section we will provide a short presentation of our mechanism to extract information from proofs; for a complete discussion see [5] [6] [7] . Our extraction mechanism is based on an abstract definition of the notions of proof and calculus allowing to treat extraction from Gentzen, Tableau or Hilbert style calculi.
Here we consider first-order languages L Σ over a signature Σ, the set of logical symbols is {∧, ∨,→, ¬, ∀, ∃}. A (single-conclusion) sequent is an expression Γ A, where A is a formula (wff for short) and Γ is a finite set of wff's. A proof on L Σ is any finite object π such that: (1) The (finite) set of wff's of L Σ occurring in π is uniquely determined and nonempty; (2) π proves a sequent Γ A, where Γ (possibly empty) is the set of assumptions of π, while A is the consequence of π. The notation π : Γ A means that Γ A is the sequent proved by π, and dg(π) denotes the degree of π, that is the maximum among the degrees of the wff's occurring in π, where the degree of a wff is defined as usual.
A calculus on L Σ is a pair (C, [·] ), where C is a recursive set of proofs on the language L Σ and [·] is a recursive map associating with every proof of the calculus the set of its relevant subproofs. We require [·] to satisfy the following natural conditions:
We remark that any usual single conclusion inference system is a calculus according to our definition. In particular the natural deduction calculi we will use in this paper meet this characterization.
Given Π ⊆ C, Seq(Π) = {Γ A | π : Γ A ∈ Π} is the set of the sequents proved in Π; Theo(Π) = {A | A ∈ Seq(Π)} is the set of theorems proved in Π, and [Π] = {π | there exists π ∈ Π such that π ∈ [π]} is the closure under subproofs of Π in the calculus C. Now, given a set R of inference rules of the kind Γ1 A1 . . . Γn An ∆ B R we call R a set of extraction rules for C (e-rules for short) if there exists a function φ : N → N such that:
1. Every R ∈ R can be uniformly simulated in C w.r.t. φ. That is, for every π 1 ,. . . ,π n in C proving the premises of the rule R, there exists a proof π of the consequence of R such that dg(π) ≤ max{φ(dg(π 1 )), . . . , φ(dg(π n ))}. 2. R is non-increasing; that is, the degree of every wff occurring in ∆ B is bounded by the degree of a wff occurring in the premises.
Condition (1) says that every R ∈ R must be an admissible rule for C, and must be simulated in a uniform way (w.r.t. the degrees) in the calculus C. Examples of e-rules for the natural deduction calculus for Intuitionistic Logic are the usual cut rule and the substitution rule. Now, given a set R of e-rules for C and Π ⊆ C, the extraction calculus for Π, denoted by ID(R, [Π]), is defined as follows: A set of proofs Π is constructive if it meets the disjunction property (A ∨ B ∈ Theo(Π) implies A ∈ Theo(Π) or B ∈ Theo(Π)), and the explicit definability property (∃xA(x) ∈ Theo(Π), implies A(t/x) ∈ Theo(Π) for some closed term t of the language). A calculus C is uniformly constructive if there exists a set of e-rules R for C such that, for every
The properties of a uniformly constructive calculus C assure that, if π : ∃xA(x) ∈ C, then we can determine a closed term t such that A(t) is provable in C exploiting the information contained in the proof π by means of the calculus ID(R, [π]). Moreover, such information can be searched in the calculus ID(R, [π]) by means of an enumerative procedure only involving wff's of bounded logical complexity, the bound depending on π. This allows us to define procedures for extracting information from constructive proofs. These procedures are of interest in the fields of program synthesis and formal verification [1, 6] .
In [6, 7] a wide family of constructive systems (involving theories formalizing Abstract Data Types) is shown to be uniformly constructive, while in [7] an example of a constructive but not uniformly constructive formal system is provided. However, the proofs of uniform constructivity of all the systems discussed in [6, 7] rely on extraction rules which are not suitable to get efficient proof search in ID(R, [Π]); in particular, all these results involve the cut rule (for a discussion on the complexity of these extraction procedure see [2] ). On the other hand, in [5] it is proved that ID(R, [Π]) can be characterized as a goal-oriented calculus for suitable proofs involving Hereditary Harrop Formulae (see [10] ). In Section 3, we will show that the SLD rule is sufficient to decide the explicit definability property and the disjunction property for suitable constructive proofs only involving program clauses as assumptions; this immediately yields a logic program synthesis method.
Natural deduction calculi for program extraction
Let us denote with ND the usual natural deduction calculus for Minimal Logic [12] with the following rules for negation 1 :
with H1, . . . , Hn atomic or negated wff's. H1, . . . , Hn, A are the only undischarged assumptions of π.
We associate with any proof of ND a sequent Γ A where: Γ is the set of the assumptions on which π depends, and A is the end-formula of π. A wff A is provable in ND if this calculus contains a proof π of the sequent A (i.e., π has no undischarged assumptions). Given a theory T, that is a recursively enumerable set of wff's, we denote with ND(T) the calculus obtained by adding to ND the rule A A∈T Given a theory T on L Σ , we say that T admits a cover set if there exists a finite set C of terms of L Σ such that:
1. No term of C is a variable; 2. For every closed term t of L Σ , there is a term t ∈ C such that ND(T) proves t = θt , for some closed substitution θ (that is, a substitution associating a closed term with each variable). 
where, in the premise of the rule, i = 1, . . . , n and j = 1 . . . , m and ∆ j = {A(p In the next section we will give the conditions on R needed to guarantee the correctness of Ind C . We point out that the above rule schema can be generalized to the case of wff's A(x 1 , . . . , x m ) with m free variables; in the example of Section 3.1 we will provide an application of the above schema to a wff with two free variables.
We will denote with ND + the calculus obtained by adding the rule Ind C to ND. The notions of proof, provability, subproof and depth of a proof π (denoted by depth(π)) in a natural deduction calculus are defined in the usual way ( [12] ).
Constructive proofs in deductive logic program synthesis
In this section we show how proofs of suitable constructive systems ND(T) can be used in the context of deductive synthesis of logic programs [3] , stating a link between constructive and deductive program synthesis. Here we adopt the usual proof-theoretic characterization of sld + -derivations [10, 11] . A Horn clause is any wff of the kind A 1 ∧ . . . ∧ A n → B, where n ≥ 0 and A 1 , . . . , A n , B are atomic wff's. A Horn Program is a finite set of Horn clauses and a goal is any wff of the kind ∃xG(x), where G is an atomic wff. We call neg-axiom any wff of the kind K 1 ∧ . . . ∧ K n → ¬H with K 1 , . . . , K n atomic or negated wff's.
Given a set of proofs Π, we call Extended Horn Program of Π the set P + Π of Horn clauses and neg-axioms occurring in Theo(Π). sld + is the rule:
Horn clause or a neg-axiom, and θ is an arbitrary substitution (if n = 0 we obtain, as a special case, the substitution rule for atomic axioms). We do not require θ to be a most general unifier, but this does not affect our treatment because any SLD proof using arbitrary substitutions is an instance of a SLD proof using mgu's [11] . Besides sld + , we will also use the following rules to treat identity:
where t and t are terms. We remark that the above rules are e-rules according to the definition of Section 2. Given a set of proofs Π of ND + (T) we simply denote with ID(Π) the extraction calculus ID({id 1 , id 2 , sld + , cov}, [Π]), where cov is a set of e-rules allowing to prove equalities of the kind t = θt with t belonging to the cover set of T, any time that ND(T) proves t = θt 2 . Now, we will study the proof-theoretic properties of ID(Π) and of the associated program P + Π using the following notion of evaluation. This immediately guarantees that any wff in the Extended Horn Program P + Π of a set of proofs Π ⊆ ND + (T) is evaluated in ID(Π). Now, we give the condition needed to guarantee the correctness of the Ind C rule in a theory T. Given a set of proofs of Π ⊆ ND + (T), Ind C is applied in the adequate context in Π if there exist a set of e-rules R a classical model of T and a binary relation ≺ in such that, for every wff R(x 1 , . . . , x n , y) occurring in the Ind C rule:
Definition 1 (Evaluation). Given a set of proofs Π (on L
. . , s n , t), with s 1 , . . . , s n , t closed terms, then |= s 1 ≺ t,. . . , |= s n ≺ t; A2 The ≺ relation is well founded in . Now, the following fact can be proved: Theorem 2. Let Π be a set of proofs of ND + (T) where Ind C is applied in the adequate context and ID(Π) £ T. For every π : Γ A belonging to the closure under substitution of
This theorem has interesting applications in the context of deductive synthesis of logic programs. Here we will consider two significant examples.
The first application is to the halting of a synthesis process (see [9] ) P 0 ⊆ P 1 ⊆ . . . ⊆ P k ⊆ . . . in the context of an axiomatization of a specification framework F [8] . Let D k , for each k, be the specification of the predicates of P k , and let π k be a proof of ND + (T) where T consists of all the Horn clauses of P k and neg-axioms classically provable in F ∪ D k . Clearly, any wff θA provable in ID([π k ]) is a computed answer for P k ∪ {← A}. In contrast, if ID([π k ]) proves a closed instance of θ¬∃zG(x, z) then ← θG(x, z) cannot have any answer by the partial correctness of P k . Hence, if π : ∀x(∃zG(x, z) ∨ ¬∃zG(x, z)), then P k will solve all the closed goals θ∃zG(x, z) provable in ND + (T). This means that P k is correct with respect to its specification D k : whenever θ∃zG(x, z) has an answer in F ∪ D k the closed answer is computed by P k . Therefore, we can halt the synthesis process. Moreover, if the above condition is not satisfied we can get heuristic information about the way to enrich the specification.
The second application is in the context of modular program synthesis. Indeed Theorem 1 applies to sequents of the form Γ A. Now, let P k be an open program ( [8] ) in a program synthesis process P 0 ⊆ P 1 ⊆ . . . ⊆ P k ⊆ . . ., that contains in the body of its clauses open predicates, to be computed by other programs. By Γ G we can represent the following property of P k : P k solves G when it is compound with programs Q's that solve Γ . This allows us to guarantee the compositionality of the synthesis process.
An example
Let P n be the program we obtain after n steps of the synthesis process:
Pn : (P 1) gcd(S(x), 0, S(x)) ← (P 2) gcd(0, S(y), S(y)) ← (P 3) gcd(S(x), S(y), z) ← sum(p, S(x), S(y)), gcd(S(x), p, z) (P 4) gcd(S(x), S(y), z) ← sum(p, S(y), S(x)), gcd(p, S(y), z) whose predicates are introduced in D n by extensional definitions of Peano Arithmetic as follows sum(x, y, z) ↔ z = x + y and gcd(x, y, z) ↔ ∃w 1 
We sketch the proof π of the wff ∀x∀y(∃z gcd(x, y, z) ∨ ¬∃z gcd(x, y, z)) which guarantees the computability of the gcd in the calculus ND + (T), where
∃z1∃z2R(z1, z2, S(x), S(y))
Proof π above ends with an application of the generalization of the Ind C rule to the two variables wff A(x, y), where C = {0, S(x)} and R(z 1 , z 2 , x, y) is (sum(z 1 , y, x) ∧ z 2 = y) ∨ (sum(z 2 , x, y) ∧ (z 1 = x)). In π we have omitted the proofs π are trivial. Here below we outline the proof π Since all the undischarged assumptions of the above proofs belong to T, we can deduce that P n is a correct program with respect to the specification D n having a program to compute the sum predicate.
Conclusions
In this paper, we have proposed the formal framework of extraction calculi to study the proof-theory of SLD derivations and we applied it to show that, under some assumptions, it is possible to assure that the Horn Axioms occurring in a natural deduction proof of a goal allow to compute the goal. Finally, we have briefly discussed how to use the formal framework to deduce properties about the synthesis process. Now, our aim is to study in this framework the cases of "negation as failure" and "disjunctive logic programming".
