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1. Introduction
We continue the study of Noetherian rings of injective dimension 1 which was taken up
again recently in [2]. Using the material of that paper we determined in [3] which idealiser
rings have injective dimension 1, and the purpose of this paper is to extend the study to
multiple idealiser rings. It turned out that, under reasonable conditions, an idealiser ring
has injective dimension 1 if and only if a certain right ideal of a factor ring is generated
by an idempotent element. We shall now explain in more detail the main result which is
proved here, the results in [3] being the case in which n = 1.
Let S be a (not necessarily commutative) Dedekind prime ring which is a finite module
over its centre, and let K1 ⊆ K2 ⊆ · · · ⊆ Kn be a chain of suitable right ideals of S which
all contain an ideal B of S. We study the multiple idealiser ring R = I (K1, . . . ,Kn) =
{s ∈ S: sKi ⊆ Ki for all i}. The question is: When does R have injective dimension 1?
Roughly speaking, the answer is “When each Ki/B is generated by an idempotent element
as a right ideal of S/B ,” with the precise results being given in Theorems 2.13 and 3.1. This
enables us in particular to show in Example 2.14 that an over-ring of a prime Noetherian
ring of injective dimension 1 need not have injective dimension 1, contrary to what one
might have hoped for in view of what happens in the hereditary case.
We approached this work from a background in Noetherian ring theory, and with the
belief that rings of injective dimension 1 should be regarded as being a mild generalisation
of hereditary rings. This belief now seems to have been somewhat over-optimistic, which
may not come as a surprise to readers with a background in classical orders. The proofs
E-mail addresses: arthur.chatters@bristol.ac.uk, m.gary@elsevier.com.0021-8693/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.09.037
A.W. Chatters / Journal of Algebra 296 (2006) 234–248 235in [3] and the present work are long and calculational, and our feeling is that someone
needs to find shorter, more conceptual, proofs if the work is to be extended to more general
orders of injective dimension 1. Some of the results in [3] are easy to state, for instance
that every idempotent ideal is projective, and that every projective ideal is the product of
an invertible ideal and an idempotent ideal, but it is not clear to us whether these results
are special to the case considered in [3] or might hold more generally.
2. The primary case
We shall always use S to denote a Dedekind prime ring which is finitely-generated as
a module over its centre C. In particular S is a prime Noetherian ring in which every non-
zero ideal (by which we mean “two-sided ideal”) is invertible. The multiplication of ideals
of S is commutative, and every non-zero ideal of S is a unique product of prime ideals
of S. Thus the ideals of S have properties similar to those of a commutative Dedekind
domain, and we shall use arithmetic language from the commutative case in our more
general context. For instance, if A and B are ideals of S then we say that A divides B , or
that A is a factor of B , if B = AC for some ideal C of S, and this is equivalent to B ⊆ A.
We say that an ideal of S is primary if it is of the form P r for some non-zero prime ideal
P of S and some positive integer r .
The aim of this section is to show that if R is the multiple idealiser ring corresponding
to a suitable chain of right ideals Ki of S which contain a primary ideal B of S, then R
has injective dimension 1 if and only if each of the right ideals Ki/B of the ring S/B is
generated by an idempotent element. The proof is rather complicated, so we break it down
into smaller steps. The condition that S should be finitely-generated over C may not be
necessary, but at present we need it in order to be able to apply certain results from the
literature.
Theorem 2.1. Let B be a primary ideal of S and let K1 ⊆ K2 ⊆ · · · ⊆ Kn be right ideals
of S such that B ⊆ K1 and SK1 = S. Suppose also that each of the right ideals Ki/B of
the ring S/B is generated by an idempotent. Let R be the multiple idealiser of the Ki , i.e.,
R = {s ∈ S: sKi ⊆ Ki for all i}. Then R has injective dimension 1.
Proof. To start with we need to do some detailed work in the ring S/B , and so we set up the
following notation. Set U = S/B and Vi = Ki/B for each i. Note that U is a local ring with
UV1 = U . Also U = S/B is an Artinian ring in which every one-sided ideal is principal [7,
Theorem 3.5], and from this and the fact that U is local it follows by standard arguments
that U is a matrix ring over a completely primary serial ring and is QF; it is the QF property
which will be most useful later. There are orthogonal idempotent elements e1, . . . , en of U
such that Vi = e1U + · · ·+ eiU for all i. Set T = R/B = {u ∈ U : uVi ⊆ Vi for all i}. Also
set V0 = 0 = e0U with e0 = 0, and Vn+1 = U = Vn+en+1U with en+1 = 1−e1 −· · ·−en.
Without loss of generality we shall suppose that the Vi are distinct.
We note that if i  j then eiVj = ei(e1U + · · · + ejU) = eiU ⊆ Vj , from which it
follows that ei ∈ T for all i. On the other hand, if i > j then eiT ej ⊆ eiVj and eiVj = 0,
so that eiT ej = 0.
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of Theorem 2.1 into a sequence of steps.
Step 1. We have (1 − ei)Vi = Vi−1 for all i = 0.
Proof. This is easy because Vi = e1U + · · · + eiU and the e’s are orthogonal. 
Step 2. Suppose that i  j . Then eiT ej = eiUej .
Proof. If 1  r < j then eiUejVr = 0; if j  r  n then eiUejVr ⊆ eiU ⊆ Vr . Thus
eiUejVr ⊆ Vr for all r with 1 r  n, so that eiUej ⊆ T . Hence eiUej ⊆ eiT ej , and the
reverse inclusion is trivial. 
Notation 2.2. For 1 i  n+ 1 set
Ai = {t ∈ T : tVi ⊆ Vi−1}.
Each Ai is an ideal of T .
Step 3. Suppose that i = 0. Then Ai = T (1 − ei)T .
Proof. Note that T Vj = Vj for all j . Hence T (1−ei)T Vi = T (1−ei)Vi = T Vi−1 = Vi−1,
by Step 1. Therefore T (1 − ei)T ⊆ Ai . Let x ∈ Ai . Then xei ∈ Vi−1 so that eixei = 0.
Hence x = (1 − ei)xei + x(1 − ei) ∈ T (1 − ei)T . Therefore Ai ⊆ T (1 − ei)T . 
Step 4. Suppose that i = 0. Then AiVi = VI−1.
Proof. Using Steps 1 and 3 we have AiVi = T (1 − ei)T Vi = T (1 − ei)Vi = T Vi−1 =
Vi−1. 
Step 5. Suppose that i = 0. Then Ai = {t ∈ T : ei tei = 0}.
Proof. We have Aiei ⊆ Vi−1 so that eiAiei = 0. Now let t ∈ T with ei tei = 0. It remains
to show that t ∈ Ai . We have tVi = t (Vi−1 +eiU)⊆ Vi−1 + teiU = Vi−1 + (1−ei)teiU ⊆
Vi−1 + (1 − ei)Vi = Vi−1 by Step 1. Therefore t ∈ Ai . 
It may help to think of the e’s as giving T the structure of (n + 1) × (n + 1) upper
triangular matrices, where ei corresponds to the matrix with 1 in the (i, i)-position and 0’s
elsewhere.
Step 6. Let i and j be distinct elements of the set {1, . . . , n+ 1}. Then AiVj = Vj .
Proof. If i > j then eiVj = 0, so that AiVj = T (1 − ei)T Vj = T (1 − ei)Vj = T Vj = Vj .
For the rest of the proof we shall suppose that i < j . Because Ai ⊆ T we have AiVj ⊆ Vj .
To obtain the reverse inclusion we suppose that 1  r  j and will show that er ∈ AiVj
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ej ∈ AiVj . It remains to show that ei ∈ AiVj . Because i < j we have eiT ej = eiUej .
Also Ai is an ideal of T , and UejU = U because ej is a non-zero idempotent element
of the local ring U . Therefore eiU = eiUejU = eiT ejU where ej ∈ AiVj , so that eiU ⊆
eiT AiVj ⊆ AiVj . 
Notation 2.3. Set
Y = A1 ∩A2 ∩ · · · ∩An+1.
Step 7. Suppose that i = 0. Then YVi = Vi−1.
Proof. We have YVi ⊆ AiVi = Vi−1 by Step 4. Also YVi ⊇ An+1An . . .A2A1Vi where
AiVi = Vi−1 by Step 4; AjVi = Vi if j = i by Step 6; and AjVi−1 = Vi−1 if j = i − 1 by
Step 6 or because V0 = 0. Therefore YVi ⊇ Vi−1. 
Step 8. With Y as in Notation 2.3 we have YnU = V1, UYnU = U , and Yn+1 = 0.
One reason why we are studying the ideal Y of T is that eventually we shall show that
its inverse image in R is an invertible ideal of R.
Step 9. We have T/Y ∼= e1Ue1 ⊕ · · · ⊕ en+1Uen+1 as rings.
Proof. Set W = e1Ue1 ⊕ · · · ⊕ en+1Uen+1. Define f :T → W by f (t) = (e1te1, . . . ,
en+1ten+1) for t ∈ T . Clearly f is additive. By Step 5 we have Ker(f ) = Y . Let s, t ∈ T . If
i > j then eisej = 0, and if i < j then ej tei = 0. Hence eistei = eis(e1 +· · ·+ en+1)tei =
eisei tei = (eisei)(ei tei). Therefore f is multiplicative. It remains to show that f is sur-
jective. Let w ∈ W . Then w = (e1u1e1, . . . , en+1un+1en+1) for some ui ∈ U . By Step 2
we have ejUej = ejT ej for all j . Hence we shall suppose without loss of generality that
ui ∈ eI T eI for all i. Set t = u1 + · · · + un+1. Then t ∈ T and f (t) = w. 
Step 10. The ring T/Y is QF.
Proof. By Step 9 it is enough to show that eUe is QF for every non-zero idempotent
element e of U . But U is local, so that for such e we have UeU = U . Thus eUe is Morita
equivalent to the QF ring U . 
Remark 2.4. Fix 1  i  n + 1. Then UeiU = U because U is local. Set W =
{u ∈ U : Viu ⊆ Vi−1}. Then W is an ideal of U . We have eiW ⊆ ViW ⊆ Vi−1 = e1U +
· · · + ei−1U , so that eiW = 0. Therefore W = UW = UeiUW = 0. Thus Vi/Vi−1 is a
faithful right U -module. This comment will become relevant when we define a standard
chain.
Notation 2.5. For 0  i  n + 1 set Wi = lU (Vi), meaning that Wi is the left annihilator
of Vi in U .
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Because U is QF and the V ’s are distinct, so also are the W ’s. Also each Wi is generated
as a left ideal by an idempotent element, because each Vi is generated as a right ideal by an
idempotent. Also because U is QF we have Vi = rU (Wi). Set T ′ = {u ∈ U : Wiu ⊆ Wi
for all i}. Then for all i we have WiT ′ ⊆ Wi , so that WiT ′Vi = 0 and hence T ′Vi ⊆
rU (Wi) = Vi . Thus T ′ ⊆ T , and symmetry gives T ′ = T . For t ∈ T we have Wi−1t ⊆ Wi if
and only if Wi−1tVi = 0 if and only if tVi ⊆ Vi−1. Therefore Ai = {t ∈ T : Wi−1t ⊆ Wi}.
Thus we have a symmetry between the ascending chain of V ’s and the descending chain
of W ’s which gives rise to the same T and the same Ai . In particular it follows that
Wi−1Y = Wi for all i = 0.
Step 11. For 0 i  n+ 1 we have Wi = UY i and Vi = Yn+1−iU .
Step 12. We have T = V1W0 + V2W1 + · · · + Vn+1Wn.
Proof. Suppose that 1 i  n+1. We claim that ViWi−1 ⊆ T ; this is because if i  j then
ViWi−1Vj ⊆ Vi ⊆ Vj , and if j < i then Wi−1Vj = 0 so that ViWi−1Vj ⊆ Vj . Also ViWi−1
is an ideal of T . But ei ∈ Vi ∩Wi−1, so that ei ∈ ViWi−1. Because e1 + · · · + en+1 = 1, it
follows that V1W0 + · · · + Vn+1Wn = T . 
Step 13. We have T =∑ni=0 Y iUYn−i .
Proof. By Steps 12 and 11 we have T = ∑n+1j=1 VjWj−1 = ∑n+1j=1 Yn+1−jUY j−1 =∑n
i=0 Y iUYn−i where we have changed the variable of summation by setting i = n +
1 − j . 
Continuing with the proof of Theorem 2.1, we now return to the ring S. Set K0 = B and
Kn+1 = S. Also for 0 i  n+ 1 set
Li = {s ∈ S: sKi ⊆ B}.
Then in the above notation we have Ki/B = Vi and Li/B = Wi for all i. Let X be the ideal
of R such that B ⊆ X and X/B = Y . We aim to show that X is an invertible ideal of R.
Step 14. Suppose that i = 0. Then XKi = Ki−1 and Li−1X = Li .
Proof. By symmetry it is enough to show that XKi = Ki−1. By Step 7 we have XKi +
B = Ki−1. But SK1 = S and BS = B , so that XKi ⊇ BKi ⊇ BK1 = BSK1 = BS = B .
Therefore Ki−1 = XKi +B = XKi . 
Step 15. We have SXnS = SK1 = S and SXn+1 = B = Xn+1S.
Step 16. The ring R/X is QF.
Proof. This follows from Step 10 because R/X ∼= T/Y . 
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Proof. By Step 13 we have R =∑ni=0 XiSXn−i+B . But when i = n we have XiSXn−i =
XnS = K1 ⊇ B by Step 14. 
Notation 2.6. For every non-zero ideal I of S set
f (I) =
n∑
i=0
XiIXn−i
by Step 17 we have f (I) ⊆ R, so that f (I) is a non-zero ideal of R.
Step 18. We have f (S) = R.
Proof. This is Step 17. 
Step 19. The function f introduced in Notation 2.6 is multiplicative.
Proof. Let G and H be non-zero ideals of S. For 0  i  n we have XiGHXn−i =
XiGXn−iXiHXn−i ⊆ f (G)f (H), so that f (GH) ⊆ f (G)f (H). Also f (G)f (H)
is a sum of terms of the form W = XuGXn−uXvHXn−v where u,v ∈ {0, . . . , n}.
We shall complete the proof by showing that W ⊆ f (GH). If u  v then W =
XuGXn−uXvHXn−v ⊆ XuGHXn−v ⊆ XuGHXn−u ⊆ f (GH). Now suppose that
u < v, i.e., v − u − 1  0. Then Xn−uXvH = Xv−u−1Xn+1H . But by Step 15 we
have Xn+1H = Xn+1SH = BH = HB = HSXn+1 = HXn+1. Thus Xn−uXvH =
Xv−u−1HXn+1 ⊆ HXn+1. Therefore W = XuGXn−uXvHXn−v ⊆ XuGHXn+1Xn−v =
XuGHX2n+1−v ⊆ XuGHXn−u ⊆ f (GH) because 2n+ 1 − v  n− u. 
Step 20. We have f (B) = Xn+1.
Proof. By Steps 15 and 18 we have f (B) = f (Xn+1S) = ∑ni=0 XiXn+1SXn−i =
Xn+1f (S) = Xn+1R = Xn+1. 
Step 21. The ideal X of R is invertible.
Proof. By Step 20 it is enough to show that f (B) is invertible. Because S is module-finite
over its centre, there is a non-zero central element a of S and an ideal G of S such that
BG = aS. Therefore f (B)f (G) = f (BG) = f (aS) = af (S) = aR = f (G)f (B), so that
f (B) is invertible. 
In fact f (I) is an invertible ideal of R for every non-zero ideal I of S, and the proof of
Step 21 can easily be modified to avoid assuming that S is module-finite over its centre.
Step 22. The ring R has injective dimension 1.
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R is also module-finite over C, and in particular it follows that R has Krull dimen-
sion 1 because S and C do. We shall show that R has injective dimension 1 by applying
[2, Theorem 3.4]. In order to do this we let M be an arbitrary maximal right ideal of R,
and we must show that M contains an invertible ideal W of R such that R/W is a QF ring.
Again using the fact that R is module-finite over C, we know that M contains a maximal
two-sided ideal of R. Hence we shall suppose without loss of generality that M itself is
a maximal ideal of R. If M + B = R then M is invertible by [1, Theorem 3.4] and R/M
is simple Artinian. Now suppose that M +B = R, i.e., that B ⊆ M . Then Xn+1 ⊆ M by
Step 15, so that X ⊆ M . But X is invertible by Step 21, and R/X is QF by Step 16. 
This completes the proof of Theorem 2.1. 
Notation 2.7. For right ideals K1, . . . ,Kn of S we set
I (K1, . . . ,Kn) = {s ∈ S: sKi ⊆ Ki for all i}.
Example 2.8. Let A be a primary ideal of a commutative Dedekind domain D and let n
be a positive integer. Set S = Mn+1(D) and B = Mn+1(A). For 1  i  n let Ki be the
right ideal of S which consists of those matrices in S which have arbitrary elements of
D in the bottom i rows and arbitrary elements of A everywhere above. Then each Ki/B
is an idempotently-generated right ideal of S/B . Set R = I (K1, . . . ,Kn). It follows from
Theorem 2.1 that R has injective dimension 1. In fact R is the subring of Mn+1(D) which
has elements of A everywhere above the diagonal.
The following example shows that we have to be careful when trying to formulate a
converse to Theorem 2.1. For if K1 ⊆ · · · ⊆ Kn are right ideals of S and I (K1, . . . ,Kn)
has injective dimension 1, it does not follow in general that each Ki/B is generated by an
idempotent.
Example 2.9. Set S = M3(Z), B = M3(4Z),
K1 =
(4Z 4Z 4Z
4Z 4Z 4Z
Z Z Z
)
, K =
(4Z 4Z 4Z
2Z 2Z 2Z
Z Z Z
)
,
K2 =
(4Z 4Z 4Z
Z Z Z
Z Z Z
)
,
and R = I (K1,K2). Then
R =
(
Z 4Z 4Z
Z Z 4Z
)
,Z Z Z
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where K/B is not generated by an idempotent as a right ideal of S/B .
Of course K is redundant in I (K1,K,K2) in Example 2.9, but a more useful way
of thinking about why things “go wrong” in that example is that the right S/B-modules
K1/K and K/K2 are not faithful. Note that in the setting of Theorem 2.1, and assuming
that the Ki are distinct, it follows from Remark 2.4 that each Ki/Ki−1 is a faithful right
S/B-module.
Theorem 2.10. Let B be a proper primary ideal of S and let B = K0 ⊆ K1 ⊆ · · · ⊆ Kn ⊆
Kn+1 = S be a chain of right ideals of S with SK1 = S. Suppose that for each i = 0 the
right annihilator of the right S-module Ki/Ki−1 is either S or B . Set R = I (K1, . . . ,Kn).
Suppose that R has injective dimension 1. Then each Ki/B is generated by an idempotent
element as a right ideal of S/B .
Proof. For each i set
Li = {s ∈ S: sKi ⊆ B}.
We claim that LiKi = B: this is trivial if i = 0 because K0 = B and L0 = S; if i = 0 then
SKi = S and LiKi ⊆ B = BS = BSKi = BKi ⊆ LiKi .
For i = 0 set Ei = KiLi−1. We shall show that Ei ⊆ R, and then it will be clear that Ei
is an ideal of R. Fix j with 1 j  n. If i  j then EiKj = KiLi−1Kj ⊆ Ki ⊆ Kj . Now
suppose that i > j . Then i − 1 j , so that Li−1 ⊆ Lj . Hence EiKj ⊆ KiLjKj ⊆ KiB ⊆
B ⊆ Kj . Therefore EiKj ⊆ Kj for 1 j  n, so that Ei ⊆ R.
From now on we shall suppose without loss of generality that K0, . . . ,Kn+1 are distinct.
Still with i = 0 set Di = Li−1Ki . Then Di is an ideal of S. We shall show that Di = S.
We have B = LiKi ⊆ Di , so that D−1i B is an ideal of S. We have B = DiD−1i B =
Li−1KiD−1i B . But Li−1/B is the left annihilator in the QF ring S/B of the right ideal
Ki−1/B , so that Ki−1/B is the right annihilator of Li−1/B . Hence KiD−1i B ⊆ Ki−1. But
we are assuming that the right annihilator of Ki/KI−1 is either S or B , and that Ki = Ki−1.
Therefore D−1i B ⊆ B , i.e., D−1i ⊆ S. It follows that Di = S.
Now let q be an element of the quotient ring Q of R and suppose that qEi ⊆ R for
all i with 1  i  n+ 1; we shall show that q ∈ R. For such i we have qEiKi ⊆ Ki ,
i.e., qKiLi−1Ki ⊆ Ki , i.e., qKiDi ⊆ Ki . But we have just shown that Di = S. Therefore
qKi ⊆ Ki for 1  i  n+ 1. Taking i = n+ 1 gives qS ⊆ S, i.e., q ∈ S. Also qKi ⊆ Ki
for 1 i  n, so that q ∈ R.
Set I = E1 +· · ·+En+1 and I ∗ = {q ∈ Q: qI ⊆ R}. Because I is an ideal of R we have
R ⊆ I ∗. But we showed in the previous paragraph that I ∗ ⊆ R. Therefore I ∗ = R. Because
R has injective dimension 1 and IR is torsionless, it follows from [5, Corollary, p. 72] that
I = R. Thus 1 ∈ E1 + · · · +En+1. We now fix i with 1 i  n. We have E1 + · · · +Ei =
K1L0 + · · · +KiLi−1 ⊆ Ki because the K’s form an increasing chain. Also Ei+1 + · · · +
En+1 = Ki+1Li + · · ·+Kn+1Ln ⊆ Li because the L’s form a decreasing chain. Therefore
1 ∈ Ki + Li . Also LiKi ⊆ B , so that Ki/B = ai(S/B) for some idempotent element ai
of S/B . This is also trivially true when i = 0 or i = n+ 1. 
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the following definition.
Definition 2.11. Let B be an ideal of S. A standard chain (of right ideals of S) above B is
a chain B = K0 ⊆ · · · ⊆ Kn+1 = S such that each Ki is a right ideal of S, SK1 = S, and
for i = 0 the annihilator of the right S-module Ki/Ki−1 is either S or B .
Remark 2.12. Let B be a primary ideal of S and let B = K0 ⊆ · · · ⊆ Kn+1 = S be right
ideals of S with SK1 = S. Set R = I (K1, . . . ,Kn). We showed that if each Ki/B is gen-
erated by an idempotent as a right ideal of S/B then the chain of K’s is standard (see
Remark 2.4) and R has injective dimension 1 (2.1). In Theorem 2.10 we showed that if
the chain of K’s is standard and R has injective dimension 1 then each Ki/B is generated
by an idempotent as a right ideal of S/B , but Example 2.9 shows that R having injective
dimension 1 does not imply that each Ki/B is generated by an idempotent if the chain is
not standard. We can combine Theorems 2.1 and 2.10 as follows.
Theorem 2.13. Let B be a primary ideal of S and let B = K0 ⊆ · · · ⊆ Kn+1 = S be a
standard chain of right ideals of S above B . Then I (K1, . . . ,Kn) has injective dimension 1
if and only if each Ki/B is generated by an idempotent as a right ideal of S/B .
We shall now use Theorem 2.13 to show that an over-ring of a prime Noetherian ring of
injective dimension 1 need not have injective dimension 1.
Example 2.14. Set S = M3(Z) and
R =
(
Z 4Z 4Z
Z Z 4Z
Z Z Z
)
.
By Example 2.8 we know that R has injective dimension 1. Consider the chain B = 4S =
K0 ⊆ K1 ⊆ K2 = S where
K1 =
(4Z 4Z 4Z
2Z 2Z 2Z
Z Z Z
)
.
We have SK1 = S, and B is the right annihilator of both the right S-modules K2/K1 and
K1/K0. Thus the K’s form a standard chain above B , but K1/B is not generated by an
idempotent as a right ideal of S/B . Therefore R1 does not have injective dimension 1,
where
R1 = I (K1) =
(
Z 2Z 4Z
Z Z 2Z
Z Z Z
)
⊇ R.
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form a chain. Take S = M3(Z), B = 2S,
K1 =
(2Z 2Z 2Z
Z Z Z
Z Z Z
)
,
and
K2 =
(
Z Z Z
Z Z Z
2Z 2Z 2Z
)
.
Then B is a maximal ideal of S; for each i we have SKi = S and Ki/B is generated by an
idempotent as a right ideal of S/B; and B is the annihilator of each of the right S-modules
S/K1, K1/B , S/K2, and K2/B . Set
R = I (K1,K2) =
(
Z 2Z 2Z
Z Z Z
2Z 2Z Z
)
.
Let T be the intersection of those maximal ideals of R which contain B . Then
T =
(2Z 2Z 2Z
Z 2Z Z
2Z 2Z 2Z
)
.
Let x be the 3 × 3 matrix which has 1/2 in the (2,1)-position and 0’s elsewhere. Then
xT ⊆ R but T x ⊆ R. Therefore R does not have injective dimension 1, by [2, Theorem 5.7
in which (3) is false].
We conclude this section by considering when the multiple idealiser ring is hereditary.
Theorem 2.16. Let B be a primary ideal of S and let B = K0 ⊆ · · · ⊆ Kn+1 = S be a
standard chain of right ideals of S above B . Then I (K1, . . . ,Kn) is hereditary if and only
if the ring S/B is simple Artinian.
Proof. Suppose that S/B is simple Artinian. Then R is also an iterated idealiser ring
[4, Theorem 4], and so R is hereditary by repeated use of [8, Theorem 4.3].
Conversely suppose that R is hereditary. Note that K1 is an idempotent ideal of R. We
first show that the ring R/K1 is hereditary. Let I be a right ideal of R with K1 ⊆ I . Then
IR is projective because R is hereditary. Also IK1 ⊆ K1 = K21 ⊆ IK1, so that IK1 = K1.
Hence I/K1 = I/IK1 is projective as a right R/K1-module. Thus every right ideal of
R/K1 is projective, and so R/K1 is hereditary.
As in the proof of Theorem 2.1 we set U = S/B , T = R/B , etc. Certainly R has
injective dimension 1, so that each right ideal Ki/B of S/B is generated by an idem-
potent (2.10). Thus for each i we have Ki/B = e0U + · · · + eiU where the e’s are
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in which K1 = S is trivial, and so we shall suppose without loss of generality that K1 = S
and that e2 = 0. We have T/e1T = T/e1U ∼= R/K1, so that T/e1T is a hereditary ring.
Set f = 1 − e1 ∈ T . Because e1T is an ideal of T , so also is Tf . Hence f T ⊆ Tf ,
so that f T = f Tf . It follows that the function which sends t ∈ T to f tf is a homo-
morphism of rings with kernel e1T . Hence f Tf ∼= T/e1T , and so f Tf is a hereditary
ring. But f = e2 + · · · + en+1, so that e2 = e2f = f e2. Because e2 ∈ T it follows that
e2 ∈ f Tf . Since f Tf is hereditary, so also is e2f Tf e2 = e2T e2. But, as in Step 2, we
have e2T e2 = e2Ue2. Thus e2Ue2 is hereditary, and e2 is a non-zero idempotent of the lo-
cal ring U . Hence U = Ue2U , and U is Morita equivalent to the hereditary ring e2Ue2 and
so is itself hereditary. But U is also a local QF ring. Therefore U is simple Artinian. 
3. The general case
The aim of this section is to prove the following theorem.
Theorem 3.1. Let S be a Dedekind prime ring which is finitely-generated as a module
over its centre C, and let K1, . . . ,Kn be essential right ideals of S such that SKi = S for
all i (note that we are not assuming that the K’s form a chain). Set R = I (K1, . . . ,Kn),
and let B =⋂bound(Ki) where bound(Ki) is the largest two-sided ideal of S which is
contained in Ki . Set K0 = B and Kn+1 = S. Suppose that the K’s form a standard chain
modulo every primary component A of B , by which we mean that the right ideals Ki +A
in some order (which may depend on A) form a standard chain above A. Then R has
injective dimension 1 if and only if each Ki/B is generated by an idempotent as a right
ideal of S/B .
We shall keep the notation of Theorem 3.1 throughout this section. We have already
proved Theorem 3.1 when B is a primary ideal of S (2.13). We shall proceed by induction
on the number t of primary components of B , with Theorem 2.13 being the case t = 1.
The following is an example where Theorem 3.1 can be applied even though the K’s do
not form a chain.
Example 3.2. Set S = M3(Z),
K1 =
(3Z 3Z 3Z
Z Z Z
6Z 6Z 6Z
)
,
and
K2 =
(
Z Z Z
2Z 2Z 2Z
)
.2Z 2Z 2Z
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of B are 2S and 3S. As usual we set K0 = B and K3 = S. It is routine to check that
K0 + 2S = 2S,
K1 + 2S =
(
Z Z Z
Z Z Z
2Z 2Z 2Z
)
,
K2 + 2S = K2, K3 + 2S = S, and that K0 + 2S ⊆ K2 + 2S ⊆ K1 + 2S ⊆ K3 + 2S is a
standard chain above 2S. Similarly K0 + 3S = 3S,
K1 + 3S =
(3Z 3Z 3Z
Z Z Z
3Z 3Z 3Z
)
,
K2 + 3S = S = K3 + 3S, and K0 + 3S ⊆ K1 + 3S ⊆ K2 + 3S ⊆ K3 + 3S is a standard
chain above 3S. Also each Ki/B is generated by an idempotent as a right ideal of S/B ,
so that R has injective dimension 1 by Theorem 3.1 where R = I (K1,K2) (in fact R is
hereditary). This example also shows that even if the K’s are distinct, they may not be
distinct modulo every primary component of B , and this is why we allow for repetitions in
the definition of a standard chain.
Notation 3.3. With B as in Theorem 3.1 we shall suppose from now on that B has at least
two primary components. We shall fix proper factors U and V of B such that B = UV
and U + V = S. Note that each of U and V has fewer primary components than B . We
shall set R1 = R +U and R2 = R + V . The aim is to show that for instance R1 has the
same relationship to the right ideals Ki +U of S as R has to the right ideals Ki . There
are orthogonal central idempotents e and f of S/B such that e + f = 1, e(S/B) = U/B ,
and f (S/B) = V/B . Clearly e, f ∈ R/B so that we can fix u, v ∈ R such that u+ v = 1,
u ∈ U , v ∈ V , u+B = e, and v +B = f .
Proposition 3.4. In the notation of Notation 3.3 we have R1 = I (K1 + U, . . . ,Kn + U)
and U =⋂bound(Ki +U).
Proof. Clearly R +U ⊆ I (K1 +U, . . . ,Kn +U). Let s ∈ I (K1 +U, . . . ,Kn +U). Then
s ∈ S and for each i we have sKi ⊆ Ki +U . With u and v as in Notation 3.3 we have
s = us + vs with us ∈ U . Also for all i we have vKi ⊆ Ki because v ∈ R, so that vsKi ⊆
v(Ki + U) ⊆ Ki + VU = Ki + B = Ki . Therefore vs ∈ R, so that s = vs + us ∈ R +
U = R1. Thus R1 = I (K1 +U, . . . ,Kn +U).
From now on i will denote an integer with 1 i  n. Clearly U ⊆ bound(Ki +U) for
all i. Let I be an ideal of S with I ⊆ Ki +U for all i; we must show that I ⊆ U . For all i
we have IV ⊆ Ki +UV = Ki +B = Ki . Thus IV ⊆ Ki for all i, so that by definition of
B we have IV ⊆ B = UV . Because V is an invertible ideal of S it follows that I ⊆ U . 
Remark 3.5. By Proposition 3.4 the rings Ri are similar to R but have fewer primary
components in the ideals which correspond to B . We can therefore prove results about R
by induction and via the rings Ri .
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Proof. With u + v = 1 as in Notation 3.3, define g : (R ⊕ S) → (R1 ⊕ R2) by g((r, s)) =
(r + su, r − sv) for all r ∈ R, s ∈ S. Clearly g is a homomorphism of left R-modules. In
the above notation suppose that g((r, s)) = 0. Then r + su = 0 and r − sv = 0, so that
0 = su + sv = s and hence also r = 0. Thus g is injective. For surjectivity let ri ∈ Ri for
i = 1,2. Set r = r1v + r2u. Then r ∈ R because r1v ∈ (R + U)v ⊆ R + UV = R and
similarly r2u ∈ R. Set s = r1 − r2 ∈ S. Then g((r, s)) = (r + su, r − sv) = (r1v + r2u +
(r1 − r2)u, r1v + r2u− (r1 − r2)v) = (r1, r2) as required. 
Corollary 3.7. Let Q be the quotient ring of R (and hence also of S and each Ri). Then
Q/R ⊕Q/S ∼= Q/R1 ⊕Q/R2 as left R-modules.
Proof. Let g : (R ⊕ S) → (R1 ⊕R2) be an isomorphism of left R-modules as in Proposi-
tion 3.6. Then g extends to an isomorphism of the corresponding injective hulls Q⊕Q and
Q⊕Q, and this induces an isomorphism between Q/R ⊕Q/S and Q/R1 ⊕Q/R2. 
Notation 3.8. Set K = K1 ∩ · · · ∩Kn.
Proposition 3.9. We have K ⊆ R.
Proof. For 1 i  n we have KKi ⊆ K ⊆ Ki . 
Proposition 3.10. We have K +U = (K1 +U)∩ · · · ∩ (Kn +U) and similarly with V in
place of U .
Proof. In this proof we will always take 1 i  n. Clearly K +U ⊆ Ki +U for all i. Let
w ∈ (K1 +U) ∩ · · · ∩ (Kn +U). With u and v as in Notation 3.3 we have w = wu+wv
with wu ∈ U . For all i we have wv ∈ (Ki + U)v ⊆ Ki + Uv ⊆ Ki + B = Ki , so that
wv ∈ K . Therefore w = wu+wv ∈ U +K . 
Proposition 3.11. We have SK = S.
Proof. Let A be a primary component of B . We are assuming that the Ki + A form a
standard chain above A. In particular, one of K1 + A, . . . ,Kn + A is contained in all the
others. Thus we can fix j with 1 j  n such that Kj +A = (K1 +A)∩· · ·∩(Kn+A). We
can apply Proposition 3.10 with U = A and V = BA−1 to give K + A = Kj + A. Hence
SK +A = S(K +A) = S(Kj +A) = SKj +A = S +A = S. Therefore we can suppose
by induction on the number of primary components that S = S(K +U) = SK +U and
S = SK + V . Hence S = SK + V = SK + (SK +U)V = SK + UV = SK + B = SK
because B ⊆ K . 
Corollary 3.12. The right R-module SR is finitely-generated projective.
Proof. We have 1 ∈ SK by Proposition 3.11, and KS = K ⊆ R by Proposition 3.9. Thus
we can apply the dual basis lemma to SR . 
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Proof. By symmetry it is enough to show that (R1)R is finitely-generated projective.
With u, v as in Notation 3.3 set W = K + vR. Then WR1 = (K + vR)(R + U) ⊆ R
because K ⊆ R by Proposition 3.9 and v ∈ R. Also R1W = (R + U)(K + vR) ⊇ UK =
USK = US = U by Proposition 3.11, so that u ∈ R1W . Because v ∈ W we have v ∈ R1W .
Therefore 1 = u + v ∈ R1W and WR1 ⊆ R, so that (R1)R is finitely-generated projective
by the dual basis lemma. 
Proposition 3.14. Let T be an over-ring of R inside the quotient ring Q of R. Suppose
that TR is finitely-generated projective, and let E be an injective left T -module. Then E is
injective as a left R-module.
Proof. Much more general results than this are known, but the special case stated here is
easy to prove because for each left ideal L of R we can identify T ⊗R L with T L. 
Theorem 3.15. With the notation of Theorem 3.1 suppose that each right ideal Ki/B of
S/B is generated by an idempotent. Then R has injective dimension 1.
Proof. Because S/B ∼= S/U ⊕ S/V as rings, it follows easily that each right ideal
(Ki + U)/U of S/U is generated by an idempotent. Therefore by induction we can sup-
pose that R1 has injective dimension 1, where R1 = R +U . Similarly for R2 = R + V .
Hence Q/Ri is injective as a left Ri -module for i = 1,2. It follows from Propositions 3.13
and 3.14 that each Q/Ri is injective as a left R-module. Therefore R(Q/R) is injective,
by Corollary 3.7. Thus R has injective dimension 1 on the left, and it is known that
having injective dimension 1 is left–right symmetric for such rings R (see, for instance,
[2, Corollary 4.2]). 
Proposition 3.16. Let T be an over-ring of R inside its quotient ring Q. Suppose that
(Q/T )R is injective. Then (Q/T )T is injective.
Proof. Let I be a right ideal of T and let f : I → Q/T be a homomorphism of right
T -modules. Because (Q/T )R is injective we can extend f to a right R-module homomor-
phism g :Q → Q/T . We shall show that g is a right T -module homomorphism, and that
will complete the proof. Let q ∈ Q, t ∈ T . We can fix a regular element c of R such that
ct ∈ R. Then g(qt) = g(qc−1ct) = g(qc−1)ct = g(qc−1c)t = g(q)t . 
Theorem 3.17. Suppose that R has injective dimension 1. Then each right ideal Ki/B of
S/B is generated by an idempotent.
Proof. It is enough to show that each (Ki + U)/U is generated by an idempotent as a
right ideal of S/U , and similarly with V in place of U . By induction on the number of
primary components it is enough to show that Ri has injective dimension 1 for i = 1,2.
By Proposition 3.13 we know that (Ri)R is finitely-generated projective. Because QR is
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Q/Ri is right Ri -injective by Proposition 3.16, so that Ri has injective dimension 1. 
This completes the proof of Theorem 3.1.
Continuing with the notation and conventions of this section, we shall now determine
when R is hereditary.
Proposition 3.18. The ring R is hereditary if and only if both R1 and R2 are hereditary.
Proof. Firstly suppose that each Ri is hereditary, and let I be a right ideal of R. Then each
IRi is right Ri -projective because Ri is hereditary, and (Ri)R is projective by Proposi-
tion 3.13. It follows that each IRi is right R-projective. Similarly (IS)R is projective (using
Corollary 3.12). We have R1 +R2 = R +U + V = R + S = S, so that IR1 + IR2 = IS.
Thus we have the standard short exact sequence
0 → (IR1 ∩ IR2) → (IR1 ⊕ IR2) → IS → 0
which splits and gives that (IR1 ∩ IR2)R is projective. We shall complete the proof that R
is hereditary by showing that IR1 ∩ IR2 = I . Clearly I ⊆ IR1 ∩ IR2. Let x ∈ IR1 ∩ IR2.
With u+ v = 1 as in Notation 3.3 we have x = xu + xv ∈ IR2u + IR1v, where R2u =
Ru+ V u ⊆ R +B = R and similarly R1v ⊆ R. Therefore x ∈ I .
Conversely suppose that R is hereditary. Then each over-ring of R inside its quotient
ring is also hereditary [6, Proposition 1.6]. 
Theorem 3.19. The ring R is hereditary if and only if S/B is semi-simple Artinian.
Proof. As usual we proceed by induction on the number of primary components of B .
The primary case was proved in Theorem 2.16. By Proposition 3.18 we know that R is
hereditary if and only if both R +U and R + V are hereditary. Therefore R is heredi-
tary if and only if both S/U and S/V are semi-simple Artinian, i.e., S/B is semi-simple
Artinian. 
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