A new alternative approach to the statistical behavior of particle-particle collisions is introduced. The alternative approach is derived rigorously from well known mechanical laws; and the results given by it, quantitatively and qualitatively different from what the standard kinetic theory yields, can be directly checked with computer-simulated or realistic experiments. More importantly, from the introduction of it, a number of new concepts and new methodologies emerge, which might turn out to be very significant to the future development of nonequilibrium statistical mechanics.
Introduction
It is commonly believed that the statistical behavior of classical particle-particle collisions has been adequately codified into the equations of nonequilibrium gas dynamics (kinetic theory), and there is nothing truly new to today's physicists. However, as has been pointed out by us [1] [2] , this belief is questionable.
What made us question the validity of the standard theory might be summarized as the following. In the context of gas dynamics, particle-particle collisions are supposed to be examined in the six-dimensional positionvelocity phase space, but the space, though superficially simple, is inherently counterintuitive. When a sixdimensional statistical dynamics is of concern, it is often the case that our attention is invited to certain incomplete and misleading pictures. To get a taste of such trickiness, let's briefly review a long-neglected fact associated with the Boltzmann equation [3] : while the differential operator on its left-hand side enjoys a relatively obvious position-velocity symmetry, the integral operator on its right-hand side does not exhibit any form of position-velocity symmetry. In this regard, one may reasonably wonder: How can the equation's two sides be always equal when they behave themselves so differently?
In this paper, after advancing several typical examples, an alternative approach is proposed, which takes care of the position space and the velocity space in a relatively balanced way. The proposed formalism is strictly based on well-known mechanical laws, and the results given by it can be directly compared with computer simulations. More importantly, from the introduction of this alternative approach, a number of new concepts and new methodologies emerge, which might turn out to be very significant to the future development of nonequilibrium statistical mechanics.
The structure of this paper is the following. In Section 2, several examples are advanced in which particleparticle collisions cannot be well treated by the standard kinetic theory. In Section 3, an alternative approach is proposed. In Section 4, the newly proposed alternative approach is extended to more general situations. In Section 5, a brief summary is provided.
Typical Examples of Particle-Particle Collisions
To investigate the collective behavior of particle-particle collisions, we shall in this paper concern ourselves with three different, but interconnected, situations shown in Figure 1 . They are a) a parallel beam of particles scattered by a group of resting particles, b) two parallel beams of particles colliding in the head-on manner, and c) two ordinary gases colliding with each other.
To begin with, let's first look at the simplest situation illustrated in Figure 1 (a). Suppose that the parallel beam on the left side is moving in the z -direction (rightwards), and the distribution function of it is
where
is considered to be time-independent and z -independent and 
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where ( ) There are several reasons why we start our investigation with this particular example. Firstly, this is the case to which the standard collision theory is presumably applicable. Secondly, this is the case that we, as physicists, can easily realize and easily monitor in computer simulation. Thirdly, this is the case in which the complexity of the subject is largely reduced but the statistical characteristics of the subject remain intact (so the insight gained will be generally instructive).
It is further assumed that a virtual detector, marked as 1 D in the figure, is placed at the position where the local distribution function is of interest. This arrangement possesses great importance in this paper; and the basic idea behind it is that the distribution function determines, almost uniquely, the local flux, and hence the distribution function should be directly computable if the flux information gathered by the detector situated there is somehow known. It will be seen that with certain improvement and refinement this simple idea works nicely. In contrast with that, the basic idea of the standard theory seems rather cumbersome. According to the standard theory, to determine the distribution function at a place we are supposed to investigate how the distribution function varies at the place, and to determine how the distribution function varies at the place we are supposed to investigate virtually all the fluxes around the place (eventually 12 coming-or-going fluxes are examined).
Before entering the next section, where a new alternative approach will be introduced, let's briefly go through what the Boltzmann equation has to say about the situation. Referring to Figure 1(a) , suppose that the symmetry axis of 1 D is the positive ξ -coordinate axis and the origin of the ξ -coordinate starts from the bottom of the collision region. Thus, the distribution function of the collision-produced particles moving along the ξ -axis obeys (with no external forces) ( )
in which ′ v and 1 ′ v are the initial velocities of two colliding particles while v ξ and 1 v stand respectively for the final velocities of the two particles, 
In writing these two formulas, it is understood that the two initial gases are dilute enough so that the collision probability between f ′ and 1 f ′ is a first-order quantity and the collision probability between f and f ′ (or 1 f ′ ) can be ignored. It is also understood that the relationship between v ξ , 1 v , ′ v and 1 ′ v in Equation (3), or (4), obeys the energy-momentum conservation law, which in general consists of four independent equations. Surprisingly, although formally pertinent, expression (4) yields no meaningful result for the situation. Firstly, if we wish to compute the integral involved, we find no attainable way to get rid of the five δ -functions in f ′ and 1 f ′ . Secondly, if we assume that the five δ -functions disappear simply due to the five-fold velocity integration of Equation (4), the role played by the four equations of the energy-momentum conservation law becomes unknown. Finally, if we somehow managed to make Equation (4) mathematically evaluable, the issue would become even more puzzling in the sense that the result of Equation (4) can be schematically represented by the dotted curve in Figure 2 (reflecting the fact that the integrand of the integral is positive-definite), while our physical and geometrical intuition, as well as a well-performed computer simulation, tells us that the real distribution function varies according to the solid curve given in Figure 2 (the asymptotic behavior of f must obey the inverse-square law).
When treating the examples shown in Figure 1(b) and Figure 1(c) , similar difficulties will be met with. In particular, the difficulty shown in Figure 2 is always there.
There has been a detailed investigation about the sources of the aforementioned problems [1] . In this paper, we shall focus ourselves on proposing a new alternative approach.
An Alternative Approach
In connection with the situation shown in Figure 1(a) , we now look at Figure 3 , , x y z ≡ r is the position of the detector's inlet, and that the velocities of the particles recorded by the detector fall into a definite speed range v δ and a definite solid angle δΩ . Then, the distribution function at the inlet can be roughly expressed as
where s δ is the area of the detector's inlet, t δ is the time interval of recording, N δ is the number of the particles recorded by the detector. Expression (5) can be interpreted as saying that there is a direct connection between the flux detected by the detector and the distribution function of our primary concern. It is this direct connection, though still primitive at this stage, that will guide us to the very end of our investigation.
Concerning expression (5), there are essential things worth discussing. To ensure that the right side of the expression stands for the "exact" distribution function at the position point r , the quantities t δ , s δ , v δ and δΩ have to be infinitely small. (By the term exact, we mean that the right side of the expression can be qualified as a strict mathematical limit.) However, allowing all these quantities to be simultaneously infinitesimal gives rise to practical problems. For instance, if both s δ and δΩ are indeed infinitely small, dN in expression (5) receives contribution only from the collision region that is limited to a one-dimensional straight line, which is nothing but the very symmetry axis of the detector. Obviously, this type of approach can be accomplished only in mind.
To make expression (5) physically meaningful in rather general situations, we shall adopt the following two assumptions: 1) s δ is very small, infinitesimal in the theoretical sense, and 2) v δ and δΩ are finite and definite (still small though). It turns out, to describe force-free Boltzmann gases, accepting these two assumptions is convenient and largely necessary.
Under these two assumptions, we redefine the distribution function as a mathematical hybrid:
( ) 
At this point, one remark seems in order. In the standard theory the distribution function, as the primary concept of the theory, is often defined or interpreted in intentionally vague language. For instance, in one of the books on nonequilibrium statistical mechanics [4] it is stated that the distribution function, denoted as F therein, is the ratio ( ) N δ δ δ r v in which r δ and v δ are supposedly "large enough to contain a lot of particles, but small compared to the range of variation of F ′′ . Then, an interesting question about expression (6) arises. Why does the approach herein define the distribution function in such clear and strict mathematical terms? To this question, the answer given by us is simply the following: to compute a distribution function certain limiting processes need to be invoked; but if there is not an adequate set of mathematically well-defined quantities those limiting processes may lose their validity explicitly or implicitly.
We take three steps to compute expression (6): 1) finding out the position region in which particle-particle collisions may possibly give contribution to dN ; 2) formulating the collision number in this position region; and 3) investigating how collision-produced particles spread in the position space and in the velocity space, and then determining in what portion those collision-produced particles will indeed be recorded by the detector.
The first two steps can be accomplished rather easily. Since the solid angle δΩ has been assumed to be definite and finite and the inlet area s δ has been assumed to be very small (infinitesimal), we find the trajectory cone denoted by { } r δ − Ω in Figure 3 (a) to be the position region in which collisions may directly give contributions to dN . In this particular sense, the cone will be named as the upstream path zone, or up-zone for short. The number of the collisions taking place inside the up-zone can be expressed by ( ) ( )
where 0 dr stands for an infinitesimal region in { } r δ − Ω . Inserting Equations (1) and (2) into Equation (7), we obtain
To accomplish the third step aforementioned, let's first note that the information concerning how the scattered particles spread in the position space and the velocity space is stored in 
Since s δ is infinitely small, δω is infinitely small to δΩ . Thus, if a particle can enter the detector from the up-zone, the particle's velocity will definitely falls in δΩ . Namely, from now on, the only thing we need to make sure is that the collision-scattered particles emerge within v δ and δω in the laboratory frame. To connect the center-of-mass frame and the laboratory frame, we have to deal with the energy-momentum 
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The above expressions show that for a pair of ′ v and 1 ′ v , the final velocities v and 1 v have only two degrees of freedom, distributing on an infinitely thin energy-momentum (EM) membrane in the velocity space, as has already been illustrated in Figure 3 
With help of Equations (8), (9), (12) and (13), the limit-average-hybrid distribution function defined by Equation (6) 
where 1 n′ is also time-and z -independent and ( ) By defining the up-zone, { } r δ − Ω , around the symmetry axis of the detector, we know that the collision number taking place in the zone can still be expressed by Equation (7). So, the collision-produced particles that can enter the detector are
