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IMPLEMENTASI DATA MINING DALAM PENGELOMPOKAN JURUSAN YANG DIMINATI 
SISWA SMK NEGERI 1 LOLOWA'U DENGAN MENGGUNAKAN METODE CLUSTERING 
Eferoni Ndruru STMIK Budi Darma Medan, Jl. SM.Raja No.338 Sp.Limun Medan, Sumut, 
Indonesia E-Mail: ronindruru@gmail.com 2)Riswan Limbong STMIK Budi Darma Medan, 
Jl. SM.Raja No.338 Sp.Limun Medan, Sumut, Indonesia E-Mail: 
riswanlimbong@gmail.com ABSTRAK Pendidikan merupakan hal yang sangat penting 
dan akan terus berkembang seiring berjalannya zaman, di Indonesia agak sulit untuk 
mengimbangi perkembangan itu.  
 
Dalam usaha untuk menyelenggarakan pendidikan yang berkualitas pada suatu instansi 
sekolah maka diperlukann keminatan siswa dalam pemilihan jurusan yang terbaik 
dibangku sekolah. Tujuan perlu peminatan siswa ini dalam pemilihan jurusan sangat 
penting dalam menunjang ilmu ke perguruan tinggi dan lebih semangatnya siswa 
tersebut dalam mengembangkan ilmu dibidang jurusan yang dipilihnya, seperti masalah 
yang pernah terjadi pada SMK N 1 Lolowa’u dimana siswa tersebut memilih jurusan 
sesuai dengan dorongan orang lain tanpa ada minat pada jurusan tersebut, sehingga 
mengakibatkan turunnya semangat dalam belajar.  
 
Oleh karna itu, maka dilakukan pengelompokan data siswa setiap jurusan dan 
dikelompokan berdasarkan nilai, karna dari nilai ini bisa dilihat semangat siswa untuk 
belajar. . Data mining merupakan salah satu cara untuk mengubah data menjadi 
informasi yang berguna dan dapat menghasilkan ilmu baru. Metode yang digunakan 
adalah clustering, metode clustering ini suatu metode dalam pengelompokan data.  
 
Hasil yang didapat dalam penelitian ini adalah hasil pengelompokan data berdasarkan 
nilai dan dapat ditentukan siswa yang berminat. Keyword : Data Mining, 
Pengelompokan, clustering 
PENDAHULUAN Ilmu pengetahuan merupakan hal yang sangat penting bagi pendidikan 
dan akan terus berkembang seiring berjalannya zaman, di Indonesia masih banyak sulit 
untuk mengimbangi perkembangan itu.  
 
Dalam usaha untuk menyelenggarakan pendidikan yang berkualitas pada suatu instansi 
sekolah dan perguruan tinggi. Oleh karena itu, banyak siswa dan siswa ditingkat 
kejuruan masih sulit untuk menentukan jurusan yang diminatin sehingga pemihan 
jurusan tidak sesuai dengan minat dara siswa itu sendiri. Maka pada akhirnya siswa 
tersebut banyak yang putus sekolah dan kurang bersemangat untuk belajar karna tidak 
sesuai dengan hobby dan minat.  
 
Seperti yang terjadi pada SMK N.1 Lolowa’u yang terdiri tatabusana, pertania, dan teknik 
komputer dan jaringan kebanyakan masuk kejurusan teknik komputer dan jaringan. 
Namun minat dan hobby untuk memilih jurusan tersebut banyak yang tidak berminat. 
Untuk mengetahui siswa yang berminat dalam memilih jurusan yang diinginkan maka 
perlu data siswa setiap jurusan dan nilai masing-masing siswa.  
 
Sehingg berdasarkan nilai tersebut bisa di kelompokan siswa yang banyak memlih 
jurusan yang sama dan megetahui siswa yang sesuai minat untuk memilih jurusan 
tersebut. Data mining merupakan salah satu ilmu pengetahuan yang sangat 
berkembang dalam pengolahan data menjadi informasi yang oberguna[1][2]. 
Pengelompokan data siswa yang berminatdan tidak berminat untuk memilih jurusannya 
dibangku SMK merupakan salah satu langkah untuk mempermudah pendidik untuk 
melaksanakan kegiatan proses pembelajaran dan menghasilkan peserta didik yang 
berkualitas[3].  
 
Proses pembelajaran yang dilakukan pendidik yaitu dengan melakukan perencanaan 
proses pembelajaran, pelaksanaan proses pembelajaran, penilaian hasil pembelajaran, 
dan pengawasan proses pembelajaran untuk terlaksananya proses pembelajaran yang 
efektif dan efisien. Namun dari hal itu tidak termasuk penyelesaian masalah untuk 
mendapatkan didikan yang bersemangat untuk belajar.  
 
Tapi bergantung bagi siswa itu sendiri, semangat dan niat.[4][5] Data ming merupakan 
salah satu ilmu pengetahuan dalam pengolahan data untuk menghasilkan ilmu baru. 
Dalam penelitian ini diperlukan metode clustering untuk pengelompokan data menurut 
penelitian sebelumnya tentang pengambilan keputusan yang nama Ni Made Anindya 
Santika Devi pada jurnal lontar komputer vol. 6, no.3, desember 2015 [6]menyatakan 
merupakan cara yang sangat perlu dalam pengelompokan data yang sangat[2].  
 
BAHAN DAN METODE Pada penelitian terdiri dari beberapa bahan-bahan yang 
digunakan adalah data siswa berdarkan nilai dan masing – masing jurusan. Data nilai 
tersebut merupakan centroid untuk membentuk clustering baru[7]. Maka dari data 
tersebut bisa dikelompokan berdasarkan jurusan yang dimintin oleh masing-masing 
siswa.Metode yang digunakan dalam penyelesaian ini yaitu pengumpulan data, analisa 
masalah, dan pengujian.  
 
Metode yang digunakan untuk pengelompokan data adalah metode clustering yang 
berfungsi untuk mengelompokan data, baik data kecil maupun data yang terlalu basar. 
Langkah-langkah metode clustering sebagai berikut[5][7] : Menentukan data yang 
dikelompokan Membuat tabel dataset. Iterasi 1 menentukan centroid awal. centroid 
awal ditentukan secara random dari dataset yang ada Perhitungan jarak pusat cluster 
untuk mengukur jarak antara data dengan pusat cluster digunakan Euclidian distance, 
kemudian akan didapatkan jarak yaitu C1, C2 dan C3[8] Pengelompokan, setelah 
dilakukan pengelompokan maka langkah senjutnya kembali kelangkah ke.3  
 
sampai data pengelompokan sama dengan data pengelompokan sebelumnya. Maka 
proses iterasi berhenti[9]. Setelah langkah-langkah tersebut dilakukan proses penetuan 
diambil dari hasil pengelompokan yang telah didapatkan. HASIL DAN PEMBAHASAN 
Dari pembahasan diambil contoh data berdasarkan NIS siswa.  
 
Dari hasil dan pembahasan yang didapatkan adalah sebagai berikut ; Masukkan dataset 
siswa yang akan ditentukan untuk memilih jurusan. Seperti tabel 1. Berikut Tabel 1 Data 
Siswa . N0 _Nama _JRS _X1 _X2 _X3 _ _1 _Martinus Buulolo _TKJ _3,54 _3,7 _3,54 _ _2 
_Herman S Bulolo _TKJ _3,27 _3,4 _3,18 _ _3 _Formasi ndruru _TKJ _3,18 _3,2 _3 _ _4 
_Siska S halawa _TBS _3,36 _3,3 _3,27 _ _5 _Ramli Buulolo _TKJ _3,63 _3,7 _3,54 _ _6 
_Martin Laia _TKJ _3,27 _3,1 _3 _ _7 _Kristian Buulolo _PTN _3,36 _3,2 _3,18 _ _8 _Toniman 
Zebua _TKJ _3,27 _3,5 _2,91 _ _9 _Siska L Ndruru _TBS _3,63 _3,7 _3,63 _ _10 _Yasaaro 
Buulolo _PTN _3,27 _3,5 _3,18 _ _11 _Yosafati Daeli _PTN _3,45 _3 _3,18 _ _12 _Ardin 
Waruwu _PTN _3,36 _3,3 _3 _ _13 _Lewizatulo Hia _PTN _3,45 _3,2 _3 _ _14 _Bezaro 
Halawa _TKJ _3,09 _3,1 _3 _ _15 _Yanaria Halawaa _TBS _3,27 _3.1  
 
_3,09 _ _Keterangan : X1= rata-rata nilai siswa untuk jurusan TKJ X2= rata-rata nilai siswa 
untuk jurusan pertanian X1=rata-rata nilai siswa untuk jurusan tatabusana JRS= Jurusan 
TBS = Tatabusana TKJ = teknik komputer & jaringan PTN = Pertanian Iterasi 1 Hal 
pertama yang dilakukan dalam iterasi 1 adalah menentukan centroid awal. centroid awal 
ditentukan secara random dari dataset yang ada.  
 
Untuk centroid awal diambil dari data ke-3 sebagai pusat cluster 1, data ke-8 sebagai 
pusat cluster 2 dan data ke-13 sebagai pusat cluster 3. Tabel 3.3 Centroid Awal No 
_Nama _jrs _X1 _X2 _X3 _ _ 3 _Formasi _TKJ _3,18 _3,2 _3 _ _ 8 _Toniman Zebua _TKJ _3,27 
_3,5 _2,91 _ _ 13 _Lewizatulo Hia _PTN _3,45 _3,2 _3 _ _Perhitungan jarak pusat cluster 
Untuk mengukur jarak antara data dengan pusat cluster digunakan Euclidian distance, 
kemudian akan didapatkan jarak yaitu C1, C2 dan C2 sebagai berikut: Rumus Euclidian 
distance D i,j = (?? ????- ?? ???? ) ?? + (?? ???? + ?? ???? ) ?? + .. + (?? ???? - ?? ???? ) 
??…..(??) Dimana : D( i,j ) = Jarak data ke i ke pusat cluster j Xki = Data ke i pada atribut 
data ke k Xkj = Data ke j pada atribut data ke k Data ke-1 dihitung dengan data ke-1 
sebagai pusat cluster 1 dengan hasil 0,81 Data ke-2 dihitung dengan data ke-1 sebagai 
pusat cluster 1 dengan hasil 0,28 Data ke-3 dihitung dengan data ke-1 sebagai pusat 
cluster 1 dengan hasil 0 dan seterusnya sesuai dengan tabel 3.4  
 
 Tabel 2 Perhitungan Iterasi ke-1 C _Data _Perhitungan _Hasil _ _1 _1 _v(3,54-3,18)2 + 
(3,7-3,2)2 + (3,54-3)2 _0,81 _ _1 _2 _v(3,27-3,18)2 + (3,4-3,2)2 + (3,18-3)2 _0,28 _ _1 _3 
_v(3,18-3,18)2 + (3,2-3,2)2 + (3-3)2 _0 _ _1 _4 _v(3,36-3,18)2 + (3,3-3,2)2 + (3,27-3)2 
_0,33 _ _1 _5 _v(3,63-3,18)2 + (3,7-3,2)2 + (3,54-3)2 __ _0,86 _ _1 _6 _v(3,27-3,18)2 + 
(3,1-3,2)2 + (3-3)2 _0,13 _ _1 _7 _v(3,36-3,18)2 + (3,2-3,2)2 + (3,18-3)2 _0,25 _ _1 _8 
_v(3,27-3,18)2 + (3,5-3,2)2 + (2,91-3)2 _0,32 _ _1 _9 _v(3,63-3,18)2 + (3,7-3,2)2 + 
(3,63-3)2 _0,92 _ _1 _10 _v(3,27-3,18)2 + (3,5-3,2)2 + (3,18-3)2 _0,36 _ _1 _11 
_v(3,45-3,18)2 + (3-3,2)2 + (3,18-3)2 _0,38 _ _1 _12 _v(3,36-3,18)2 + (3,3-3,2)2 + (3-3)2 
_0,21 _ _1 _13 _v(3,45-3,18)2 + (3,2-3,2)2 + (3-3)2 _0,27 _ _1 _14 _v(3,09-3,18)2 + 
(3,1-3,2)2 + (3-3)2 _0,13 _ _1 _15 _v(3,27-3,18)2 + (3,1-3,2)2 + (3,09-3)2 _0,16 _ _2 _1 
_v(3,54-3,27)2 + (3,7-3,5)2 + (3,54-2,91)2 _0,71 _ _2 _2 _v(3,27-3,27)2 + (3,4-3,5)2 + 
(3,18-2,91)2 _0,28 _ _2 _3 _v(3,18-3,27)2 + (3,2-3,5)2 + (3-2,91)2 _0,32 _ _2 _4 
_v(3,36-3,27)2 + (3,3-3,5)2 + (3,27-2,91)2 _0,42 _ _2 _5 _v(3,63-3,27)2 + (3,7-3,5)2 + 
(3,54-2,91)2 __ _0,75 _ _2 _6 _v(3,27-3,27)2 + (3,1-3,5)2 + (3-2,91)2 _0,41 _ _2 _7 
_v(3,36-3,27)2 + (3,2-3,5)2 + (3,18-2,91)2 _0,41 _ _2 _8 _v(3,27-3,27)2 + (3,5-3,5)2 + 
(2,91-2,91)2 _0 _ _2 _9 _v(3,63-3,27)2 + (3,7-3,5)2 + (3,63-2,91)2 _0,82 _ _2 _10 
_v(3,27-3,27)2 + (3,5-3,5)2 + (3,18-2,91)2 _0,27 _ _2 _11 _v(3,45-3,27)2 + (3-3,5)2 + 
(3,18-2,91)2 _0,59 _ _2 _12 _v(3,36-3,27)2 + (3,3-3,5)2 + (3-2,91)2 _0,23 _ _2 _13 
_v(3,45-3,27)2 + (3,2-3,5)2 + (3-2,91)2 _0,36 _ _2 _14 _v(3,09-3,27)2 + (3,1-3,5)2 + 
(3-2,91)2 _0,44 _ _2 _15 _v(3,27-3,27)2 + (3,1-3,5)2 + (3,09-2,91)2 _0,43 _ _3 _1 
_v(3,54-3,45)2 + (3,7-3,2)2 + (3,54-3)2 _0,75 _ _3 _2 _v(3,27-3,45)2 + (3,4-3,2)2 + 
(3,18-3)2 _0,2 _ _3 _3 _v(3,18-3,45)2 + (3,2-3,2)2 + (3-3)2 _0,27 _ _3 _4 _v(3,36-3,45)2 + 
(3,3-3,2)2 + (3,27-3)2 _0,30 _ _3 _5 _v(3,63-3,45)2 + (3,7-3,2)2 + (3,54-3)2 __ _0,76 _ _3 _6 
_v(3,27-3,45)2 + (3,1-3,2)2 + (3-3)2 _0,21 _ _3 _7 _v(3,36-3,45)2 + (3,2-3,2)2 + (3,18-3)2 
_0,20 _ _3 _8 _v(3,27-3,45)2 + (3,5-3,2)2 + (2,91-3)2 _0,36 _ _3 _9 _v(3,63-3,45)2 + 
(3,7-3,2)2 + (3,63-3)2 _0,83 _ _3 _10 _v(3,27-3,45)2 + (3,5-3,2)2 + (3,18-3)2 _0,39 _ _3 _11 
_v(3,45-3,45)2 + (3-3,2)2 + (3,18-3)2 _0,26 _ _3 _12 _v(3,36-3,45)2 + (3,3-3,2)2 + (3-3)2 
_0,13 _ _3 _13 _v(3,45-3,45)2 + (3,2-3,2)2 + (3-3)2 _0 _ _3 _14 _v(3,09-3,45)2 + (3,1-3,2)2 
+ (3-3)2 _0,34 _ _3 _15 _v(3,27-3,45)2 + (3,1-3,2)2 + (3,09-3)2 _0,71 _ _Dari Perhitungan 
tabel diatas, Maka didapat hasil iterasi 1 pada tabel berikut ini dengan terbentuk cluster 
1, cluster 2, cluster 3, dan Jarak terdekat. Tabel 3 Tabel Iterasi 1 No _Nama _X1 _X2 _X3 
_Cluster 1 _Cluster 2 _Cluster 3 _J.T  
 
_ _1 _Martinus Buulolo _3,18 _3,7 _3,54 _0,81 _0,71 _0,75 _0,71 _ _2 _Herman S Bulolo 
_3,27 _3,4 _3,18 _0,28 _0,28 _0,2 _0,2 _ _3 _Formasi ndruru _3,18 _3,2 _3 _0 _0,32 _0,27 _0 
_ _4 _Siska S halawa _3,36 _3,3 _3,27 _0,33 _0,42 _0,30 _0,30 _ _5 _Ramli Buulolo _3,63 _3,7 
_3,54 _0,86 _0,75 _0,76 _0,75 _ _6 _Martin Laia _3,27 _3,1 _3 _0,13 _0,41 _0,21 _0,13 _ _7 
_Kristian Buulolo _3,36 _3,2 _3,18 _0,25 _0,41 _0,20 _0,20 _ _8 _Toniman Zebua _3,27 _3,5 
_2,91 _0,32 _0 _0,36 _0 _ _9 _Siska L Ndruru _3,63 _3,7 _3,63 _0,92 _0,82 _0,83 _0,82 _ _10 
_Yasaaro Buulolo _3,27 _3,5 _3,18 _0,36 _0,27 _0,39 _0,27 _ _11 _Yosafati Daeli _3,45 _3 
_3,18 _0,38 _0,59 _0,26 _0,26 _ _12 _Ardin Waruwu _3,36 _3,3 _3 _0,21 _0,23 _0,13 _0,13 _ 
_13 _Lewizatulo Hia _3,45 _3,2 _3 _0,27 _0,36 _0 _0 _ _14 _Bezaro Halawa _3,09 _3,1 _3 
_0,13 _0,44 _0,34 _0,13 _ _15 _Yanaria Halawaa _3,27 _3,1 _3,09 _0,16 _0,43 _0,71 _0,16 _ _ 
 Jarak hasil perhitungan akan dilakukan perbandingan dan dipilih jarak terdekat antara 
data dengan pusat cluster, jarak ini menunjukkan bahwa data tersebut berada dalam 
satu kelompok dengan pusat cluster terdekat.  
 
Berikut ini akan ditampilkan data pengelompokkan group, nilai 1 bearti data tersebut 
berada dalam group. Tabel 4 Pengelompokkan Data G1 No _C1 _C2 _C3 _ _1 _ _1 _ _ _2 _ 
_ _1 _ _3 _1 _ _ _ _4 _ _ _1 _ _5 _ _1 _ _ _6 _1 _ _ _ _7 _ _ _1 _ _8 _ _1 _ _ _9 _ _1 _ _ _10 _ _1 _ 
_ _11 _ _ _1 _ _12 _ _ _1 _ _13 _ _ _1 _ _14 _1 _ _ _ _15 _1 _ _ _ _ Setelah diketahui anggota 
tiap-tiap cluster kemudian centroid baru akan dihitung berdasarkan data anggota 
tiap-tiap cluster sesuai dengan rumus pusat anggota cluster.  
 
Misalkan untuk cluster pertama ada 5 data, cluster kedua ada 4 data, dan cluster ketiga 
ada 6 data untuk dihitung menjadi cluster baru. Tabel 5 Perhitungan centroid baru C 
_Perhitungan _Hasil _ _1 _3,18_____+3,09+3,27+3,18+3,36 5 _3,21 _ _1 
_3,2+3,1+3,1+3,7+3,3 5 _2,28 _ _1 _3+3+3,09+3,54+3,27 5 _3,18 _ _2 
_3,27+3,63+3,36+3,45 4 _3,42 _ _2 _3,4+3,7+3,3+3,2 4 _3,4 _ _2 _ 3,18+3,54+3+3 4 _3,18 
_ _3 _ 3,27+3,36+3,27+3,63+3,27+3,45 6 _3,37 _ _3 _3,1+3,2+3,5+3,7+3,5+3 6 _3,33 _ _3 
_3+3,18+2,91+3,63+3,18+3,18 6 _3,18 _ _Setelah dilakukan perhitungan maka 
didapatkanlah centroid baru yang dapat dilihat pada table 6 Tabel 6 Centroid Baru No 
_Nama _X1 _X2 _X3 _ _3 _Formasi _3,21 _3,28 _3,18 _ _8 _Toniman Zebua _3,42 _3,4 _3,18 
_ _13 _Lewizatulo Hia _3,37 _3,33 _3,18 _ _Lakukan iterasi ke-2 dengan mengulangi 
langkah ke-4 untuk menghitung jarak pusat cluster baru dengan rumus Euclidean 
Distance 
 Tabel 3.9  
 
Perhitungan Iterasi ke-2 Cluster _Data _Perhitungan _Hasil _ _1 _1 _v(3,54-3,21)2 + 
(3,7-3,28)2 + (3,54-3,18)2 _0,64 _ _1 _2 _v(3,27-3,21)2 + (3,4-3,28)2 + (3,18-3,18)2 _0,13 _ 
_1 _3 _v(3,18-3,21)2 + (3,2-3,28)2 + (3-3,18)2 _0,19 _ _1 _4 _v(3,36-3,21)2 + (3,3-3,28)2 + 
(3,27-3,18)2 _0,17 _ _1 _5 _v(3,63-3,21)2 + (3,7-3,28)2 + (3,54-3,18)2 __ _0,69 _ _1 _6 
_v(3,27-3,21)2 + (3,1-3,28)2 + (3-3,18)2 _0,26 _ _1 _7 _v(3,36-3,21)2 + (3,2-3,28)2 + 
(3,18-3,18)2 _0,17 _ _1 _8 _v(3,27-3,21)2 + (3,5-3,28)2 + (2,91-3,18)2 _0,35 _ _1 _9 
_v(3,63-3,21)2 + (3,7-3,28)2 + (3,63-3,18)2 _0,74 _ _1 _10 _v(3,27-3,21)2 + (3,5-3,28)2 + 
(3,18-3,18)2 _0,22 _ _1 _11 _v(3,45-3,21)2 + (3-3,28)2 + (3,18-3,18)2 _0,36 _ _1 _12 
_v(3,36-3,21)2 + (3,3-3,28)2 + (3-3,18)2 _0,23 _ _1 _13 _v(3,45-3,21)2 + (3,2-3,28)2 + 
(3-3,18)2 _0,31 _ _1 _14 _v(3,09-3,21)2 + (3,1-3,28)2 + (3-3,18)2 _0,28 _ _1 _15 
_v(3,27-3,21)2 + (3,1-3,28)2 + (3,09-3,18)2 _0,21 _ _2 _1 _v(3,54-3,42)2 + (3,7-3,4)2 + 
(3,54-3,18)2 _0,48 _ _2 _2 _v(3,27-3,42)2 + (3,4-3,4)2 + (3,18-3,182 _0,15 _ _2 _3 
_v(3,18-3,42)2 + (3,2-3,4)2 + (3-3,182 _0,36 _ _2 _4 _v(3,36-3,42)2 + (3,3-3,4)2 + 
(3,27-3,18)2 _0,14 _ _2 _5 _v(3,63-3,42)2 + (3,7-3,4)2 + (3,54-3,18)2 __ _0,51 _ _2 _6 
_v(3,27-3,42)2 + (3,1-3,4)2 + (3-3,18)2 _0,38 _ _2 _7 _v(3,36-3,42)2 + (3,2-3,4)2 + 
(3,18-3,182 _0,20 _ _2 _8 _v(3,27-3,42)2 + (3,5-3,4)2 + (2,91-3,18)2 _0,32 _ _2 _9 
_v(3,63-3,42)2 + (3,7-3,4)2 + (3,63-3,18)2 _0,58 _ _2 _10 _v(3,27-3,42)2 + (3,5-3,4)2 + 
(3,18-3,18)2 _0,18 _ _2 _11 _v(3,45-3,42)2 + (3-3,4)2 + (3,18-3,18)2 _0,40 _ _2 _12 
_v(3,36-3,42)2 + (3,3-3,4)2 + (3-3,18)2 _0,21 _ _2 _13 _v(3,45-3,42)2 + (3,2-3,4)2 + 
(3-3,18)2 _0,27 _ _2 _14 _v(3,09-3,42)2 + (3,1-3,4)2 + (3-3,18)2 _0,48 _ _2 _15 
_v(3,27-3,42)2 + (3,1-3,4)2 + (3,09-3,18)2 _0,34 _ _3 _1 _v(3,54-3,37)2 + (3,7-3,33)2 + 
(3,54-3,18)2 _0,54 _ _3 _2 _v(3,27-3,37)2 + (3,4-3,33)2 + (3,18-3,18)2 _0,12 _ _3 _3 
_v(3,18-3,37)2 + (3,2-3,33)2 + (3-3,18)2 _0,29 _ _3 _4 _v(3,36-3,37)2 + (3,3-3,332 + 
(3,27-3,18)2 _0,09 _ _3 _5 _v(3,63-3,37)2 + (3,7-3,33)2 + (3,54-3,18)2 __ _0,57 _ _3 _6 
_v(3,27-3,37)2 + (3,1-3,33)2 + (3-3,18)2 _0,30 _ _3 _7 _v(3,36-3,37)2 + (3,2-3,33)2 + 
(3,18-3,18)2 _0,13 _ _3 _8 _v(3,27-3,37)2 + (3,5-3,33)2 + (2,91-3,18)2 _0,33 _ _3 _9 
_v(3,63-3,37)2 + (3,7-3,33)2 + (3,63-3,18)2 _0,63 _ _3 _10 _v(3,27-3,37)2 + (3,5-3,33)2 + 
(3,18-3,18)2 _0,19 _ _3 _11 _v(3,45-3,37)2 + (3-3,33)2 + (3,18-3,18)2 _0,33 _ _3 _12 
_v(3,36-3,37)2 + (3,3-3,33)2 + (3-3,18)2 _0,18 _ _3 _13 _v(3,45-3,37)2 + (3,2-3,33)2 + 
(3-3,18)2 _0,23 _ _3 _14 _v(3,09-3,37)2 + (3,1-3,33)2 + (3-3,18)2 _0,40 _ _3 _15 
_v(3,27-3,37)2 + (3,1-3,33)2 + (3,09-3,18)2 _0,26 _ _ Dari hasil perhitungan iterasi ke 2, 
maka didapat hasil iterasi sebagai berikut : Tabel 7 Tabel Iterasi ke-2 No _Nama _X1 _X2 
_X3 _Cluster 1 _Cluster 2 _Cluster 3 _J.T  
 
_ _1 _Martinus Buulolo _3,18 _3,7 _3,54 _0,64 _0,48 _0,54 _0,48 _ _2 _Herman S Bulolo 
_3,27 _3,4 _3,18 _0,13 _0,15 _0,12 _0,12 _ _3 _Formasi ndruru _3,18 _3,2 _3 _0,19 _0,36 
_0,29 _0,19 _ _4 _Siska S halawa _3,36 _3,3 _3,27 _0,17 _0,14 _0,09 _0,09 _ _5 _Ramli 
Buulolo _3,63 _3,7 _3,54 _0,69 _0,51 _0,57 _0,51 _ _6 _Martin Laia _3,27 _3,1 _3 _0,26 _0,38 
_0,30 _0,26 _ _7 _Kristian Buulolo _3,36 _3,2 _3,18 _0,17 _0,20 _0,13 _0,13 _ _8 _Toniman 
Zebua _3,27 _3,5 _2,91 _0,35 _0,32 _0,33 _0,32 _ _9 _Siska L Ndruru _3,63 _3,7 _3,63 _0,74 
_0,58 _0,63 _0,58 _ _10 _Yasaaro Buulolo _3,27 _3,5 _3,18 _0,22 _0,18 _0,19 _0,18 _ _11 
_Yosafati Daeli _3,45 _3 _3,18 _0,36 _0,40 _0,33 _0,33 _ _12 _Ardin Waruwu _3,36 _3,3 _3 
_0,23 _0,21 _0,18 _0,18 _ _13 _Lewizatulo Hia _3,45 _3,2 _3 _0,31 _0,27 _0,23 _0,23 _ _14 
_Bezaro Halawa _3,09 _3,1 _3 _0,28 _0,48 _0,40 _0,28 _ _15 _Yanaria Halawaa _3,27 _3,1 
_3,09 _0,21 _0,34 _0,26 _0,21 _ _
Langkah selanjutnya sama dengan langkah pada nomor 4 jarak hasil perhitungan akan 
dilakukan perbandingan dan dipilih jarak terdekat antara data dengan pusat cluster, 
jarak ini menunjukkan bahwa data tersebut berada dalam satu kelompok dengan pusat 
cluster terdekat Tabel 8.  
 
Pengelompokan Data G2 No _C1 _C2 _C3 _ _1 _ _1 _ _ _2 _ _ _1 _ _3 _1 _ _ _ _4 _ _ _1 _ _5 _ 
_1 _ _ _6 _1 _ _ _ _7 _ _ _1 _ _8 _ _1 _ _ _9 _ _1 _ _ _10 _ _1 _ _ _11 _ _ _1 _ _12 _ _ _1 _ _13 _ _ 
_1 _ _14 _1 _ _ _ _15 _1 _ _ _ _Karena G1 = G2 memiliki anggota yang sama maka tidak 
perlu dilakukan iterasi/perulangan lagi. Hasil clustering telah mencapai stabil dan 
konvergen. Tabel 3.12 Tabel Penentuan Konsentrasi Cluster _Jurusan _Hasil _ _1 
_Tatabusana _4 _ _2 _Pertanian _5 _ _3 _TKJ _6 _ _ Implementasi Sistem Berikut Tampilan 
pengujian dari sistem pengelompokan data siswa dengan menggunakan metode 
clustering Menu Utama Berikut ini merupakan tampilan interface menu utama sistem. 
/Gambar 1.  
 
Tampilan Menu Utama Input Data Siswa Tampilan berikut ini merupakan tampilan input 
data siswa berdasarkan nilai. / Gamabar 2. Tampilan data siswa Proses Clustering 
Tampilan proses dalam sistem pengelompokan data siswa ini, dapat dilihat pada 
gambar berikut ini : / Gambar 3 tampilan proses KESIMPULAN Pada pembahasa diatas 
dapat di itarik kesimpulan sebagai berikut : : Pengelompokan data siswa berdasarkan 
nilai, dapat menghasilkan keputusan siswa yang berminat untuk memilih jurusan yang 
diinginkan.  
 
Penerapan Metode clustering m erupakan salah satu langkah puntuk menyelesaikan 
masalah tentang pengelompokan data siswa. Sistem yang pengelompokan ini dapat 
mempermudah guru dan kepala sekolah dalam memilih siswa yang berminat dan 
semangat belajar sesuai jurusan masing-masing yang dipilih. Sehingga lebih efesien dari 
pada sebelumnya. DAFTAR PUSTAKA [1] S. Haryati, A. Sudarsono, and E.  
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