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ON STOCHASTIC AND DETERMINISTIC QUASI-NEWTON
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Abstract. Motivated by applications arising from large scale optimization and machine learning,
we consider stochastic quasi-Newton (SQN) methods for solving unconstrained convex optimization
problems. Much of the convergence analysis of SQN methods, in both full and limited-memory
regimes, requires the objective function to be strongly convex. However, this assumption is fairly
restrictive and does not hold in many applications. To the best of our knowledge, no rate statements
currently exist for SQN methods in the absence of such an assumption. Also, among the existing first-
order methods for addressing stochastic optimization problems with merely convex objectives, those
equipped with provable convergence rates employ averaging. However, this averaging technique has a
detrimental impact on inducing sparsity. Motivated by these gaps, we consider optimization problems
with non-strongly convex objectives with Lipschitz but possibly unbounded gradients. The main
contributions of the paper are as follows: (i) To address large scale stochastic optimization problems,
we develop an iteratively regularized stochastic limited-memory BFGS (IRS-LBFGS) algorithm,
where the stepsize, regularization parameter, and the Hessian inverse approximation are updated
iteratively. We establish convergence of the iterates (with no averaging) to an optimal solution of
the original problem both in an almost-sure sense and in a mean sense. The convergence rate is
derived in terms of the objective function values and is shown to be O (1/k(1/3−)), where  is an
arbitrary small positive scalar; (ii) In deterministic regimes, we show that the algorithm displays
a rate O(1/k1−). We present numerical experiments performed on a large-scale text classification
problem and compare IRS-LBFGS with standard SQN methods as well as first-order methods such
as SAGA and IAG.
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1. Introduction. We consider the following stochastic optimization problem:
(SO) min
x∈Rn
f(x) , E[F (x, ξ(ω))] ,
where F : Rn × Rd → R is a real-valued function, the random vector ξ is defined as
ξ : Ω → Rd, (Ω,F ,P) denotes the associated probability space, and the expectation
E[F (x, ξ)] is taken with respect to P. Problem (SO) provides a general framework that
can capture a wide range of applications in operations research, machine learning,
statistics and control to name a few (cf. [2, 3]). Addressing problem (SO) has led
to significant progress via Monte-Carlo sampling techniques. Amongst such schemes,
stochastic approximation (SA) methods [22, 25] have proved particularly popular.
The standard SA method, introduced by Robbins and Monro [25], for solving (SO),
produces a sequence {xk} using the following update rule
(SA) xk+1 := xk − γk∇F (xk, ξk), for k ≥ 0,
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where x0 ∈ Rn is a randomly generated initial point, γk > 0 denotes the stepsize and
∇F (xk, ξk) denotes a sampled gradient of f with respect to x at xk. SA schemes
are characterized by several disadvantages, including a poorer rate of convergence
(than their deterministic counterparts) and the detrimental impact of conditioning
on their performance. In deterministic regimes, the BFGS method, named after
Broyden, Fletcher, Goldfarb, and Shanno, is amongst the most popular quasi-Newton
methods [6, 8], displaying a superlinear convergence rate without requiring second-
order information. Addressing large scale deterministic problems, the limited-memory
variant of the BFGS method, denoted by LBFGS, was developed and attains an R-
linear convergence rate under strong convexity of the objective function (see Theorem
6.1 in [13]). Recently, there has been a growing interest in applying stochastic quasi-
Newton (SQN) methods for solving large-scale optimization and machine learning
problems. In these methods, xk is updated by the following rule:
(SQN) xk+1 := xk − γkHk∇F (xk, ξk), for k ≥ 0,
where Hk  0 is an approximation of the inverse of the Hessian at iteration k that
incorporates the curvature information of the objective function within the algorithm.
The convergence of this class of algorithms can be derived under a careful choice of
Hk and the stepsize sequence {γk}. In particular, the boundedness of the eigenvalues
of Hk is an important factor in achieving global convergence in convex and nonconvex
problems (cf. [1, 12]). While in [27] the performance of SQN methods was found to
be favorable in solving high dimensional problems, Mokhtari et al. [19] considered
stochastic optimization problems with strongly convex objectives and developed a
regularized BFGS method (RES) by updating Hk according to a modified version
of BFGS update rule to assure convergence. To address large scale applications,
limited-memory variants were employed to ascertain scalability in terms of the num-
ber of variables [3, 20]. Recent extensions have included a stochastic quasi-Newton
method [30] for solving nonconvex stochastic optimization problems and a constant
stepsize variance reduced SQN method [14] for smooth strongly convex problems
characterized by a linear convergence rate. Finally, an incremental quasi-Newton
(IQN) method with a local superlinear convergence rate has been recently developed
for addressing the sum of a large number of strongly convex functions [18].
Motivation: In both the full and limited memory variants of the SQN methods
in the literature [3, 18, 20], it is uniformly assumed that the objective function is
strongly convex. This assumption plays an important role in deriving the rate of
convergence of the algorithm. However, in many applications, the objective function
is convex, but not strongly convex such as, when considering the logistic regression
function. While a lack of strong convexity might lead to slower convergence in practice,
no rigorous support for the convergence rate is currently available in the literature
of SQN methods. A simple remedy to address this challenge is to regularize the
objective function with the term 12µ‖x‖2 and solve the approximate problem of the
form minx∈Rn f(x) + µ2 ‖x‖2, where µ > 0 is the regularization parameter. Several
challenges arise in applying this technique. A drawback of this technique is that the
optimal solution to the regularized problem is not necessarily an optimal of the original
problem (SO). Yet, another challenge arises from the choice of µ. While larger values
of µmay result in large deviations from the true optimal solution(s), choosing a small µ
leads to a deterioration of the constant factor in the convergence rate of the algorithm.
This issue has been addressed to some extent with the help of averaging techniques.
In particular, under mere convexity, most first-order methods admit convergence rate
guarantees under averaging. For example, averaging SA schemes achieve a rate of
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O
(
M√
k
)
, where M is an upper bound on the norm of the subgradient (see [21,22]). In
past few years, fast incremental gradient methods with improved rates of convergence
have been developed (see [5, 9, 26, 29]). Of these, addressing the merely convex case,
SAGA with averaging achieves a sublinear convergence rate O (Nk ) where N denotes
the number of blocks, while in the presence of strong convexity, non-averaging variants
of SAGA and IAG admit a linear convergence rate assuming that the function satisfies
some smoothness conditions.
A crucial concern that plagues the aforementioned schemes is that the averaging
technique has a detrimental impact on inducing sparsity. In the case of incremental
methods such as SAGA and IAG, despite the fast convergence speed, the application
of these methods is impaired by the excessive memory requirements. For standard
SAGA and IAG, the memory requirements are O (nN). Accordingly, in this paper,
our main goal lies in addressing such shortcomings in absence of strong convexity and
developing a first-order method equipped with a rate of convergence for the generated
non-averaged iterates.
Related research on regularization: In optimization, in order to obtain solutions
with desirable properties, it is common to regularize the problem (SO) as follows
(1) min
x∈Rn
fµ(x) := f(x) + µR(x),
where R : Rn → R is a proper convex function and the scalar µ > 0 is the regular-
ization parameter. The properties of the regularized problem and its relation to the
original problem have been investigated by different researchers. Mangasarian and
his colleagues appear among the first researchers who studied exact regularization of
linear and nonlinear programs [15, 17]. A regularization is said to be exact when an
optimal solution of (1), is also optimal for problem (SO) if µ is small enough. Tseng et
al. [7,28] established the necessary and sufficient conditions of exact regularization for
convex programs and derived error bounds for inexact regularized convex problems.
In a similar veing, exact regularization of variational inequality problems has been
studied in [4]. A challenging question is concerned about the choice of the regulariza-
tion parameter µ. A common approach to find an acceptable value for µ is through
a two-loop scheme where in the inner loop, problem (1) is solved for a fixed value of
µ, while µ is tuned in the outer loop. The main drawback of this approach is that, in
general, there is no guidance on the tuning rule for µ. In addition, this approach is
computationally inefficient. Furthermore, tuning rules may result in losing the desired
properties of the sample path of the solutions to regularized problems. In this work,
we address this issue through employing an iterative single-loop algorithm where we
update the regularization parameter µ at each iteration of the scheme and reduce it
iteratively to converge to zero [10,34].
Contributions: We consider stochastic optimization problems with non-strongly
convex objective functions and Lipschitz but possibly unbounded gradient mappings.
Our main contributions are as follows:
(i) Asymptotic convergence: We develop an iteratively regularized SQN method
where the stepsize, regularization parameter, and the Hessian inverse approximation
denoted by Hk are updated iteratively. We assume that Hk satisfies a set of general
assumptions on its eigenvalues and its dependency on the uncertainty. The asymp-
totic convergence of the method is established under a suitable choice of an error
function. For the sequence of the iterates {xk} produced by the algorithm, we obtain
a set of suitable conditions on the stepsize and regularization sequences for which
f(xk) converges to the optimal objective value, i.e., f
∗, of (SO) both in an almost
3
sure sense and in a mean sense. We also derive an upper bound for f(xk)− f∗.
(ii) Rate of convergence for regularized LBFGS methods: To address large
scale stochastic optimization problems, motivated by our earlier work [33] on SQN
methods for small scale stochastic optimization problems with non-strongly convex
objectives, we develop an iteratively regularized stochastic limited-memory BFGS
scheme (see Algorithm 1). We show that under a careful choice of the update rules
for the stepsize and regularization parameter, Algorithm 1 displays a convergence
rate O
(
k−(
1
3−)
)
in terms of the objective function values, where  is an arbitrary
small positive scalar. Similar to standard stochastic LBFGS schemes, the memory
requirement is independent of N and is O (mn), where m  n denotes the memory
parameter in the LBFGS scheme. In the deterministic case, we show that the conver-
gence rate improves to O ( 1k1− ). Both of these convergence rates appear to be new
for the class of deterministic and stochastic quasi-Newton methods.
Outline of the paper: The rest of the paper is organized as follows. Section 2
presents the general framework of the proposed SQN algorithm and the sets of main
assumptions. In Section 3, we prove the asymptotic convergence of the iterates pro-
duced by the scheme in both almost sure and a mean sense and derive the a general
error bound. In Section 4, we develop an iteratively regularized stochastic LBFGS
method (Algorithm 1) and derive its convergence rate. The rate analysis is also pro-
vided for the deterministic variant of this scheme. We then present the numerical
experiments performed on a large scale classification problem in Section 5. The paper
ends with some concluding remarks in Section 6.
Notation: A vector x is assumed to be a column vector and xT denotes its
transpose, while ‖x‖ denotes the Euclidean vector norm, i.e., ‖x‖ =
√
xTx. We write
a.s. as the abbreviation for “almost surely”. For a symmetric matrix B, λmin(B) and
λmax(B) denotes the smallest and largest eigenvalue of B, respectively. We use E[z] to
denote the expectation of a random variable z. A function f : X ⊂ Rn → R is said to
be strongly convex with parameter µ > 0, if f(y) ≥ f(x)+∇f(x)T (y−x)+ µ2 ‖x−y‖2,
for any x, y ∈ X. A mapping F : X ⊂ Rn → R is said to be Lipschitz continuous
with parameter L > 0 if for any x, y ∈ X, we have ‖F (x)− F (y)‖ ≤ L‖x− y‖. For a
continuously differentiable function f with Lipschitz gradients with parameter L > 0,
we have f(y) ≤ f(x) +∇f(x)T (y − x) + L2 ‖x − y‖2, for any x, y ∈ X. For a vector
x ∈ Rn and a nonempty set X ⊂ Rn, the Euclidean distance of x from X is denoted
by dist(x,X). We denote the optimal objective value of problem (SO) by f∗ and the
set of the optimal solutions by X∗.
2. Outline of the SQN scheme. In this section, we describe a general SQN
scheme for solving problem (SO) and present the main assumptions. Let x0 ∈ Rn be
an arbitrary initial point, and xk be generated by the following recursive rule
xk+1 := xk − γkHk (∇F (xk, ξk) + µk(xk − x0)) , for all k ≥ 0.(IR-SQN)
Here, γk and µk are the steplength and the regularization parameter, respectively.
Hk ∈ Rn×n is a matrix that contains the curvature information of the objective
function. The (IR-SQN) scheme can be seen as a regularized variant of the classical
stochastic SQN method. Here we regularize the gradient map by the term µk(xk−x0)
to induce the strong monotonicity property. In the absence of strong convexity of f ,
unlike the classical schemes where µk is maintained fixed, we let µk be updated and
decreased to zero. Throughout, we let Fk denote the history of the method up to
time k, i.e., Fk , {x0, ξ0, ξ1, . . . , ξk−1} for k ≥ 1, and F0 , {x0}.
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Assumption 1. Consider problem (SO). Let the following hold:
(a) The function f(x) is convex over Rn.
(b) f(x) is continuously differentiable with Lipschitz continuous gradients over
Rn with parameter L > 0.
(c) The optimal solution set of the problem is nonempty.
Next, we state the assumptions on the random variable ξ and the properties of the
stochastic estimator of the gradient mapping.
Assumption 2 (Random variable ξ).
(a) Vectors ξk ∈ Rd are i.i.d. realizations of the random variable ξ for any k ≥ 0;
(b) The stochastic gradient mapping ∇F (x, ξ) is an unbiased estimator of ∇f(x),
i.e. E[∇F (x, ξ)] = ∇f(x) for all x, and has a bounded variance, i.e., there
exists a scalar ν > 0 such that E
[‖∇F (x, ξ)−∇f(x)‖2] ≤ ν2, for all x ∈ Rn.
The next assumption pertains to the properties of Hk.
Assumption 3 (Conditions on matrix Hk). Let the following hold for all k ≥ 0:
(a) The matrix Hk ∈ Rn×n is Fk-measurable, i.e., E[Hk | Fk] = Hk.
(b) Matrix Hk is symmetric and positive definite and satisfies the following condition:
There exist positive scalars λmin, λ and scalar α ≤ 0 such that
λminI  Hk  λµαk I, for all k ≥ 0,
where µk is the regularization parameter in (IR-SQN).
Assumption 3 holds for the stochastic gradient method where Hk is the identity
matrix, λmin = λ = 1 and α = 0. In the case of employing an appropriate LBFGS
update rule that will be discussed in Section 4, the maximum eigenvalue is obtained
in terms of the regularization parameter.
3. Convergence analysis. In this section, we present the convergence analysis
of the (IR-SQN) method. Our discussion starts by some preliminary definitions and
properties. After obtaining a recursive error bound for the method in Lemma 3, we
show a.s. convergence in Proposition 4, establish convergence in mean, and derive an
error bound in Proposition 5.
Definition 1 (Regularized function and gradient mapping). Consider the se-
quence {µk} of positive scalars and the starting point of the algorithm (IR-SQN), i.e.,
x0. The regularized function fk and its gradient are defined as follows for all k ≥ 0:
fk(x) , f(x) +
µk
2
‖x− x0‖2, ∇fk(x) , ∇f(x) + µk(x− x0).
In a similar way, we denote the regularized stochastic function F (x, ξ) and its gradient
with Fk and ∇Fk for any ξ, respectively.
Property 1 (Properties of a regularized function). We have:
(a) fk is strongly convex with a parameter µk.
(b) fk has Lipschitzian gradients with parameter L+ µk.
(c) fk has a unique minimizer over Rn, denoted by x∗k. Moreover, for any x ∈ Rn,
2µk(fk(x)− fk(x∗k)) ≤ ‖∇fk(x)‖2 ≤ 2(L+ µk)(fk(x)− fk(x∗k)).
The existence and uniqueness of x∗k in Property 1(c) is due to the strong convexity
of the function fk (see, for example, Section 1.3.2 in [24]), while the relation for the
gradient is known to hold for a strongly convex function with a parameter µ that also
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has Lipschitz gradients with a parameter L (see Lemma 1 on page 23 in [24]). In the
convergence analysis, we make use of the following result, which can be found in [24]
(see Lemma 10 on page 49).
Lemma 2. Let {vk} be a sequence of nonnegative random variables, where E[v0] <
∞, and let {αk} and {βk} be deterministic scalar sequences such that:
E[vk+1|v0, . . . , vk] ≤ (1− αk)vk + βk a.s. for all k ≥ 0,
where 0 ≤ αk ≤ 1, βk ≥ 0,
∑∞
k=0 αk = ∞,
∑∞
k=0 βk < ∞, and limk→∞ βkαk = 0.
Then, vk → 0 almost surely.
Throughout, we denote the stochastic error of the gradient estimator by
wk , ∇F (xk, ξk)−∇f(xk), for all k ≥ 0.(2)
Note that under Assumption 2, from the definition of wk in (2), we obtain E[wk | Fk] =
0 and E
[‖wk‖2 | Fk]≤ν2. The following result plays a key role in the convergence
and rate analysis of the proposed schemes.
Lemma 3 (A recursive error bound). Consider the (IR-SQN) method and suppose
Assumptions 1, 2, and 3 hold. Also, assume µk is a non-increasing sequence and let
γkµ
2α
k ≤
λmin
λ2(L+ µ0)
, for all k ≥ 0.(3)
Then, the following inequality holds for all k ≥ 0:
E[fk+1(xk+1) | Fk]− f∗ ≤ (1− λminµkγk)(fk(xk)− f∗) + λmindist
2(x0, X
∗)
2
µ2kγk
+
(L+ µk)λ
2ν2
2
µ2αk γ
2
k.(4)
Proof. The Lipschitzian property of ∇fk and the update rule (IR-SQN) imply that
fk(xk+1) ≤ fk(xk) +∇fk(xk)T (xk+1 − xk) + (L+ µk)
2
‖xk+1 − xk‖2
= fk(xk)− γk∇fk(xk)THk (∇F (xk, ξk) + µk(xk − x0))
+
(L+ µk)
2
γ2k‖Hk (∇F (xk, ξk) + µk(xk − x0)) ‖2.
Invoking the definition of the stochastic error wk in (2) and Definition 1, we obtain
fk(xk+1) ≤ fk(xk)− γk∇fk(xk)THk(∇f(xk) + wk + µk(xk − x0))
+
(L+ µk)
2
γ2k‖Hk(∇f(xk) + wk + µk(xk − x0))‖2(5)
= fk(xk)− γk∇fk(xk)THk(∇fk(xk) + wk)︸ ︷︷ ︸
Term 1
+
(L+ µk)
2
γ2k ‖Hk(∇fk(xk) + wk)‖2︸ ︷︷ ︸
Term 2
,
where in the last equation, we used the definition of fk. Next, we estimate the
conditional expectation of Term 1 and 2. From Assumption 3, we have
Term 1 = ∇fk(xk)THk∇fk(xk) +∇fk(xk)THkwk
≥ λmin‖∇fk(xk)‖2 +∇fk(xk)THkwk.
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Taking expectations conditioned on Fk, from the preceding inequality, we obtain
E[Term 1 | Fk] ≥ λmin‖∇fk(xk)‖2 + E
[∇fk(xk)THkwk | Fk](6)
= λmin‖∇fk(xk)‖2 +∇fk(xk)THkE[wk | Fk] = λmin‖∇fk(xk)‖2,
where we recall that E[wk | Fk] = 0 and E[Hk | Fk] = Hk. Similarly, in Term 2,
invoking Assumption 3(b), we may write
Term 2 = (∇fk(xk) + wk)TH2k(∇fk(xk) + wk) ≤ (λµαk )2‖∇fk(xk) + wk‖2
= λ2µ2αk
(‖∇fk(xk)‖2 + ‖wk‖2 + 2∇fk(xk)Twk) .
Taking conditional expectations from the preceding inequality, and using Assumption
2, we obtain
E[Term 2 | Fk] ≤ λ2µ2αk
(‖∇fk(xk)‖2 + E[‖wk‖2 | Fk]+ 2∇fk(xk)TE[wk | Fk])
≤ λ2µ2αk
(‖∇fk(xk)‖2 + ν2) .(7)
Next, taking conditional expectations in (5), and using (6) and (7), we obtain
E[fk(xk+1) | Fk] ≤ fk(xk)− γkλmin‖∇fk(xk)‖2
+ λ2µ2αk
(L+ µk)
2
γ2k
(‖∇fk(xk)‖2 + ν2)
≤ fk(xk)− γkλmin
2
‖∇fk(xk)‖2
(
2− λ
2µ2αk γk(L+ µk)
λmin
)
+ λ2µ2αk
(L+ µk)
2
γ2kν
2.
From the assumption that γk and µk satisfy γkµ
2α
k ≤ λminλ2(L+µ0) for any k ≥ 0 and
that µk is non-increasing, we have γkµ
2α
k ≤ λminλ2(L+µk) . As a consequence, we get
2− λ2µ2αk γk(L+µk)λmin ≥ 1. Therefore, from the preceding inequality, we obtain
E[fk(xk+1) | Fk] ≤ fk(xk)− γkλmin
2
‖∇fk(xk)‖2 + λ2µ2αk
(L+ µk)
2
γ2kν
2.
Employing Property 1(c), we have
E[fk(xk+1) | Fk] ≤ fk(xk)− λminµkγk(fk(xk)− fk(x∗k)) + λ2µ2αk
(L+ µk)
2
γ2kν
2.
Note that, since µk is a non-increasing sequence, Definition 1 implies that
E[fk+1(xk+1) | Fk] ≤ E[fk(xk+1) | Fk] .
Therefore, we obtain
E[fk+1(xk+1) | Fk] ≤ fk(xk)− λminµkγk(fk(xk)− fk(x∗k)︸ ︷︷ ︸
Term 3
) + λ2µ2αk
(L+ µk)
2
γ2kν
2.
(8)
Next, we derive a lower bound for Term 3. Since x∗k is the unique minimizer of fk,
we have fk(x
∗
k) ≤ fk(x∗). Therefore, invoking Definition 1, for an arbitrary optimal
solution x∗ ∈ X∗, we have
fk(xk)− fk(x∗k) ≥ fk(xk)− fk(x∗) = fk(xk)− f∗ −
µk
2
‖x∗ − x0‖2.
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From the preceding relation and (8), we have
E[fk+1(xk+1) | Fk] ≤ fk(xk)− λminµkγk(fk(xk)− f∗) + λmin‖x
∗ − x0‖2
2
µ2kγk
+
(L+ µk)λ
2ν2
2
µ2αk γ
2
k.
Since x∗ is an arbitrary optimal solution, taking minimum from the right-hand side
of the preceding inequality over X∗, we can replace ‖x∗ − x0‖ by dist(x0, X∗). Then,
subtracting f∗ from both sides of the resulting relation yields the desired inequality.
Next, we show the convergence of the scheme. In order to apply Lemma 2 to inequality
(4) and prove the almost sure convergence, we use the following definitions:
vk := fk(xk)− f∗, αk := λminγkµk,
βk :=
λmindist
2(x0, X
∗)
2
µ2kγk +
(L+ µk)λ
2ν2
2
µ2αk γ
2
k.(9)
To satisfy the conditions of Lemma 2, we identify a set of sufficient conditions on {γk}
and {µk} in the following assumption. Later in the subsequent sections, for each class
of algorithms, we provide a set of sequences that meet these assumptions.
Assumption 4 (Conditions on sequences for a.s. convergence). Let the sequences
{γk} and {µk} be positive and satisfy the following conditions:
(a) limk→∞ γkµ2α−1k = 0; (b) {µk} is non-increasing and µk → 0;
(c) λminγkµk ≤ 1 for k ≥ 0; (d)
∑∞
k=0 γkµk =∞;
(e)
∑∞
k=0 µ
2
kγk <∞; (f)
∑∞
k=0 γ
2
kµ
2α
k <∞.
Proposition 4 (Almost sure convergence). Consider the (IR-SQN) scheme.
Suppose Assumptions 1, 2, 3, and 4 hold. Then, limk→∞ f(xk) = f∗ almost surely.
Proof. First, note that from Assumption 4(a,b), we have limk→∞ γkµ2αk = 0. Thus,
there exists K ≥ 1 such that for any k ≥ K, we have γkµ2αk ≤ λminλ2(L+µ0) implying
that condition (3) of Lemma 3 holds for all k ≥ K. Hence, relation (4) holds for any
k ≥ K. Next, we apply Lemma 2 to prove a.s. convergence of the (IR-SQN) scheme.
Consider the definitions in (9) for any k ≥ K. The non-negativity of αk and βk is
implied by the definition and that λmin, γk and µk are positive. From (4), we have
E[vk+1 | Fk] ≤ (1− αk)vk + βk for all k ≥ K.
Since f∗ ≤ f(x) for any x ∈ Rn, we can write vk = (f(xk)− f∗) + µk2 ‖xk − x0‖2 ≥ 0.
From Assumption 4(c), we obtain αk ≤ 1. Also, from Assumption 4(d), we get∑∞
k=K αk = ∞. Using Assumption 4(b,e,f) and the definition of βk in (9), for an
arbitrary solution x∗, we may prove the summability of βk as follows.
∞∑
k=K
βk ≤ λmindist
2(x0, X
∗)
2
∞∑
k=K
µ2kγk +
(L+ µ0)λ
2ν2
2
∞∑
k=K
µ2αk γ
2
k <∞.
Similarly, we can write
lim
k→∞
βk
αk
≤ dist
2(x0, X
∗)
2
lim
k→∞
µk +
(L+ µ0)λ
2ν2
2
lim
k→∞
µ2α−1k γk = 0,
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where the last equation is implied by Assumption 4(a,b). Therefore, all conditions of
Lemma 2 hold (with an index shift) and we conclude that vk := fk(xk)−f∗ converges
to 0 a.s. Let us define v′k := f(xk)−f∗ and v′′k := µk2 ‖xk−x0‖2, so that vk = v′k + v′′k .
Since v′k and v
′′
k are nonnegative, and vk → 0 a.s., it follows that v′k → 0 and v′′k → 0
a.s., implying that limk→∞ f(xk) = f∗ a.s.
In the following, our goal is to state the assumptions on the sequences {γk} and
{µk} under which we can show the convergence in mean.
Assumption 5 (Conditions on sequences for convergence in mean). Let the se-
quences {γk} and {µk} be positive and satisfy the following conditions:
(a) limk→∞ γkµ2α−1k = 0;
(b) {µk} is non-increasing and µk → 0;
(c) λminγkµk ≤ 1 for k ≥ 0;
(d) There exist K0 and 0 < β < 1 such that
γk−1µ2α−1k−1 ≤ γkµ2α−1k (1 + βλminγkµk), for all k ≥ K0;
(e) There exists a scalar ρ > 0 such that µ2−2αk ≤ ργk for all k ≥ 0.
Next, we use Assumption 5 to establish the convergence in mean.
Proposition 5 (Convergence in mean). Consider the (IR-SQN) scheme. Sup-
pose Assumptions 1, 2, 3, and 5 hold. Then, there exists K ≥ 1 such that:
E[f(xk+1)]− f∗ ≤ θγkµ2α−1k , for all k ≥ K,(10)
where f∗ is the optimal value of problem and
θ := max
{
E[fK+1(xK+1)]− f∗
γKµ
2α−1
K
,
ρλmindist
2(x0, X
∗) + (L+ µ0)λ2ν2
2λmin(1− β)
}
.(11)
Moreover, limk→∞ E[f(xk)] = f∗.
Proof. Note that Assumption 5(a,b) imply that (4) holds for a large enough k, say
after Kˆ. Then, since the conditions of Lemma 3 are met (with an index shift), taking
expectations on both sides of (4), we obtain for any k ≥ Kˆ:
E[fk+1(xk+1)− f∗] ≤ (1− λminµkγk)E[fk(xk)− f∗] + λmindist
2(x0, X
∗)
2
µ2kγk
+
(L+ µ0)λ
2ν2
2
µ2αk γ
2
k.
Using Assumption 5(e), we have µ2kγk ≤ ργ2kµ2αk . Thus, we obtain
E[fk+1(xk+1)− f∗] ≤ (1− λminµkγk)E[fk(xk)− f∗]
+
(
ρλmindist
2(x0, X
∗) + (L+ µ0)λ2ν2
2
)
µ2αk γ
2
k.(12)
Let us define K , max{Kˆ,K0}, where K0 is from Assumption 5(d). Using the
preceding relation and by induction on k, we show the desired result. To show (10),
we show the following relation first:
E[fk+1(xk+1)]− f∗ ≤ θγkµ2α−1k , for all k ≥ K,(13)
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Note that (13) implies the relation (10) since we have E[f(xk+1)] ≤ E[fk+1(xk+1)].
First, we show that (13) holds for k = K. Consider the term E[fK+1(xK+1)] − f∗.
Multiplying and dividing by γKµ
2α−1
K , we obtain
E[fK+1(xK+1)]− f∗ =
(
E[fK+1(xK+1)]− f∗
γkµ
2α−1
K
)
γKµ
2α−1
K ≤ θγKµ2α−1K ,
where the last inequality is obtained by invoking the definition of θ in (11). This
implies that (13) holds for k = K. Now assume that (13) holds for some k ≥ K. We
show that it also holds for k + 1. From the induction hypothesis and (12) we have
E[fk+1(xk+1)− f∗] ≤ (1− λminµkγk)θγk−1µ2α−1k−1
+
(
ρλmindist
2(x0, X
∗) + (L+ µ0)λ2ν2
2
)
µ2αk γ
2
k.
Using Assumption 5(d) we obtain
E[fk+1(xk+1)− f∗] ≤ θγkµ2α−1k (1− λminµkγk)(1 + βλminγkµk)
+
(
ρλmindist
2(x0, X
∗) + (L+ µ0)λ2ν2
2
)
µ2αk γ
2
k.(14)
Next we find an upper bound for the term (1− λminµkγk)(1 + βλminγkµk) as follows
(1− λminµkγk)(1 + βλminγkµk) = 1− λminµkγk + βλminµkγk − βλ2minµ2kγ2k
≤ 1− (1− β)λminµkγk.
Combining this relation with (14), it follows that
E[fk+1(xk+1)− f∗] ≤ θγkµ2α−1k − θλmin(1− β)µ2αk γ2k
+
(
ρλmindist
2(x0, X
∗) + (L+ µ0)λ2ν2
2
)
µ2αk γ
2
k
= θγkµ
2α−1
k −
θλmin(1− β)− ρλmindist2(x0, X∗) + (L+ µ0)λ2ν22︸ ︷︷ ︸
Term 1
µ2αk γ2k.
Note that the definition of θ in (11) implies that Term 1 is nonnegative. Therefore,
E[fk+1(xk+1)− f∗] ≤ θγkµ2α−1k .
Hence, the induction statement holds for k + 1. We conclude that (13) holds for all
k ≥ K. As a consequence, (10) holds for all k ≥ K as well. To complete the proof,
we need to show limk→∞ E[f(xk)] = f∗. This is an immediate result of (10) and
Assumption 5(a).
4. Iteratively regularized stochastic and deterministic LBFGS meth-
ods. In this section, our main goal is to develop an efficient update rule for matrix
Hk of the (IR-SQN) scheme and establish a convergence rate result.
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4.1. Background. Stochastic gradient methods are known to be sensitive to
the choice of stepsizes. In our prior work [16, 31, 32], we address this challenge in
part by developing self-tuned stepsizes under the strong convexity assumption. An-
other avenue to enhance the robustness of this scheme lies in incorporating curvature
information of the objective function. A well-known updating rule for the matrix
Hk that uses the curvature estimates is the BFGS update. The deterministic BFGS
scheme, achieves a superlinear convergence rate (cf. Theorem 8.6 [23]) outperforming
the deterministic gradient/subgradient method. In the classical deterministic BFGS
scheme, the curvature information is incorporated within the algorithm using two
terms: the first term is the displacement factor sk = xk+1 − xk, while the other is
the change in the gradient mapping, yk = ∇f(xk+1)−∇f(xk), where ∇f denotes the
gradient mapping of the deterministic objective function f . To have a well-defined
update rule, it is essential that at each iteration, the curvature condition sTk yk > 0
is satisfied. By maintaining this condition at each iteration, the positive definite-
ness of the approximate Hessian, denoted by Bk, is preserved. The BFGS update
rule in deterministic regime also ensures that Bk satisfies a secant equation given by
Bk+1sk = yk, which ensures that the approximate Hessian maps sk into yk.
To address optimization problems in the stochastic regime, a regularized BFGS up-
date rule, namely (RES), was developed for problem (SO) under the strong convexity
assumption [19]. In problems with a large dimension (see [3] for some examples), the
implementation of this scheme becomes challenging. This is because the computation
of Bk and its inverse become expensive. Moreover, at each iteration, a matrix of size
n×n needs to be stored. To address these issues in large scale optimization problems,
limited-memory variants of stochastic BFGS scheme, denoted by stochastic LBFGS,
have been developed [3, 20]. The key idea in LBFGS update rule is that instead of
storing the full n× n matrix at each iteration, a fixed number of vectors of size n are
stored and used to update the approximate Hessian inverse.
4.2. Outline of the stochastic LBFGS scheme. The strong convexity prop-
erty assumed in [3, 20] plays a key role in developing the LBFGS update rules and
establishing the convergence. Note that in the absence of strong convexity, the curva-
ture condition does not hold. To address this issue, a standard approach is to employ
a damped variant of the BFGS update rule [23]. A drawback of this class of update
rules is that there is no guarantee on the rate statements under such rules. Here, we
resolve this issue through employing the properties of the regularized gradient map.
This is carried out in (IR-SQN) by adding the regularization term µk(xk − x0) to the
stochastic gradient mapping ∇F (xk, ξk). To maintain the curvature condition, we
consider updating the matrix Hk and the parameter µk in alternate steps. Keeping
the regularization parameter constant in one iteration allows for maintaining the cur-
vature condition. After updating Hk, in the subsequent iteration, we keep this matrix
fixed and drop the value of the regularized parameter. Accordingly, the update rule
for the regularization parameter µk is based on the following general procedure:{
µk:=µk−1, if k is odd,
µk < µk−1, otherwise.
(15)
Note that we allow for updating the stepsize sequence at each iteration. We construct
the update rule in terms of the following two factors defined for any odd k ≥ 1:
sdk/2e := xk − xk−1,
ydk/2e := ∇F (xk, ξk−1)−∇F (xk−1, ξk−1) + τµδksdk/2e,(16)
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where τ > 0 and 0 < δ ≤ 1 are parameters to control the level of regularization in the
matrix Hk. Here, δ only controls the regularization for matrix Hk, but not that of
the gradient direction. It is assumed that δ > 0 to ensure that the perturbation term
µδksdk/2e → 0, as k →∞. The update policy for Hk is defined as follows:
Hk,
{
Hk,m, if k is odd,
Hk−1, otherwise,
(17)
where m < n (in the large scale settings, m  n) is the memory parameter and
represents the number of pairs (si, yi) to be stored to estimate Hk. Matrix Hk,m, for
any odd k ≥ 2m− 1, is updated using the following recursive formula:
Hk,j :=
(
I− yis
T
i
yTi si
)T
Hk,j−1
(
I− yis
T
i
yTi si
)
+
sis
T
i
yTi si
, 1 ≤ j ≤ m,(18)
where i , dk/2e − (m − j) and we set Hk,0 := s
T
dk/2eydk/2e
yTdk/2eydk/2e
I. Here, at odd iterations,
matrix Hk is obtained recursively from Hk,0, Hk,1, . . . ,Hk,m−1. Note that computa-
tion of Hk at an odd k needs m pairs of (si, yi). More precisely, Hk uses the following
curvature information: {(si, yi) | i = dk/2e −m+ 1, dk/2e −m+ 2, . . . , dk/2e} . For
convenience, in the first 2m − 2 iterations, we let Hk be the identity matrix. This
allows for collecting the first set of m pairs (si, yi), where i = 1, 2, . . . ,m, that is used
at iteration k := 2m− 1 to obtain H2m−1. The main differences between update rule
(18) and that of the standard SQN schemes [3,20] are as follows: (i) The first distinc-
tion is with respect to the definition of yi in (16). Here the term µ
δ
ksdk/2e compensates
for the lack of strong monotonicity of the gradient mapping and aids in establishing
the curvature condition. (ii) Second, instead of obtaining the pair (si, yi) at every
iteration, we evaluate these terms only at odd iterations to allow for updating the
regularization parameter satisfying (15).
Implementation of this stochastic LBFGS scheme requires computing the term
Hk∇Fk(xk, ξk) at the kth iteration. This can be performed through a two-loop re-
cursion with O (mn) number of operations (see Ch. 7, Pg. 178 in [23]). This will be
shown for Algorithm 1 in Theorem 10(b).
In this section, we consider a stronger variant of Assumption 1 stated as follows:
Assumption 6. (a) The function F (x, ξ) is convex over Rn for any ξ ∈ Ω.
(b) For any ξ ∈ Ω, F (·, ξ) is continuously differentiable with Lipschitz continuous
gradients over Rn with parameter Lξ > 0. Moreover, L := supξ∈Ω Lξ <∞.
(c) The optimal solution set X∗ of problem (SO) is nonempty.
Next, in Lemma 7, we derive bounds on the eigenvalues of the matrix Hk and show
that at iterations where Hk is updated, both the curvature condition and the secant
equation hold. In the proof of Lemma 7, we will make use of the following result.
Lemma 6. Let 0 < a1 ≤ a2 ≤ . . . ≤ an, and P and S be positive scalars such that∑n
i=1 ai ≤ S and
∏n
i=1 ai ≥ P . Then, we have a1 ≥ (n− 1)!P/Sn−1.
Proof. See Appendix 7.1.
Lemma 7 (Properties of update rule (17)-(18)). Consider the (IR-SQN) method.
Let Hk be given by the update rule (17)-(18), where si and yi are defined in (16) and
µk is updated according to the procedure (15). Let Assumption 6(a,b) hold. Then, the
following results hold:
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(a) For any odd k ≥ 2m− 1, the curvature condition holds, i.e., sTdk/2eydk/2e > 0.
(b) For any odd k ≥ 2m− 1, the secant equation holds, i.e., Hkydk/2e = sdk/2e.
(c) For any k ≥ 2m− 1, Hk satisfies Assumption 3 with the following values:
λmin =
1
(m+ n)
(
L+ τµδ0
) , λ = (m+ n)n+m−1 (L+ τµδ0)n+m−1
(n− 1)!τ (n+m) ,
and α = −δ(n+m).(19)
More precisely, Hk is symmetric, E[Hk | Fk] = Hk and
1
(m+ n)
(
L+ τµδ0
)I  Hk  (m+ n)n+m−1 (L+ τµδ0)n+m−1
(n− 1)!(τµδk)(n+m) I.(20)
Proof. See Appendix 7.2.
In the following two lemmas, we provide update rules for the stepsize and the
regularization parameter to ensure convergence in both an a.s. and mean sense for
the proposed LBFGS scheme.
Lemma 8 (Feasible tuning sequences for a.s. convergence (Proposition 4)). Let
the sequences γk and µk be given by the following rules:
γk =
γ0
(k + 1)a
, µk =
2bµ0
(k + κ)
b
,(21)
where κ = 2 if k is even and κ = 1 otherwise, γ0and µ0 are positive scalars such that
γ0µ0 ≤ L(m+ n), and a, b, and δ ≤ 1 are positive scalars satisfying:
a
b
> 1 + 2δ(n+m), a+ b ≤ 1, a+ 2b > 1, and a− δb(m+ n) > 0.5.
Then, γk and µk satisfy Assumption 4 with λmin and α in (19) and µk satisfies (15).
Proof. See Appendix 7.3.
Remark 1 (An example of feasible sequences). The conditions on parameters a,
b, γ0, and µ0 in Lemma 8 hold for γ0 = µ0 ≤
√
L, a = 56 and b =
1
6 , and δ =
1
m+n .
Lemma 9 (Feasible tuning sequences for convergence in mean (Proposition 5)).
Let the sequences γk and µk be given by (21), where γ0 and µ0 are positive scalars
such that γ0µ0 ≤ L(m+ n). Let, 0 < δ ≤ 1 a > 0 and b > 0 satisfying:
a
b
> 1 + 2δ (m+ n) , a+ b < 1,
a
b
≤ 2 (1 + δ (m+ n)) .
Then, µk satisfies (15) and γk and µk satisfy Assumption 5 with any arbitrary 0 <
β < 1, ρ , γ−10
(
µ02
b
)2+2δ(m+n)
, and with λmin and α given by (19).
Proof. See Appendix 7.4.
13
Algorithm 1 Iteratively Regularized Stochastic Limited-memory BFGS
1: Input: LBFGS memory parameter m ≥ 1, Lipschitzian parameter L > 0, random
initial point x0 ∈ Rn, initial stepsize γ0 > 0, and initial regularization parameter
µ0 > 0 such that γ0µ0 ≤ (m+ n)L, scalars 0 <  < 13 , δ ∈
(
0, 1.5n+m
)
, and τ > 0;
2: Set a := 23 − + 2δ(n+m)3 , b := 13 ;
3: for k = 0, 1, . . . , do
4: Compute γk :=
γ0
(k+1)a and µk :=
µ02
b
(k+1+mod(k+1,2))b
;
5: Evaluate the stochastic gradient ∇F (xk, ξk);
6: if mod(k, 2) = 1 then
7: Compute index i := dk/2e;
8: Compute vector si := xk − xk−1;
9: Compute vector yi := ∇F (xk, ξk−1)−∇F (xk−1, ξk−1) + τµδksi;
10: if k > 2m then
11: Discard the vector pair {si−m, yi−m} from storage;
12: end if
13: end if
14: if k < 2m− 1 then
15: Update solution iterate xk+1 := xk − γk (∇F (xk, ξk) + µk(xk − x0));
16: else
17: Initialize Hessian inverse Hk,0 :=
sTi yi
yTi yi
I;
18: Initialize q := ∇F (xk, ξk) + µk(xk − x0);
19: for t = i : i−m+ 1 do
20: Compute scalar αi−t+1 :=
sTt q
sTt yt
;
21: Update vector q := q − αi−t+1yt;
22: end for
23: Initialize vector r := Hk,0q;
24: for t = i−m+ 1 : i do
25: Update vector r := r +
(
αi−t+1 − y
T
t r
sTt yt
)
st;
26: end for
27: Update solution iterate xk+1 := xk − γkr; . LBFGS update
28: end if
29: end for
LBFGS two-loop recursion
4.3. An efficient implementation with rate analysis. Algorithm 1 presents
an efficient implementation of the proposed stochastic LBFGS scheme. Note that
update rules for the stepsize and regularization parameter are specified in line #2
and #4. Before presenting the complexity analysis in Theorem 10, we make some
comments on the choice of parameter τ .
Remark 2. As mentioned, the parameter τ > 0 in line #9 in Algorithm 1 is used
to control the level of the iterative regularization employed in the computation of matrix
Hk. Intuitively, it may seem that a small choice for τ may reduce the distortion caused
by the term µδksi in approximating the Hessian inverse, and consequently, improve the
performance of the algorithm. However, this may not be always the case. To see this,
first note that the relation (20) shows the dependency of eigenvalues of Hk on the
choice of τ . Recall that the relation (4) is a key assumption used in the convergence
and rate analysis of the proposed method. It can be seen that when τ → 0, the right-
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hand side of (4) will decrease to zero. This indicates that a small τ enforces a small
value for the term γ0/µ
2δ(n+m)
0 . For example, assuming a fixed value for µ0, this
would lead to a small γ0. This may have a negative impact on the performance of the
algorithm. As such, it is not clear if a small τ can be always beneficial. A closer look
into this trade off calls for a more detailed analysis of the finite-time performance of
the algorithm, which is not the focus of our current work and remains as a future
direction to our study.
In Theorem 10(a), we establish the convergence rate of Algorithm 1. Moreover, in
Theorem 10(b), we show that the term Hk∇Fk(xk, ξk) is computed efficiently using
the LBFGS two-loop recursion in the algorithm with O (mn) complexity per iteration.
Theorem 10 (Rate analysis for Algorithm 1). Consider Algorithm 1. The fol-
lowing statements hold:
(a) Suppose Assumptions 2 and 6 hold. Then, there exists K ≥ 2m− 1 such that
E[f(xk)]− f∗ ≤
(
θγ0(
µ0
3
√
2
)1−2α
)
1
k
1
3−
, for all k > K,
where θ is given by (11), and λmin, λ, and α are given by (19).
(b) Let the scheme be at the kth iteration where k ≥ 2m − 1. Then, by the end
of the LBFGS two-loop recursion, i.e., line #26 in Algorithm 1, we have
r = Hk (∇F (xk, ξk) + µk(xk − x0)) ,(22)
where Hk is defined by (17).
Proof. (a) First, we show that the conditions of Proposition 5 are satisfied. As-
sumption 1 holds as a consequence of Assumption 6. From Lemma 7(c), Assumption
3 holds for any k ≥ 2m − 1 as well. To show that Assumption 5 holds, we apply
Lemma 9. We have
a
b
=
2
3 − + 2δ(n+m)3
1/3
= 2− 3+ 2δ(n+m) > 1 + 2δ (m+ n) ,
where we used  < 13 . Moreover, since δ <
1.5
n+m , we have a+ b = 1− + 2δ(n+m)3 < 1.
Also, from the values of a and b we have 2b (1 + δ (m+ n)) = a +  > a. Thus, the
conditions of Lemma 9 hold. This implies that there exists K0 > 0 such that for any
k ≥ K0, the sequences γk and µk satisfy Assumption 5 with any arbitrary 0 < β < 1
and for ρ = γ−10
(
µ02
b
)2+2δ(m+n)
, and with λmin, λ and α given by (19). Let us define
K := max{K0, 2m−1}. Since all conditions in Proposition 5 are met, from (10), (21),
and by substituting values of a, b, and α, for any k ≥ K we obtain
E[f(xk+1)]− f∗ ≤ θγk−1µ2α−1k−1 =
θγ0(k + κ− 1)(1−2α)/3(
µ0
3
√
2
)1−2α
k2/3−−
2
3α
≤ θγ0(k + 1)
(1−2α)/3(
µ0
3
√
2
)1−2α
(k + 1)2/3−−
2
3α
=
(
θγ0(
µ0
3
√
2
)1−2α
)
1
(k + 1)
1
3−
.
Through a change of variable from k + 1 to k, we conclude the result.
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(b) To show (22), it suffices to show that
r =
{
Hk,m (∇F (xk, ξk) + µk(xk − x0)) , if k is odd,
Hk−1,m (∇F (xk, ξk) + µk(xk − x0)) , otherwise,
where Hk,m is defined by the recursion (18) for an odd k. First, consider the case that
k ≥ 2m − 1 is an odd number. As such, at the kth iteration, from line #7, we have
i := dk/2e. For clarity of the presentation, throughout this proof, we use K (instead
of i), i.e., K , dk/2e and qK−t+1 is used to denote the value of the vector q ∈ Rn
after being updated at iteration t in line #21. Similarly, we use rt−K+m to denote
the value of the vector r ∈ Rn after being updated at iteration t in line #25. Also,
we use the following definitions:
q0 , ∇F (xk, ξk) + µk(xk − x0), r0 , Hk,0qm,
ρj ,
1
yTj sj
, and Vj , I− ρjyjsTj , for all j = K − (m− 1), . . . ,K.
Consider relation (18). By applying this recursive relation repeatedly, we obtain
Hk,m =
 m∏
j=1
VK−(m−j)
T Hk,0
 m∏
j=1
VK−(m−j)
(23)
+ ρK−m+1
 m∏
j=2
VK−(m−j)
T sK−m+1sTK−m+1
 m∏
j=2
VK−(m−j)

+ ρK−m+2
 m∏
j=3
VK−(m−j)
T sK−m+2sTK−m+2
 m∏
j=3
VK−(m−j)

+ . . .
+ ρK−1V TK sK−1s
T
K−1VK
+ ρKsKs
T
K .
Next, we derive a formula for qt. From lines #20-21 in the algorithm, we have
qK−t+1 = qK−t − αK−t+1yt = qK−t − ρt
(
sTt qK−t
)
yt = qK−t − ρt
(
yts
T
t
)
qK−t
=
(
I− ρtytsTt
)
qK−t = VtqK−t, for all t = K,K − 1, . . . ,K −m+ 1.
From the preceding relation, we obtain
q` =
 m∏
j=m−`+1
VK−(m−j)
 q0, for all ` = 1, 2, . . . ,m.(24)
From the update rule for αi−t+1 in line #20, using the definition of ρt, and applying
the previous relation, we have α1 = ρKs
T
Kq0 and
α` = ρK−`+1sTK−`+1
 m∏
j=m−`+2
VK−(m−j)
 q0, for all ` = 2, 3, . . . ,m.(25)
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Multiplying both sides of (23) by q0 and employing (24) and (25), we obtain
Hk,mq0 =
 m∏
j=1
VK−(m−j)
T Hk,0qm +
 m∏
j=2
VK−(m−j)
T sK−m+1αm(26)
+
 m∏
j=3
VK−(m−j)
T sK−m+2αm−1 + . . .+ V TK sK−1α2 + sKα1.
Next, we derive a formula for rt. From line #25 in the algorithm, we have
rt−K+m = rt−K+m−1 +
(
αK−t+1 − ρtyTt rt−K+m−1
)
st
= rt−K+m−1 − ρtstyTt rt−K+m−1 + αK−t+1st
= V Tt rt−K+m−1 + αK−t+1st, for all t = K −m+ 1, . . . ,K − 1,K.
Combining the preceding two relations, we obtain
r` = V
T
K−(m−`)r`−1 + αm−`+1sK−(m−`), for all ` = 1, 2, . . . ,m.
Using the preceding equation repeatedly, we obtain
rm =
 m∏
j=1
VK−(m−j)
T r0 + αm
 m∏
j=2
VK−(m−j)
T sK−m+1(27)
+ αm−1
 m∏
j=3
VK−(m−j)
T sK−m+2 + . . .+ α2V TK sK−1 + α1sK .
From (27) and (26), and the definition of r0, we obtain rm = Hk,mq0. Taking to
account the definition of q0, the desired result holds for any odd k ≥ 2m − 1. Now,
consider the case where k ≥ 2m − 1 is an even number. This implies that the “if”
condition in line #6 is skipped and as such, the value of i is not updated from the
iteration k − 1, i.e., i = d(k − 1)/2e. Consequently, the LBFGS two-loop recursion at
an even k uses the following pairs
{(s`, y`) | ` = d(k − 1)/2e −m+ 1, d(k − 1)/2e −m+ 2, . . . , d(k − 1)/2e} .
Now, considering the definition (18) for k − 1, the desired relation can be shown
following the same steps discussed for the case the iteration number is odd.
4.4. Analysis of the deterministic case. Our goal in the remainder of this
section lies in establishing the convergence and rate statement for the deterministic
LBFGS scheme. Consider the following regularized deterministic LBFGS method:
xk+1 := xk − γkHk (∇f(xk) + µk (xk − x0)) , for all k ≥ 0,(IR-LBFGS)
where Hk is given by the update rule (17), µk is updated according to (15), and for
an odd k ≥ 1 we set
sdk/2e := xk − xk−1,
ydk/2e := ∇f(xk)−∇f(xk−1) + τµδksdk/2e.(28)
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Theorem 11 (Convergence and rate analysis of iteratively regularized determin-
istic LBFGS method). Let xk be generated by the IR-LBFGS method. Suppose As-
sumption 1 holds. Let λmin, λ and α be given by (19). Then the following hold.
(a) Let µk satisfies (15). If γk and µk satisfy the following relation:
γkµ
2α
k ≤
λmin
λ2(L+ µ0)
, for all k ≥ 0,(29)
then, for any k ≥ 0, we have
fk+1(xk+1)− f∗ ≤ (1− λminµkγk)(fk(xk)− f∗) + λmindist
2(x0, X
∗)
2
µ2kγk.(30)
(b) Let γk and µk be given by the update rule (21) where a, b > 0 and 0 < δ ≤ 1 satisfy
a
b
> 2δ(n+m) a+ b ≤ 1, a+ 2b > 1.
Then, limk→∞ f(xk) = f∗. Specifically, for a = 45 , b =
1
5 , and δ =
1
m+n , this result
holds.
(c) Let  ∈ (0, 1) be an arbitrary small scalar. Let γk and µk be given by the update
rule (21) where a = , b = 1 − . Also, assume δ ∈
(
0, 2(n+m)(1−)
)
. Let γ0 and µ0
satisfy the following condition:
γ0µ0 ≥ (n+m)
(
L+ τµδ0
)
.(31)
Then, there exists K such that
f(xk)− f∗ ≤ Γ
(k + 1)1−
, for all k ≥ K,(32)
where Γ , max
{
(K + 1)1− (fK(xK)− f∗) , λminγ0µ
2
0dist
2
(x0,X
∗)
4a(λminγ0µ0−b)
}
.
Proof. (a) The conditions of Lemma 7 are met indicating that Assumption 7 holds.
Assumption 2 is clearly met with ν = 0 as the problem is deterministic. Therefore,
all of the conditions of Lemma 3 are satisfied and thus (4) holds. Substituting ν = 0
in (4) and eliminating the expectation operator yields the desired inequality.
(b) First, we show that (30) holds. We can write
γkµ
2α
k =
γ0
(2bµ0)−2α
(k + 1)−a(k + κ)−2αb ≤ γ0
(2bµ0)−2α
(k + 1)−a−2αb.
Note that the assumption that a > 2bδ(n+m), implies that −a−2αb < 0. Therefore,
γkµ
2α
k → 0 showing that there exists K0 such that for any k ≥ K0, (30) holds. We
apply Lemma 2 to the inequality (30) by setting
αk := λminγ0µ0, βk :=
λmindist
2(x0, X
∗)
2
µ2kγk, vk := fk(xk)− f∗.
From a+b ≤ 1, we have ∑∞k=0 αk =∞. Also, a+2b > 1 indicates that ∑∞k=0 βk <∞.
Since all conditions of Lemma 2 are met, we have fk(xk)→ f∗. Recalling Definition
1, this implies that f(xk)→ f∗.
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(c) First, we show that by the given update rules for γk and µk, relation (30) holds.
Note that α = −δ(n+m). Therefore, we can write
γkµ
2α
k =
γ0(k + κ)
2(m+n)δb
(µ02b)
2(m+n)δ
(k + 1)a
≤ γ0(k + 2)
2(m+n)δb
(µ02b)
2(m+n)δ
(k + 1)a
=
γ0(1 +
1
k+1 )
2(m+n)δb
(µ02b)
2(m+n)δ
(k + 1)a−2(m+n)δb
.(33)
Using the condition on δ, we have a− 2(m+ n)bδ = − 2(1− )δ(m+ n) > 0. Thus,
relation (33) indicates that there exists K1 such that for any k ≥ K1, (30) holds.
Besides, since a and b are positive, there exits K2 such that for any k ≥ K2, we have
(1 − λminγkµk) > 0. Let us now define K := max{K1,K2, 2m − 1}. Next, we use
induction on k to show (32). For k = K, it clearly holds. Let us assume (32) holds
for k > K. Let ek denote fk(xk)− f∗. From (30) and the update rules of γk and µk
we can write
ek ≤
(
1− λminγ0µ02
b
ka(k + κ− 1)b
)
ek−1 +
λmindist
2(x0, X
∗)γ0µ202
2b−1
ka(k + κ− 1)2b
≤
(
1− λminγ0µ02
b
ka(k + 1)b
)
ek−1 +
λmindist
2(x0, X
∗)γ0µ202
2b−1
ka+2b
≤
(
1− λminγ0µ0
k
)
ek−1 +
λmindist
2(x0, X
∗)γ0µ202
2b−1
ka+2b
,(34)
where κ is defined in (21), and the last inequality is implied by k
a(k+1)b
ka+b
≤ 2b for
k ≥ 1. Note that since k ≥ K2, the term
(
1− λminγ0µ0
ka+b
)
in (34) is nonnegative.
Therefore, we can replace ek−1 by its upper bound Γkb in (34). Doing so and noticing
that a+ b = 1, we obtain
ek ≤
(
1− C1
k
)
Γ
kb
+
C2
kb+1
,(35)
where we define C1,λminγ0µ0 and C2,λmindist2(x0, X∗)γ0µ2022b−1. Using (35), to
show that ek ≤ Γ(k+1)1−a , it is enough to show that
Γ
(
1
kb
− 1
(k + 1)b
)
≤ C1Γ− C2
kb+1
.
Rearranging the terms, we need to verify that Γ ≥ C2C1−C3 and C3 < C1, where C3 is
an upper bound on supk≥1
{
kb+1
(
1
kb
− 1
(k+1)b
)}
. We claim that C3 := b is a feasible
choice. To prove this, we need to show that kb+1
(
1
kb
− 1
(k+1)b
)
≤ b, or equivalently,(
1− 1
k + 1
)b
≥ 1− b
k
, for all k ≥ 1.
Consider the function g(x) := (1− 11+x )b + bx − 1 for x ≥ 1. we have
g′(x) =
b
(1 + x)2
(
1− 1
1 + x
)1−b
− b
x2
=
b
(1 + x)2
((
x+ 1
x
)1−b
−
(
x+ 1
x
)2)
≤ 0,
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due to 0 < b < 1. Hence, g is non-increasing implying that it suffices to show
g(1) ≥ 0, i.e., 2b(1− b) ≤ 1. Let us define h(x) := 2x(1− x) for 0 < x < 1. We have
h′(x) = 2x (ln(2)(1− x)− 1). This indicates that h′(x) < 0 over x ∈ (0, 1), implying
that h(b) ≤ h(0) = 1. Hence, we conclude that C3 := b is a feasible choice. To show
that C3 < C1 holds, we need to verify that C1 > b. This is true due to (31). To
complete the proof we need to show Γ ≥ C2C1−b . This holds from the definition of Γ.
5. Numerical experiments. In this section, we present the implementation
results of Algorithm 1 on a classification application. The Reuters Corpus Volume I
(RCV1) data set [11] is a collection of news-wire stories produced by Reuters. After
the tokenization process, each article is converted to a sparse binary vector, in that
1 denotes the existence and 0 denotes nonexistence of a token in the corresponding
article. We consider a subset of the data with N = 100, 000 articles and n = 138, 921
tokens. The articles are categorized into different hierarchical groups. Here we focus
our attention on the binary classification of the articles with respect to the Markets
class. We consider the logistic regression loss minimization problem given as follows:
min
x∈Rn
f(x) :=
1
N
N∑
i=1
ln
(
1 + exp
(−uTi xvi)) ,(LRM)
where ui ∈ Rn is the input binary vector associated with article i and vi ∈ {−1, 1}
denotes the class of the ith article. We run three experiments. Of these, in Section
5.1, we compare the performance of Algorithm 1 (with τ = 1) with that of standard
SQN methods. In Sections 5.2 and 5.3, we provide comparisons of Algorithm 1 with
SAGA [5] and with IAG [9] applied to regularized problems, respectively.
5.1. Comparison with standard SQN schemes. To solve problem (LRM),
the standard LBFGS methods in [3, 20] solve an approximate problem of the form
min
x∈Rn
f(x) :=
1
N
N∑
i=1
ln
(
1 + exp
(−uTi xvi))+ η2‖x‖2,(Regularized LRM)
where η > 0 is an arbitrary regularization parameter. To perform the first experiment,
we consider comparison of Algorithm 1 with three variants of the standard LBFGS
schemes, all denoted by RS-LBFGS (see Figure 1). In RS-LBFGS schemes, we use
the stepsize of the form γk =
γ0
k+1 and drop η at epochs of 400 iterations using a decay
factor denoted by ρ ∈ (0, 1]. Of these, in the first scheme, we assume ρ = 1, meaning
that η is kept constant throughout the implementation of the SQN scheme. In the
second scheme, we use ρ = 0.5. This means for example, after every 400 iterations,
we set η := 0.5η. In the third scheme, we use ρ = 0.3. We let γ0 ∈ {10, 0.5, 0.1},
η0 ∈ {1, 0.5, 0.01}, m ∈ {2, 5}, N = 104, and x0 be the origin. In all cases, we use five
sample paths to calculate the average value of the objective function in (LRM).
Insights: We observe that Algorithm 1 performs uniformly better than the three
variants of the standard SQN scheme under different tuning rules for the regulariza-
tion parameter. This suggests that for merely convex stochastic optimization, SQN
schemes using the tuning rules for the stepsize and regularization parameter given as
γk ≈ 1/ 3
√
k2 and µk ≈ 1/ 3
√
k have a faster convergence speed.
5.2. Comparison with SAGA on merely convex problems. Recall that
in addressing the finite-sum minimization problems with merely convex objectives,
employing averaging and under a constant stepsize, SAGA admits a sublinear con-
vergence rate of O (Nk ) [5]. The simulation results are provided in Figure 2. These
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Fig. 1: Algorithm 1 vs. stochastic LBFGS under constant regularization (i.e., ρ = 1), and under
piece-wise constant regularization (i.e., ρ = 0.5, 0.3), where ρ is the decay ratio of the regularization
parameter at each epoch of 400 iterations.
results include different sample sizes, i.e., N ∈ {103, 104, 105}, different initial condi-
tions for SAGA, and different choices of the stepsizes and the initial regularization
parameter for Algorithm 1. SAGA uses the evaluation of the gradient map of the
component functions at the starting point. Here, we use three different values for the
evaluated gradient maps at the starting point, i.e., the origin, to study the sensitivity
of SAGA with respect to the initial conditions. Of these, in initial condition 3, we use
the exact value of the gradient maps, while in initial condition 2, we perturb values
of the gradient maps. This perturbation is increased in initial condition 1.
Insights: From Figure 2, we observe that Algorithm 1 competes well with SAGA.
We discuss the comparisons as follows: (i) A computational burden in implementation
of SAGA is the memory requirement of this scheme. Generally speaking, SAGA
requires storing a matrix of O(Nn) at each iteration. Exceptions include the case
where the objective function is in terms of a linear regression model function (e.g.,
in (LRM)). This is in contrast with Algorithm 1 where the memory requirement is
O(mn). (ii) As expected, the performance of SAGA deteriorates when the sample
size increases. However, the performance of Algorithm 1 seems to be more robust
with respect to the increase in the sample size. (iii) The performance of SAGA seems
to be moderately sensitive to the initial conditions.
5.3. Comparison with IAG. Recall that in solving finite-sum minimization
problems with µ-strongly convex objectives, using a constant stepsize, (non-averaging)
IAG admits a linear convergence rate of O
((
1− (µ/N)2)2k) where N is the number
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Fig. 2: Algorithm 1 vs. SAGA (with averaging) with different choices of constant stepsize,
different sample sizes, and different initial value of the gradient of component functions.
of component functions (cf. [9]). Accordingly, to do the numerical comparisons with
IAG, we regularize problem (LRM) with a constant µIAG > 0. Figure 3 shows the
simulation results for different choices of µIAG, N , IAG stepsize, and the initial stepzie
and regularization parameter of Algorithm 1.
Insights: (i) Due to the excessive memory requirements of O(nN) associated with
IAG, such a scheme becomes challenging to implement when n becomes large as in this
case where n = 138, 921. Consequently, we use a sample size N ∈ {1000, 2000, 5000}.
However, Algorithm 1 only requires memory of O(nm), allowing for implementations
with large values of N . (ii) Similar to SAGA, the performance of IAG is deteriorated
when the sample size increases. However, the performance of Algorithm 1 seems
to be more robust with changes in the sample size. (iii) For each fixed value of
N , despite the change in the value of µIAG, the performance of IAG in terms of
the true objective function in (LRM) does not necessarily improve. Importantly,
this observation suggests that in the standard regularization approach, tuning the
regularization parameter could be computationally expensive.
6. Concluding remarks. We consider stochastic quasi-Newton (SQN) methods
for solving large scale stochastic optimization problems with smooth but unbounded
gradients. Much of the past research on convergence rates of these algorithms relies
on the strong convexity of the objective function. We employ an iterative regular-
ization scheme where the regularization parameter is updated iteratively within the
algorithm. We establish the convergence in an a.s. sense and a mean sense. Moreover,
we prove that the iterates generated by the iteratively regularized stochastic LBFGS
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Fig. 3: Algorithm 1 vs. regularized IAG (non-averaging) with different choices of the
regularization parameter, different choices of the stepsize, and different sample sizes.
scheme converges to an optimal solution at the rate O ( 1
k1/3−
)
for arbitrary small
 > 0. The deterministic variant of this algorithm achieves the rate O ( 1k1− ). The
numerical experiments performed on a large scale classification problem indicate that
the proposed LBFGS scheme performs well compared to methods such as standard
SQN schemes, and other first-order schemes such as SAGA and IAG.
7. Appendix.
7.1. Proof of Lemma 6. From 0 < a1 ≤ . . . ≤ an, we can write
(n− (i− 1))ai ≤
n∑
j=1
aj , for all i ∈ {1, . . . , n}.
Invoking
∑n
i=1 ai ≤ S, we obtain ai ≤ Sn−(i−1) , for all i ∈ {1, . . . , n}. From the
preceding relation and that
∏n
j=1 aj ≥ P , we can obtain a1 ≥ (n− 1)!P/Sn−1.
7.2. Proof of Lemma 7.
Proof. Throughout, we let λk,min, λk,max, and Bk denote the minimum eigenvalue,
maximum eigenvalue, and inverse of matrix Hk in (18), respectively. It can be seen,
by induction on k, that Hk is symmetric and Fk measurable. We use induction on odd
values of k ≥ 2m− 1 to show that parts (a), (b), and (c) hold. Suppose k ≥ 2m− 1
is odd and for any odd t < k, we have sTdt/2eydt/2e > 0, Htydt/2e = sdt/2e, and (20)
23
for t. We show that these statements also hold for k as well. First, we show that the
curvature condition holds. We can write
sTdk/2eydk/2e = (xk − xk−1)T (∇F (xk, ξk−1)−∇F (xk−1, ξk−1) + τµδk(xk − xk−1))
= (xk − xk−1)T (∇F (xk, ξk−1)−∇F (xk−1, ξk−1)) + τµδk‖xk − xk−1‖2
≥ τµδk‖xk − xk−1‖2,
where the inequality follows from the monotonicity of the gradient map ∇F (·, ξ).
Next, we show that ‖xk − xk−1‖2 > 0. From the induction hypothesis and that k− 2
is odd, Hk−2 is positive definite. Moreover, from the update rule (17) and that k − 2
is odd, we have Hk−1 = Hk−2. Therefore, Hk−1 is also positive definite. Without
loss of generality, we assume ∇F (xk−1, ξk−1) + µk−1(xk−1 − x0) 6= 01. Since Hk−1 is
positive definite, we have
Hk−1 (∇F (xk−1, ξk−1) + µk−1(xk−1 − x0)) 6= 0,
implying that xk 6= xk−1. Hence sTdk/2eydk/2e ≥ τµδk‖xk − xk−1‖2 > 0, where the
second inequality is a consequence of τ , µk > 0. Thus, the curvature condition holds.
Next, we show that (20) holds for k. It is well-known that using the Sherman-
Morrison-Woodbury formula, Bk is equal to Bk,m given by
Bk,j = Bk,j−1 − Bk,j−1sis
T
i Bk,j−1
sTi Bk,j−1si
+
yiy
T
i
yTi si
, i := dk/2e − (m− j), 1 ≤ j ≤ m,
(36)
where si and yi are defined by (16) and Bk,0 =
yTdk/2eydk/2e
sTdk/2eydk/2e
I. Note that with j varying
between 1 tom, the index i takes values in {dk/2e −m+ 1, dk/2e −m+ 2, . . . , dk/2e}.
First, we show that for any i in this range,
τµδk ≤
‖yi‖2
yTi si
≤ L+ τµδk,(37)
where L is the Lipschitzian parameter of the gradient mapping ∇F given by Assump-
tion 6(b). Let us define the function h(x) , F (x, ξi−1) + τ µ
δ
k
2 ‖x−x0‖2 for fixed i and
k. Note that this function is strongly convex and has a gradient mapping of the form
∇F + τµδk(I− x0) that is Lipschitz with parameter L+ τµδk. For a convex function h
with Lipschitz gradient with parameter L+ τµδk, the following inequality, referred to
as co-coercivity property, holds for any x1, x2 ∈ Rn (see [24], Pg. 24 , Lemma 2):
‖∇h(x2)−∇h(x1)‖2 ≤
(
L+ τµδk
)
(x2 − x1)T (∇h(x2)−∇h(x1)).
Substituting x2 by xi, x1 by xi−1, and recalling (16), the preceding inequality yields
‖yi‖2 ≤
(
L+ τµδk
)
sTi yi.(38)
Note that function h is strongly convex with parameter τµδk. Applying the Cauchy-
Schwarz inequality, we can write
‖yi‖2
sTi yi
≥ ‖yi‖
2
‖si‖‖yi‖ =
‖yi‖
‖si‖ ≥
‖yi‖‖si‖
‖si‖2 ≥
yTi si
‖si‖2 ≥ τµ
δ
k.
1If ∇F (xk, ξk) + µk(xk − x0) = 0, then we can draw a new sample of ξk to satisfy the relation.
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Combining this relation with (38), we obtain (37). Next, we show that the maximum
eigenvalue of Bk is bounded. Let Trace(·) denote the trace of a matrix. Taking trace
from both sides of (36) and summing up over index j, we obtain for i := dk/2e−(m−j),
Trace(Bk,m) = Trace(Bk,0)−
m∑
j=1
Trace
(
Bk,j−1sisTi Bk,j−1
sTi Bk,j−1si
)
+
m∑
j=1
Trace
(
yiy
T
i
yTi si
)
= Trace
(
‖ydk/2e‖2
sTdk/2eydk/2e
I
)
−
m∑
j=1
‖Bk,j−1si‖2
sTi Bk,j−1si
+
m∑
j=1
‖yi‖2
yTi si
≤ n ‖ydk/2e‖
2
sTdk/2eydk/2e
+
m∑
j=1
(
L+ τµδk
)≤(m+ n) (L+ τµδk) ,
(39)
where the third relation is obtained by positive-definiteness of Bk (this can be seen
by induction on j, and using (36) and Bk,0  0). Since Bk = Bk,m, the maximum
eigenvalue of the matrix Bk is bounded by (m+ n)
(
L+ τµδk
)
. As a result,
λk,min ≥ 1
(m+ n)
(
L+ τµδk
) .(40)
In the next part of the proof, we establish the bound for λk,max. The following relation
can be shown (e.g., see Lemma 3 in [20])
det(Bk,m) = det(Bk,0)
m∏
j=1
sTi yi
sTi Bk,j−1si
, for i := dk/2e − (m− j).
Multiplying and dividing by sTi si, using the strong convexity of the function h, and
invoking (37) and the result of (39), we obtain
det(Bk) = det
(
yTdk/2eydk/2e
sTdk/2eydk/2e
I
)
m∏
j=1
(
sTi yi
sTi si
)(
sTi si
sTi Bk,j−1si
)
≥
(
yTdk/2eydk/2e
sTdk/2eydk/2e
)n m∏
j=1
τµδk
(
sTi si
sTi Bk,j−1si
)
≥ (τµδk)(n+m) m∏
j=1
1
(m+ n)
(
L+ τµδk
) = (τµδk)(n+m)
(m+ n)m
(
L+ τµδk
)m .(41)
Let αk,1 ≤ αk,2 ≤ . . . ≤ αk,n be the eigenvalues of Bk sorted non-decreasingly. Note
that since Bk  0, all the eigenvalues are positive. Taking (39) and (41) into account,
and employing Lemma 6, we obtain
α1,k≥
(n− 1)!(τµδk)(n+m)
(m+ n)n+m−1
(
L+ τµδk
)n+m−1 .
This relation and that αk,1 = λ
−1
k,max imply that
λk,max ≤
(m+ n)n+m−1
(
L+ τµδk
)n+m−1
(n− 1)!(τµδk)(n+m) .(42)
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Therefore, from (40) and (42) and that µk is non-increasing, we conclude that (20)
holds for k as well. Next, we show Hkydk/2e = sdk/2e. From (36), for j = m we obtain
Bk,m = Bk,m−1 −
Bk,m−1sdk/2esTdk/2eBk,m−1
sTdk/2eBk,m−1sdk/2e
+
ydk/2eyTdk/2e
yTdk/2esdk/2e
,
where we used i = dk/2e − (m − m) = dk/2e. Multiplying both sides of the pre-
ceding equation by sdk/2e, and using Bk = Bk,m, we have Bksk = Bk,m−1sdk/2e −
Bk,m−1sdk/2e+ydk/2e = ydk/2e. Multiplying both sides of the preceding relation by Hk
and invoking Hk = B
−1
k , we conclude that Hkydk/2e = sdk/2e. Therefore, we showed
that the statements of (a), (b), and (c) hold for an odd k, assuming that they hold for
any odd t < k. In a similar fashion to this analysis, it can be seen that the statements
hold for t = 2m − 1. Thus, by induction, we conclude that the statements hold for
any odd k ≥ 2m− 1. To complete the proof, it is enough to show that (20) holds for
any even k ≥ 2m. Let t = k − 1. Since t is odd, relation (20) holds. Writing (20)
for k − 1, and taking into account that Hk = Hk−1, and µk < µk−1, we can conclude
that (20) holds for any even k ≥ 2m− 1 and this completes the proof.
7.3. Proof of Lemma 8.
Proof. In the following, we show that the presented class of sequences satisfy each
of the conditions listed in Assumption 4. Throughout, we let α denote −(m+ n)δ.
(a) Replacing the sequences by their given rules, we obtain
γkµ
2α−1
k =
γ0
(2bµ0)1−2α
(k + 1)−a(k + κ)(1−2α)b ≤ γ0
(2bµ0)1−2α
(k + 1)−a+(1−2α)b.
From the assumption that ab > 1 + 2δ(m+ n), we obtain−a+ (1− 2α)b < 0. Thus,
the preceding term goes to zero verifying Assumption 4(a).
(b) Let k be an even number. Thus, κ = 2. From (21) we have µk = µk+1 =
µ02
b
(k+2)b
.
Now, let k be an odd number. Again, according to (21) can write
µk+1 =
µ02
b
((k + 1) + 2)
b
<
µ02
b
(k + 1)
b
=
µ02
b
(k + κ)
b
= µk.
Therefore, µk given by (21) satisfies (15). Also, from (21) we have µk → 0. Thus,
Assumption 4(b) holds.
(c) The given rules (21) imply that γk and µk are both non-increasing sequences.
Therefore, we have γkµk ≤ γ0µ0 for any k ≥ 0. So, to show that Assumption 4(c)
holds, it is enough to show that λminγ0µ0 ≤ 1 where λmin is given by (19). Since we
assumed that γ0µ0 ≤ L(m+ n), for any δ ∈ (0, 1], we have γ0µ0 ≤ (m+ n)(L+ µδ0),
implying that λminγ0µ0 ≤ 1 and that Assumption 4(c) holds.
(d) From (21), we can write
∞∑
k=0
γkµk = γ0µ02
b
∞∑
k=0
(k + 1)−a(k + κ)−b ≥ γ0µ02b
∞∑
k=0
(k + 2)−(a+b) =∞,
where the last relation is due to a+ b ≤ 1. Therefore, Assumption 4(d) holds.
(e) Using (21), it follows
∞∑
k=0
γkµ
2
k = γ0µ
2
04
b
∞∑
k=0
(k + 1)−a(k + κ)−2b ≤ γ0µ204b
∞∑
k=0
(k + 1)−(a+2b) <∞,
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where the last inequality is due to a+ 2b > 1. Therefore, Assumption 4(e) holds.
(f) From (21), we have
∞∑
k=0
γ2kµ
2α
k ≤ γ20(µ02b)2α
(
1∑
k=0
(k + κ)−2αb
(k + 1)2a
+
∞∑
k=2
(2k)−2αb
k2a
)
<∞
where in the first inequality, we use α < 0 and in the last inequality, we note that
a+ αb = a− δ (m+ n) b > 0.5. Therefore, Assumption 4(f) is verified.
7.4. Proof of Lemma 9.
Proof. Throughout, we let α denote −δ(m + n). Assumption 5(a, b, c) and (15)
have been already shown in parts (a, b, c) of the proof of Lemma 8.
(d) It suffices to show there exists K0 such that for any k ≥ K0 and 0 < β < 1,
γk−1
γk
µ1−2αk
µ1−2αk−1
− 1 ≤ βλminγkµk.(43)
From (21) and the definition of α, we obtain
γk−1
γk
µ1−2αk
µ1−2αk−1
− 1 ≤ γk−1
γk
− 1 =
(
1 +
1
k
)a
− 1 = 1 + a
k
+ o
(
1
k
)
− 1 = O
(
1
k
)
,
where the first inequality is implied due to {µk} is non-increasing, and in the second
equation, we used the Taylor’s expansion of
(
1 + 1k
)a
. Therefore, since the right-hand
side of (43) is of the order 1
ka+b
and that a + b < 1, the preceding inequality shows
that such K0 exists for which Assumption 5(d) holds for all 0 < β < 1.
(e) From (21), we have
µ2−2αk
γk
= γ0
−1 (µ02b)2−2α (k + κ)−b(2−2α)(k + 1)a ≤ γ0−1 (µ02b)2−2α
(k + 1)−a+(2−2α)b
≤ γ0−1
(
µ02
b
)2−2α
= ρ,
where the first inequality is due to α < 0, and the second inequality follows by the
assumption a ≤ 2b(1 + δ(m+ n)). Therefore, Assumption 5(e) is satisfied.
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