This paper explores the temporal evolution of cloud microphysical parameter uncertainty using an idealized 1D model of deep convection. Model parameter uncertainty is quantified using a Markov chain Monte Carlo (MCMC) algorithm. A new form of the ensemble transform Kalman smoother (ETKS) appropriate for the case where the number of ensemble members exceeds the number of observations is then used to obtain estimates of model uncertainty associated with variability in model physics parameters. Robustness of the parameter estimates and ensemble parameter distributions derived from ETKS is assessed via comparison with MCMC. Nonlinearity in the relationship between parameters and model output gives rise to a nonGaussian posterior probability distribution for the parameters that exhibits skewness early and multimodality late in the simulation. The transition from unimodal to multimodal posterior probability density function (PDF) reflects the transition from convective to stratiform rainfall. ETKS-based estimates of the posterior mean are shown to be robust, as long as the posterior PDF has a single mode. Once multimodality manifests in the solution, the MCMC posterior parameter means and variances differ markedly from those from the ETKS. However, it is also shown that if the ETKS is given a multimode prior ensemble, multimodality is preserved in the ETKS posterior analysis. These results suggest that the primary limitation of the ETKS is not the inability to deal with multimodal, non-Gaussian priors. Rather it is the inability of the ETKS to represent posterior perturbations as nonlinear functions of prior perturbations that causes the most profound difference between MCMC posterior PDFs and ETKS posterior PDFs.
Introduction
It is increasingly recognized that errors and/or uncertainty in model physics parameterizations are a primary source of forecast error in weather and climate prediction (Stensrud et al. 2000; Murphy et al. 2004; Palmer et al. 2005; Stainforth et al. 2005; Järvinen et al. 2010; Neelin et al. 2010; Berner et al. 2011) . In particular, simplifying assumptions about the form of the particle size distribution of ice and liquid condensate have an important effect on the details of cloud and precipitation development and feedback on the radiative fluxes, heating rates, and thermodynamic environment. It has been shown that, regardless of the details of the microphysical formulation, model output is nearly uniformly highly sensitive to small changes in these parameters (Tao et al. 1995; Grabowski et al. 1999; Wu et al. 1999; Petch and Gray 2001; Grabowski 2003; Gilmore et al. 2004; van den Heever and Cotton 2004) . In principle, the relative quality of a set of parameters can be judged by its ability to produce trajectories that stay close to time sequences of observations whose error distribution is known. However, in many circumstances, observations do not unequivocally identify one true set of parameters-at most they indicate some sort of probability distribution of parameters. The issue of how to quantitatively represent such uncertainties is one of the most challenging issues in probabilistic weather and climate forecasting, stochastic physics parameterization, and data assimilation.
Bayes' theorem is generally recognized as providing a rigorous framework within which to accurately characterize the probabilities of interest. However, for very high-dimensional systems like the atmosphere and ocean, accurate solutions to Bayes' equation in the presence of non-Gaussian forecast and observation errors have, so far, proved to be computationally intractable. A number of recent studies have used data assimilation techniques based on Gaussian approximations to Bayes' theorem to study the effects of variation in model physics parameters (Aksoy et al. 2006; Tong and Xue 2008a,b) or parameterization schemes (Meng and Zhang 2007) . These studies have met with some success, but have been hampered by the difficulty inherent in representing the functional relationship between parameters and model state (termed parameter identifiability; Anderson 2001) in a linear Gaussian framework. A diverse set of techniques that are not restricted to Gaussian statistics are currently being explored (e.g., Bocquet et al. 2010) . Posselt and Vukicevic (2010, hereafter PV10) examined the properties of a set of cloud microphysical parameters known to 1) control output liquid and ice content and precipitation (and, by extension, top-of-theatmosphere radiative fluxes), 2) vary for differing cloud types and environment, and 3) be nonlinearly related to simulated cloud physical and radiative properties. They used a simplified model of deep convection along with a nonlinear non-Gaussian probability density function (PDF) sampling algorithm to characterize the parameter joint PDF conditioned on a set of observations of cloud liquid and ice content, precipitation rate, and radiative fluxes. They found that 1) nonlinearity in the model led to PDFs that deviated significantly from the Gaussian form, exhibiting strong skewness and in some cases multiple modes; and 2) the relationship between parameters and model output changed for convective versus stratiform environments.
In this paper, we extend the work of PV10 to 1) examine the time evolution of parameter sensitivity and 2) examine the extent to which an ensemble Kalman smoother (EnKS) type algorithm is able to represent the salient characteristics of the non-Gaussian PDF. We are especially interested in how the ensemble transform Kalman smoother (ETKS) handles skewness in the posterior PDF, as well as the transition between a single-and multiplemode solution. The goals of this study are the following: 1) To examine how the PDFs of parameters evolve in time and identify whether (and when) the potential for nonmonotonic nonlinearity (e.g., a multimode posterior PDF) appears in the system. 2) To construct an EnKS algorithm for the same system to examine how well EnKS is able to characterize nonGaussian posterior PDFs.
The remainder of this paper is organized as follows. Section 2 contains a description of the column model used in our experiments, while sections 3 and 4 introduce the Markov chain Monte Carlo (MCMC) and ETKS algorithms. Results of the MCMC-and ETKSbased parameter sensitivity experiments are presented in sections 5 and 6, respectively. A discussion of the results is presented in section 7 and a summary and conclusions are offered in section 8.
Column model and observations
Uncertainty in cloud microphysical parameters affects simulated cloud and precipitation fields, which naturally feed back to the dynamics on multiple scales. Because of the complexity in the microphysics-dynamics relationship, a necessary first step in understanding the details of model error is to consider the effect of changes in model physics parameters on the model output in isolation from any feedback to the cloud-scale dynamics. Such an exercise requires a framework that accommodates realistic changes to the environment so that the cloud microphysical routine can respond as it would if it were embedded in a fully interactive model. To this end, PV10 constructed what they termed a Lagrangian column model designed to emulate the changes in environment experienced by an atmospheric column as it moves through a cloud system following the mean flow. The model consists of a single column version of the National Aeronautics and Space Administration (NASA) Goddard Cumulus Ensemble (GCE) model (Tao and Simpson 1993; Tao et al. 2003 ). The GCE model employs a single-moment bulk scheme, in which two classes of liquid (rain and nonprecipitating cloud) and three classes of ice (nonprecipitating pristine crystals, precipitating unrimed pristine crystals and aggregates, and graupel) are assumed to adhere to an exponential particle size distribution (Lin et al. 1983; Hobbs 1983, 1984; Tao et al. 2003; Lang et al. 2007 ).
In the Lagrangian column framework, clouds are generated by forcing the model with time-varying vertical profiles of vertical motion and water vapor tendency. Advection is only allowed to operate on cloud liquid and ice condensate, and only in the vertical direction. By specifying appropriate base state potential temperature and water vapor and time-varying vertical profiles of vertical motion and water vapor forcing, the model can be used to simulate the flow through a range of different cloud systems. Squall-line-type deep convection was used as a test case in PV10, and is of interest in that it contains two discrete cloud morphologies; convective, in which precipitation is primarily generated by the collision-coalescence (warm rain) process, and stratiform, in which the melting of falling ice particles (e.g., snow and graupel) play a key role. The simulation is constructed so that the output is consistent with idealized (Moncrieff 1992) and observed (Houze 2004 ) squall lines. The details of the simulation and model setup are identical to what is used in PV10 and in the interest of brevity we will not repeat them here. As in PV10, we examine sensitivity of the model to changes in 10 parameters that govern the ice particle fall speed, ice and liquid particle size distribution, and ice density (Table 1 ). The range variability for each parameter is taken from observations of ice crystal shape and particle size distribution (Locatelli and Hobbs 1974; Mitchell 1996; Heymsfield et al. 2002) .
As in PV10, we examine the influence of changes to cloud microphysical parameters on simulated precipitation rate (PCP), liquid water path (LWP), ice water path (IWP), top-of-the-atmosphere outgoing longwave (OLR) and shortwave (OSR) radiative flux, as they are directly related to cloud microphysical processes, relevant to the study of cloud-radiative feedbacks in the climate system, and available as retrievals from current satellite remote sensing platforms. These variables also serve as observations in our inverse modeling algorithm (see Table 2 ), and we note that because they are output directly from the model, we require no formal observation operator. Avoiding the use of a complicated (and likely nonlinear) observation operator (as would be necessary for radar reflectivity observations, for example), allows for a cleaner evaluation of the relationship between changes to parameters and the effect on model output. The pros and cons of our choice of observations are discussed in PV10, and the use of radar reflectivity observations to characterize cloud microphysical parameter PDFs is explored in van Lier-Walqui et al. (2011, manuscript submitted to Mon. Wea. Rev.) .
Markov chain Monte Carlo algorithm
Most modern data assimilation techniques and retrieval algorithms are based on the assumption that the probabilities represented in Bayes' theorem are Gaussian. The derivation of the solution to Bayes' theorem for the case of Gaussian PDFs has been well documented (Rodgers 2000; Kalnay 2003; Evensen 2006; Lewis et al. 2006; Vukicevic and Posselt 2008 , among many others) and will not be repeated here. Instead, we address the question of how to compute each PDF in the case where PDFs are not assumed to be Gaussian, and may, in fact, not have a unique mode. MCMC algorithms sample the posterior probability distribution in such a way as to revisit those regions with high probability while avoiding regions with low probability (Tamminen and Kyrola 2001; Tarantola 2005; Posselt et al. 2008; PV10) . Specifically, the MCMC algorithm is made up of a random walk that consists of multiple successive iterations (see the flowchart in Fig. 4 
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to the old likelihood, then the proposed parameter set is also accepted as a sample in the distribution. This is referred to as ''probabilistic acceptance.'' Otherwise, the proposed set of parameters is rejected, the current set is stored as another sample of the PDF, and new proposed parameter values are drawn based on the original set. The accept/reject procedure ensures that parameter sets that provide a better fit to the observations are immediately accepted, those that provide a similar fit are considered, and those that lead to simulated observations that are very different from the measurements are rejected. In the process, regions of the parameter space with relatively high probability are preferentially sampled, while regions with low probability are avoided, and a sample of the posterior distribution is produced using far fewer iterations than direct computation of the PDF. A more complete description of the theoretical underpinnings of the MCMC algorithm can be found in Mosegaard and Tarantola (2002) and in Tarantola (2005) , while tools for assessing convergence of MCMC to sampling a stationary distribution are discussed in Gelman et al. (1996 Gelman et al. ( , 2004 . Our implementation of the MCMC algorithm is documented in Posselt et al. (2008) and PV10, and uses an uncorrelated Gaussian proposal distribution with variance that is adaptively changed during a burn-in period to strike a balance between efficient and thorough sampling. Samples of the posterior PDF obtained during burn-in are not included in the final analysis. For a discussion on optimal sampling rates, the reader is referred to Gelman et al. (1996) and Haario et al. (1999) . We assign a bounded uniform PDF as the prior parameter distribution, and set the parameter ranges to correspond to observations of ice particle fall speeds (Locatelli and Hobbs 1974; Mitchell 1996) and liquid and ice particle size distributions (Tokay and Short 1996; Heymsfield et al. 2002; Roy et al. 2005) . In specifying a bounded uniform as the parameter prior, we make the prior distribution nearly noninformative, though there is some potential dependence on the specified parameter range. We tested a variety of ranges for parameter values and found that the PDF returned by MCMC is insensitive to the exact range of parameter values used in the algorithm, as long as it spans the range variability observed in nature.
In each experiment, a truth state is generated by running a 3-h integration of the model with parameter values consistent with what is currently used in cloudresolving and mesoscale models ( Table 1) . Observations of precipitation rate, liquid and ice water path, and outgoing longwave and shortwave radiative fluxes are drawn from this truth state every 30 min starting 30 min into the simulation and ending at 180 min. Observation errors are assumed to have a Gaussian form, with variance consistent with the rigorous quantification of uncertainty performed on the analogous retrieved quantities from the Tropical Rainfall Measuring Mission (TRMM; L'Ecuyer and Stephens 2002 Stephens , 2003 . The reduced uncertainty estimates reported in PV10 are used for the radiative fluxes, as these values more effectively illustrate the inherent nonlinearity in the parameter-state relationship. It should be noted that the form of the observation error is not constrained to be Gaussian (Posselt et al. 2008) ; we use this form in our experiments to be consistent with the error estimates associated with TRMM retrievals. Observation uncertainty standard deviations are listed in Table 2 .
According to the results presented by Haario et al. (1999) , between 20 000 and 40 000 iterations should be sufficient to sample a 10-dimensional parameter space if the target (posterior) distribution is multivariate Gaussian. In reality, as will be shown later in section 5, the underlying PDF is non-Gaussian, and we find that approximately 100 000 iterations are necessary to sample the underlying PDF. To ensure a robust sample, we ran MCMC out to 4 3 10 6 iterations. In our experiments, convergence to sampling a stationary distribution was ensured by drawing random samples of 100 000 parameter sets from the full MCMC sample and computing the integrated absolute difference between histograms. We found an average of less than 1% difference between any two given random samples, indicating robust sampling of the underlying (true) PDF.
Ensemble transform Kalman smoother and ensemble Kalman smoother
Bishop et al's (2001) ensemble transform Kalman filter (ETKF) provides a rapid method for solving the Kalman filter equations in the case that (i) the forecast error covariance matrix is given by the sample covariance of an ensemble forecast, and (ii) the number of observations p exceeds the number of ensemble members K.
Here, we present a variant of this algorithm suitable for the problem of parameter estimation and also for cases in which K p.
A model trajectory initialized from the ith plausible initial state using the ith plausible set of model parameters is uniquely defined by the vector x f i listing all of the discrete 3D states defining the 4D trajectory from the ith initial condition using the ith set of model parameters. Suppose that one can generate a large set
K ] of such vectors that randomly sample a presumed prior distribution of plausible model trajectories and model parameters. Further suppose that one had access to a vector of imperfect observations y (y 5 y t 1 « 0 ) of some linear function y t 5 Hx t of the true trajectory x t . It can be shown that if both forecast and observation errors had Gaussian distributions with covariances P f and R, respectively, then Bayes' theorem implies a posterior mean x a given by
where P a is the posterior covariance of the errors of the analysis mean x a . If the Gaussian error PDF assumptions of the Kalman filter are satisfied then
where
In the appendix, it is shown that the square root Z a of P a is given by
, E is a p 3 p orthonormal matrix and G is a diagonal eigenvalue matrix both of which are defined by the eigenvector decomposition
As discussed in the appendix, the form of the square root given by (3) requires the eigenvector decomposition of a p 3 p matrix, whereas Bishop et al's (2001) ETKF requires the eigenvector decomposition of a K 3 K matrix. Because of the high cost of eigenvector decompositions, (3) is more efficient than the form given in Bishop et al. (2001) when K p, as is the case in this paper.
Having obtained the square root Z a from (3), we use P a 5 Z a Z aT in (1) to obtain x a . The posterior ensemble members defining the ETKS posterior distribution of ensemble members are then given by
where z a i is the ith column of Z a . Given sufficient ensemble members, the ensemble members given by (4) can be used to estimate the ETKS posterior PDF, which, in turn, can be compared to the MCMC posterior PDF. For comparisons sake, we will also show the posterior PDF produced by a perturbed observations or stochastic EnKS (e.g., Houtekamer and Mitchell 1998; Burgers et al. 1998; Tippett et al. 2003) . In most ensemble Kalman filter literature, the perturbed observations form is referred to as simply, the ensemble Kalman filter (EnKF) or EnKS when the desired state estimate is valid toward the beginning of the data assimilation window. To emphasize the fact that our implementation of the EnKS uses precisely the same gain matrix as that used in (1) to update the mean of the posterior PDF of the ETKS, we shall refer to it as the ETKS_PO method. To create the ith perturbed observation, we use the following equation:
In other words, the ith observation vector is created by adding a random p vector with mean 0 and covariance R to the original observation vector. The formula for the ith member of the posterior ETKS_PO is then given by
where Z a is obtained from (3).
Although the Kalman gain P a H T R 21 is a nonlinear function of the forecast error variance, (1) represents the mean of the ETKS posterior PDF as a linear function of the forecast error of the prior mean (because the innovation is a linear function of the actual forecast error). Similarly, though the modified gainK is a nonlinear function of forecast error variance, the form
and (4) give the ETKS posterior perturbations as strictly linear functions of the prior perturbations. In contrast, the true posterior mean and perturbations obtained from the MCMC are arbitrarily high-order nonlinear functions of the error of the prior mean and the prior perturbations. Equation (6) shows that the ETKS_ PO posterior perturbations are given by linear combinations of the forecast perturbations, while ETKS_PO is again a linear function of the actual forecast error. In our particular application, we simplify the estimation problem by assuming that we precisely know the initial atmospheric state while being uncertain about the cloud model parameters defining the evolution of the atmosphere. Hence, at the initial time, the only uncertainties in the system are the cloud model parameters and it is these parameters that are the focus of this study. Hence, we only need to evaluate the elements pertaining to cloud parameters of the ETKS posterior vector x a i and the ETKS_PO posterior vector (x a ETKS PO ) i to define the ETKS and EnKS posterior cloud parameter PDFs.
In our experiments, we use an ensemble of 10 000 members drawn from a multivariate bounded uniform distribution, with bounds set equal to the MCMC parameter ranges (Table 1) . Use of an ensemble that is large compared to the dimension of the state space avoids sampling issues reported in earlier parameter estimation studies (e.g., Tong and Xue 2008a,b) . We examine the effect on the ETKS and ETKS_PO posterior PDFs of increasing the number of observations constraining the parameter estimation problem by simply lengthening the data assimilation time window. For short time window experiments, the sizes of the vectors and matrices describing the 4D-state estimate are correspondingly smaller than when long time window experiments are performed. The form of the above equations is preserved regardless of whether the time window is short or long.
MCMC-based temporal evolution of parameter
PDFs and manifestation of (nonmonotonic) nonlinearity in the parameter-state relationship
a. Posterior analysis
The joint posterior parameter PDF obtained from MCMC is 10-dimensional, and examination of 1-dimensional marginals (not shown) indicates that the integration over the other 9 dimensions of the space obscures key features of the probability space that are more effectively revealed when higher-dimensional marginals are plotted. Since presentation of two-dimensional PDFs for every parameter pair at every time would be tedious, we have chosen to plot joint PDFs of those parameters to which the model is most sensitive (Fig. 1 ). There is a high degree of complexity in the parameterstate relationship revealed in these plots and it is worth spending some time examining them in detail. Note that each column in Fig. 1 corresponds to a different number of accumulated 30-min observation times used in the inversion, from a single time (at 30 min) at left with successively greater numbers of observations used up to a maximum of six times (30, 60, 90, 120, 150, and 180 min) at the far right. As such, these plots depict the degree of accumulated influence of parameters on the model solution.
Early on, the properties of simulated clouds are controlled by warm rain processes. Consequently, parameters that control the evolution of ice species in the model and conversions between liquid and ice have little effect on the model output and exhibit a posterior PDF with a nearly uniform distribution. Parameters that directly influence the properties of cloud and rain (first row, Fig. 1 ), by contrast, have a significant influence on the output from the model, as evidenced by the fact that their PDFs have a well-defined mode. Note that N 0r and q c0 are positively correlated-this makes physical sense: increasing N 0r translates to an increasing proportion of large rain drops in a given volume particles relative to small. Increasing numbers of large droplets correspond to a higher fall speed and collision efficiency and a larger precipitation rate for a given autoconversion threshold. As the number of large droplets increases, the threshold cloud mixing ratio for autoconversion of cloud to rain must increase so that the conversion of cloud to rain produces the same precipitation rate and liquid water path.
Between 30 and 60 min of simulated time, the system transitions from shallow to troposphere-deep convection (see PV10, their Fig. 2) . Simulated cloud extends through the depth of the model and all five cloud species are present in the domain. Ice phase processes begin to have an effect on simulated output, as evidenced by the fact that there are now large regions of the PDFs of snow and graupel fall speed parameters characterized by low probability mass. The snow and graupel density affect the radiative fluxes through their influence on the particle size distribution, and affect conversion between species via the influence they have on the collisioncollection process. However, these effects are secondary to the influence of fall speed parameters on the snow and graupel.
By 90 min into the simulation, the system is in transition between convective and stratiform and the precipitation process is consequently in transition between warm rain and melting of ice species. As such, parameters that control the fall speed of ice particles begin to have a greater influence on the simulation output, and this is reflected in the shapes of the PDFs of snow and graupel fall speed parameters. Nonuniqueness in the relationship between parameters and model output is evident in the fact that the probability mass is nearly identical over a large range of combinations of a g /b g -an indication that any of these combinations of parameters would produce very similar model output.
Note that the particle velocity is proportional to par-
], and changes to the fall speed coefficient and exponent represent changes to particle shape. One can readily see that, if particle diameter ,1, then as fall speed coefficient increases, the fall speed exponent must also increase to keep the particle fall velocity constant. For this reason, the fall speed coefficient and exponent are positively correlated for both snow and graupel.
At 120 min into the simulation and following, clouds and precipitation in the system are controlled largely by stratiform processes. Precipitation results primarily from melting ice particles, and as the updraft velocity slows, ice particle settling begins to have a greater influence on the cloud-top particle size distribution and in turn on the radiative fluxes. As such, at times after 120 min into the simulation, parameters that control the distribution of snow and graupel begin to have a much greater influence on the model output. It follows that, when observations at 120 min and later in the simulation are assimilated, the posterior PDFs of snow and graupel microphysical parameters are more well defined. It is interesting that the slope intercept of the snow particle size distribution appears to have more influence on the solution at later times than does the graupel. This is likely because snow is more likely to be concentrated near the cloud top where it can affect the outgoing shortwave radiation.
Interestingly, the appearance of discrete multimodality appears in the parameter PDFs when observations at times following 120 min are assimilated. There is a pronounced second mode evident in marginal PDFs of a s /b s and a g /b g . As was noted in PV10, this second mode arises from the fact that, when parameters defining the fall speed and density of snow and graupel are interchanged, the model produces identical output. PV10 found that application of suitable physically based constraints in the MCMC inversion led to a 1:1 relationship between FIG. 1. Posterior two-dimensional marginal parameter PDFs from MCMC. Each row corresponds to a different pair of parameters, while each column represents a different set of assimilated observation times. True parameter values are indicated in the red crosshairs. The thin dash-dot, dashed, solid, and dotted black contours enclose the 99.7%, 95%, 68.3%, and 38.3% probability contours, respectively. parameters and model output. We now see that this discrete multimodality only arises when observations from stratiform times are assimilated. At earlier times, there is nonuniqueness in the parameter-state relationship, but not discrete multimodality. In practice, this means that, when fewer observations are assimilated, the posterior PDF has a unique mode and algorithms that iterate to find the maximum likelihood solution are likely to converge. In contrast, addition of information from observations late in the simulation has the effect of enhancing the multimodality in the solution and potentially leading to nonconvergence (or convergence to the wrong solution) in the case of maximum likelihood estimators. It is interesting to note that the addition of observations at 180 min into the simulation appears to lead to the concentration of probability mass in the 2D PDFs of a g /b g and a s /b s around the correct values.
b. Characteristics of the forecast
Since nonmonotonic nonlinearity, and the consequent appearance of discrete modes in select posterior parameter PDFs, arises when times after 90 min of integration time are assimilated, it is natural to wonder whether multimodality in the parameter space translates to multimodality in the observation space as well. In effect, we would like to determine the characteristics of the forecast produced from parameter estimates that utilize only observations from 30-90 min. In this section, we briefly compare the model output at 180-min forecast from the parameter ensemble associated with assimilation between 30-90 min with the observations taken at 180 min. Figure 2 shows the 1D marginal PDFs of model output variables after 180 min of simulation time. Each column in the figure corresponds to a different set of ensembles: those in the center column were generated via assimilation of observations at 30, 60, and 90 min, while those in the right-hand column were produced by assimilation of observations at 30, 60, 90, 120, 150, and 180 min. When these are compared with the ensemble of output states derived from the initial (random) distribution of parameters (Fig. 2, left-hand column) , it is clear that assimilation of observations in the first 90 min (Fig. 2 , middle column) results in a reduction in the range of likely solutions. However, the structure of the PDFs of the model output state variables are very similar. Indeed, it appears that the primary effect of assimilation of observations at convective times (Fig. 2, middle column) is to eliminate the thin cloud solutions; those characterized by a combination of low precipitation rates, small LWP and IWP, and relatively large OLR. The bottom line is that, with a perfectly constrained environment, observations taken at convective times (through 90 min) do not necessarily lead to an accurate forecast at stratiform times.
EnKS PDFs compared with MCMC PDF
The manifestation of a profoundly non-Gaussian posterior PDF with assimilation of observations from the stratiform region of the cloud has a number of implications, both for the use of parameters as control variables in data assimilation, as well as for the implementation of stochastic parameterization schemes. While it is known that the presence of such non-Gaussian PDFs will cause affordable ensemble-based minimumvariance-estimating assimilation schemes (e.g., ETKS) to produce erroneous posterior PDFs, little work has been done to describe, analyze, and understand posterior PDF errors given by these methods. To better understand these PDF errors, in this section, we apply both the deterministic (ETKS) and perturbed observations ETKS_PO form of an ensemble Kalman smoother to the parameter estimation problem outlined above.
a. Assimilation of observations at convective times
The 2D marginal posterior PDFs for the same parameter pairs shown in the MCMC results ( Fig. 1) and for successively greater numbers of observation times are plotted in Figs. 3 and 4 for ETKS and ETKS_PO, respectively. We focus first on the evolution of posterior PDFs when increasing numbers of observations are assimilated in the first 90 min of the simulation. Comparison between the posterior PDFs obtained from MCMC and those in ETKS reveals the following. Parameter marginal PDFs are similar between the three algorithms through approximately 90 min into the simulation, though there is much greater skewness in the posterior PDF of N 0r for MCMC compared with ETKS and ETKS_PO (Table 3) . As increasing numbers of observation times are assimilated, there is a successive and incremental reduction in probability mass at large values of a s and small values of b s in the ETKS (Fig. 3) and ETKS_PO (Fig. 4) . By contrast, the change in probability mass is much sharper between 60 and 90 min in MCMC (Fig. 1) -the ETKS and ETKS_PO fail to keep pace with this rapid change. It is possible that changes in the posterior PDF during this 60-90-min period correspond to an increase in the importance of nonlinear terms in the equations governing the evolution of perturbations about the true state. Such nonlinearity causes true posterior errors to be nonlinear functions of forecast errors (Hodyss 2011) . Presumably, the reason for the failure of the ETKS and ETKS_PO PDFs to match the MCMC PDF during this period is a consequence of the fact that both the ETKS and ETKS_PO falsely assume that posterior errors are a linear function of prior errors. This restrictive property may also be responsible for the presence of negative (unphysical) values of the parameters shown in Figs. 3 and 4 . The MCMC acceptreject procedure automatically rejects any values outside of the allowable parameter range and thus avoids such unphysical values.
Note that the observation uncertainty is the same at each time and the background error is neglected (a uniform distribution is assumed for each of the parameters initially). As such, observations have the same influence at each time in the ETKS analysis. If observation uncertainty were reduced at later times, the analysis would draw more to these observations. The issue of whether this would cause the analysis ensemble to look more like that from MCMC will be explored in greater detail momentarily.
After assimilating observations from convective times, the estimates of posterior mean and variance estimate are robust in both versions of the ETKS, with the exception FIG. 2 . Marginal PDFs of model output state variables at 180 min of simulation time for forecasts generated from (left) a uniformly distributed prior ensemble, (middle) the posterior parameter ensemble produced by assimilating observations at 30, 60, and 90 min, and (right) the posterior parameter ensemble produced by assimilating observations at 30, 60, 90, 120, 150, and 180 min. of the slope intercept of the rain size distribution, which is closer to its true value in MCMC and with significantly lower variance (Table 3 ). The strong similarity of the posterior mean and variance from the ETKS and ETKS_ PO is consistent with the large ensemble size causing errors in sample variance estimates from the ETKS_PO to be small. The posterior PDF sampled by MCMC has in general larger skewness than does the PDF in ETKS or ETKS_PO. This reflects the fact that, while the full nonlinear model is used to propagate perturbations to parameters in the ETKS, these perturbations are restricted by the linear assumption and information on the higher-order moments of the prior PDF are not explicitly included in the solution (Hodyss 2011) . Results for N 0r and q c0 are consistent with the findings of VP08, who noted that, in cases for which the posterior PDF was skewed, an EnKF-type estimate was biased in the direction of the tail and with overestimated variance.
Larger differences between the three estimates appear when the posterior mode [maximum a posteriori (MAP) estimate] is examined. Note that, in the case of a discrete sample and for a method in which iterative convergence to a solution is not used, the MAP estimate is a more robust estimate of the mode than is the FIG. 3 . As in Fig. 1 , but for posterior two-dimensional marginal parameter PDFs from the deterministic ETKS. maximum likelihood point. Whereas the mean and variance are nearly identical for the ETKS and ETKS_PO, they have differing modes for all parameters, but especially for N 0r . This is associated with the fact that the probability mass is more concentrated around the mode in the deterministic filter as compared with the stochastic filter. The fact that observations taken at convective times contain insufficient information to constrain the parameter values to a unique solution is evidenced by the fact that the posterior mode differs from the true value in all of the analyses. The mode of the PDF produced by MCMC is near the true parameter values for a s , a g , N 0r , and q c0 , but not for the other parameters, while the mode in the PDF produced by ETKS and ETKS_PO is relatively far from the truth for all parameters but q c0 .
b. Characteristics of the ETKS-based ensemble when stratiform times are assimilated
Between 90 and 120 min of simulated time, decreases in the prescribed vertical motion and water vapor tendency cause the model to transition from a convective state to stratiform. As such, the radiation, cloud liquid and ice content, and precipitation are governed to far greater extent by ice processes as well as interactions between liquid and ice. This transition from lower to FIG. 4 . As in Fig. 1 , but for posterior two-dimensional marginal parameter PDFs from the stochastic (perturbed observations) ETKS.
higher ice-parameter sensitivity is reflected in the evolution of the parameter PDFs sampled by MCMC in Fig. 1 and discussed above; there are rapid changes to the structure of the posterior PDFs with increasing numbers of assimilated observations after 90 min into the simulation. In particular, modes in the posterior solution become rapidly more well defined.
Comparisons of the posterior PDFs produced by ETKS (Fig. 3) with those output from ETKS_PO (Fig. 4) reveal that, aside from N 0r and q c0 , analysis PDFs from ETKS and ETKS_PO are very similar through all observation times, though it is evident that the mode consistently shifts in the direction of the tail of the distribution for the perturbed observation case as compared with the deterministic filter. Stated another way, when the skewness is positive (negative), the mode shifts toward larger (smaller) values in ETKS_PO relative to ETKS.
Interestingly, the mode of N 0r in both ETKS and ETKS_ PO shifts toward progressively smaller values with addition of information from successive observation times, to such an extent that eventually the mode of the deterministic ETKS ensemble becomes negative (Table 4) . As was the case when observations from convective times were assimilated, the posterior mean and variance of the ensembles produced by ETKS and ETKS_PO remain virtually identical; as mentioned above, this can be attributed to the large sample size and the consequent lack of sampling error. However, both the deterministic and stochastic versions of the ETKS produce significant deviations from the MCMC posterior mean and variance for a s , a g , N 0r , N 0s , r s , and r g . These are all parameters for which the posterior PDF changes shape significantly as increasing numbers of stratiform times are assimilated. In general, the variance is overestimated for each of these parameters. As mentioned earlier, the ETKS and ETKS_PO assume that posterior errors are linear functions of forecast errors. In the 0-90-min (predominantly convective) time period, this results in an approximately correct characterization of the posterior conditional PDF. However, as stratiform cloud processes begin to become more important after 90 min of simulated time, the true posterior PDF changes rapidly. As such, the size of the error associated with the assumption in the ETKS and ETKS_PO that posterior errors are linear functions of prior errors becomes markedly greater during the 90-180-min time period. Neither the ETKS nor the ETKS_PO is able to reproduce the true multimode behavior in the posterior during this period, nor are they capable of tracking the rapid evolution of the posterior structure with increasing numbers of observing times. Analogous behavior was noted in the parameter estimation study conducted by Tong and Xue (2008a,b) . While Tong and Xue (2008a,b) hypothesized that the loss of parameter identifiability might have been due to a combination of small ensemble size, nonunique solutions, and poor assumed observation quality, we can confirm in this case that the key issue is nonuniqueness in the parameter-state relationship. In addition, our results indicate that this nonuniqueness is not due to nonlinear interaction between model physics and dynamics as we have intentionally removed the feedback from radiation and cloud microphysics to the model dynamics and thermodynamic state.
Remarkable robustness of ETKS in the presence of multimodal priors
The fundamental limitation of the ETKS that has been emphasized in the preceding discussion is that it assumes that the posterior error representations are strictly linear functions of prior error representations. This limitation is separate from that associated with the fact that the Kalman filter is often derived using Gaussian prior and likelihood error statistics. Here, we hypothesize that it is the former limitation rather than the latter limitation that causes ETKS posterior PDFs to be qualitatively different from MCMC posterior PDFs. To test this hypothesis, we use draws from the MCMC-based posterior PDF at 90, 120, and 150 min as the forecast (prior) ensemble in the ETKS.
An ETKS experiment that uses the exact prior from assimilation of observations from 30-90 min then assimilates observations between 120-180 min (Fig. 5 , second column) results in a structure that, while it differs from the sample produced by MCMC, captures the primary mode in the marginal PDFs for all parameter pairs except N 0s and N 0g . However, covariance between N 0s and N 0g in the forecast ensemble is of different sign than the true posterior reflecting the fact that the algorithm is unable to concentrate probability mass around mode in N 0s . That said, we do note a reduction in probability mass at larger values of N 0s , reflecting the information contained in the observations. This reduction was not observed in the ETKS_PO analysis derived from an initially random parameter sample (Fig. 3) .
Similar results are obtained when the 0-120-min MCMC is used as the prior for the ETKS (Fig. 5, third column) . The posterior PDF trends in the direction of the true posterior, but multimodality is not observed. Model output and parameters covary in a consistent manner and this is reflected in the posterior PDFs; however, multimodality and changes in the third moment arise from nonlinear relationships between parameters and between parameters and model output. Note that, because the covariance between N 0s and N 0g is of the same sign at 120 min as it is at 180 min (Fig. 1) , the posterior PDF of N 0s and N 0g looks much more like the MCMC solution.
The 0-150-min posterior PDF exhibits clear multimodality in the 2D marginal PDFs (Fig. 1) . When this PDF is used as the ETKS prior (Fig. 5 , fourth column), this multimodality is preserved. However, whereas there is a clear change in which mode is preferred in the MCMC solution between 150 and 180 min, no such transition takes place in the ETKS. These results are consistent with our hypothesis that multimodal, non-Gaussian priors are not the primary limitation of the ETKS, rather it is the inability of the ETKS to represent posterior perturbations as nonlinear functions of prior perturbations that causes the most profound difference between MCMC posterior PDFs and ETKS posterior PDFs.
Conclusions
Our major findings consist of the following:
1) The nonlinear dynamics associated with the transition from convective precipitation to stratiform precipitation is the primary cause of the multimodal posterior PDFs found by PV10. This finding is supported by the fact that multimodal posteriors only begin to appear when observations taken after the transition from convective to stratiform rainfall are included in the analysis. Early in the simulation (0-90 min), the model is strongly forced with large vertical motion and water vapor tendency, and cloud evolution is controlled by warm rain processes. Information from observations assimilated at these times strongly affects the posterior PDF of the warm rain parameters, while the PDF of the ice phase parameters is left relatively unaffected. Because the relationship between changes in parameters and changes to model output is monotonic, the posterior PDF has a single mode, and nonlinearity manifests in the posterior skewness. Once the system transitions from convective to stratiform (120-180 min of simulated time), the prescribed vertical motion and moisture source are weaker, and ice phase processes control the precipitation rate, the partition between liquid and ice in the system, and the optical depth near the top of the cloud. As such, simulated rain rate, integrated liquid and ice, and radiative fluxes are far more sensitive to changes in ice particle fall speed, density, and size distribution. The processes controlled by these parameters interact in a complex manner, leading to the rapid manifestation of multiple modes in the posterior PDF. 2) Ensemble Kalman smoothers perform poorly when the posterior mean and perturbations are strongly nonlinear functions of the forecast error. This is evidenced by the failure of the ETKS and ETKS_PO to represent the transition of the posterior PDF from a unimodal to multimodal form when observations of the stratiform phase of cloud evolution were assimilated. Though the ETKS is unable to produce a multimode analysis from a unimode prior, the posterior PDF produced by both the deterministic and perturbed observations versions of the ETKS is clearly non-Gaussian. The effect of model nonlinearity on the posterior PDF is included in ETKS in that the nonlinear model is allowed to respond to changes in model parameters; the full nonlinear model propagates perturbations forward in time. However, these changes are constrained by the requirement that the ETKS posterior perturbations be strictly linear functions of the prior perturbations. In contrast, the accept-reject procedure of the MCMC finds posterior perturbations that can be any function of the prior perturbations. 3) Ensemble Kalman smoothers can preserve key aspects of non-Gaussian priors. Specifically, the ETKS was found to give a qualitatively accurate multimodal posterior PDF when given an accurate multimodal prior (see Fig. 5 ). The implication is that it is not the Gaussian assumption used in the derivation of the ETKS that causes misrepresentation of the posterior. Instead, it is the lack of information on higher moments and/or multiple modes in the prior ensemble.
Our results suggest that the uncertainty characteristics of model physics parameterizations depend critically on the characteristics of the environment. Abrupt changes in the physical environment can lead to similarly abrupt changes in parameter uncertainty. Ensemble Kalman filter-type algorithms, while not capable of capturing rapid (nonlinear) transitions in the nature of the posterior PDF, can be shown to perform well if provided with a robust prior ensemble. As such, ensemble Kalman filter-type algorithms have promise as cost-efficient methods for model parameter estimation.
Finally, though our column model simulations are highly idealized (there is no feedback between model physics and dynamics), the transition from convective to stratiform processes and the associated change in model parameter sensitivity conform to what we might expect of more realistic three-dimensional models. Convective time periods in both are driven by strong upward vertical motion and a large moisture source, leading to a relative lack of sensitivity to changes in ice microphysical parameters. Similarly, the late-stage development is weakly forced and depends to a greater extent on the interaction between, and melting of, ice particles. The extent to which parameter sensitivity in our experiments is representative of the uncertainty characteristics of free-running simulations of squall-line-type convection can be assessed by running MCMC experiments with unforced three-dimensional simulations. These experiments are already under way.
In Bishop et al. (2001) , the square root of this matrix is derived from the K 3 K eigendecomposition of the matrix Z f THTH Z f . This is an appropriate choice when the number of observations p exceeds the number of ensemble members K. However, in the converse situation when K . p, the eigendecomposition of the p 3 p matrix,H
is less computationally expensive than that of Z f THTH Z f . Now, it may be shown thatHZ f has the concise singular value decomposition:H
By concise singular value decomposition, we mean the singular value decomposition that removes all of the left and right singular vectors corresponding to zero singular values. In general, there will be as many nonzero singular values as there are observations p. (While it is still possible to proceed when this is not true, for simplicity, we will hereafter assume that this is true.) Hence, in (A3) E is a p 3 p orthonormal matrix containing left singular vectors ofHZ f , G is a diagonal p 3 p matrix, and L is a K 3 p matrix containing right singular vectors ofHZ f . Note that L is orthonormal in the sense that L T L 5 I. Note that in Bishop et al. (2001) , the right singular vectors ofHZ f were denoted by the square matrix C, while here we use the symbol L in order to remind the reader that in this case, the concise right singular vectors do not form a square matrix. Because, by definition, only singular vectors corresponding to nonzero singular values are included in (A3), it follows that G 21/2 exists. A key aspect of the following derivation is that once E has been deduced from the eigendecomposition (A2), one can use (A3) to derive L fromHZ f because from (A3)
Using (A3) 
To find a square root of the analysis error covariance matrix (A5), we seek a matrix B that is a solution to the following equation:
Equation (A6) is true, provided that
Equation (A7) 
Hence, the square root Z a of P a is given by
The occurrence of the term 6 in (A9) means that there are two distinct valid square roots. We wish to choose the square root that enables posterior ensemble members to approximate solutions to the governing nonlinear equations. Consider the fact that in the limit of infinite observation error covariance, Z a 5 Z f is a valid posterior square root that would produce posterior ensemble members that would precisely satisfy the governing nonlinear equations. Since in the limit of infinite observation error variance G 5 0 so that fI 2 L[I 6 ðG 1 IÞ 21/2 ]L T g 5 fI 2 L[I 6 I]L T g, it follows that replacing ''6'' by '' 2 '' gives the square root that sets the analysis perturbations equal to the forecast perturbations in the special case of infinite observation error variance.
To connect the form of the square root given by (A9) with those given in Anderson (2001) and Whitaker and Hamill (2002) , note that using (A4) in (A9) allows it to be rewritten in the following form: Whitaker and Hamill (2002) . Since (A9) solves exactly the same equations as those solved by the forms of the square root filter given in Anderson (2001) and Whitaker and Hamill (2002) , we expect it to give essentially equivalent performance to the square roots given in those papers. The key difference between the form given here and those papers is that (A9) makes an explicit connection between the square root of the analysis error covariance matrix and eigenvector decomposition of the observation space forecast error covariance matrixHZ f Z f TH T .
In some circumstances, this may make the performance characteristics/behavior of the square root filter and the effect of approximations such as covariance localization easier to understand.
