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VOllllf:J\1 EII./\ lINGEN 
1 Vorbemerkungen 
1.1 Projektziele 
)ip Hallptaufgabe des Projektes "Leistungssteigerung ereignisgesteuerter Simulation dUTch 
Multi ~1ikro R~dlllersyst('m(''' welches von August 1989 bis Juli 1992 von der Deutschen For-
sdlllllgsgcmeiuschaft irn Rahmen des Schwerpunktprogramms "Multi-Mikro-Rechnersysteme" 
gcfc>rd('rt. wurde, bestand in dN Durchfiihrung von grundlegenden Untersuchungen zur paral-
I('if'll AusrHhrung von ereignisgesteuertl.m Simulationsmodellen auf Mehrrechnersystemen mit 
dC'11i Zil'i der l.~istungsst<~igerllng. Neben einer theoretischen Fundierung und Weiterentwick-
11I1I1!: VOIl Ba .... ;;[.q)fizipi(~11 d(~ r sog('n<tlllltell pa.ra.Helen und verteiltell Simula.tion ging es vor aHem 
darlllll , die v('fschi(~d('nNI Mel.hoden auf Mchrr(~ehnersystemen prototypil:leh zu realisieren und 
praktisrh 1.1I evaluimcn. 
1. 2 Hintergriinde und Motivation 
Di(' BI'"chl('ulligung d~s b<,:kannten und oft verwendeten ereignisgesteuerten Simulationsprin· 
'/,il)R cillrrh Parallelisieruug stellt eine besondere Herausforderung dar: Einerseits sind darauf 
h<'l"1liu'llCic SimulationRa,nwcndungen typisehe "Langlaufer", andererseits kann die ereignisge· 
stelH'rtc Simulation iII einem gewissen Sinn als inharent sequentiell bezeichnet werden, da 
l(>t'/,I.(~lIdlic.h prinzipiell jedes eingeplante Ereignis, wenn es zur Ausflihrung kommt, den globa· 
1('11 Zustand so aDdern kann, daB andere, weiter in der Zukunft eingeplante Ereignisse, davon 
lH'trorfen w(!rden. Wurde man nun zw(!i derartig voneinander abhangige Ereignisse gleieh· 
'/,e-il ausfiihr(~n, mit dem Ziel, den Gesamtablanf zu beschJeunigen, so konnte das Ergebnis 
\'('rnUscht werden. Ohne weih~re (semantische) Informationen liber die Abhangigkeit der Er· 
eignisse voneinander kann ein Simulator also die Ereignisse stets nur sequentiell, entsprechend 
ihr(~1II eiTlw~planten Zeitpunkt, ausfiihren. 
Bpi de'l' zulel7.t gcnanntcn Schwi(~rigk(>it setzt die Theorie der verteilten Simulation an. Die 
~nllidsii.t;dich Idee beruht darauf, die Ereignissc in Klassen einzuteilen nnd diese Klassen wei· 
L('sl,)?;ehend voneinander zu cntkoppeln, so dan zumindest Ereignisse verschiedener Klassen 
gl(~ich1.('itig allsgefiihrt werden kOllnen. Die Klassenbildung erfolgt in der Weise modellbezo-
g(,lI, (laB Einht'iten mit disjunktem Zustandsraum gebildet werden, bei denen jeweils Ereignisse 
Rtatt.iind(m. Jedcr Einheit wird ein eigener Prozessor zugeordnet, der die "lokalen" Ereignisse 
(st.reng s~qucnt.iell) ausffihrt. Zwar existiert kein globaler Speicher, Dber den die lokalen Er· 
"i~nisse wc<:hselwirken konnen, jedoch mu6 prinzipiell die Moglichkeit bestehen, da6 auch 
Ercigllisse verschiedener Einheit.en aufeinander einwirken konnen, da sonst nieht ein einziges 
System, sondern mehrere viiUig unahhangige Systeme simuliert wurden. Dies geschieht, indem 
cin Ereignis aueh bei anderen Einheiten ETeignisse - in einer gewissen kontrollierten Weise -
einpla,nen kann. Realisiert wird dies im zugrundliegenden Rechensystem typischerweise durch 
Er('igllisnachric.hten, di(' zwischen den Prozessoren ausgetauscht werden. 
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Spit. Ende def 70er Jahre wird das Problem der Parallelisierung ereignisgesteuerter Simula-
tiOH('1l in dPT Litp.raluT untersucht. Allerdings lieferten zuna.chst durchgefiihrte rein algorith-
IHisdl(l ulln analytische Untersuchungen keine klare Aussage dazu, unter welchen Bedingun-
g£'u i n (h:~r Praxis tatsa.chlich mit einer wesentlichen Beschleunigung zu rechnen ist. Mit dec 
V(lrfiigharkeit einfach nutzbarer Mehrrechnersysteme Ende dec SOer Jahre wurde VOT allem 
an alll('rikanischen Universitaten mit praktisch orientierten Forschungen begonnen. Die er-
stCII F~rgchllissf> waren teilweise erniichternd, zeigten andererseits jedoch interessante Aspekte 
auf, die vorher uDbeachtet geblieben sind und eine genauere konzeptionelle und empirische 
U ntersuehung rechtfertigen. 
Diese Situation stellte - zusammen mit dem Erfahrungshintergrund der Antragsteller auf 
dem Gebict der Betriebsorganisation verteilter Rechnersysteme und der verteilten Algorith-
mell die Motivation fUr das Projekt dar, dessen Hauptergebnisse in diesem Bericht vorge-
stelll werden. Da diese Ergebnisse ihren Niederschlag in mehreren Veroffentlichungen in Fach-
zeitschriften, Tagungsbanden und internen Berichten fanden [MAM89a, MAM89b, MAT93a, 
MEH91a, MEH91c, MEH92a, MEH92c, MEH93b, MEH93c, MMR90a, MMS91a, RIC90a, 
RIC91aj, beschranken wir uns hier allerdings auf eine gekurzte Darstellung der wesentlichen 
Resultate tJnd verweisen ansonslen auf die an den entsprechenden Stellen zitierten Verijffent-
IicilUngen. 
1.3 Projektergebnisse: Ubersicht 
Dcr gro6tc Teil de r im Projektantrag gcnannten Ziele konnte erreicht werden oder im Rahmen 
des Projektes so vorbereitet werden, da6 die zugehOrigen Arbeitspunkte in zwei noch laufenden 
Disscrtationsvorhaben abschlie6end bearbeitet werden konnen. 
Die in Kapitel 3 skizzierte mathematische Beschreibung eines ereignisgesteuerten Simula-
tors ist gleicherma6en ein Modell fUr die klassische sequentielle Simulation wie fUr die verteilte 
Simulation. Bin derartiges mathematisches Modell ist fiir eine prizise Festlegung der Korrekt-
hpit. piller verteilten Allsfiihrung einer Simulationsanwendung von Bedeutung. 
Kal'it.d ,I giht einclI Uberblick iiber die beiden im Rahmen des Projektes erstellten Anwen-
dungssysteme DSL und DISQUE. Mit diescn umfangreichen Systemen konnen SimuIationsmo-
<ldl(' mit unterschiedlichen Simulationsstrategien und auf unterschiedlichen Hardwareplattfor-
III en ausgefijhrt werden . Sie stellen die Voraussetzung fiir eine systematische experimentelle 
Analyse von Simulationsstrategien sowie der Analyse des maglichen Parallelisierungsgrades 
und wciterer wcsentlicher Kenngro6en dar. 
I II Kapitel 5 werden nen entwickelte Simulationsstrategien oder Varianten bekannter Ver-
rahren vorgestellt. Diese sind insorern interessant, als es sich dabei urn Hybridforrnen der 
kla.ssischen sogenannten konservativen und optirnistischen Simulationen handelt. 
""pitel 6.1 skizziert Losungsmoglichkeiten fUr das in der Literatur weitgehend vernachliis-
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-;i.[!,1.t· Prohlem dec Reprodmderbarkeit verteiltcr Simulationen. Es ergibt sich daraus, daB im 
Ceg('II!:'a.l.z zlIr klassischclI scqucntiellen Simulation ein verteilter Simula.tor bei Ereignissen 
Init glc-idl(,11 Zeitstempein a. priori nieht deterministisch arbeitet. 
In I\a.pitcl 6.2 wird untcrsucht, wie innerhaJb eines verteilten Simulationssystems globale 
Va.ri"l,blcn I'calisierte wf'rden konnen, die von mehreren der miteinander nur durch Nachrichten 
kooperiercndcn Submodellsirnulatoren gemeinsam benutzt werden. 
""pilei 6.3 behandeJt d"" algorit.hmische Problem der GVT-Approximation. Hierbei geht 
l'~ illl ",,"esentlichen darum, das MinimulTI del' asynchron fortgeschaJteten logischen Uhren aUer 
h('t(~ilig1.cu Simulatorcll moglichst gut 7,U approximieren. Bei optimistischen Simulationsver-
fahrell ist dies eincrseits flir C'!ine cffiziellte Implementierung von wesentlicher Bedeutung, ande-
H'rseil.s je<lo(".h nicht trivia.l, da eim:clnc Uhren bei einem sogenannten Rollback zuriickgesetzt 
werden. 
1.4 Projektverlauf 
J)a.s Projekt \\·urde all der Universitat Kaiserslautern von J. Nehmer und F. Mattern initiiert 
lind ~ Ji1.l.e 198~J mit zuna.('.hst einem Mitarbeiter (J. Richter) begonnen. Mitte 1990 wurde 
von del" IH'G eim! zweite Mitarbeiterstelle bewilligt, die von H. Mehl eingenommen wurde, 
Nadl dem Wechsel von F. Mattern an die Universitat des Saarlandes wurde das Projekt von 
Saarhriicken ails weitergefiihrt. 
Wii),rend def gesamten Projektlaufzeit standen Mittel fUr eine studentische Hilfskraft zur 
V('rfiiglJllg. Di('se wurden flir vielfaltige subsidare Programmieraufgaben eingesetzt. Ein Grofi-
t.pil ,h-r am'>prnchsvollf!n nnd umfangreiehen Implementierungsaufgaben konnte im Rahmen 
VOII pfojekt- und Diplomarbeiten durchgefUhrt werden [APE93a, ARM93a, BOC93a, ELS93a, 
II A Mn2a, KLl91a, KLU92a, LE093a, MEH89a, SIM93a, STE93a, VIE92a, MEI91a, MEI92a, 
STlJ93a, SMI9IaJ. Das Projekt hat insofern auch einer Vielzahl von Studenten Gelegenheit 
zur Mitarhcit gegcben und leistete darnit auch einen Beitrag zur forschungsorientierten Aus-
bildunp;. 
Da.s Tra.ns(Juter-Parallelrechensystem, bestehend aus 16 Prozessoren, einer Graphikstation 
sowie Plltsprechender Software im Wert von knapp liber 100.000 DM, welches von der DFG fUr 
das Projekt bcsc:hafft wurde, konnte wenige Monate nach Projektbeginn installiert werden. 
Ll'idm wurden jedoch die Erwartungen, die in das System gesetzt wurden, nieht ganz erfiillt. 
Oil'S lag zllm einen an der von uos als mangel haft empfundenen Unterstiitzung des Herstellers, 
ZUlli ilndcren an der Unzuverlassigkeit der Systemsoftware HELlOS, insbesondere bei Anwen-
dUllgf'1I mit. hoher Dynamik, wie es beispielsweise das damit realisierte DISQUE-System dar-
st('IIt.. IIa-ufige SystemzlIsammenbriiche (u.a. auch wegen unerkannter Speieherverletzungen), 
f('hl(,IIII(' Dokllrnentation, langsame Kommunikation und fehlende Testm6glichkeiten erschwe-
r~1I <"inc Systcmentwicklulig au6erordentlich und kosten sehr viel Zeit. 
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1)(,lIl1och kOlluLe da.s Transputersystem genutzt werden ; im Rahmen dec Parallel Compu-
ting Art i"n clor Europaischen Gemein.chaft (Esprit-Projekt 4123) wurden sogar Mittel zur 
Aufslofkung des Systems bereitgestel1 t, mit dem so auch andere Aufgaben bearbeitet weT-
dell konllt€'ll. Die eigentlichell Entwicklungsarbeiten wurden im Verlanf des Projektes aller-
dings 7,u Jwhmend auf vernelzte UNIX- Workstations verlagert, die aus Grundausstattunsmit-
t.dn b"schafft wllrden. Da an der Universitat des Saarlandes ein iPSC860-Parailelrechner zur 
VE'rfii,z;lIng stand, dcssen Software stabiler nod leistungsfii.higer als die des Transputersysterns 
isl.. wlll'dcn schlic6lich gro6c Teile del' im Rahmen des Projektes realisierten Softwaresysteme 
'1IIl.er hllhilfenahme des MMK-Systems [BBL90aJ auf diesen Rechner portiert und dieser Rech-
II cr fiir Beschlcuniguugsmessuligen verwendet. 
Frrn'ulidH'rv;('hm konnt~, wie die-ser Bcricht zeigt, ein~r Reihe von Fragestellungen nachg'!-
gallgC'n wcr(l~n , die im Projcktantrag nicht enthalten waren, und dabei interessante Ergebnisse 
('rziC'lt. w('rdclI , die sich atlch in Veroffentlichungen niederschlugen. Andererseits hat sich her-
a"'gcslellt, da8 eine wesentlich breitere Experimentierbasis als urspriinglich geplant geschaf-
f('n w(!rdc lI mnn. urn aussagekraIt;ge Ergebnisse im Bezug auf erzielbare Beschleunigungswerte 
Z li erhalten. Zusa.mmen mit den oben angesprochenen Schwierigkeiten bei def Nutzung des 
Tra.nsputcrsystems ist dies die Ursache damr, daS hierzu zwar gegenwi.rtig Experimente zur 
pra.kLisclu:m Eva.luicrung durchgefUhrt werden. aber noch keine Ergebnisse verOff'entlicht wur-
den. Die Unt.ersuchungen sind Gegenstand l.weier laufender Dissertationsvorhaben, denen hier 
)licht vorgegriffen werden soli. 
Nfl.('h Endf~ des Projektes werden die erziclten Ergebnisse nieht nur im Rahmen von Disser-
tat.ioJl('1I vcrwt:'ndet und entsprechcnde Arbeiten weitergefiihrt, sondern das erworbene Know-
ilow wtlrde au<:h in cin ncues Teilprojekt des Sonderforschungsbereichs 124 "VLSI-Entwurf 
IIlId ParalielitlH" zur parallelen VLSI-Simulation eingebracht, womit sich interessante Per-
s('okt.ive ll zur Weiterbearbeitung der Thematik mit anderer Schwerpunktbildung ergeben. 
Der DFG und den Gutachtern sei fUr die Unterstiitzung herzlich gedankt. 
2 Verteilte und parallele Simulation - ein Uberblick 
Simu la.tion isL ein wirkungsvolles, in wei Len Bereichen der Technik sowie der Natur- und 
WirtschafLswissenschaften eingesetztes Hilfsmittel. Insbesondere in der Informatik und der 
Operations-Research wird das Prinzip der zeitdiskreten ereignisgesteuerten Simulation ver-
wendeL, zu clem allch die prozc80rientierte Simulation (mit SIMULA67 als typischem Vertreter 
,·iller Simulationssprache) und die transaktionsorientierte Simulation (Bsp.: GPSS) geMren. 
Simula.tiollcn sind jedoch meist zeitaufwendig, sie gehoren oft zu den Rechneranwendungen 
,nit. dem grii6ten Rechenzoithedarf. Bin Hauptgrund dafilr ist, daB die Simulationsmodelle 
o ft llo1g<·drung('!i: komplpx sind, wenn sie die R.eaJita t genau genug widerspiegeln sollen, und 
der Rechcnallfwand meistens probleminharent in nichtlinearer Weise mit der ModeUgro6c 
1.1Iui rnmt . Eine Reschleunigung der Simulation ist daher von gro8er praktischer Bedeutung 
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1);1,:-; vurhcrrsdlerHlp Pa.r<uligm<-l. zur Leistungssteigerung ereignisgesteuerter Simulation en 
S,(,IIt. dip sogenalllltc pU1'(lUclc oder vf;rleiitf. Simulation dar [FUJ90a, RIW89a]. Dabei winl 
v('rsu("llt., dUIT!. konkurrcnt.c AUHfiihrllng mehrerer Ereignisse eine Beschleunigung rechenin ~ 
H'lI siVl'r Simulationsexperimcnt.e herbeizuflihren. Zu diesem Zweck wird das zu simulierende 
\1oddl in llI(lglic.hst unahhallgige Teilmodclle partitioniert, wobei jedes Teilmodell dutch cine!! 
in tlPI' Lit.Pfat liT iihlicJU'l"wcist' iogi.o;c/wn Prozep (LP) genannten sequentiellen Simulator aus-
.l!;l'fii hr t wird. llcispielsweisf' kOllnte ei n LP ein Stadt viertel oder auch nur eine einzelne Kreu-
ZII1I~ hei cler Simulation des St.raBenverkehrs einer GroBstadt simulieren . 
.'\Is klassischer, seqlJcntiellN ert~igHisgesteuerter Simulator besteht ein LP im wesentlichen 
<Ill S (,j!lem Zustand. ('iller EH~igllislist(-, lind einer iogischen Uhr, die die jeweils aktuelle Si-
1Il1llat ionszeit. des LP reprasclltiert. Die Ereignisliste enthalt stets diejenigen Ereignisse, von 
<1('11('11 ZIIIII Zeitpunkt. £IN logischen Uhr bekannt ist, daB sic von diesem LP zukiinftig noch 
alJszufiilirt'1I sind , un<i zwar ZII einern logischen Zeitpunkt , der dem jeweiligen Ereignis in Form 
('illes ·'Zeit.stcmpeis" anhartct. Zyklisch entferut ein LP jeweils sein nachstes Ereignis e (d.h 
da s Ereiguis mit der klcinsten Eintrittszeit , falls vorhanden) aus seiner Ereignisliste, setzt die 
loka.if:! lJhrzeit a.uf die Eintrittszeit von e und fiihrt das Ereignis e (d.h. genauer, die mit e asso-
I.ji('rtl' Ercignisrou tine) aus. Durch A usflihren von e wird i. allg. der lokale Zustand verandert 
und ( 'S ki)lInen ncue Ereignisse (mit I':ugehorigen Eintrittszeitpunkten, die nieht kleiner als 
dm· lllUllH'utalle Wert. del' logisdwlI Uhr sind) in die lokale Ereignislistc oder die Ereignislisten 
a. nti<'f('f LPs cillgf~plant wNden (ctwa. W(~lln in einer StraBenverskehrsimulation ein Auto von 
('iIWIIl St,a.dtviertel ill ein aodNes nihrt). 
Da s Einplancn cines Ereignisses bei einem anderen LP geschieht bei der verteilten Simula-
li llll <lllrell das Vcrsclldc li eillcr sognnannten Ereignisnachricht an diesen LP, da die einzelncn 
:-.cqlleut.iellell Sinliliatol'cli lIur durch KOllllTlunikation miteinander kooperieren konnen. Bei 
pine l' dera.rl.igen verteilten Ausriihrnng muB der Effekt der konkurrenten Ereignisausfiihrung 
dllr('iI mchrc re LPs de l' gl('ich~ sein wie bei chronologischer Ausfilhrung aUer Ereignisse durch 
"il!I.'1I eillzigen Simulator. Das Hauptproblem besteht in der geeigneten Synchronisation der 
Sililltia tionszeit der ein;t,elncn Simlliatoren , denn offenbar clarf ein Simulator nieht einem an-
d(,I"I'1l Silllulator eill Ereigllis mit einer AusfUhrllngszeit einplanen, welcher zwar beziiglich des 
f'r stf'11 Simula.tors in der Zukunft liegt , sich aber beziiglich der aktuellen Simulationszeit des 
z w('ilYIl Simulat.ors b~'reits in der Vcrgangenheit befindet . Andererseits kann die Losung des 
Prohll'IllS <lLlch nicht darin hesf,dlen . daB a.I1e Simulatoren vollkommen synchron bzgl. cler 
SilJllllationszeit gehalten wf~rdell, da dann hochstens in dem seltenen Fall, daB zwei Ereig-
lIi ~s(' in zwei vers('hi('denen Simulatoren exakt die gleiche Eintrittszeit haben, zwei Ereignisse 
parallel ausgefiihrt werden kOIl1wn . Grundsatzlich lassen sieh zur Losung dieses Problems die 
('xisti l-'rendcn verteilten Simtllation.<~algorithmen in zwei Klassen einteilen: konservative und 
o]Jlimislisr.hf' Verfahrcn. 
!.lei p.inem konservativen Algorithmus fiihrt ein logischer ProzeB LPi das nachste Ereignis 
I s~iJl('f loka lell E reignislistc erst dann aus, wenn er sieher ist, daB kein anderer LP ihm ein 
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En'i~lIis einpiallell wird , welches vor e auszufiihren ist. Da aus diesem Vorgehen folgt, daB 
(,ill LP II. U. wartcli lIluU, bevor er die Simulation fortsetzen kann, besteht prinzipiell die 
(;d;dtr (lilies I)f·adlocks. KOllservative Vcrfahren lassen Deadlocks entwecler zu uod erkennen 
II ud IwIH-'I)(~1I sip, odeI' sic vcrmeidcn Deadlocks durch Austausch von Kontrollinformationen . 
. \Is J){'a(lIockerkellnulIgs~ lind Bch~bllngsverfahren wurden in def Literatur sowohl Verfah-
r('11 v"r~('stdlt.. die lokale [GRTS7a, GRT88a, GRT91a] als auch solehe die globale [CHM81a] 
I)('adlorks mk(,IIIH~ 1I lind allsdlie6<md behchen. Eine Moglichkeit def globalen Dea.dlockbehe-
hung hcstcht bcispielswdse clarin, das Breignis mit clem global kleinsten Zeitstempel zu er-
tlJit.1.t.'in tlud lIIi!. diesem die Simulation fortzuset~en. Nachteil dieses Verfahrens ist jedoch, dafi 
~1I(' alii Ocadlo(:k beteiligten LPs his nach der Deadlockbehebung niehts simulieren konnen. 
D()a.dlockvcrmeidende Vcrfahren tauschen Garontien iiber in Zukunft nicht mehr eingeplante 
Erei)!;nisse atJs. Sendet LPj dem Simulator LPj die Garantie G, so kann LPj sieher sein, von 
I,P,. keill weitcrcs Ereignis mit einem kleineren Zeitstempel als G eingeplant zu bekommen. 
Ha.t lH'ispielsweise das nac:hste Ereignis e von LPj den Zeitstempel t, so wird LPj solange e 
nicht all!;fiihf(~ u, wie cr nieht von allen seinen Nachbam (d.h. von all denjenigen LPs, die LPj 
potent.iell cin ,treigllis cinplanen konnen) eine Garantie G ;:: t erhalten hat. 
Pm Dea.dlocks zu vermeidell, mussen in ausreichendem Mai\e Garantien ausgetauscht wer-
d('11. CaranticlI kOIlncll dahei versendet werden sobald sie hekannt sind [MIS86a] oder erst 
Wf'lllI (,in LP hlockiert [FlJ.JSXh]. Sic konnen jedoch auch explizit von Nachbarn angefordert 
W(,l"d('11 [BASXSa., FlJ.J~8b, SUSR9a.]. Dajedes Ereignis nur Ereignissf' in der Gegenwart uod 
der /'ukullft. en:clIgen kann, haben aile von einem LP erzeugten Ereignisse immer einen Zeit-
stenljH'1 ,e;riiBN oder gJckh del' loka.len Uhrzeit. Ein LP kann daher prinzipiell immer seine 
lok.llp Ilhrz('it als Garantie a.n andere LP5 senden. Bessere Garantien konnen ggf. aus dem 
sogellalilltcli L()()k"hcad a.bgeleit~t werden. (O~in LP mit Uhrzeit that einen Lookahead L. 
wClln cr aile i::reignissc kennt, die er bis zum Zeitpunkt t + L erzeugen wird [CHM79b]. Die 
Lookahead- Information mllB in der Regel yom Modellentwickler spezifiziert werden. Es zeigt 
sieh, daB di~~ Per[ormanz kOllservativer Verfahren i. aUg. sogar entscheidend von der verfiigba-
r('11 Lookahead- Information ahhangt [FUJ88b, FUJ88c]. Daher muB ein verteiltes Moden, 
w<'icil('s mit ('inem konscrva.tivcn VerfahrcII ausgefiihrt werden soli, in der Regel von vorne· 
hen-ill :-:;0 clilwickeit werden, daB iiberhaupt ausreichende Lookahead- Information spezifizier-
har is!. (,iehe beispielsweise [NIR90a]). LaBt sich fUr eine Menge von LPs, die sich zyklisch 
Fn·jp;nisse ~'ilipla.neTl kOHnen, kein Lookahead spezifiziereo, 50 Ja.Bt sich dieses l\.todeU von 
vid(~11 dpadlCH:kvermeidenden Verfahrcn aueh nieht verteilt simulierenj aueh mit de~dloeker­
kennPIHien V<'ffahren JaBt sich bei solchen Modellen nur in Ausnahmefallen eine signifikante 
fiesc:hl(>unigung erreichen. Ein Beispiel fUr eine solche "sehwierige" Modellklasse stellen zykli-
sdj(~ \Va rtesddagennetz(' lIIit exponcntia.iverteilter Bedienstrategie dar. 
1m Gpgensatz Zll kOllservativen Verfahrco, die Kausalitatsverletzungen durch Warten auf 
hillr('khclld gutc Garanticn a priori vermeiden, lassen optimistische Verfahren solche Ver-
[C'tZUllg('1I grundsat~lirh ZlI. Wird eine Kausalitatsverletzung erkannt, so wird sie a posteriori 
korrigi~rt. Prinzipiell nimmt ein optimistiseher LP immer an, dafi er sein gegenwartig na.chstes 
En·ignis allsfiihrml darf. Dadurch ist es 1I15glich, daB nach Ausfiihrung eines Ereignisses e in 
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('It Will I.P dies~nl weitN(' Er(>ignisse in seine Ereignisliste eingeplant werden, die er VOt e 
h~ ,Ue ansfiihrcn mussen. In dicsem Fall Iiegt eine Kausalitatsverletzung VOT, und aUe Effekte 
\'Nfriihl a.usgefiihrter Ereigllisse miissen riickgangig gemacht werden (Rollback). Beim Time 
\Vaq). cl<'111 hekanntcst.en Ansatz in di('scr Klasse, wird ein Rollback dadurch durchgefiihrt , 
dar.~ del' lokalC' Zustalld gedgnet ;wriickgcsetzt wird und verfriiht erzeugte Ereignisse dUTch das 
V('I"Sl'llfl<'1I SO)2;PIl<lllllter Anli lVadwirhi.('n annulliert werden [JES82a, .lEF85a). Solche Roll~ 
ha,cks silld j(~d(j('h nicht heli(·hig weit. in <tiC' sirnuliert<~ Vergangcnheit lTIoglich. Vielmehr la6t 
sich ,,11 jedpUI Z,citpunkt. <IN Simulalionsausfiihrung cin globales Minimum virtueller Zeit all-
~1'1l('1I. die sogcnannte GloIXl/ Viriu(J/ Time (GVT), derart, daB keine Riicksetzung mehr auf 
('ilH'1I friih('!'('n virtucllcn Z(~itpunkt moglich ist. Die GVT ist eine monoton nieht fallende 
Filii kti(HI der Ausfiihrungszeit des Simuiationsmodells. Da kein Rollback auf eine Zeit vor der 
GVT IIlOgiidl ist, i5t die Berec:hnung ciner moglichst engen unteren Schranke der GVT flir 
Time \ 'Varp, a.ber auc:h fiir die meisten anderen optimistischen Verfahren, sehr wiehtig. 
Optirnistisch(' Verfahren unierseheiden sieh im wesentliehen in der Art und Weise des Erken-
Heu s V011 Kausalitatsverietzungen [JEF85a, WES88a], in der Verwaltung von Riicksetzinfor-
lIIationen [BAS92a, PML92a], in der Durchftihrung von Rticksetzungen [FUJ89a, MWM88a, 
PltS'l2a, RFB90a] , in der Berechllung von GVT- Approximationen [LIL90d, MAT93a, SAM85a, 
STE92ajllncl in clem Grad an Optimismus, mit dem sie bereit sind, potentiell noeh riicksetz-
hare Ereigllisse auszufiih",,, [LSW89a, MHF92a, RWJ89a, SSH89a]. Eine elliziente Imp!e-
UH'lltiNlIlIg is!, nkht f'iufarh , jcdoch se.heint das zugrundeliegende Pdnzip der spekulativen 
AlIsfiiilrulIg die einzige M()glichk(~it zu sein, fiir Modellklassen mit zyklischer Topologie, fUr 
dip sich k{'in Lookahead angebcn lafit , eine signifikante Besehleunigung zu erreiehen. 
3 Eine mathematische Beschreibung ereignisgesteuerter Si-
mulation 
Tro!. 1': del" Vinlzahl von Veroffentlichungen auf dem Gebiet der verteilten ereignisgesteuerten 
SirllUi<lt.ioll wllrclc das eincr solchen Simulation zugrundeliegende Modell bisher meist gar nieht 
nd. 'r IIlll" ill unbefriedigender Weise erUiutert. Dies erwies sich unter anderem als Problem bei 
t it-I" U('weriung Ilnd beim Vergleich der verschiedenen vorgeschlagenen Verfahren, da cine ein-
IH~itlidlCn Besc:hreibungsmethode flir die verwendeten Simulationsmodelle fehlte. Oft wurden 
<l1I("iI gewissp VOfaUsRctzuugen a n das Simulationsmodell gestel1t, die jedoch nieht explizit 
all s~/,nihrt wnrdcn. Urn eine exakte Begriffsbildung auf dem Gebiet der verteilten Simula-
tiot! Zit crm()1!;liche n, wurde illl Rahmen dieses Projektes def Begriff des ereignisgesteuerten 
SillllliCi1.iolls llloddls mat.hemal.isch sowohl fUr sequentielle als auch flir verteilte Simulationen 
('xa.k1. d<'filliPl't.. Ilicsc Mo(ldlc kfHlnclI iiber den cigcnt.lichen Zweck def Begriffsbildung hinalls 
s()wohl als Cl'lllHlIage flir chI<' einhci1.liche Darstellnng der Methoden der verteilten Simulation 
a ls .well zlir i)('finition dN S('tllantik vcrteilter Sim1l1ationssprachen dienell. 
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3.1 Grundlegende Ideen 
lilll 1.11 versl.eium, wic ma.1I 7.11 dell weiLer uoten beschriebenen mathematisc.hen Modellen 
kOI1l1111. , hetra.chtc llI'UI die in. vorherigcn Kapitel bcrcits kurz skizzierte Arbeitsweise cines a.uf 
(.j IH'r S(·tllH'II1.i('llcli Ma..o.;chinc lau feTiden Simulalor~ fflr ereignisgesteuerte Simulation (Abb. 1). 
i':ill tlNartigC's operation ales Simula.tionsmodell besteht aus einer Menge von Prozeduren, den 
s()~('n .. ullltl'lI f.','Cignis1'Oulinen, lind einer Menge von globa.len Datenstrukturen, deren Werte 
cll'lI Zustand des 7.ugrundeliegendcn rE'alcn (d. h. des zu simulierenden) Systems beschreiben. 
j)(lr Aufruf einer sokhcn Er('ignisroutinc entspricht dem Eintreten eines Ereignisses. Inner-
halh cler 1'~ rf'igllisrolltin e werdel! danll die globalen Datenstrukturen des Simulators manipu-
liert , 1I!"1I so «.len Effekt des iOt realen System stattfindenden Ereignisses im Simulationsmodell 
IIClchzuhilcleu. Oariiberhina.l1s werden im allgemeinen in einer solchen Ereignisroutine weitere 
,\lIrrur(' VOII F:reignisrout.inen veranJa8t. Diese Aufrufe sind mit Zeitstempelnversehen, die die 
F:illtril.t. ;;;I,('itpllnktc (h~r F:reignisse im realen System darsteUen. Dies entspricht der Tatsache, 
da,B ill ('iliN creignisorientif:!rten Sic:htweise der RealiUit ein Ereignis weitere Ereignisse in der 
Zukuuft :l.11!" Foige haben kanll. (So kann beispielsweise in einer Stra6enverkehrssimulation 
da.<:, 1': H~igllis "Auto verla8t Kreuzung" das Ereignis "Auto kommt an Kreuzung an" fUr die 
Ankullft.szcit des Antos an der naehsten Kreuzung veranlassen.) Alle auf diese Art erzeugten 
Aufrufe werden in ciner zentraJen Datenstruktur, der Ereignisliste zwisehengespekhert. Der 
Simula.tor arbeitet dann nach folgendem Verfahren: 
while Ereignisliste nicht leer 
do 
hole Aufruf mit kleinstem Zeitstempel aus der Ereignisliste; 
fuhre die entsprechenden Ereignisroutine aus; 
fuge die dabei erzeugten Aufrufe in die Ereignisliste ein; 
od 
bill 'Pf·7·leiLte7· Simulator besteht im Prinzip aus einer Menge von sequentiellen Simulatoren, 
twi cI(,IIl'1I d(~r A ufruf einer EreignisTOutine durch einen Simulator Ereignisse fUr beliebige Si-
nlllla.t.orell er:wlIgen kann (also nicht nllr fUr den Simulator, der die Ereignisroutine enthaIt, 
vJ,!;1. Abb. 2). Silllu]iert mall "-. B. dell StraBenverkehr einer Stadt verteilt, wobei jeder einzelne 
Simulat.or flir ('in Stadt viertel zusta.ndig ist, so kann es passieren, da8 die Bearbeitung eines 
Erdgllisse~ "Allto verla8t KrclIzung" ein Ereignis "Auto kommt an Kreuzung a.n" flir den 
Simulator cines Naehbarviertels erzeugt, falls das entsprcehende Auto von einem Stadt viertel 
illS lIa.ch~te fa.hrt. Dies fiihrt zu den im vorherigen Kapitel angesprochenen Synchronisati-
ollfiprohlemen hei df:!r verl('i1ten Simulation, da ein Simulator nun erst dann den Aufruf mit 
dCIII kl€'insten Zeitstempel seiner Ereignislistc durchffihren kann, wenn er sieher ist, dan kein 
(l.nllNcr Simulator noeh Aufrufe mit kleineren Zeitstempeln flir ihn erzeugt. 
Di('~f..' overationalc Sieht der ereignisgestcuerten Simulation spiegelt sich in den folgenden 
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Datenstrukturen 
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Abbildung I: Sequentieller Simulator 
o 
o 
o 
Abbildung 2: Verteiller Simulator 
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Illa1.lt<'rnatisc'heli Modcllt'n wider. 
3.2 Sequentielles Simulationsmodell 
Eiu sequentielles Simulationsmodell S ist ein 8-Tupel 
(Z, E, P, ZOo I, <p, T, 1<) 
wolu·j cli(~ eill7.~lnen Kompollcntcn folgende Bedeutungen haben: 
• Lis!. die' Menge <1m 1II()glir.hf'1I \Verte def Datenstrukturen des Simulators, z~ E Z ist 
der Wert. dieser Dat<'nstrukturen beirn Start des Simulationslaufs, E die Menge der Be-
Wi<:hIlN nir Ercignisrolltincn und P die Menge der Parameterwerte flir diese Routinen. 
• ]o;ill Ercignis, d. iI. ein Tripel (t,e,p) E IR X Ex P, stellt einen Eintrag in der Ereig-
nislistc des Simulators dar, und zwar den mit dem Zeitstempel t versehenen Aufruf dec 
Ercigllisroutillc 1:, bei clem def Parameter p an e iibergeben wird. Aus Grunden dec 
('iJlfadicren Darstellung wurde fiir alle Ereignisroutinen nur ein einziger Parameter und 
('inc gcmeinsame Menge von Parameterwerten angenommen, was keine Einschrankung 
JarstcUt ~ da Jl beispielsweisc ein Tupel von Parametern fur e sein kann. 
• Die M ultimengel I C IR X E x P ist der Inhalt der Ereignisliste vor dem Start des 
Silllulationslaufs. Da in Ereignislisten grundsatzlich dasselbe Ereignis mehrfach auftre-
ten kann und die An;.~ahl der identischen Ereignisse angibt, wie oft die entsprechende 
Ercignisroutine aufgerufen werden muB, hat I statt einer Mengen- cine Multimengen-
Struktnr. 
• Die F'unktionen 
<p:IRx Ex P X Z- Z 
1111(1 
T : IR x F: x P x Z - PQR x E x P) 
tws<:hrcibE'!1I das Verhalten der Ereignisroutinen. Arbeitet der Simulator irn Zustand 
z E Z d", Ereignis (t, e, p) E IR x Ex P ab, so ist sein interner Zustand anschliellend 
Ir'( t, e, p, z). Insbesondere hat also die Ereignisroutine e au6er auf den Parameter p nnd 
auf den internen ZustanJ z noch auf den Zeitstempel t Zugriff. Die Multimenge def von 
der Ereignisroutine e in diescm Fall neu erzeugten Ereignisse ist T(t,e,p,z). Da hier 
di(>. Moglichkeit bestehen soHte, ein Ereignis mehrfach zu erzeugen, wurde wiederum fUr 
T( I, e, p, z) die M ultimengen-Struktur gewahlt. 
I Anschaulich fbrmuliert ist eine Multimenge eine Menge, in der Elemente mehrfach vorkommen durfen. Fur 
cine Menge M bezcichne P( M) die Menge alIer Multimengen von M. 
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• 1i : IR x P( Jo.,' x I)) - /.: x I) wird dazu benutzl, aus einer Multimenge von Ereignissen mit 
p;1(·jeil£'1ll Zeitst.C'1Il pel eill Ereignis auszuwahlen. Der gemeinsame Zeitstempel ist dann 
tip!, ('I'sle Paramet.cr von 7r, dec zweite Parameter ist die Multimenge der Ereignisse ohne 
d t' 11 Z('it.st.cmpd. Ein cinfachcs Beispiel fUr 7r ist z. B. die Vergabe von PrioriUiten fur 
Ili, ' EreignisrolltincJI. 
Li m IIllsirlnigl' SimlllatiollslIlodclle aUfizuschlic6en, mu6 ma.n fioch einige Zusatzbedingungen 
;-\11 S stl' II('Il , dip lIIa.n [RICnOa] ('ntneilmcn kann. Flir ein gegebenes Simulationsmodell S kann 
rna.11 darlll d<'11 logischen Ablauf vou S definieren, der aus einer Folge von Ereignissen 
b('stc ilt. die eiu sequcntieliN Simulator erzeugen solI. Ein korrekter Simulator jst dann 
j<,d('.'; Prograllllll, das den logisc:hen Ablauf von S berechnet. 
3.3 Verteiltes Simulationsmodell 
Fiir 11 EIN ist ein n-fach verteiltes Simulationsmodell SA ein 8-Tupel 
((Z" ... , Zn), U;" ... , En), P, (z~, ... , z;),I, (<p" ... ,<pn),(T" ... , Tn),"') 
woiJei dip 8- '1.'11 pe l (hi. Bi, P, z~, {( t, e, p) E lie E E i }, 'Pi, Ti, 1r) sequentie11e Simulationsmodelle 
da.rsl.( 'lh ' lI, <lie auBer sich sclbst auch anderen Modellen Ereignisse einplanen konnen. (Die 
\V<'I"I.(' . die Tj anncbm<'11 kanll , sind Multimengen fiber der Menge ailer Ereignisse.) Die Ereig-
JlisJ'Out.iJl('1l (ier eillzclnen 'l'eilmodeUc konnen dabei nur auf ihren eigenen Zustand zugreifen, 
Ilirht au f die Zusta,nde anderer Teilmodelle, wie man am Definitionsbereieh der Funktionen 
Ti 11 nd ;,pj (~J'kclInt. A uell hier muB man noeh einige Zusatzbedingungen an SA stellen, urn 
IIll sinnig(' Simulationslllod(>lle auszusehlieflen (vgl. wieder urn [RIC90a]). 
[IUC'JOa] cnthiilt aullerdcllI die Definition des logischen Ablaufs und des korrekten Simula· 
tors nil' oS.". Di(~s ist von grundlegcnder Bedeutung fUr den Aquivalenzbegriff von sequentieller 
IllId v('l't<~ilLer Simula.tion. \Veiterhill wird dort alleh darauf eingegangen, wie man die "Gra-
1I111i1riUi.I." ('incs Sill1ula.tiollsllIod~lIs vcrgr6bcrtl.indern man rnehrere Teilsimulatoren zu eincm 
eim:igclI Simulator ver::;chmilzt und anhand eines weit verbreiteten Typs von Simulationsmo-
d('II~1I (Wartes{".hlangennetze) gezeigt, wie sich ein solches Simulationsmodell mit den oben 
{' rI~ ut.f'rtclI Bcgri ffen sp('!zifiziercn Hifit. 
4 Realisierung verteilter Simulation 
Il".' Zipi drs IlFG· l'rojektcs bestand neben theoretischen Untersuchungen einschliefilich der 
Aufarhcitllll).!: IIlIel BcwNt.llng veroffentlicht.<'r Verfahren vor allem darin, durch experimcll-
1.('lle F IIl.crsll<:hullgcn (Lcistungsmessungen vcrsehiedener Verfahren unter unterschiedHchclI 
Ih'dillgllng~n \Vie Zahl clef Prozessor(,!ll, Hardwaretopologie etc.) die prinzipiellen Grenzen -
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.. hN a.ul'h Chance" Ilnd Perspektiven ~ existierender oDd neller paraUeler uod verteilter Si· 
IIIl1laliolLsvcrrahreli zu erlllit.tcln. 
Eilli' 4'lIIpiri:sdu,' Ilntersudlllllg (LcistungsJllcsslIngclI a n Prototyprcalisierungen) scheint ein 
11I1 V('rl. i(' hl.haI'N Besl.a.ndtcii eiHcr umfassenden Untersllchung und Bewertung verteilter Simu-
latioll .';\'Nr.litr<'1I ZIl sPin; analytischc Hcrcchnungen sind nur flir sehr einfache, nicht realistische 
SilltlilaJiollslllOci(·IIC' milglkh [MIM8tfal , cia rli e Verfahre n - wie z. B. Fujimoto, Reed uod Wag-
IIPI' ilt IlIlahha,lIgig('1I Experillwllh'lI gez(~igt haben - teilwei~e empfindlich lind in lInerwarteter 
W('i ~w a llf (Iil~ i\ IIderungen in der Topologic, de r Nachrichtenlaufzeit und anderer Parameter 
r<'agie,..'". Andcrerseits wigen sic" iil"'rrasch" nde Effekte (z. B. den in [FUJ88b], [FUJ88c] be-
sd.ridH'ncn Ava.lallche-Eff~kt, bei dem sich ab einer gewissen Nachrichtendichte die Zahl der 
Iwi m (,halidy - Mi~Ta- nTyant-Verfahren zu be hebenden Blockierungen dra.stisch vermindert ), 
dip IIIIt.er gcw isscn - ana.lylisch nic.hl vorhersehbaren - Bedingungen eine deutliche Effizienz-
sl('iJ!;()TlIllg hcrvorruf~n. 
UIlI eli" cx pc rimcnlcllen Untersuchungen in realistischer Weise und in der notwendige n 
Un'il l' dnrchfiihre n 7. 11 kOllnen , wurden zwei verschiedene Anwendungssysteme konzipiert . Mit 
drill ()SL·Syst(,J11 konnen vor a.Hem in flexi bler Weise universeUe Simulationssysteme realisiert 
Wl'T<icn \Iud 1JlIl.ersdliccUkhe Simulationsstrategien relativ zueinander verglichen werden. Da-
g<'{!;(, 11 wllcdf' da.s DISQ UE-System von vornherein auf eine spezifische Anwendungskla.sse kon-
zi pit'cl.. Ocr Vorteil diescs kleiueren und flexibleren Systems besteht darin, daB es einfach auf 
untNschiedlidH~ Hardwarcplattforme ll portiert werden kann und es sich leicht instrumentieren 
uud UIII AnalysC:.·rnoglichkeiten (Kritischc-Pfad-Analyse, statistische Auswertung, Visualisie-
cOlIg) ('rwdtcrn la6t. Beide Systeme, deren Anwendung zum Zweck der Analyse verteilter 
Sillllllatiollsverfahren 7.. Zt. noc:h Gegenstand la ufender Dissertationsverfahren ist, werden im 
folp;l'lldpll vorgestrllt. 
4.1 Das DSL- System 
Zur j'xlH!rimentellen UntNsllchung verteilter Simulationsverfahren wurde in der Zeit von 1989-
19!U cia .. >; DSL- 8y.fJlem e ntwickelt . Zentraler Bestandteil des Systems ist die neue verteilte Si-
IIlIdat ionsspra<:he DSL (Distributed Simulation Language) mit der bellebige ereignisgesteuerte 
\·NI.l'ill<' Sirnulationsmoddlc spczifiziert werden konnen. Das System e nthalt einen CompiJer, 
\v('ldIN in nSf. spezifhierte Modelle auf die vE':fteilte Programmiersprache CSSA 2 abbi1det 
IIlId dabei wahlweisc ('ines von mchreren vcrteiJten Simulationsverfahren beibindet. Das so 
I'fhah,('Il(, CSSA-Prograllllll stellt cinen vertciltcn Simulator dar, der auf einem homogenen 
vf'rleil tell Systf'rll von UNIX Rcchnern ausgefiihrt werden kann. 
f)as DSL·-System 1st so konzipicrt, daB bekannte (aber auch neue) Simulationsverfahren 
;wwmHlllngs "Una~ha.ngig progra.rnmiert werden konnen. Durch diese Trennung eignet sich das 
'} < ;S:;A isl cin e"' a.n df!r U lIivcrsitiit Ka.isersla.utern cntwkkelte und implementierte verteilte Progra.mmier-
$prn.dn· . d ie: aur dCIn Aktorkonzept von Hewitt a.lIfba.ut [HF.W77a., MAT88c} . 
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IlS I. Sy~ 1.('111 a ls PlaU/m'm , 11111 vcrschi l~dene Simlllationsverfa.hr(~ n zu analysieren: Ein in DSL 
,!!,I's("liri( ·IH'u('s tvioch·'U kanJI durdl aile Simulationsverfahren ausgefiihrt werden, ohne Ande-
1'1I1l?/'1I all <iN Modellbeschrdhullg voruehmen zu mUssen. Auch def Compiler muil i.a. nieht 
g(liilldl'!"t. \VPrciCIl , UIll It e ue Simulationsve rfahren zu realisieren. 1m folgenden werden die Kom-
lHIII ~'llll'lI des DSL · Systems kul'z vorgestellt. Eine ausfiihrliche Beschreibung der Sprache DSL 
k:.t nil [1\,1 EH9:Jb] ent.IlOJnmc n werden. 
1.1.1 De r DSL- Compiler 
DI'r ns!. ( :olllpilcr is!. in dN ProgrammiPrsprache C unt(' r Verwendung der Scanner- und Par-
serp;t'II Cl'a.t.o],(,1l FLEX unci BISON g<'schricbcn {KLU92a, VIE92a]. Aus einem DSL- Programm 
winl inlt'rll r ill a.t1.ribut.icrter ProgrammbautJI aufgebaut und daraus entsprechender CSSA-
( ~ (ld(' erwllgt. Das zur Obe rsetzllllgszeit jeweils ausgewahlte Simulationsverfahren liegt in 
Form VO II CSSA Codd ragmcnten vor und wird dabei lediglich an geeigneten Stellen textuell 
ill d('11 (';rz('u~tcn Cmle <!ingestreut. Burch diese Technik k6nnen Compiler- Anderungen bei 
IlPIH' 11 Sililulat.iousverfahren wdtestgehend vermieden werden. 
IJi(' ,Ihhildulig VOII DSL auf CSSA wllrde vorgenomrnen, urn das DSL- System schneller 
1'I,.\.lisi('l"I'11 zu konnen. CSSA hie1.et als verteilte Sprache bereits flexible Konstrukte zur Er-
I. f'II).!;UH).!; Villi Prozl~ssell ( .'1!1otl.nt ill CSSA) und ,.;um syndrronell odcr a."yndroncn Versclldcn 
VOII Nitdlrichtt~1l a.n. AII("II clas /o'(u:dtil:rul1g.'lkon::ept und sogenannte Assertions, die ahnlich 
(,'I/.(//'{/tl/ Co1ltma1ul.<; zur Lauf,.;cit erlauben, die Verarbeitung bereits empfangener Nachrichten 
ZllrlkkzllstdlclI bis ('in boolc 'sches Praoikat tiber dem lokalen Proze8zustand und dem Nach -
richU·ninhal!. crfiillt is!' , wurden vielfach bei der Implernentierung der Simulationsverfahren in 
('SSA alls~I'lIl1tJL 
I·:iltig(' KOlIl.epte, die ZlIr Rcalisierung der Simulationsverfahren notwendig waren, HeBen sich 
ill CSSA j<'dorit nieht VOII vorneherein ill effizienter Weise realisieren. Hierzu gehort beispiels-
wI'i sp da:-; riir die spekulative Simulation (vgl. Kap. 5.2) benotigte Erkennen von Untatigkeits-
plws('n von Prozcssoren. l)a jedoch das Laufzeitsystem von CSSA an der Universitat Kaisers-
lallt<'rll cntwirkplt wurde (ELS93a, MEH89a, WOL88a) , waren die notwendigen Kenntnisse 
\·lIritarlll (, ll. 11m die Sprachc schnell urn die gewiinschten EigenschaftE'n zu erweitern. 
4.1.2 Die Sprache DSL 
Priia,ubcl. Ein DSI; Pro1!:ra mm hcsteht Lw . aus zwei Teilen: Einer Priiambel und einer 
~ 1(,11'!/' VOIl .~40(Idll.1Jpbt;~c:h1Y;ibungt·H. Die Praambel crlaubt die Beschreibung globaler Aspektl' 
(,jill's Silllulatiolisexperimellt s. Dazu gehoren die Erzeugung von Instanzen eines Modelltyps 
(I, I's). der<-'II Plazierung auf ProzessorE'n (Mapping) und die Beschreibung der erlaubten Korn -
lllUllikatiollsbeziehungen durch Ereignisnachrichten (Topologie) oder durch gemeinsame Va-
riahll'lI. F(,flI<'1' kann opt.iona.1 def Start - lind die Endczeit der Simulation angegeben werd€'n. 
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l),l,S rulp;I'l1d{' Beispiel zei~L di(~ Pra.a.mbel eines kGnstlic:hen Simulationsmodells, welches von 
IIi Ll's (llJsgdiihrt. win!. Die Topologie des verteilten Simulators besteht aus einem 4x4 Torus, 
d.h. ('ill LP kanJI jeweils vier hcnachbarten LPs Ereignisse einplanen ('$' leitet eine Kom-
11l (, lltarzf~ ile cin ; Schliisselworter def Sprache sind klein geschrieben): 
$========================================================================$ 
$ Praeambel eines kuenstlichen Simulationsmodells (4x4 Torus) $ 
$========================================================================$ 
$------------------------------------------------------------------------$ 
$ Hamen aller Modelltypen von denen LPs Instanzen sind $ $ $ 
$ (In diesem Beispiel gibt as nur ainen einzigen Modelltyp) $ 
$------------------------------------------------------------------------$ 
models: LP _ TYP; 
$------------------------------------------------------------------------$ 
$ Lokale Deklarationen $ 
$------------------------------------------------------------------------$ 
var int: I.J; 
const int: G := 4; $ ToruBgroeBBe 
$------------------------------------------------------------------------$ 
$ Erzeugung der LPs $ 
$ $ 
$ ('LP' ist ein zweidimensionales Feld von LPs vom Typ 'LP_TYP') $ 
$------------------------------------------------------------------------$ 
simulator LP_TYP: LP[!. .G,!. .G]; 
$------------------------------------------------------------------------$ 
$ Beschreibung erlaubter Kommunikationsbeziehungen und Mapping $ 
$ $ 
$ (llmapw X on ill bewirkt die Zuordnung von LP X auf den Rechner, deBBen $ 
$ Namen in einer Konfigurationsdatei in der i-ten Zeile angeben ist; $ 
$ lIaddlink(X,y)1I erlaubt LP X potentiell Ereignisse in LP Y einzuplanen)$ 
$------------------------------------------------------------------------$ 
loop for I in 1 .. G do 
loop for J in 1 .. G do 
mapv LP[I,J] on «J-i) • G + I); $ Happing 
addlink (LP [I, J] 
addlink (LP [I,J] 
addlink (LP [HOD(I+l,G), J], 
addlink (LP [I, MOD(J+l,G)] , 
LP [MOD(I+l,G), J]); 
LP [I, MOD(J+i,G)]); 
LP [1,J]); 
LP [1,J]); 
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endloop; 
endloop; 
$------------------------------------------------------------------------$ 
$ Sonstiges $ $------------------------------------------------------------------------$ 
simulation starts at 10.0 ends at 1000.0; 
Modelltypbeschreibung. F:in vcrteiltes Simulationsmodell besteht in def Regel aus In-
Stilll;/'I'II Illl'ilrc'rer v('rschipdt'HN Modplltypbcschreibungen. Urn die Ubersetzungszeit gro6erer 
Sillnli<llinnsrtlodelle hll redllzif~rell, wurde auf die geir-ennte Ubersetzba,'keil von Modelltypbe-
sdin'ihllllgell g(~achtet. Eine Modelltypbeschrcibung eines LPs besteht aus einem Definitions-
mot/ullilld cinem lmpieml-ntierungsmodul. 
Das Ddinitiollsmodul enthait die Namen nnd Parameterlisten von Ereignissen, die im Im-
pl(,Itl('nt.h-~rl1l1gsTTlod1l1 definicrt sind. DUTch diese Schnittstellenbeschreibung kann der DSL-
Compiler hpispif·lsweise ulwrprlifen, ob die zu erzengenden Ereignisse nnd deren Parameter-
list('11 ('ilH' Typstruktllr lrahen1 di(' im empfangenden LP bekannt ist. 
I)as implelllcntierilngslllodul enthiilt Lw. die Beschreibung des Zustandsraums eines LPs 
IlIld cine Menge von EH!ignisroutinen. Zwei spezielle Ereignisroutinen start nnd finish wer-
d<'11 autolnatisch vor Beginn bzw. nach dem Ende der Simulation durch einen LP ausgefiihrt, 
sof('fll dipse ROlltinen definiNt wurden. Dadnrch konnen LPs gezielt initialisiert und Statist i-
kell ;UII Enele deT Simulation allsg('geben werden. 
FilH' Ert,jgrlisfOlltine kann (mit. wcnigcn Ausnahmen) den vollen Sprachumfang von CSSA 
IIlllzell. liishesoll(lcre ~teh(,11 fiefehle zllr Durchfiihrung von Arithmetik, Stringverarbeitung, 
MelJge llverarhcit Ullg, Poi IItcrzugriffen, Prozeduraufrufen, Funktionsaufrufen sowie verschie-
dl'ne fl<'xibJ e KontroUstrukturen zur Vcrfiigung. Zur Ein-/Ausgabe werden eigene Befehle an-
!!:eholclI, ua diese hei Illanchen Simulationsverfahren (wie etwa bei Time Warp) besonders 
h(·/ra.nt!(,lt werden mUssen. J)a.neben existiert eine Schnittstelle zu der Programmiersprache C, 
so da.1.J in L'~I'('ig:nisroutinell aUf.h extern definierte C-Funktionen und Prozeduren aufgerufen 
\\'('1'<\('11 k6rrnell. 
N('i>pn dicsen allgemeinen Sprachkonstrukten sind besonders die simulationsspezifischen 
Sprachkollstrukte hervorzuheben. Beispielsweise kann mittels des schedule- Befehls ein Ereig-
His ZIl ciner bestimmten Simulationszeit in einem LP eingeplant werden. Durch reschedule 
kann die Eintrittszeit nachtraglich geandert werden, und durch cancel kann ein bereits ein-
geplall!."s f,rei!,;nis wieder annulliert werden (in konservativen Methoden aUerdings nur dann, 
wp-nll ~s noch nieht ausgefiihrt wurde, da es konzeptionel1 dort keine M6glichkeit gibt, Effekte 
hen'ijs allsg:cfiihrtcr Ereignisse rilckgangig zu machen). 
II/·;,I/,/S/EIIUNG VERTEILTER SIMU1,ATION 1!J 
F<'rllPf ('ut.ha.lt DSL ei IH" Rf'ihE:' ncoartiger Befchle, die es dem Modelliercr erlauben. dem 
Silllld'llnr Wissml iihcr das Modell mitzlIteilen. Hierdurch kann in Experimentserien unteT-
s tlchl, wt'rdt' lI, iuwit'wcit sokhes Wissen ztlr Leistungssteigerung beitragt. Beispielsweise kann 
ill nSf. a uf viciniltige Weise Lookahead- Information spezifiziert' werden, von def fiir kon-
f;('l"valiv(' V(~rfahren be rcils bp.kannt iSl, daB sic entscheidenden Einflu6 auf die Perforrnanz 
I"" [FlIJ8~b , FUJ88c]. Aher auch optimistische Verfahren konnen Lookahead-Information 
'Hlsllut7.en. So kann bei dem schedule- Befehl anstelle cines Zeitpunkts ein virtuelles Ein· 
It'il/.f.;illln'II(!1l aTlp;egebrn werden. Damit driickt def Modellierer aus, daB die Ausfiihrung eines 
snlda'u En'iglliss('s irgml(lwann i1l1i(~1'halb des Zeitintervalls stattfinden kann. Durch die Ab-
sdl\diC'i1l1ng (Ier genauen Eintrittszeit wird beispielsweise bei Time Warp eine Einsparung von 
H.ulllm('ks erwartct. 
SdilicBlidl gibl es in DS\, auch eine Reihe von Zufallszahlengeneratoren fiir Gleich·, Expo· 
1I(,lltial·, Erla.ng- lind Normalverteilung nach in der Literatur beschriebenen Standardverfahren 
]Nl, I,;87a, I'AC9Ia, PAM88a]. 
4.1.3 Verfahrens· und Modellbibliotheken 
Da.s J)SL System 13urt mit mehrercn konservativen, hybriden und optimistischen Simulations-
verrahr(!ll . Aile Simulationsverfahren verwenden das in Kapitel 6.1 skizzierte deterministische 
Ti(' ·llr('aking Vcrrahren, so daB Sirnulationen unter DSL reproduzierbar ablaufen. Die fol-
p/'rHi(> Liste gibt cinen Uberblick iiber die Verfahren, die verfiigbar sind bzw. kurz vor ihrer 
FNtigstellung stehen; desgleichen werden die z. Zt. vorhandenen Simulationsmodelle aufgeli-
sl.(' 1.. 
I. SC(lucntie1le Simulationsverfahren 
U rtI die Effizienz verteilter Simulationsverfahren beurteilen zu konnen, wurde ein se-
quentidler Simulator realisiert. Wie die weiter unten aufgefiihrten verteilten Simulati-
(llIsverfahf(~ n kann dieser aile in DSL spezifizierten Simulationsmodelle ausfiihren, ohne 
.'\rHh'rllngcn a.m Modell vornehme rr zu rniissen . Zur Ereignislistenverwaltung kann wahl· 
\,,·c·isc! <lit! gl~irhe M(!t.hodc wie bei den verteilten Vcrfahrcn verwendet werden oder eines 
der z. Zt. bestcil Vcrfahrcli zur Ereignislistenvcrwaltung bei sequentieUen Simulationen, 
cli(' Cal<~ll(lar Queue VOII Brown [BR088a). 
"2. Vert.eilte Simulationsverfahren 
• kOllscrvative Verfahren 
- Versenden von Garantien, sobald sie bekannt sind [MIS86a] 
- . Versenden von Garantien, wenn ein LP blockiert [FUJ88c] 
Verscnden von Garantien, wenn ein LP blockiert, wobei gemeinsame Variablen 
crlaubt sind ([SIM93a] nach Algorithmen in [MEH92e, MEII93c]) 
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Vers<Hlden von Garantien, wenn ein Prozessor blockiert 
Vcrscndcn von Garaot.icn, sobald ein Deadlock ciotritt {CHMSla] 
20 
V<,rlwlHlcn von Gara.nticn oa.ch piner Variante des TNE-Verfahrens [GRT91a, 
A PE93a] 
hybride kOIlSNvative Vcrfahren, die Dca,dlock-Erkennungs- uDd Bchebungsver-
fahren mit "sporadischem'" Versenden von Garantien oder Nachfragen von Ga-
ra.nt.ien kornhinieren 
• optilllistische Vcrfahr(,11 
Time \Varp mit "Aggrf'ssive Cancellation" [JEF85a] 
- Time \VaTp mit "Aggressive Cancellation", wobei gemeinsame Variablen cr-
lalll>l. silld (iSIM93a] nach Algorithmen in [MEII92e, MEH93c]) 
.' ill Vorl)(·r('i1.lln~: Tim(' Warp mit .,Lf'l.7.Y Can(;c>lIaLiou" [1l0C9:Ja] 
• hyhridc VcrfahrclI 
spekulative Simulation in allen weiter ullten beschriebenen Varianten [MEH91 a, 
STE93a] 
:1. Simllla.l.iOllsmodelic 
• kiillst liche Mo<lelle (skalierharc g.schlossene Warteschlangennetze, beispielsweisc 
mil. Torll s- oder zyklisch verkettetcr Baumstruktur) [APE93a] 
• rcalistische, generische StraBenverkehrssimulation [LE093a] 
• Simu lation ciner hypothetischen Fabrik [ARM93a] 
~'l il. Mt'sslIlIgel1 ZUIIl Zw('ck des Vergleiclu:i de r verschiedenen Simlliatiollsverfahren wird 
dPrz('il Iwgollllcn. Dics(' soileD Aufschl1l6 tiber die Eignung der unterschiedlichen Simulations· 
Vl'rfa.hrell fiir hestimlllt.e Anw('ndllngsklassen tlnd ModeUstrukturen gebcn sowic Hinweise zur 
f'TZif'lhan' lt B('schl('unigung lie fern. 
4.2 Das DISQUE-System 
\\'art.('sc:lrla.III?;<' lltlc tZ(' sind eine weit verbrcitete KJasse von Simulationsmodellen, die ihre 
lIanp1.a.nwC'nclullgsgebicte im Bereich der Leistungs3J1alyse von Betriebssystemen, Rechner· 
IU'1. 1.CIL unci MaterialfluBsystemcil haben. 1m Rahmen des DFG·Projektes wurde ein Testbctt 
lIallle," DISQUE (=Distributed Simulator for Queueing Networks) entwickelt [RIC9Ia] , urn 
vprschiedcne St.rategic" zur Pa.rallelisierung ercignisgesteuerter Simulationen im Hinblick auf 
ilirc praktische Vcrwendbarkeit fur die Simulation von Warteschlangennetzen zu untersuchen. 
Zi C'1 war, Moglichkeiten und Grenzen der erzielbaren Beschleunigung zu erkunden sowie ver· 
schi(,(j C' llC' Werkzcuge ZlI entwickeln , mit denen sich Parallelisierungsgrad sowie inharente Se-
(pH'lll.ialil.a.1. dN Modelle C'rmitteln lassen. 
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Abbilduug 3: Computersystem als Warteschlangennetz 
4.2.1 Warteschlangennetze 
Ein Wa.rteschlangennetz besteht aus einer Menge von Warteschlangen, die durch Kanale mit· 
(·illandN verbunden sind. In diesem Netz kreisen KundeD. Jede Warteschlange besteht aus 
('ill('1lI nd<'f nH!hr~~ren Wartedi.umen flir Kunden, sowie einer Bedienstation. Das Verhalten def 
Ih·dimlst.at.ioll ist dabei durch die Bedienstrategie und die statistische Verteiluug der Bedien-
z(~it('11 deT Kunden g(~gebell. Die Bcdicnstratcgie legt fest, oach weJchen IWgeln die Kunden aus 
den \Varleraumcll geholt werden (FIFO, prioritatsgesteuert etc.). Die Bedienzeit der Kunden, 
d. h. die Zeit, die ein Kunde in der Bedienstation verbringt, wird in DISQUE durch eine stati-
st.ische Verteilung spezifiziert. In der Simulation werden dann fur die Bedienzeit der einzelnen 
K IIlldell ent,prechend verteilte Zufallszahlen erzeugt. Insgesamt wird in Warteschlangennet· 
7,('11 a.lso nur spezifiziert, wa.nn und wie lange, aber nicht wie ein Kunde bedient wird. Ein 
Kunde, dessen Bedienung an einer Wartschlange beendet ist, verlant diese augenblicklich und 
hc~iht sich (in Nul1:wit) zu eiller a.nderen Warteschlange, die er u. U. aus mehreren Moglich-
kpit.en gernaB vorgegebener Wahrscheinlichkeiten zufaJ.lig auswahlt , oder verschwindet in einer 
Senke. Einf! Anfangsbelegung von Warteschlangen mit Kunden zu Beginn der Simulation ist 
in DISQUE ebenso spezifizierbar wie Kunden·Quellen, die Kunden wahrend der Simulation 
neu erzeugen , wobei die Zeit zwischen dem Erzeugen zweier Kunden wiederum dUTch eine 
statist.is('.he Verteilung spezifiziert wird. 
Ahb. ;J zeigt cin kleines Beispiel, bei dem ein Computersystem mit Batchverarbeitung und 
I )ialogl)(~t.rieh lIiodelliert wurde. Bas Ergebnis der Simula.tion eines Warteschlangennetzes ist 
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('iliP S1.atist.ik, die fUr jedc Warteschlange Auslastung und Durchsatz der Bedienstation, mitt-
1('1'(' IllId Illaximale Ui.llg(~ des bzw. der Warteraume Bowie die maxim ale Wartezeit eines Kun-
df'1I ('Ill h~i.lt.. FallH gcwiinscht, werden an gewissen Warteschlangen nur ein Teil dieser GraBen 
IlC'st.illlrnt.. Milgliche Fra.gest('lIungcn, die ein Simulationslauf flir das Beispiel in Abb.3 beant-
worh'!! kOllntc , sind z. B. die Frage, ob die CPU ieistungsstark genug ist (Auslastung dec CPU) 
OdN Wif-' groB dec Puffer fiir den Drucker sein rouS (maximale Lange der Warteschlange des 
ilruckers). AbbA zeigt die Besc.hreibung des Beispiels in der Spra.c.he LAVENDER (Language 
for Va.rious Qu('ucing Network Descriptions), die in Anlehnung an die Sprache RESQ2 von 
111M als Bingabesprac.he fiir DISQUE entwickelt wurde. 
4.2.2 Die Komponenten von DISQUE 
Zic·1 hpi clN IllIplclIlclltierung von DlSQlJE war Dieht, cineo praktisf.h einsetzbaren Warte-
))chlall1!pllllct:t,-Simllla1,or l,U sf.ha.ffell, sonder ein Testbett zur Verfiigung zu haben, mit dem 
sich vcrscili('(lene Strah~giell def Parallelisierung ereignisgesteuerter Simulationen unter reali-
stischcn Bedingungen allf ihre Tauglichkeit hin testeD lassen. Daher wurde auf die 50nst oft 
jj hliche graphische Eingabc verzichtet nod auch die Modellwelt bewufit einfach nod iiberschau-
har p;C'lJa.!tcn. Statt dcssen wurden zusatzlich zu def parallelen Version des Simulators Doch 
lIIeltn~re sequentielle Simulatoren cntwickelt, mit denen sich relevante Kenngro6en ermitteln 
\;I,S!'PII. 
Sequentielle Simulatoren. Urn verschiedene Vergleichsrnafistabe fiir die Messungen am 
vNtcilt('n Simula.tor zu haben, wurden drei verschiedene sequentielle Simulatoren implemen-
t.iert: 
• Sequenticller Simulator 
• Optimkrter sequellticller Simulator 
• Kriti~(:hcr-Pfa.d-Analysator 
I)N sequentielle Simulator benutzt dieselben Ereignisse wie der weiter unten skizzierte 
vcrt.cilte Simulator. 
DeT optimierte sequentielle Simulator nutzt die Tatsache aus, daB sequentielle Simula-
toren auf cinem globaleu Zustandsraum arbeiten, indem er den Abgang eines Kunden an einer 
Warteschlange und die Ankunft desselben an der nii.chsten Warteschlange als ein einziges Er-
eignis modelliert, was z. B. die Zahl der Zugriffe auf die Ereignisliste reduziert. Die Differenz 
zwischen den Lallfzeiten des spqllentiel1en und des optimierten sequentiellen Simulators liefert 
da,rnit ('ill Mall fUr den zeitlichen Mehraufwand, der in den sequentiellen Simulator investiert 
werticll mufi, urn den Code "'parallelisierbar" zu machen. AuSerdem dient die Laufzeit des 
optimif'rtcn seqnenticllen Simulators als Basis fiir "realistische" Beschleunigungsmessungen. 
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model Computer-System 
queues 
topology 
queue Terminals 
type active 
discipline is 
classes class iTerminals distributioD negexp 3000.0 
queue CPU 
type active 
discipline pa 
classes class iCPU distribution negexp 3 . 1 
class bCPU distribution negexp 8.2 
queue Drucker 
type active 
discipline fifo 
classes class iDrucker distribution normal 200.1 100.6 
clasB bDrucker distribution noraal 300 . 6 100 . 3 
queue Platte 
type active 
discipline f ito 
classes class iPlatte distribution constant 7.0 
class bPlatte distribution constant 7.0 
from iTerminals to iCPU 
from iCPU to iDrucker iPlatte probabilities 0.10 . 9 
from iP!atte to iCPU iTerainals probabilities 0.7 0.3 
from iDrucker to iCPU iTerainals probabilities 0 . 7 0 . 3 
from source to bCPU 
from bCPU to bDrucker bPlatte probabilities 0 . 3 0.7 
from bDrucker to sink bCPU probabilities 0.8 0.2 
trom bPlatte to sink bCPU probabilities 0.8 0.2 
population 
at iTerminals 10 
source ot bCPU with distribution constant 40000.0 
statistics 
at CPU record utilisation 
at Drucker record maxql 
terminate 
clock limited to 1000000.0 
end 
Abbildung 4: LAVENDf~R- Beschreibung des Computersystems 
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Bpi1ll Kritischen-Pfad-Ana1ysator handelt es sich urn eine instrumentierte Version des 
Sl'ljll('llti('lIell Simulators, {Jer die CPU-Zeit, die flir die Ausfiihrung von Ereignissen benotigt 
win!.. IniB!' ulld dal'aus hpredlflct, wie schnell del' Simulationslauf auf einem Parallelrechner 
h~iU.(\ l1l1sgduhrt werden k6nfl{~n. Er tut dies unter folgenden Annahmen: 
I .. h'der SillllliaLor besitzt. eine einzige Warteschlange und hat seinen eigenen Prozessor. 
L Ili,' Zeit"11 fUr NachrichtrnGhcrtragungen und Verwaltung von Ereignislisten werden 
ig;u(Jri('rt. . 
:1. ~'lit der Ausriihrung eines Ercignisses wird zurn ffUhest rnoglichen Zeitpunkt begonnen. 
(Das heiBt, cs wird beispiclswcise nicht auf Garantien gewartet.) 
Di('sC' Anllahrnen sind na.t.iirlkh fiir einen realen Parallelrechner hypothetisch, so daB das Er-
J,!;l'hllis diC's('r Bercchllungen imm('f cine obere Schranke fUr tatsa.chliche erreichbare Beschleu -
lIigllllg(~1I seill wi nl. Der Wert dieser Analyse liegt vielmehr darin, daB man mit ihr Simulati-
onsJnoddlf~ NlIlittC'in kann , die "inharent sequentiell" sind, d. h. deren verteilte Simulation im 
w(>sellilichc li (!iner sequentiellen Simulation entspricht, die abwechselnd auf unterschiedlichen 
Itechncrklloten stattfindet. Ein einfaches Beispiel dafiir ist die Simulation eines beliebigen 
VVart('schla.ng(,lInetzcs, ill d(>nI nur ein einziger Kunde zirkuliert. 
Vcrteilter Simulator. Die Problcme und Losungsstrategien bei der verteilten ereignisge-
St('II('rt('11 Simulation wurdell bereits ill den vorangegangenen Kapiteln angesprochen. Die Idee 
hpi (\('1' KOllzeplion von I)fSQU~: war, diese reeht unterschiedlichen Strategien an denselben 
SinJUlationsmodeUen an wenden zu konnen, urn so vergleichende Messungen zu ermoglichen. 
DallN wlHde der Simula.tor von voruhcrein so ausgelegt, daB die Teile des Code, die bei der 
jl'w('ilig('11 Silllulationsstrategie untcrschiedlich implementiert werden muBten, streng gekap-
spIt sind. Die Idee bei dieser Art def Kapselung starnrnt aus [DRE89). Die Idee dabei ist, in 
<1<'11 normai('n sequenticllen Simulationsa.lgorithmus an bestirnmten Stellen Funktionsaufrufe 
(sogellalillte Filter) cinl:ubauen, in denen die eigentlic:he Simulationsstrategie codiert ist. Die 
dr(,j wicilt.igstell Funktionen sind die folgenden: 
• f)elll In-F£lte1' wmclen aile ankommenden Nachrichten iibergeben. Seine Aufgabe ist 
ps , die Ereignisnachrichten als Ereignisse in die Ereignisliste des Simulators einzufiigen 
IllIei die eingchenden Kontrollnachric:hten (z. B. Garantien anderer Sirnulatoren, Anti-
Nachric:hten, etc.) entsprechend zu verarbeiten, 
• Delli Out-Filler werden aile vom Simulator erzeugten Ereignis-Nachrichten ubergeben , 
di(~ dieser dann an die anderen Simulatoren verschickt und gegebenenfalls weitere Nach-
richton (z, B, Ga.rantien) verschickt. 
• ])<'1" S'hn-Filte,' wird vom Simulator vor der Ausfiihrung jedes Ereignisses aufgerufen. 
Er hlodiert den Simula.tor so lange, bis dieser das friiheste Ereignis seiner Ereignisliste 
aharlu'it('11 darf (z. B. w('iI allsrcichf>ude Garantien vorlicgen). 
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BisJang sind Filter flir die Simulationsstrategien Deadlock·Avoidance, Deadlock-Detection, 
Sllo\ f)S [SMW I a]und Time Warp [MEI92a] entwickelt worden. Damit stehen mehrere verteilte 
Silllula ton'll ZUI' Verfiigung, dcrcn Leistungsfahigkeit fur unterschiedliche Modellstrukturen 
11Iit.pinan<im verglichen werd{~n kann. Ferner wurden Analysewerkzeuge entwickelt, mit denen 
Eillhlkkc in <lie internen Vorgange innerhalb der einzelnen Simulatoren wahrend einer Sirou· 
l<ttioll (Verlallf von Garantien, Haufigkeiten von Rollbacks, etc.) gewonnen werden konnen 
1ST l]!J:1a.]. Syst.c rnatische A uswertungen werden gegenwartig durchgefiihrt, erste vorla-ufige 
Er.e;( ' hllissl ~ ~eigen jcdoch , daB es bedingt dUTch den starken Einflu6 des zu simulierenden Mo-
dells sowie von Systemgr6Ben wie Nachrichtenlaufzeiten und Kosten flir hardwareabhangige 
Opcrationen (z. B. Interrupts, Cache-Koharenz) schwierig ist, zu allgemeingiiltigen Aussagen 
w kOIllIlH-'II. Die Vcroffcntlichl1ng dieser Ergebnisse ist zu einem spateren Zeitpunkt geplant. 
4.2.3 Implementierung 
S ~i. IlIt.lidJ e 'l'eile von DISQU E sind in C programmiert. Begonnen wurde mit der Entwick-
lung des sequent.ielleu Simulators auf einer SUN - Workstation unter SUNOS 4.03 (UNIX). 
AnschlieBend wurde de r scquentielle Simulator auf ein Transputersystem unter HELlOS 1.19 
portie rt [M EI9la]. 
Auf (IN Basis dieses Simula.tors entstanden auf dem Transputer-Parallelrechner der opti· 
miNh' sequ('IIt.iclle Simulator, de r Kritische-Pfad·Analysator sowie der verteilte Simulator. 
Aile cliese Variantell wurden anschlie6end Zll Debugging-Zwecken zusatzlich auf cine SUN -
Workstation portiert, wobci dort der verteilte Simulator nur "pseudoverteilt" als System von 
kommunizierenden UNIX·· Prozessen iauft. 
f\·litt.IC'l"weile wunle <las gesa.rnte System im Rahmen eines Projektes des Sonderforschungs-
lH'rekh s 124 C:l.lIch auf den Intel iPSC860--Parallelrechner sowie auf ein Netzwerk von SUN-
Worksta tions portiert. Dabei wurde das an der TU Munchen im Rahmen des TOPSYS-
Projekt,,, ent.wickelte MMK-System eingesetzt [BBL90a]. 
5 Neue Simulationsverfahren 
Die Entwicklung Hnd Erprobung von neuen verteilten Simulationsverfahren sowie von Vari-
anten lind Kombinationen bekannter Verfahren steHte von vornherein eines der engeren Ziele 
des Projektes dar. Einige dieser Verfahren werden nachfolgend kurz vorgestelltj eine einge-
IlP.noe Diskussion filld et sich in der erwahnten Literatur. Da derartige Verfahren nur empirisch 
f'vailli<'ft werden konnen, mit dementsprechenden Experimenten jedoch soeben erst begonnen 
wurdt:·. ist. ('s fiir cine Wertung aJle rdings Dorh zu friih . 
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5.1 Hybride konservative Verfahren 
KOIIS('rval.ive Sirnllla.liollsvmfahren vermeiden entweder Deadlocks dUTch Austausch von Ga-
rctlll.i(,11 Od(,T sic lassen Deadlocks Ztl und erkennen uDd beheben sie. Die erstgenannte Klasse 
VO lt VNfahrcll hat den Nachteil , hinreichend viele Garantien austauschen zu mussen, urn 
Deadlocks ZIl vermeiden. Die zweite Klasse hat den Nachteil, daB am Deadlock beteiligte 
LPl' mindestens his nach d(!T Dcadlockbehebung niehts simulieren . Beide Nachteile konncn 
clUTch Kombination von Vcrfahrcn aus heiden Klassen abgeschwa.cht werden. Eine soIche hy-
hrid(, konscrvative Methode enthalt ;cum cinen ein Verfahren, mit dem Deadlocks erkannt 
IIl1d iwhoben werden konnen. Zusatzlich werden jedoch Garantien ausgetauscht und so die 
1)('ad lock ·- Wah rs(~h(~inlich kf'it dcutlich reduziert. Da Deadlocks prinzipiell auftreten durfen, 
IHII6 jedoch nicht. mchr ei n Mindcstma6 a n Garantien ausgetauscht werden, urn Deadlocks zu 
vPrOlt:'idcn. Viehnchr konnen die Garantie-Austauschschemata deadlockvermeidender Simu-
Ia.tiollsverfahrcn arlaptiv hcliebig abgeschwacht und kombiniert werden; die ausgetauschten 
Ga.ra.nti(,11 dienen lediglich dazu , den Grad an potentiell erreichbarer Parallelitat zu erhohen. 
B('i ~illelll Garantieanrragcschema konnte somit beispielsweise die Na.rlIfrage nach Garantien 
uud damit. dcr Gesamtaufwand flir Ga rantieanfragen auf einige wenige "Hops" beschrankt 
werden (Abb. 5). 
1m schlimmsten Fallltist jede Garantieanfrage 
cine Lawine von Folgeanfragen aus. 
• 
Eine Garanlieanfrage 
Richtung potenticller 
Ereigniseinplanung 
Kombinienes Verfahren: 
Folgegarantieanfragen auf 2 Hops beschriinkt 
Abbildung 5: Ein hybrid···adaptives konservatives Verfahren. 
5.2 Hybride konservativ-optimistische Verfahren (spekulative Simulation) 
\Vic lwreits ill Kapitel 2 skizziert, lassen sieh verteilte Simulationsmethoden im wesentlichen 
a.ls kO Ils(~rvat iv oder optimistiseh einst ufen. Konservative Verfahren vermeiden Kausalitatsver-
Iet.ztlllgcn durch hinreichcnd Janges Warten auf Garantien. Optimistische Methoden hingegen 
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fiihn'll En'ip;nisse alJd. dallli illlS, wenn cin konservatives Verfa.hren !loch warten wurde. Wa.r 
d,,1' OptilllislIllIS Iltlgen'(-htli:'rt.igt, llliisscn jc<io('h dif~ Effekt('; verfruht ausgefiihrter Ereigniss(' 
tJlld tiN VOIl ihnen NZ('lIl4l.(,II FolgcNpignisse riic.kgangig gemacht werden. Gerade die Ruck-
s('1 Zllll~ von Folgeer('igniss(,11 kanJI ZII einer langen Kette von Rollbacks fiihren (sogenannten 
Uoflf)(ld,;J.:a,o.;kaden), die dell :teitlicl!en Gewinn optimistischer Ereignisausfiihrungen wieder reo 
du zierl. L('is1.ungsmesslIllgen hdegen, daB weder rein konservative noch rein optimistische 
Vf'rfahrcll optimal fiir a.ll e Muddle sind. So gibt es Modelle, die wesentlich schneller mit 
kOIlSCI"Va.l.iv('1I Methoden silllulicrt werden konnen als mit optimistischen und solche, wo das 
\I1l1~l'kehrtc zlIl,rifft [L1M90a, PRE90a]. Dies begrilndet die Suche nach hybriden konservativ-
opl.illlis1.isrilt'u Verfahren , di(' tlnt.er Beibehaltung der Vorteile die Defizite zu kompensieren 
vI'rslldH'n. Excmplarisch nir dne sokhe Methode wurde die sogenannte spekulative Simulati-
OIISIlI('l.hod(' ('IILwid:e1t [M 1';119 1 a.]. 
])i<,~(' Metbode gcht von eillem rrei wahlharen konservativen Verfahren aus. Anstatt jedoch 
w;ih 1'('11(1 des Warte ns auf Garant.ien (oder auf eine Deadlockbehebung) zu blockieren und 
£1('11 Prowssor IIntatig s{'ill zu lassen , werden wie in optimistischen Verfahren bereits einge-
pla,llt(· En~igni~se auf einer privaten Kopie des Zustands spekulativ ausgefiihrt. Die durch cine 
sJlp.klllat.ivc Ereignisausfiihrung er7.cugten Ereignisse werden loka] gepuffert. Eine spekulative 
Bl'I'pdllllll1g w'randert da-he r weder den eigentlichcn lokalen Zustand Hoch die Ereignisliste. 
Stl'lIl. sicli spatN heraus, rla.B die Spckulation korrekt wa.r, konnen die private Kopie und die 
g('pufl(·rl.t! 1I Erci~nisse fijr cillc schnelle Aktua.lisierung des Zustands und der Ereignislisten 
lIN<I,lIg('ZOg:(,1I wt'rd(m. 
Ih IH·j di(':-;~rn VNfahrell allsschlicBlich korrekte Informationen iibernommen werden, sind 
kl·ilw Rollhacks wic in opl.iluis tischcn Verrahren notig. Daher k6nnen auch keine Rollbackhl ... -
kwh /I auft.retc n, so daB spckulat.ive Simulation prinzipiell sogar schneller sein kann als optimi· 
sli sdlt,. Mit eillcr hohclI Wahrschcinlichkeit ist spekulative Simulation jedoch auch schneller 
(\1:-; ilit' (hdi('hig gewahlte) zugrundeliegende konservative Methode, da spekulative Berech· 
1I1111gi'11 ansscli1i('filich dann gemacht werden, wenn der entsprechende Prozessor bei der kon-
:-;('n-(l' ; \'1'11 !\lpthodc wartt'1. , rl_h _ nichts t ut. Dcr einzige zusatzliche Zeitaufwand gegeniiber der 
zll!!,rulukliegelldcli konscrvat.ivclJ Methode tritt dann auf, wenn schlieBlich getestet wird, ob 
dil' Spekulatioll korrekt war oder nicht. FUr ein spekulativ ausgpfiihrtes Ereignis e wird dieser 
'1'(':-;1. dlll'(·hg<·fiihrt , sobald (verrnittelt durch das konservative Verfahren) die Erlaubnis vor-
lif.'gt.. ( aur dem aktuellen Zu:--otann aus7.ufiihren. Der Test, ob die spekulative Ausfiihrung von 
( kone kt. W<l.f, wird a.lso wahn'nd ciner Zeit durchgefijhrt, wah rend der das zugrundeliegende 
kOll s('rvat.iv(' Vt~rrahrell dami!. begiunen wiircie, e auszufiihren. Bei clem Test wird iiberpriift, 
oh c1j(. w;i.hrcnd d(~r speklilativcn Ausfiihrung von e geJesenen Zustandsvariablen noch mit dem 
;l.kl.llPl1en Zus1.a.11(1 ijhcreinstilTllllclI. Trifft (lies ZU, wiirde eine erneute Ausfiihrung von e auf 
.1<'111 akt.II('II('11 Zu stalld die g:1(~idl('n Effckte hervorrufen, wic die bereits durchgefiihrte sp('-
klll;l1.i v(' Ausfiihrung. In clics('m FalJ war die Spekulation korrekt und die Ergebnisse werden 
iilwfII')llIlIlell ; ~Jld('rnralI5 werden die Ergebnisse der spekulativen Berechnung geloscht und c 
aur d {' 111 akttJ('lI('n ZlIstand aus~cfiihrt. 
,') SEUE SIMULATIONSVERFAHREN 
F()I~('IJ(I(' Varianll'lI dieser Methode wurden in clem DSL- System implementiert. 
Variante A 
\-Vic weiler obell n..ng(lSprO{:itctl , entsteht der wesentliche Zusatzaufwand gegeniiber 
del' zugrllllcleliegenden konservat.ivcn Methode, wenn def Test durchgefiihrt wird. 
Eill T('st nir ein Ert~igllis e. ka.lln jedoch ganz cntfallen, wenn ein LP scit Begion 
t'itlN spekulativ(,ll A lIsriihrllllg VOl! r. his zu dem Realzeitpunkt T, zu dem der Test 
dllrdlgdiihrt w( ~rd(,11 darf, kein I'~ rejgllis mit klcinerern Zeitstempel als e eingeplant 
bpkolnlllt. hat: In diesC'1II Fa.lI kaun sich der lokale Zusta.nd des LPs scit Beginn der 
sIH'klilativ(11l B('recillLlIlIg bis lur Zeit T nieht vcrandert haben; die Spekuiation ist 
da,her korrekt.. 
Variante B 
1st ('in Test. lIi>tig, hcvor Ergebnisse spekulativer EreignisausfUhrungen iibernom-
ITH'1l werden ki;nnell , so kc)nnte fUr einige Ereignisse c der zugehorige Test viel 
Hillgf'l' dauprn als (,inc Nneut(' Ausftihrung von e. In diesen FaJJen lohnt es sieher 
niche rl(,11 Test. cillfchzufiihr{,lI. Anstelle dessen ist eine direkte erne ute Ausftihrung 
von (' ohnf' Beriirksichtigung der spekulativen EreignisausfUhrung sinnvoUer. GIUck-
lieh{'I'w('isc kann j('lioch dm Zeitbedarf fOr die AusfOhrung und den Test von e 
v ..';i.h relld cler \tVartczeit des Prozessors (und damit quasi ,., umsonst") abgeschatzt 
WNdf'u: Die Dauer des Tests ist proportional zur Anzahl der wiihrend der spekula-
tiven Be rechnung von e potcnticll gelesenen oder a.ktualisierten Zustandsvariablen; 
die Dallcr dm Aktllalisierung des Zusta.ndes mit den Ergebnissen einer korrekten 
Spckulation ist proportional dec Anzahl potentiell aktualisierter Variablen und 
dif' Dau('f der Ausfiihrung von f: ist glei<:h der sp(>kulativPII Ausfiihrung von e, 
ra.lls sirh dh' Spekllla.tioll spat(,f als korrekl herausstellt. Andernfalls stellt diese 
/,('il. /lUI' cine Naherung dar. Eilw guw Hcuristik, um Zlt ~ntscheiden, ob der Test 
SilllLvoll ist, Hi-6t sid dalllit. durch folgende Formel angeben: 
n (,h).;:ahl rcfld + :2 AUZl1hlwrjttJ < Anzahle => Test isl sinnvoll 
Dahei h0dC'u Le n 
• Auzahlrear/: Die Anzahl potcntiell gclesener Zustandsvariablen. 
• Anzahlun·ite: Die Anbahl potenticll aktualisierter Zustandsvariablen. 
• llll ::ah1t:: Dje I\l1zahl <iN Auweisungen, die bei der spekulativen AusfUhrung 
von (; durchgdtihrt wurd('n. Falls die Spekulation korrekt ist, ist diese Zahl 
proportional dc r AIIsfiihrungszeit von e. 
• n: Ein Proportionalitatsfaktor . 
. )(> lti>lwr 0 eiJlgestellt wird, dcsto weniger speklliative Ereignisse werden die Bedin-
g;11I1,f!; ('rfnli(,ll , dir <lurch dit, Forme! SIWzifi;'.icrt ist. Fiir diejcnigen Spekulationen, 
clip (Iif'~ jf~do('h hill, kiwll si(:h dN Aufwand flir den Test hesonders lohoen. Daher 
:::3 
Ii SI'~;Z /F,I,LE ASPEKTE VERTEILTER SIMULATION 
wi rk l. (Ii( '~(' IImlrisLik wie ein Filter, der aus allen spekulativen Berechnungen loh-
1II'lIswt.!rt.c herausfiltt·rt. z'usammen mit dieser Heurist ik lassen sich auch die heiden 
ro l g(' lIdc ~ 1I Va.rian tcil kombinieren . 
Va riante C 
Anstatt (lile wahrcnd eincr Spekuiation erzeugten Ereignisse zu puffern, konnten 
ZlJlIlilldl 'st (Ii(~ irn ~1<'ic:lH'1I LP (~inzllpla.nenrlen Ereignisse sofort in die loka.le Ereig-
tli!·ilistp f ·illJ!;(~fiigt. w('nh'lI . Dadurdl kiilllltCII allrh Rokhc ~ vorlallfigell" };rcigllisl:ie 
spc k Illal.i v a.IISgCrii Ii 1'1, werd(~ n " 
Variante D 
~('h('n den lokai«m Ercignissen konnten a uell die bei einer spekulativen Ereig-
nisausfiihrung crzeugten Ereignisse flir andere LPs dort als vorlaufig eingeplant 
werden. Dicfic Time Warp schon sehr ahnHche Variante hat allerdings den Nach-
leil , da B vorla-ufige Ereignisse explizit durch Nachrichten bestitigt oder annulliert 
werden miissen, wodurch sich der Nachrichtenaufwand deutlich echoht. 
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~it. cmpirischen Untersuchungen und cinem Vergleich dec Varianten an konkreten Modellen 
ii'll. so(' b(,11 ('(st. begonnen worden. Gegenwartig wird vermutet, daB sich spekulative Simulation 
durch eine Kombination der Varianten A, Bond C insbesondere dann als vorteilhaft erweist , 
Wt"Hn <Ier Bcnutzer hinrC'ichend viel Lookahead- Infocmationen spezifizieren kann (und daher 
die' :l.IIgrulld('licgcnci(' kOIl~erva.tivc Methode hereits sehr schnell ist), dennoch langere War-
1.1'zdtc~1I alJrt.r('tcTI , und Ercignisallsfiihrungcn i. aUg. sehr lange dauern. Mindestens liBt sid 
jl'do('h f(·st hal1.cm, da6 dip Va.riallt(' A spekulativer Simulation beliebige konservative Verfahren 
vcrlwsscr t !llId damit alleillc bcreits ein intcressantes Ergebnis darstellt. 
6 Spezielle Aspekte verteilter Simulation 
6.1 Reproduzierbarkeit verteilter Simulationsexperimente 
l(kaJerwt!ise ist <>-in ereigllil:igesteuertes Simulationsmodell derart spezifiziert, daB die Reihen-
r() l ~e , ill der Ercignisse l:itattfinden sollen, eindeutig durch die Eintrittszeiten der Ereignisse 
c h ' f i lli~': fl. ist: Wenn a]Je heitstempel der Ereignisse, die im gleichen LP eintreten sollen, ver-
schipdcn sind, braucht ein LP seine Ereignisse lediglich chronologisch auszufiihren, urn Re-
prodll :t, i(~rbarkt"it dec Ergebnisse sichcrzustellen. In der Praxis sind jedoch die Modelle oft 
ni.hl. in dcr WC!ise cindeutig spezifizicrt [AGT91a) . Rinzu kommt, daB durch Verwendung von 
PS(' tldo- Zufalls7.ahlengcnt"Tatorcn bci der Berechnung von Zeitstempeln der Benutzer in der 
RC 'gC'] nkllt garantieren kann. da B es keine ?,wei Ereignisse mit dem gleichen Zeitstempei fur 
(kll .c;1(·idlen Lll gebell wird. Daht~r mu6 ein LP ein Tie - Breaking-Schema enthalten, weI-
dH'S tH'i Eff~igllissml mit glcichem Zeitstempel die Reihenfolge ihrer Ausfiihrung bestimmt. 
Di('s('s SdlclIl a soHtc j(~doch del(:rministisch in dem Sinne sein , daB aile benutzersichtbaren 
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i':n'i .!!; lliSiI,lI s fii hru ngen iwi jeder Wi(~clcrhoillng desselhen Simulationsexperiments in der glt·i . 
dWIl HI'ilil'l.foigc statt.filldell. Dadurch ist aus Benutzersicht. nicht nur das Simulationsergebnis 
(('twa ('i,l(' Statistik iihcr lias Verhalten des simulierten Systems), sondern auc.h der Simulati· 
oJlsv('rlauf rcprodu zicrhar. 
III ei llt'JII seqlle ntiellen Simulator lafit sich ein deterministisches Tie- Breaking- Schema leicht 
all~(·IH'n: Von zwei gleich;.:cit.igen Ereignissen wird dasjenige zuerst ausgefUhrt, welches in 
Ikill z('it Zll{'fst g(~ lI ericrt wurciC'. Determinismus ist garantiert, da ein seq uentieller Simulator 
Inll' <llIrd, einen ei nzigell Prozcssor ausgefiihrt wird. Wie Abb.6 zcigt, ist dieses Schema 
.il·dodr lIid.1. IIIl'hr d{·tl·~ rlllilli st.isd., wellil ('s bei verteilter Simulation auf mehreren Prozessoren 
('i 1114('SI'1.ZI. wi I'd: 
ErSlcr Lauf: 
LP, 
LP2 
LP3 
LP4 
LPs 
c, e2 
LP6 --~.~~.--------------
• 
Rcalzcit 
Zweiler Laur: 
LP, ~ LP2 
----. LP3 e2 e, LP4 
LPS 
LP6 • • 
e. e3 
Ahhildllng 6: Untcrsch iedliche Nachrichtenlaufzeiten konnen bei verteilter Simulation der 
(;['1 111<1 fiir nieht f('produzierbare Simulationsergebnisse sein. 
s<,j I)('i spieisweise angcnolllrnen, daB C3 und e" in Abb. 6 den gleichen Zeitstempel haben. 
Aufgrund lInterschiedlicher Latenzzeiten bei der Nachrichtenlibertragung kann die relative 
Ausfiihrllngsreihcnfolge der Ereignisse e l und €2 in Realzeit in zwei aufeinanderfolgenden 
Silllll l at ion :;I~. lIr('n verschieden scin. Da €:J und €" jeweils von el bzw. e2 erzeugt werden, wlirde 
ohig;<,s Tic - Iheaking-·Schema. dafUr sorgen, daB e3 und e4 in beiden Laufen in verschiedener 
Hpi hCIi folgc stattfi nden. Du rell u ntcl'schiedliche Reihenfolgen del' Ereignisausftihrungen kann 
.iellocil allch ('in unterschiedliches Simulationsergebnis resultieren. 
III del' Litcral.tlr libel' vc rteiltc Simulation wurde dieses fUr die Praxis wichtige Problem 
bi s irel" ka.uln bchandelt. Von den wenigen vorgesteUten Verfahren stellt keines die determini· 
s lisl'il(' Rcproduzierbarkeit in all('n Fallen sichel' (siehe [MEH91e]). Insbesondere garantieren 
di(' vOl'gesd.l agenen Tie- Breaking- Schemata meist nicht die Einha1tung der transitiven Er-
:;('/j(fUll fJS1'eihenfolge von F.reignissen. Zur Einhaltung dieser Reihenfolge mull siehergestellt 
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W(,I"<I('II , daB allp direkt odcr indirekt von einem Ereignis eVattT erzeugten Ereignisse eSohn , 
dip illl gleidwll LP wie ( ' \' uleT ausgcfiihrt werden sollen, nach eVater auszufiihren sind. Diese in 
SCtl1J(' IlLidlcr Simula.tion t ri via le rweisc erfiillte Forderung (esohn existiert erst, nachdem eVat er 
a usp;t'fii II rt WII rde , u nd Ereignisausfii h rungen werden nicht wiederholt) ist bei optimistischer 
v('f'. ('ilt(~ 1' Simulation nieh!. mehr per se erfGllt. Wie in (MEH91c] gezeigt wird, ist es aufgrund 
del' V(,rletzung dieser Bcdingung in Time Warp moglich, in cine systeminterne Endlosschleife 
zu gd a ngen , so daB die Si lllulationszeit nicht mehr voranschreitet. Daher wurde ein Verfahren 
entwid('lt , w('khcs die Ile prodllzie rbarkeit in gleicher Weise fur konservative und optimistische 
v",ral",," sichcrstcllt 1M EII9 I aJ. 
Di(' Idcc' dicses Verfah f(:!Il S bcs te ht im wesentlichen darin, den Zeitstempel t in einer flir 
~I t' ll B('lIut.~e r t.ran s parcnt.(~ n Weise inte rn zu einem Viertupel (t, a, 5, i) zu erweitern und die 
H(' iIH' ufolgc der Ercignisa lL5fiihrungen durch einen lexikographischen Vergleich cler Viertupel 
rps tzulegcn. Die erstp Komponente des Viertupels entspricht dem yom Benutzer vorgegebenen 
Zpil.:'; I.('m llel. Aufgrund des lexikographischen Vergleichs werden die folgenden drei Komponen-
t.(~ l l dt's Vi<'ftupc]s nur dann beriicksichtigt , wenn zwei Ereignisse den gleichen Zeitstempel t 
besitzen. Die zweite Kornponente ist das Altef'a eines Ereignisses. Erzeugt ein Ereignis eVater 
luit. Z(' i ts t.l ~ mpei t. und Alter a f!in Ereignis eSohn mit dem gleic:hen Zeitstempel t, so erhalt 
clas SOhllN('ignis rlas Alte r a + 1 zugeordnet , andernfalls das Alter 1. Zusammen mit de m 
If'xikograph isc itcn Vergleir h ist so au f einfache Weise sichergestellt, daB die transitive Erzell-
gun gs l"C'ihcnfolge eingeha lt.en wird. Die zwei weiteren Komponenten 5 und i stellen in sich eine 
gloha l eindentige Kennung dar, so daB sichergesteUt ist , daBletztendlich aile Ereignisse linear 
<l.llgcordnct w('rdcn kOllllell. Dahei ist 5 die Kennung des LPs. Von ihr wird vorausgesetzt. , 
daB sie hci jcdcr Wiederholung des Sim ulatiollslaufs fijr den gleichen LP identisch ist. Dies ist 
Icirht ('ffiillhar , wenn die An;.~ahl der LPs sieh wahrend der Simulation nieht mehr verandert , 
waii bf ~ i der von UIl S betraehteten Kla..<;se von verteilten Simulatoren der Fall ist. Die vierte 
I\ornpo llcnte i s tellt. schlicfilich eill~n Folgezahler dar, der angibt, als wievieltes Ereignis das 
(' r z(~ u,l.!,t(' En'ignis von LP .,,~ gcneriert. wllrde. Das Schema ist so gewahlt, daB es eine determi-
lI i:;l. isdlc Ite produzierba rkeit s ichers tellt und damit dieses Problem fUr die Praxis auf einfache 
\,V('ise ]6sl .. Bei T ime Wa.rp mit " Lazy Cancellation" sind einige Feinheiten zu beachten, die 
(t,ll sfnhrlirb in [MEH91c] beschrieben sind. 
6.2 Modellierungsunterstiitzung fUr inharent globale Daten 
Vcrtciltt! Simulation wire! auf einem Mehrrechnersystem ohne gemeinsamen Speicher aus-
gdiihrl.. Da.her muB ein vert.eiltes Simu lationsmodcll in Tei1model1e mit disjunkten Zustands-
rlillnU' ll part i1.ioniert. we rden, welche jeweils von einem LP ausgefUhrt werden. Aus Model· 
liN('fsidt. is!. (liese st. rikte Disjunktheit jedoch oft unerwiinscht. Zwar laBt sich im Prinzip 
jed"s Modell rI"rart partioni.'ren , abor oine Partitionierung inharent globaler Daten filhr t 
dalwi iiblicherwe isc zu einer Replikation der Daten und vielen benutzerspezifizierten Ereig-
lIi:;sc'n. 11m cliC'sc Replikate konsis te nt zu halten [WIJ89a, WHB90a] . Dies ist jedoch nicht nur 
f(~ hl('f <l llfii.llig , sondern mhrt auch zu Simulationsmodellen, die nur schwer zu verstehen, zu 
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validieren und 1.11 wa.rt~m sind. Aus Anwendungssicht wiirde man oft gerne gemeinsame Daten 
zwischen lIIehrNen LPs zlIr Verfiigung habeni in [GHF91a., CCU90a, LUB90a} werden bei-
spidsWE.'is(! SiOltilatiollsanwf!lIdungen beschrieben, die sich mit gemeinsamen Variablen faurn-
licb bpIJ<t(".hharter S(~ktorell ciner Modellwelt einfach realisieren lassen. Diese Beobachtungen 
IItot.ivi~'rten IIUS, mogliche Ansatze zu untersllchen, logisch gemeinsarnen Speicher konsistent 
ill verleilt.e Simulation zu intcgrieren. 
I)" Lese" und Sr.hreiben g"meinsamer Variablen Aktionen sind, die zu einem bestimm-
LplI virtuellen Simuiationsz(>itpunkt auszufiihren sind, scheint ein naheliegender Ansatz darin 
zu IH'stchen, Lese- und Schreihoperationen als primitive Ereignisse zu betrachten. Bei ei-
ner Implementi~rung von globalen Variablen mittels Replikation konnten "Aktualisierungs-
Erl'iV;lIisse'" allf'n LPs ~ingeplant wcrdE'n, die eine Kopie der gemeinsamen Daten besitzen. 
Dadurch wiirdell diese Ereiguisse ill der Ereignisliste eines LPs gepuffert und chronologisch 
a.usgefiihrt. "LE'se-Ereignisse'" wiirdeo jedoch Probleme bereiten: Das Ergebnis eines Lese-
Ereignisses miilhe am Eode def Leseoperation zuriickgeliefert werden, also ooch wiihrend der 
Ausfiihrung des Ereignisses, das die Leseoperationen enthalt. Dies widerspricht allerdings der 
A1.omizit.a.t:woraussetzung ereignisgesteuerter Simulation. Prinzipiell konnte ein Ereignis e in 
mehrere Ercignisses el, ... , em aufgeteilt werden, so daB Leseoperationen, wenn iiberhaupt, 
tllIr am Ende eines so1chen Ereignisses ei ausgefiihrt wiirden. Jedes Ereignis ei konnte sein 
1''oIp;N'rf'ignis 1",+1 so einplanen, daB wenn €i ein Lese-Ereignis generiert, dieses zwischen ej 
lind ( 'i+1 eillgeplant werden kann. Ereignisse jedoch derart aufzusplitten ist fiir eineo Benut-
Z<'I" tlllls1.a.ndlic:h und Hihrt zu s(',hwer wartbaren Programmen. Eine Unterstiitzung durch den 
Compiler beim Zerteilen von Ereignissen ist zwar prinzipiell moglich, allerdings fiihrt dies zu 
f!,f:'wissen t.echnischen Problemen. 
I '~ ill amlerer Ansatz best.eht uarin, die verteilte Simulation aufeiner Emulation eines physisch 
1\l'llIeillsamen Speicher (Distributed Shared Memory, kurz DSM) ablaufen zu lassen. Algorith-
meH. die logisch gemeinsamen Speicher auf Mehrrechnersystemen ohne physisch gemeinsamen 
Spcicl\l:~r realisieren, werden im folgenden DSM- Algorithmen genannt. Dieser Ansatz fiihrt je-
doch auch auf Probleme, da verteilte Simulation - im Gegensatz zu vielen anderen verteilten 
AIlWf'IUlullg<'H -~ gena.l! vorsehreibt, in welcher Reihenfolge Lese- und Schreiboperationen aus-
zlIfiihren sind. lleispielsweise konnte LP1 eine Variable zur Simulationszeit 100lesen wollen, 
wekhe LP2 zur Simulationszeit 80 aktualisiert. Durch die asynchrone Ausfiihrung von LPs 
kaHn es jedoc.h sein, daB LP1 zwar die Simulationszeit 100 erreicht hat und daher die Variable 
lesen m6chte, a.ber LP2 erst bei Simulationszeit 50 ist. Der zu lesende Wert ist daher noch 
gar nieht geschriehen (er wird erst geschrieben, sobald LP2 die Simulationszeit 80 erreicht). 
U IIs€'re LosulIg des Problems beruht auf der Beobachtung, daB die Synchronisation, die notig 
is!., 11m logisch gemeinsame Variablen mit virtueller Zeit zu synchronisieren, a.hnlich zu der 
Synchronisation von Ercignissen in verteilter Simulation ist. Das Grundproblem besteht darin 
zu entsch('idcn , wann sich ein LP "traut", einen Wert einer gemeinsamen Variable tatsachlich 
ZII Icsen oder zu schreiben (sein nachstes Ereignis auszufiihren), obwohl andere LPs moglicher· 
wf'ise w~itere Aktualisierungen dieser gemeinsamen Variablen (weitere Ereignisse) einplanen, 
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<Iii' lIoch voriH'i' ausI:ufiihn'll sind. Di~~s fiihrt auf die Idee, verteilte Simuiationsalgorithmen 
mit. J)SM AIp;orithmclI ZII kOlllbinierf':n. 
Zu (licsf'1II Z,wet:k wllrde 7.unachst eillc Studie tiber bekannte Techniken zur Realisierung 
\'011 DSM Algorithlllen erslellt [MEH92c]. Es zeigt sich, daB DSM- Algorithmen prinzipiell 
auf drei vNsdiictienCII Ansatz<.'rJ hCTl1hen: Entweder werden keine Daten repliziert, oder sie 
WNcil'1l IIlIr Will Lescn repli7.iert, oder Daten werden vollstandig bei allen Prozessen repliziert. 
Ik:-; weill'l'en silld (lie crstcn heiden Ansatzc jcweils mit Migration kombinierbar. Aufgrund des 
fplllend('Tl Lokalit.a.tsvcrhalt.clIs hei vcrtcilter Simulation scheint Migration jedoch nieht flir die 
R<'alisNlIllg gf'rlH'insamer VariahlclI in vcrtcilter Simulation geeignet. 1-:5 bleiben also drei Ba-
sisalp;nrit.hmcn zlIr Rcaliscrung VOll DSM . Da es auf dee anderen Seite i.w. zwei Grundklassen 
VNt.('i1tcr Simulationsalgorithrncn giht ..... konservative und optimistisehe - - lassen sich durch 
l\olllbiJl(~t.ion potelltieJl sechs Grnndalgorithmen erhalten, mit denen konsistente gemeinsame 
Variahlell rn r verteiltc Simulation realisiert werden konnen. Es zeigte sieh, dan eine dieser 
Komhinatiollell (konservative Simulation nnd vollstandige Replikation) nieht sinnvoll ist. Die 
verhleihenden ninf Verrahren stenen jedoeh vielverspreehende neue Algorithmen dar, die das 
Prohlf'1lI 7..1'. hesser 16~(':n als die in dt'r Literatur bckannten Ansatze. Eine ausfiihrliche Dis-
kussion <iN Algorithmen, ihrer Eigenschaften und einen Vergleieh mit den in der Literatur 
bcka.llnten Verfahrell kann [MEH92e] entnommen werden. Durch die Bereitstellung von ge-
lIH'insam CIL Varia-bIen ill V('rteilter Simulation hat der Modellierer damit einen Mechanismus 
zlIr VcrfiiglJllg, urn verteilte Simulationsanwendungen trotz einiger inharent globaler Daten 
cillrach !llId pffizient. zu realisieren. 
6.3 GVT - Approximation 
Als Global Virtual Time (GVT) bezeichnet man den Wert des Minimums aller logischen Uh· 
r(lll dN LPs cines vert.eiltcn Simulators sowie aller Zeitstempel von Eeeignisnachriehten, die 
/loch nicht vcrarbeitet wurden. Da die logischen Uhren alier Simulatoeen i. aUg. verschieden 
weit lorl.geschritt(~n sind, spielt die GVT im vcrteilten Fall die Rolle der eigentlichen Simula-
t.iollsz(lit. Sic wachst im Verlauf df'r Simulation monoton mit der Ausfiihrungszeit. 
Vnll b<'SOIHlerer Bedeutung ist die GVT bei optimistischen Simulationsverfahren wie Time 
\Va.rp. Durrh cinen Hollback, der durch den Empfang einer Antinacheicht odee einer Ereignis-
lIa.rliri<-lit mit eincm kleinercn Zeitstempel als der Wert der lokalen Uhr ausgelOst wird, kann 
ZWM di(·~ logische Uhr des Empfangers zuriickgesetzt werden, jedoch niemals auf einen Wert, 
<1<'1" klf'iner als cler momcntanc Wert der GVT ist. (Lediglich aufgrund technischer Ursachen 
ka.11I1 dies clann erforderlidr scin, wenn aus Optimierungsgriinden nieht geniigend Sieherungs-
1'llIlktf' vorhallden sind. Dies ist allerdings flir die grundsatzliehen Ubeclegungen ohne Bedeu-
I till!';.) ilall<''' k()IIII('1I allp lokalell Sicherungspunkte bis auf den jijngsten, die alter als die GVT 
sind, Reiosrlit werden. Neben diescr Anwendung im Rahmen dee Speicherplatzverwaltung ist 
cine 1\(,lIntnis deT GVT auch fUr die Durchftihrung von Ausgabeoperationen, die nieht mittels 
Rollback riiekgangig gcma.cht werden konnen, fur das Abbreehen der Simulation bei Erreichen 
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('ilH'S Endcz(~i1.punktE~s sowit~ ggf. fijr Lastansgieichszwecke (z. B. Verlagerung von Last yom 
" ~d1Ilf'lIsten" ZUni "langsamsten" LP) notwendig. 
Fa.lb die verteilte Simulation nicht zeit weise angehalten wird, was generell unerwiinscht ist, 
kallll dec momcntane Wert dec GVT i. allg. nieht exakt, sondern nur approxima.tiv ermittelt 
w('rden. WUlIschenswert ist die Berechnung einer moglichst guten unteren Schranke. Hierzu 
wurden zwei Ansatze verfolgt, die beide einfache, effiziente und (im Sinne der Approximation) 
gut.e Algorithmen ergeben. Diese wurden in unsere weiter oben beschriebenen Simulationssy-
sh'lllC irnplempntiert. 
Der ers1.e Ansatz beruht darauf, daB cine Losung flir das Problem dec Entdeckung der 
verteilten Terminierung, welches schon vielfach untersucht wurde (vgl. etwa [MAT87aJ fur 
('in e Diskussion dieses Problems sowie flir weitere Literaturhinweise), zu einer Lasung ftir 
da" GVT-Approximationsproblem erweitert wird. Zwar war schon Hinger bekannt, daJl da.s 
Terminierungsproblern als ein GVT-Approximationsproblem mit binarer logischer Zeit auf-
p;efaBt werden kann [JEF85aJ, interessanterweise laBt sich jedoch auch umgekehrt aus einem 
synchroll allsgefiihrten Bundel von konzeptueU unendlich vielen Algorithmen zur Lasung des 
l'c-rminiefllngsproblems ein GVT-Approximationsverfahren herleiten. Dies wird in [MMS91a] 
allsfii h rlich besch rieben. 
1111 ;r,weit.en Ansatz wini gewissermaJkm umgekehrt vorgegangen, indern Losungen eines 
a,llgcllwincren Problems (des sogenallnten SchnappschuBproblems) zu Losungen des GVT· 
ApproximationsprobJems spezialisiert werden. In [MAT93a] wird dazu zunachst ein einfaches 
Verra.hrcn vorgesteUt, mit dem cine kausal kODsistente globa1e Sieht eines verteilten Ablaufs 
Nillittelt werden kann. Die Jdee beruht darauf, Prozesse und Nachrichten mit zwei "Farben" 
;1,\1 kellrrzeichnen, so da.B Nadlrichten, die dje Kausalitat verletzen wurden, aufgrund ihrer 
" Farb<.t als solche erkannt werden und entsprechend behandelt werden konnen. Ferner wird 
gct:eigt, wic ebenfalls durch die Verwendung dieser Farben diejenigen Nachrichten erkannt wer-
d('11 k61lllen, die wah rend des ermittelten Schnappschusses unterwegs sind. Da sich die GVT-
Approximation - wie in [MAT93aJ gezeigt - auch auf kausal inkonsistenten Schnappschussen 
dllJ'clrriihrcn Ia,fit, ergibt skh fur die Losung des GVT- Problems noch eine wesentliche Verein-
rarillilig. lOin Vergleich mit bisher bekannten GVT- Approximationsverfahren zeigt, daB der 
"""" Algorithmus sowohl bzgl. des Speicherplatzbedarfs als auch bzgl. des Nachrichtenauf-
kOlllnWIlS effizienter ist. 
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