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Abstract—This work shows that a differentiable activation
function is not necessary any more for error backpropagation.
The derivative of the activation function can be replaced by
an iterative temporal differencing using fixed random feedback
alignment. Using fixed random synaptic feedback alignment with
an iterative temporal differencing is transforming the tradi-
tional error backpropagation into a more biologically plausible
approach for learning deep neural network architectures. This
can be a big step toward the integration of STDP-based error
backpropagation in deep learning.
INTRODUCTION
Vanilla backpropagation was proposed in 1987 [1]–[3].
Almost at the same time, biologically-inspired convolutional
networks was introduced as well [4].
Deep learning was introduced as an approach to learn deep
neural network architecture using vanilla backpropagation [4]–
[6]. Extremely deep networks learning reached 152 layers of
representation with residual and highway networks [7], [8].
Deep reinforcement learning was successfully implemented
and applied which was mimicking the dopamine effect in our
brain for self-supervised and unsupervised learning [9]–[11].
Hierarchical convolutional neural network have been bio-
logically inspired [12]–[15].
Geoff Hinton in 1988 proposed the temporal derivative
in backprop (backpropagation) with recirculation [16] which
does not require the derivative of the activation function.
He gave a lecture about this approach again in NIPS 2007
[17], and recently gave a similar lecture in Stanford in 2014
and 2017 to reject the four arguments against the biological
foundation of backprop.
The discovery of fixed random synaptic feedback in error
backpropagation in deep learning started a new quest of
finding the biological version of backprop [18] since it solves
the symmetrical weights or synapses problem in backprop.
Recently, spike-time dependent plasticity was the important
issue with backprop. Apical dendrite as the segregated synaptic
feedback are claimed to be modeled into the backprop success-
fully [19].
ITERATIVE TEMPORAL DIFFERENCING
Iterative temporal differencing vs vanilla back prop and
fixed random synaptic feedback alignment are illustrated in
figure 1.
Problems Solutions
Hierarchical layers of representation Vanilla backprop [1]
Deep convolutional layers Convolutional neural nets [4],
[5], [12], [13], [15]
Extremely Deep networks Residual and highway networks
[7], [8]
Dopamine Deep reinforcement learning
[9]–[11]
Spike Dropout [20] and linear-
nonlinear-Poisson (LNP)
models using Poisson
distribution
spike time-dependent plasticity (STDP) (Our
core contribution)
Segregated apical dendrites [19]
Symmetry or symmetrical neurons Fixed random synaptic feed-
back alignment [18]
TABLE I
THE PROBLEMS WITH WITH ARTIFICIAL NEURAL NETWORKS COMPARED
TO THE BIOLOGICAL NEURAL NETWORKS (BRAIN) ACCORDING TO
NEUROSCIENTISTS.
EXPERIMENTAL RESULTS
The experimental results of learning the same network are
illustrated in this figure 2 with these hyper-parameters:
• number of iterations or epochs: 100000
• learning rate: 1e-3
• minibatch size: 50
• number of hidden units: 32
• number of input and output units: MNIST standard
dataset as (http://yann.lecun.com/exdb/mnist/)
• number of hidden layers
DISCUSSION & FUTURE VIEW
In this paper, we took one more step toward a more
biologically plausible backpropagation for deep learning. After
hierarchical convolutional neural network and fixed random
synaptic feedback alignment, we believe iterative temporal dif-
ferencing is a way toward integrating STDP learning process
in the brain. We believe the next steps should be to investigate
more into the STDP processes details in learning, dopamine-
based unsupervised learning, and generating Poisson-based
spikes. These steps are shown in this table II.
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Fig. 1. Vanilla backprop vs feedback alignment vs iterative temporal differencing.
Problems Solutions
Very Deep Hierarchical convo-
lutional layers of representa-
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Dopamine almost solved
Spike Approached but not solved yet.
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Almost solved with our ap-
proach but should be exper-
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solved
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imented more and discussed
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A combined model of all these
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important future direction
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