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HADAMARD POWERS OF SOME POSITIVE
MATRICES
TANVI JAIN
Abstract. Positivity properties of the Hadamard powers of the
matrix
[
1 + xixj
]
for distinct positive real numbers x1, . . . , xn
and the matrix
[
| cos((i− j)pi/n)|
]
are studied. In particular, it is
shown that
[
(1 + xixj)
r
]
is not positive semidefinite for any posi-
tive real number r < n−2 that is not an integer, and
[
| cos((i− j)pi/n)|r
]
is positive semidefinite for every odd integer n ≥ 3 and n − 3 ≤
r < n− 2.
1. Introduction
Positive definite matrices are fundamental objects of study in ma-
trix analysis and have applications in diverse areas such as engineering,
statistics, quantum information, medical imaging and mechanics. A
classical problem in matrix analysis involves the study of functions
that act entrywise on matrices and preserve positivity. See, for in-
stance, [7, 8, 9, 10, 12, 15, 16]. In particular, the study of entrywise
power functions t 7→ tr has been of special interest to various mathe-
maticians; see [2, 6, 7, 9].
According to a theorem of Schur, the mth Hadamard power A◦m =[
amij
]
of a positive semidefinite matrix A =
[
aij
]
is again positive semi-
definite for every positive integer m. A positive semidefinite matrix is
called doubly nonnegative if all its entries are nonnegative. If A is a
doubly nonnegative matrix and r is a positive real number, then the
rth Hadamard power of A is the matrix A◦r =
[
arij
]
.
FitzGerald and Horn [6] extensively studied the Hadamard powers
of doubly nonnegative matrices. They showed that n−2 is the ‘critical
exponent’ for n×n doubly nonnegative matrices, i.e., n−2 is the least
number for which A◦r is doubly nonnegative for every n × n doubly
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nonnegative matrix A and r ≥ n− 2. They also showed that for every
positive real number r < n − 2 that is not an integer, we can find a
doubly nonnegative matrix whose rth Hadamard power is not positive
semidefinite.
If A has arbitrary real (not necessarily nonnegative) entries, we con-
sider a natural extension of real Hadamard powers. For a real positive
semidefinite matrix A and a positive real number r, we denote the
matrix
[
|aij|
r
]
by |A|◦r◦ . In particular if r = 1, then we denote the
matrix
[
|aij |
]
by |A|◦. If A is a 2× 2 real positive semidefinite matrix,
then |A|◦r◦ is positive semidefinite for all positive real r. But this is not
true for higher dimensions. In fact, for every positive real r that is not
an even integer, we can find a real positive semidefinite matrix A for
which |A|◦r◦ is not positive semidefinite. (See [2]). When r is an even
positive integer, then arij = |aij|
r. Hence by Schur’s theorem, |A|◦r◦ is
positive semidefinite in this case. Hiai [9] proved an analogue of the
theorem of FitzGerald and Horn for n × n real positive semidefinite
matrices. He showed that for every n×n real positive semidefinite ma-
trix A, n−2 is the least number for which |A|◦r◦ is positive semidefinite
for all r ≥ n− 2.
Recently there has been a renewed interest in the study of positiv-
ity properties of Hadamard powers of positive semidefinite matrices.
Motivated by problems occurring in statistics, Guilllot, Khare and Ra-
jaratnam have been studying various problems related to Hadamard
powers. See [7, 8].
If r < n − 2, there are two classes of examples in the literature.
FitzGerald and Horn [6] considered the n × n doubly nonnegative
matrix A with i, jth entry (1 + εij) and showed that if r is not an
integer and 0 < r < n − 2, then A◦r is not positive semidefinite for a
sufficiently small positive number ε. In this paper we show that this
remains true if we replace εij with xixj for any distinct positive real
numbers x1, . . . , xn.
Theorem 1.1. Let x1, . . . , xn be distinct positive real numbers. Let
X be the n× n matrix
X =
[
1 + xixj
]
. (1.1)
Then X◦r is positive semidefinite if and only if r is a nonnegative
integer or r > n− 2.
3Bhatia and Elsner [2] studied another interesting class of n × n
positive semidefinite Toeplitz matrices with real entries
C =
[
cos
( (i−j)pi
n
)]
. (1.2)
They showed that for every even positive integer n, the matrix |C|◦r◦
is not positive semidefinite if n − 4 < r < n − 2. The case when n is
odd remained open. In the next theorem we address this case.
Theorem 1.2. Let n ≥ 3 be an odd integer and let C be the n × n
matrix given by (1.2). Then |C|◦r◦ is positive semidefinite if and only
if r is a nonnegative even integer or r > n− 3.
We prove Theorem 1.1 in Section 2. An essential ingredient of our
proof comes from a recent analysis of the eigenvalue behaviour of a
family of special matrices that was initiated in [4]. We continue with
this analysis in Section 2, and prove some related results on the way.
Theorem 1.2 is proved in Section 3.
2. Proof of Theorem 1.1
Let p1, . . . , pn be distinct positive real numbers and let r be a non-
negative real number. Let Pr be the n× n real symmetric matrix
Pr =
[
(pi + pj)
r
]
. (2.1)
The numbers of positive and negative eigenvalues of Pr were computed
for all real r in [4]. The next proposition follows from Theorem 1 of
[4].
Proposition 2.1. Let Pr be the n×n matrix given by (2.1). For each
r ≥ 0 the sign of the determinant of Pr is given by εn,r where
εn,r =


(−1)⌊n/2⌋ if r > n− 2
(−1)n−k+1 if 2k < r < 2k + 1 ≤ n− 2, k ≥ 0 is an integer
(−1)k+1 if 2k + 1 < r < 2k + 2 ≤ n− 2, k ≥ 0 is an integer.
(2.2)
If r = 0, 1, . . . , n − 2, the determinant is zero. In this case, we take
εn,r = 0.
A matrix A is said to be strictly sign regular (SSR) with signature
ε = (ε1, . . . , εn) (εk ∈ {−1, 1}) if
every k × k subdeterminant of A is nonzero with sign εk, (∗)
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for all 1 ≤ k ≤ n. Let 1 ≤ m < n. Then the matrix is called SSRm with
signature ε = (ε1, . . . , εm) if the condition (∗) holds for all 1 ≤ k ≤ m.
An SSR matrix is called strictly totally positive (STP) if all εk’s equal
1, i.e., all k × k subdeterminants are strictly positive. One can refer
to [5, 13] for a detailed study of these matrices.
Let p1 < p2 < · · · < pn and q1 < q2 < · · · < qn be positive real
numbers. For r in R, let Sr be the n× n matrix
Sr =
[
(qi + pj)
r
]
. (2.3)
In our next theorem we show that the n × n matrix Sr is an SSR
matrix for every real number r 6= 0, 1, . . . , n− 2.
Theorem 2.2. Let r be a nonnegative real number. The matrix Sr,
defined in (2.3), is SSR if r 6= 0, 1, . . . , n− 2 with signature (εk,r)k≤n,
and is SSRr if r = 0, 1, . . . , n− 2.
In particular, the matrix Pr given by (2.1) is SSR for r 6= 0, 1, . . . , n−
2 and is SSRr whenever r = 0, . . . , n− 2.
To prove Theorem 2.2, we use the following extension of Theorem
4 of [4].
Proposition 2.3. Let p1, . . . , pn be distinct positive real numbers. Let
c1, . . . , cn be real numbers, not all of which are zero. For each real
number r, define the function fr on (0,∞) as
fr(x) =
n∑
j=1
cj(x+ pj)
r. (2.4)
Then fr has at most n− 1 zeros. (Here we follow the convention that
the number of zeros of the identically zero function is zero.)
Proof. We denote the number of zeros of the function fr by Z(fr), and
the number of sign changes in the tuple (c1, . . . , cn) by V (c1, . . . , cn),
see [4]. We prove the inequality
Z(fr) ≤ V (c1, . . . , cn) for all r in R,
by induction on V (c1, . . . , cn). This can be proved by following argu-
ments similar to those used in the proof of Theorem 4 of [4]. We give
a brief sketch, referring the reader to [4] for more details.
The case when V (c1, . . . , cn) = 0 is trivial. Assume that Z(fr) ≤ k−
1 whenever V (c1, . . . , cn) = k−1. Now suppose that V (c1, . . . , cn) = k,
k > 0. We can assume that ci 6= 0 for all i = 1, . . . , n. Let j be an
5index, 1 < j ≤ n, such that cj−1cj < 0, and choose a real number u
such that pj−1 < u < pj. Consider the function
ϕ(x) =
n∑
j=1
cj(pj − u)(x+ pj)
r−1.
Note that V (c1(p1 − u), c2(p2 − u), . . . , cn(pn − u)) = k − 1. Hence by
the induction hypothesis, Z(ϕ) ≤ k − 1. A computation reveals that
ϕeq338x) =
−(x+ u)r+1
s
h′(x), ϕ(x) =
−(x+ u)r+1
s
h′(x),
where h(x) = fr(x)
(x+u)r
. It is clear that Z(ϕ) = Z(h′), Z(h) = Z(fr), and
by Rolle’s theorem Z(h) ≤ Z(h′) + 1. Combining these relations, we
obtain Z(fr) ≤ Z(ϕ) + 1 ≤ k.
Proof of Theorem 2.2. Let r 6= 0, 1, . . . , n− 2. The matrix Sr defined
in (2.3) is singular if and only if there exist real numbers c1, . . . , cn,
not all of which are zero, satisfying
n∑
j=1
cj(qi + pj)
r = 0 for all i = 1, . . . , n.
This is possible only when the function fr defined in (2.4) is either
identically zero or has at least n zeros q1, . . . , qn. The function fr is
identically zero if and only if f
(k)
r (x0) = 0 for all nonnegative integers
k and for all x0 > 0. This is possible only when r = 0, 1, . . . , n − 2.
Hence fr is not identically zero. Also the number of zeros of fr is at
most n− 1 by Proposition 2.3. Hence Sr is nonsingular.
Now by using a homotopy argument, continuity of the determinant
function, and the intermediate value theorem, we obtain that the n×n
matrix Sr is nonsingular and its determinant has the same sign as that
of the determinant of Pr, i.e., εn,r, given by Proposition 2.1. Since each
k×k submatrix of Sr is again of this form, each k×k subdeterminant
of Sr is nonsingular and has sign εk,r.
Theorem 2.4. Let p1 < p2 < · · · < pn, q1 < q2 < · · · < qn be positive
real numbers and let r be a nonnegative real number. Consider the
n× n matrix
Hr =
[
(1 + qipj)
r
]
.
Then for each r 6= 0, 1, . . . , n− 2, Hr is SSR with signature (ε
′
k,r)
n
k=1,
where ε′k,r = (−1)
⌊k/2⌋εk,r.
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Proof. We can write Hr as
Hr =
[
(1 + qipj)
r
]
=
[
qri
(
1
qi
+ pj
)r]
= Dr
[(
1
qi
+ pj
)r]
.
Here D is the positive diagonal matrix with entries q1, . . . , qn on its
diagonal. We have 1/q1 > 1/q2 > · · · > 1/qn. Put sj = 1/qn−j+1,
j = 1, . . . , n. Then s1 < s2 < · · · < sn. Also
Hr = D
r
[
(sn−i+1 + pj)
r
]
= DrV
[
(si + pj)
r
]
,
where V is the antidiagonal matrix with its antidiagonal consisting of
all ones. The determinant of V is (−1)⌊n/2⌋. Hence, by Theorem 2.2,
if r 6= 0, 1, . . . , n− 2, then Hr is nonsingular and its determinant has
sign ε′n,r = (−1)
⌊n/2⌋εn,r. Now the theorem follows from the fact that
every k × k submatrix of Hr is again of the form Hr.
Proof of Theorem 1.1. Without loss of generality we can assume that
x1 < · · · < xn. Let r be a positive real number. The matrix X
◦r is a
special case of Hr when pi = qi = xi. Hence X
◦r is SSR with signature
(ε′k,r)
n
k=1 when r 6= 0, 1, . . . , n − 2. If r > n − 2, then X
◦r is positive
definite. Now let r < n− 2.
Suppose that 2k < r < 2k+1 ≤ n− 2 for some nonnegative integer
k. Then the sign of every (2k+3)× (2k+3) subdeterminant of X◦r is
ε′2k+3,r = (−1)
k+1ε2k+3,r = (−1)
k+1(−1)k+4 = −1. (2.5)
Thus X◦r is not positive semidefinite in this case. A similar calculation
shows that X◦r is not positive semidefinite for 2k + 1 < r < 2k + 2 ≤
n− 2.
Remark 2.5. If the numbers x1, . . . , xn are arranged in either increas-
ing or decreasing order, then the matrix X◦r is STP for r > n−2 and
is not positive definite when 0 ≤ r ≤ n− 2.
The inertia of a Hermitian matrix A is the ordered triple InA =
(ρ, ζ, η), where ρ, ζ, η, respectively, denote the number of positive, zero
and negative eigenvalues of A.
7Theorem 2.6. Let x1, . . . , xn be positive distinct numbers, and let X
be the n× n matrix defined in (1.1).
(i) X◦r is positive definite for every r > n − 2, and InX◦r =
(n, 0, 0).
(ii) If r = 0, 1, . . . , n − 2, then X◦r is positive semidefinite with
rank r + 1, and InX◦r = (r + 1, n− (r + 1), 0).
(iii) If 0 ≤ m < r < m+ 1 ≤ n− 2, then InX◦r = (n− ⌈(n−m−
2)/2⌉, 0, ⌈n−m−2
2
⌉).
(iv) All the eigenvalues of X◦r are simple.
Proof. (i) follows from Theorems 1.1 and 2.4. Let r = 0, 1, . . . , n− 2.
Then
X◦r =
[
(1 + xixj)
r
]
=
[
1 +
(
r
1
)
xixj + · · ·+
(
r
r−1
)
xr−1i x
r−1
j + x
r
ix
r
j
]
= W ∗D0W,
where W is the (r + 1)× n Vandermonde matrix

1 1 · · · 1
x1 x2 · · · xn
...
...
...
...
...
...
xr1 x
r
2 · · · x
r
n


and D0 is the (r + 1)× (r + 1) diagonal matrix with its jth diagonal
entry
(
r
j−1
)
. Since xi 6= xj for i 6= j, W has rank r+1. The matrix D0
is invertible. Hence X◦r has rank r+1. Therefore InX◦r = (r+1, n−
r − 1, 0).
Let m < r < m + 1 ≤ n − 2. Without loss of generality, we can
assume that x1 < · · · < xn. By Theorem 2.4 X
◦r is SSR with signature
(ε′k,r)
n
k=1. If k = 1, . . . , m+ 2, then ε
′
k,r = 1. By calculations similar to
(2.5) we obtain
ε′m+2+l,r = (−1)
⌈l/2⌉, l = 1, 2, . . . , n−m− 2.
To prove (iii) and (iv), we use arguments similar to those used in
[3]. Since each entry of the kth exterior power ΛkX◦r is a k × k
subdeterminant of X◦r and X◦r is SSR, all the entries of ΛkX◦r have
the same sign ε′k,r. Let λ1, . . . , λn be the eigenvalues of X
◦r arranged
so that |λ1| ≥ |λ2| ≥ · · · ≥ |λn|. Then λ1λ2 · · ·λk is the eigenvalue
of ΛkX◦r that has the maximum modulus. Perron’s theorem tells us
that if A is an entrywise positive square matrix, then the eigenvalue
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of A that has the maximum modulus is positive and simple. Since
the entries of ΛkX◦r have sign ε′k,r, the eigenvalue λ1λ2 · · ·λk is simple
and has sign ε′k,r. Thus all the eigenvalues λ1, λ2, . . . , λn are simple.
For k = 1, . . . , m+ 2 X◦r is entrywise positive. Thus λ1, λ2, . . . , λm+2
are positive. Since λ1 · · ·λm+3 < 0, λm+3 < 0. Now λ1 · · ·λm+3λm+4 <
0 implies λm+4 > 0, and λ1 · · ·λm+4λm+5 > 0 implies λm+5 < 0.
Continuing in this manner for each j = 1, . . . , n−m− 2 we have
λm+2+j < 0 if j is odd, and λm+j > 0 if j is even.
Thus the number of negative eigenvalues of X◦r is ⌈(n −m − 2)/2⌉,
and the number of positive eigenvalues is n− ⌈(n−m− 2)/2⌉.
Corollary 2.7. Let p1, . . . , pn and q1, . . . , qn be positive real num-
bers such that pi/qi 6= pj/qj if i 6= j. For r > 0, the n × n matrix[
(pipj + qiqj)
r
]
is positive definite if and only if r > n− 2.
Proof. Let sj = pj/qj, j = 1, . . . , n. The proof follows from the con-
gruence
[
(pipj + qiqj)
r
]
= Dr
[
1 + (sisj)
r
]
Dr, where D is the diagonal
matrix with diagonal entries q1, . . . , qn.
Corollary 2.8. Let 0 < x1 < x2 · · · < xn < pi/2, and let r be a
positive real number. Then the n×n matrix
[
cosr(xi − xj)
]
is positive
definite if and only if r > n− 2.
Proof. Take pi = cos xi and qi = sin xi, 1 ≤ i ≤ n. Since 0 < x1 <
· · · < xn < pi/2, pi and qi satisfy the conditions of Corollary 2.7.
The proof follows from the identity cos(xi − xj) = cos xi cos xj +
sin xi sin xj , and Corollary 2.7.
3. Proof of Theorem 1.2
Lemma 3.1. Let n and k be integers such that n is odd and 0 ≤ 2k <
n. Then exactly n− 2k − 1 eigenvalues of the n× n matrix |C|◦2k◦ are
zero.
Proof. We can write the n× n matrix |C|◦2k◦ as
|C|◦2k◦ =
[(
cos (i−j)pi
n
)2k]
=
[(
cos ipi
n
cos jpi
n
+ sin ipi
n
sin jpi
n
)2k] .
Let D be the n × n diagonal matrix with its jth diagonal entry
cos2k(jpi/n), and let zj = tan(jpi/n). Since n is odd, cos(jpi/n) 6= 0
9for every j = 1, . . . , n. Thus D is invertible and each zj is finite. We
have
|C|◦2k◦ =
[
cos2k ipi
n
(
1 + zizj)
2k cos2k jpi
n
]
= D
[
(1 + zizj)
2k
]
D
= D
[
1 +
(
2k
1
)
zizj + · · ·+
(
2k
2k−1
)
z2k−1i z
2k−1
j + z
2k
i z
2k
j
]
D
= DW ∗D0WD,
where W is the (2k + 1)× n Vandermonde matrix

1 1 · · · 1
z1 z2 · · · zn
...
...
...
...
...
...
z2k1 z
2k
2 · · · z
2k
n

 ,
and D0 is the (2k+1)× (2k+1) diagonal matrix with its jth diagonal
entry
(
2k
j−1
)
, j = 1, . . . , 2k + 1. Since zi 6= zj for all i 6= j, W is a full
rank matrix. By the hypothesis 2k < n, the rank of W is 2k+ 1. The
matrices D and D0 are invertible. Hence the rank of |C|
◦2k
◦ is 2k + 1.
Therefore the number of zero eigenvalues of |C|◦2k◦ is n− 2k − 1.
We shall use the following generalized version of the Descartes rule
of signs, see pp. 46, Problem 77 in [14].
Proposition 3.2. Let a1, . . . , an, µ1, . . . , µn be real numbers such that
µ1 > µ2 > · · · > µn. Let f be the function defined on R as
f(x) = a1e
µ1x + a2e
µ2x + · · ·+ ane
µnx.
Then the number of real zeros of f is at most the number of sign
changes in the tuple (a1, . . . , an).
We shall use the fact that the eigenvalues of an n × n circulant
matrix
A =


c0 c1 · · · cn−1
cn−1 c0 · · · cn−2
...
...
...
...
...
...
c1 c2 · · · c0

 .
are given by
c0 + w
jc1 + w
2jc2 + · · ·+ w
(n−1)jcn−1, 0 ≤ j ≤ n− 1,
where w = eι2pi/n.
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Proof of Theorem 1.2. Let n = 2m + 1 be an odd integer and let
r ≥ 0. Using the fact that | cos(pi − x)| = | cos x|, we see that |C|◦r◦ is
a circulant matrix. Hence the eigenvalues of |C|◦r◦ are given by
λj(r) = 1 +
n−1∑
k=1
wkj| cos(kpi/n)|r
= 1 +
m∑
k=1
(wkj + w−kj) cosr(kpi/n)
= 1 + 2
m∑
k=1
cos(2kjpi/n) cosr(kpi/n)
= 1 · eµ0r + 2
m∑
k=1
cos(2kjpi/n)eµkr,
where µk = log cos(kpi/n), k = 0, . . . , m. Note that µ0 > µ1 > · · · >
µm. Let Zj denote the number of zeros of the function λj(r) as r varies
over [0,∞). By Proposition 3.2 Zj is not bigger than the number of
sign changes in the m+ 1-tuple
ζj = (1, 2 cos(2jpi/n), . . . , 2 cos(2mjpi/n)).
Since ζ0 = (1, 2, . . . , 2), Z0 = 0. For j = 1, . . . , 2m let θj,k =
2kjpi/(2m+ 1), k = 0, 1 . . . , m. Then
ζj = (cos θj,0, cos θj,1, . . . , cos θj,m).
Let 1 ≤ j ≤ m. Note that cos θ changes sign whenever θ crosses
an odd multiple of pi/2. So to count the number of sign changes of ζj
we need to track the number of times the argument θj,k moves past
one such value. Since (2j − 1)pi/2 < θj,m < jpi and 0 = θj,0 < θj,1 <
· · · < θj,m, θj,k’s cross the values pi/2, 3pi/2, . . . , (2j − 1)pi/2 exactly
once, i.e., for each p = 1, 2, . . . , j there exists a unique k that satisfies
θj,(k−1) < (2p− 1)pi/2 < θj,k. Hence the number of sign changes in ζj
is j, and by Proposition 3.2 Zj ≤ j.
Now let m + 1 ≤ j ≤ 2m. Let j′ = 2m + 1 − j. Then 1 ≤ j′ ≤ m
and θj′,k = 2kpi− θj,k. This gives cos θj′,k = cos θj,k, and consequently
ζj′ = ζj. This implies
λj(r) = λj′(r) for all r ≥ 0. (3.1)
Hence Zj = Zj′ ≤ 2m+ 1− j.
11
The total number of zero eigenvalues of |C|◦r◦ as r varies over [0,∞)
is at most
2m∑
j=0
Zj ≤
m∑
j=0
j +
2m∑
j=m+1
(2m+ 1− j) = m(m+ 1). (3.2)
By Lemma 3.1 we know that the number of zero eigenvalues of (2m+
1)× (2m+1) matrix |C|◦2k◦ is 2(m−k), k = 0, 1, . . . , m−1. Hence the
total number of zero eigenvalues of |C|◦2k◦ as k varies over 0, 1, . . . , m−1
is
m−1∑
k=0
2(m− k) = m(m+ 1). (3.3)
Hence for any j = 0, 1, . . . , 2m λj(r) = 0 if and only if r is an even
integer 2k, 0 ≤ k ≤ m− 1. Therefore, the (2m+1)× (2m+1) matrix
|C|◦r◦ is nonsingular for all r 6= 0, 2, . . . , 2m− 2.
If r is an even integer, then |C|◦r◦ is positive semidefinite. Let r >
2m− 2. Theorem 5.1 of [9] tells us that |C|◦r◦ is positive semidefinite
for all r ≥ 2m− 1. If |C|◦r◦ is not positive semidefinite for some r = r0
in the interval (2m − 2, 2m − 1), then at least one eigenvalue λj(r0)
should be negative. Since λj is a continuous function of r, there exists
an s > r0 such that λj(s) = 0. But this cannot be so because |C|
◦r
◦ is
nonsingular for all r > 2m− 2. Hence |C|◦r◦ is positive definite for all
r > 2m− 2.
Let r be not an even integer and let 0 < r < 2m − 2. From (3.2)
and (3.3), we see that
Zj = j = Z2m+1−j for j = 0, 1, . . . , m. (3.4)
Let 2 ≤ j ≤ m. By Lemma 3.1 and (3.4), we see that λj(r) = 0 if
and only if r = 0, 2, . . . , 2(j − 1). Since |C|◦r◦ is positive definite for
r > 2m − 2, each λj(r) > 0 for r > 2m − 2. The last sign change of
λj(r) occurs at r = 2(j − 1). Thus
λj(r) > 0 for r > 2(j − 1), and λj(r) < 0 for 2(j − 2) < r < 2(j − 1).
(3.5)
This implies that |C|◦r◦ is not positive semidefinite whenever r ∈ (2(j−
2), 2(j − 1)), j = 2, 3, . . . , m.
Finally we give the inertia of |C|◦r◦ in the following theorem.
Theorem 3.3. Let n = 2m + 1 be an odd positive integer and let C
be the n× n matrix defined in (1.2).
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(i) |C|◦r◦ is positive definite for r > n− 3, and In |C|
◦r
◦ = (n, 0, 0).
(ii) If r is a nonnegative even integer less than n, then In |C|◦r◦ =
(r + 1, n− (r + 1), 0).
(ii) If 0 ≤ 2k < r < 2k + 1 < n− 3, then
In |C|◦r◦ =
{
(m+ k + 1, 0, m− k) if m− k is even
(m+ k, 0, m+ k + 1) if m− k is odd.
(iv) Exactly one eigenvalue of |C|◦r◦ is simple.
Proof. (i) follows from Theorem 1.2, and (ii) follows from Theorem
1.2 and Lemma 3.1.
Let 0 ≤ 2(k − 1) < r < 2k ≤ n − 3. By (3.5), λj(r) > 0 for
j = 0, 1, . . . , k, and λk+1(r) < 0. A sign change of λj(r) occurs at
each of its zero. Since the only zeros of λj(r) are 0, 2, . . . , 2(j − 1),
λk+2(r) > 0.We argue in a similar manner for λk+3(r), . . . , λm(r). thus
for each j = 1, . . . , m − k λk+j(r) < 0 if j is odd, and λk+j > 0 if j
is even. By (3.1) we have λ2m+1−j(r) = λj(r) for each j = 1, . . . , m.
Hence the number of negative eigenvalues of |C|◦r◦ is
2⌈(m− k)/2⌉ =
{
m− k if m− k is even
m− k + 1 if m− k is odd.
Again by (3.1), we know that all the eigenvalues except λ0(r) are
repeated at least twice. Since |C|◦r◦ is entrywise positive, at least one
eigenvalue must be simple. Hence λ0(r) is the only simple eigenvalue.
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