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I. INTRODUCTION
O RTHOGONAL frequency division multiplexing (OFDM) [1] - [3] has recently achieved much popularity due to its desirable properties such as its robustness to multipath delay spread and impulse noise, its high data rate transmission capability with high bandwidth efficiency, and its feasibility in application of adaptive modulation and power allocation across the subcarriers according to the channel conditions. It has been adopted in wireline applications such as ADSL (Asymmetric Digital Subscriber Line) [4] , broadcasting services such as European DAB (Digital Audio Broadcasting) [5] , DVB-T (Terrestrial Digital Video Broadcasting) [6] and Japanese ISDB-T (Terrestrial Integrated Services Digital Broadcasting) [7] , high rate wireless LAN standards such as ETSI HiperLAN 2 and IEEE 802.11(a), and multimedia wireless services such as Japanese MMAC (Multimedia Mobile Access Communications) [8] , [9] .
If noncoherent OFDM system is used, the system complexity will be reduced at the cost of 3-4 dB performance loss [10] . If coherent OFDM system is adopted, channel estimation becomes a requirement and usually pilot tones are used for channel (frequency response) estimation. Pilot tones can be inserted in all subcarriers of a particular OFDM symbol forming an OFDM training symbol, in which case training symbols are transmitted at an appropriate regular rate determined by the time varying nature of the wireless channel. Another approach is that, instead of using all subcarriers, the pilot tones are multiplexed with data to form OFDM symbols. The subcarrier spacing between pilot tones is usually determined by the frequency selectivity of the wireless channel. The pilot multiplexing can be allowed for all OFDM symbols (i.e., all the time of transmission) or at an appropriate rate depending on the time selectivity of the wireless channel. In channel estimation using training symbols, decision directed approach has to be used. If complexity is affordable, time interpolation (e.g., [11] ) can be used to improve the performance. If pilot tone multiplexing is used, the frequency interpolation has to be performed [12] - [14] . Similarly, time domain interpolation can be performed at the cost of complexity. Most of the channel estimation approaches may be viewed as DFT-based approaches [15] , [16] , [10] , [11] , where LS (Least square) channel (frequency response) estimates are fed to IFFT block to get time domain channel impulse response estimate, and then appropriately processed and transformed back to frequency domain by FFT. A DFT-based approach for OFDM system with transmit and receive antenna diversity has been discussed in [10] .
In this paper, we investigate a time-domain channel estimation approach, namely FPTA (Frequency Pilot Time Average) [17] which applies intra-symbol time-domain averaging of identical parts of the pilot signal. We also propose a time-domain approach for OFDM channel estimation which achieves performance gain over LS or FPTA approaches.
The rest of the paper is organized as follows. In Section II, the OFDM system and LS channel estimation are presented for notational description. The method of time-averaging the identical parts of a pilot signal is briefly presented in Section III, and our analysis on this intra-symbol time-averaging is given in Section IV. Section V presents the proposed time-domain channel estimation and its relation to DFT-based approaches are discussed in Section VI. Simulation results are discussed in Section VII and conclusions are given in Section VIII.
II. SYSTEM DESCRIPTION
Suppose the pilot tones are multiplexed with data in all OFDM symbols at a pilot ratio (ratio of the number of pilot tones to the total number of subcarriers) where is subcarrier index with being the total number of subcarriers, and and are zeros except at their corresponding subcarriers. Then the transmitted OFDM signal in discrete-time domain, excluding guard-interval, can be expressed as (1) 0018-9316/00$10.00 © 2000 IEEE where is -point inverse Fast Fourier transform and is the time-domain index of an OFDM symbol. Suppose the wireless channel has a discrete-time impulse response given by (2) where is complex path gain of th path, is the delay of th path, and is the total number of channel paths. For simplicity, time dependence nature of the channel impulse response is suppressed in the notation.
After passing through a multipath wireless channel, the timedomain received samples of an OFDM symbol, if appropriate cyclic prefix guard samples are used, is given by (3) where represents -point circular convolution, are independent and identically distributed (iid) AWGN samples with zero mean and variance of . Assuming perfect synchronization, the FFT output frequency-domain subcarrier symbols can be expressed as (4) where is frequency-domain AWGN noise samples with zero mean and variance . Then the channel frequency response at the pilot tones can be estimated by (5) where is the subcarrier index for pilot tones. This channel estimate is called LS (least square) estimate. The channel responses at other subcarriers can be obtained by interpolation.
III. FREQUENCY PILOT TIME AVERAGE (FPTA) METHOD
In FPTA [17] approach, positive and negative alternatively polarized pilot tones are multiplexed with data at a pilot ratio of . The frequency-domain pilot tones can be expressed as (6) where , and are integers, , , is pilot amplitude and is an integer. The corresponding time-domain pilot samples can be expressed as (7) where .
In FPTA approach, since there are identical parts of timedomain pilot samples, the corresponding parts of received samples are averaged over parts. This intra-symbol time-domain averaging reduces the variance of noise samples by times, i.e.,
. Based on this observation, [17] defined time-domain pilot to noise ratio as and compared it with frequency domain pilot to noise ratio resulting in the following expression (8) which was mentioned as the gain of FPTA approach over frequency domain approach such as LS estimation discussed in Section II. However, this result is optimistic and more details on it will be discussed in the following section.
IV. ANALYSIS OF INTRA-SYMBOL TIME AVERAGING IN 
FPTA
In order to investigate the pilot to noise ratio insightfully, we neglect the data part and consider only the pilot affected by multipath channel and Gaussian noise. Then the time-domain received samples vector of an OFDM signal can be given by (9) where , with , , is -point circular convolution of pilot signal and channel impulse response and can be expressed as , with , and is iid Gaussian noise samples.
Then averaging the received samples over parts, assuming the channel impulse response is constant over the OFDM symbol interval, gives (10) where with . Since are iid zero mean complex Gaussian random variables with variance , are iid zero mean complex Gaussian random variables with variance . Now, we investigate two possible approaches for channel estimation using intra-symbol time-averaged received samples. The first approach, which will be denoted by FPTA-1 in the rest, is to reconstruct the received samples of length by repeating the , times. Then the reconstructed samples can be expressed as (11) where is times repeated version of . The corresponding frequency domain samples are (12) where are original pilot tones, is channel frequency response and is frequency-domain zero mean Gaussian noise term. The channel frequency responses at pilot tones can be estimated by (13) where . The variance of can be given as follows: (14) which is the same as the variance of frequency-domain noise term without intra-symbol time-averaging (i.e., in (4)). The pilot to noise ratio is also the same, given by . The second possible approach, which will be denoted by FPTA-2 in the rest, is to use together with where is one of the identical parts of time-domain pilot samples. The channel frequency response is estimated as follows:
where are zero mean complex Gaussian noise terms and are the equivalent pilot tones for this approach. It can be shown that the variance of is ). The pilot to noise ratio is the same as the previous case.
The channel estimation error is given by which is the second term in equation. Since its mean is zero, the mean square error (mse) of channel estimate, , is equal to the variance of the second term. Hence the channel estimation mse's of LS method and intra-symbol time-averaging methods are the same and equal to . The above discussion also indicates that intra-symbol timeaveraging alone does not achieve channel estimation performance gain and the result in (8) is optimistic. Another way of explanation for the result in (8) is that it considers only one time-domain sample (after averaging) while other samples also affect the channel estimate. The result would be appropriate if in (8) is obtained by averaging over all samples (after averaging). In the rest, the gain of a channel estimation method over another (if not mentioned, LS method is assumed) will be expressed by the mse gain (i.e., the ratio of mse's) or the (frequency-domain) pilot-to-noise power ratio instead of the pilot amplitude to noise standard deviation ratio.
V. MOST SIGNIFICANT TAPS APPROACH
For practical multipath wireless channels, there are not so many channel paths with significant energy (if compared to the FFT size ). Hence, among samples (taps) of the channel impulse response estimate, many samples (taps) will have little or no energy at all except noise perturbation. Neglecting those nonsignificant channel taps in channel estimation may introduce some performance degradation if some of the channel energy is missed, but at the same time it will eliminate the noise perturbation from those taps. Usually total noise perturbation from those neglected channel estimate taps is much higher than the multipath energy contained in them, especially for low SNR values. Hence, neglecting those nonsignificant channel estimate taps can improve the channel estimation performance significantly and this fact is applied in the proposed method as shown in Fig. 1 .
We consider the same scenario as in [17] where pilot tones are multiplexed with data in each OFDM symbol at a pilot ratio of . The pilot tone used in the proposed MST approach is (18) and the corresponding time-domain samples contain identical parts and are given by (19) If the maximum channel delay spread is less than the length of an identical part, which can be designed to satisfy this, then the time-domain received samples corresponding to the timedomain pilot samples contain parts, each representing a scaled channel impulse response for the respective part corrupted by AWGN. If the channel path gains remain essentially the same over an OFDM symbol interval, which is usually the case since OFDM systems are usually designed to satisfy this in order to maintain orthogonality among subcarriers, then the received samples corresponding to time-domain pilot samples contain repeated version of scaled channel impulse response which are independently corrupted by AWGN. In order to choose most significant channel taps, those parts can be averaged so that the noise variance is reduced by times and more reliable most significant channel taps can be obtained. In mathematical expression, the time-domain received samples corresponding to time-domain pilot samples, (For simplicity, data part is neglected in the received samples expression. The mean of data part after averaging is zero), can be given by (20) After averaging, we have the noise-corrupted scaled channel impulse response By using suitable number of most significant taps, can be kept very small (or zero) and hence the channel estimation error is mostly dominant (or totally caused) by the noise term . For this case, the mse of the channel estimate can be approximated (or expressed) as (25) Hence, the mse performance gain of proposed MST method over LS method (similarly over FPTA method) is ideally . The actual mse performance gain would be less than this amount due to the interference from data part and some (if any) excluded channel taps of nonsignificant energy.
The choice of the number of most significant taps in the channel estimation depends on the application scenario. Broadcasting environment such as single frequency network can have larger number of multipaths with significant energy than nonbroadcasting cases such as wireless LAN's environment. In any case, should be chosen larger than the (designed) number of multipaths in order to prevent channel estimation error caused by missed channel taps. The channel estimation error caused by the noise from an additional tap in channel estimation is much less than that caused by missing one of the multipaths. A suitable choice for may be two times or more of the (designed) number of multipaths (as will be seen in the simulation results) in order to ensure no channel energy missing.
Another MST tap selection approach can be implemented by selecting the channel taps whose energy is above a threshold. The threshold may be set as times the maximum channel tap's energy in the raw channel estimate. The suitable choice of depends on the operating SNR and more details will be discussed in the simulation results section.
VI. SIMILAR APPROACHES IN DFT-BASED METHODS
In this section, we relate the proposed MST method to the DFT-based approaches [15] , [16] , [10] . Essentially, due to the one-to-one relationship of DFT and IDFT, the MST method can be related to DFT-based approach as shown in Fig. 2 . Consider the system with training symbol (i.e., pilot tones on all subcarriers). First, LS estimates are obtained and then input to IFFT block resulting in samples LS estimate of channel impulse response. The largest amplitude channel taps among the samples (taps) are chosen as most significant channel taps and the other taps are set to zero. The resulting MST channel impulse response estimate is input to FFT block to get the MST channel frequency response estimate. This MST's dual form DFT-based approach has been applied in [10] . A similar concept by using singular value decomposition can be found in [18] .
The difference between proposed MST approach and its dual form DFT-based approach is that MST uses pilot-data multiplexed approach while its dual form DFT based approaches use training symbol approach. It can be shown that the potential gain of the latter approach is . Using total pilot power of , the latter approach achieves potential gain of whereas MST achieves potential gain of with total pilot power of ; hence, on the basis of the same total pilot power, both methods have the same potential gain for channel estimation. Another difference is the complexity. In MST approach, operations involved are time-averaging, most significant channel taps selection and one FFT operation whereas its dual form DFT-based approach requires LS estimation, one IFFT operation, most significant channel taps selection and one FFT operation. Hence, the proposed MST approach saves some complexity.
One approach which is similar to MST's dual form DFTbased approach is the method of [16] . The difference is that [16] uses the first channel taps where is the number of cyclic prefix samples whereas MST's dual form DFT-based approach uses only most significant channel taps, . Since multipath channels usually have much less channel taps than , [16] has more noise perturbation than MST. Other DFT-based approaches use linear minimum mean square error (LMMSE) estimators or approximate LMMSE estimators with reduced complexity [15] . If complexity can be afforded, these LMMSE or approximate LMMSE estimators can be implemented in MST approach. Let us consider a wide-sense stationary uncorrelated scattering (WSSUS) multipath channel with power delay profile given by at delays of OFDM sample intervals. Due to the uncorrelated multipaths, the correlation matrix of the channel impulse response becomes a diagonal matrix with the diagonal elements given by the power delay profile. Then the LMMSE's matrix multiplication (or scalar multiplication on corresponding channel taps) is performed as follows [19] , [15] : (26) where is a diagonal matrix with diagonal elements . In DFT-based LMMSE approach, the first symbol is composed of all pilot tones of equal amplitude and the following data symbols are composed of M-ary QAM symbols on all subcarriers. Then for the initial channel estimation based on the training symbol, in (26) is replaced by the pilot-to-noise power ratio. For the following channel estimation operated in the decision directed mode, in (26) is given by where is M-ary QAM symbol. For 64-QAM, . For MST-LMMSE, is replaced by its pilot-to-noise power ratio (which is times that of DFT-based LMMSE due to its pilot ratio of ). There is a delicate difference between DFT-based LMMSE and MST-LMMSE. In DFT-based LMMSE, all samples of are corrupted by iid AWGN noise samples of zero mean and variance . In MST-LMMSE, the first M samples of are corrupted by iid AWGN noise samples of zero mean and variance and the rest are zeros. Hence, if compared for the training symbol alone, DFT-based LMMSE will have a better channel estimation performance due to the larger pilot power used in channel estimation. But for the following data symbols, DFT-based LMMSE has to use decision directed approach which may degrade the channel estimation performance and BER performance due to the decision directed errors. For MST-LMMSE, the channel estimation and BER performances remain the same for all symbols.
In LMMSE implementation, since multipath channel correlation and SNR are usually unknown at the receiver, some fixed values have to be used for them. In [18] , it is suggested to use high dummy SNR value and uniform multipath channel correlation which are robust to the channel correlation mismatch. If high dummy SNR value is used and uniform multipath channel correlation is assumed over guard interval, then LMMSE approach would be similar to [16] 's method. From (26) with high dummy SNR value, the LMMSE approach can be viewed as setting the channel taps with no energy to zeros and bypassing the other taps. Since most practical multipath channels have only a few significant paths (if compared to ), a suitable way of implementing an approximate LMMSE is choosing a predefined number of most significant taps and setting the others to zero which is the underlying idea of MST method. In complexity aspect, MST-LMMSE estimator still saves one -point IFFT operation if compared to DFT-based LMMSE estimators.
VII. CHANNEL ESTIMATION PERFORMANCE EVALUATION BY SIMULATION
The proposed MST channel estimation is evaluated by computer simulation for two multipath fading channel models, namely Channel-A and Channel-B. The Channel-A is the ATTC (Advanced Television Technology Center) and the Grand Alliance DTV laboratory's ensemble E model whose channel impulse response for the static case is given by (27) where unit delay is assumed to be the same as OFDM sample period. The Channel-B is a simplified version of DVB-T channel model [20] and its channel impulse response for the static case is given in Table I . In the simulation, the given channel tap gains of both channels represent the standard deviations of the gains of the complex Gaussian random variables.
The OFDM system parameters are as follows: the number of subcarriers , pilot ratio , guard interval ratio and carrier modulation 64-QAM. Perfect synchronization is assumed in order to observe the channel estimation performance alone. The considered methods are MST, FPTA-1, FPTA-2, MST-LMMSE, DFT-based LMMSE and [16] . In the last two methods, one OFDM symbol is used for training symbol (pilot tones on all subcarriers) in every OFDM symbols (i.e., the same pilot ratio ). In both LMMSE methods, ideal channel correlation and SNR values are used in order to evaluate the relative performance of MST method. In all methods, the same pilot tone symbol of signal point in 64-QAM constellation is used. For SNR of 40 and 50 dB, independent simulation trials are used and for the other SNR values, independent trials are used. In our simulation, floating point computation is used. However, it should be noted that due to the limited quantization levels in real hardware implementation, the computation error in real situation may degrade the performance obtained in our simulation. Fig. 3 shows the mse performances of different channel estimation methods in Channel-A. The required interpolation in FPTA-1 is performed using Matlab's default interp function. Due to some noise reduction of this interpolation, the mse of FPTA-1 is slightly less than FPTA-2. The method of [16] has some improvement over FPTA approaches even though it is associated with decision directed errors. MST method with 6 taps, which is the same as the number of taps in Channel-A, has approximately 18 to 22 dB mse gain over FPTA approaches. MST with 5 taps shows an irreducible channel estimation error floor caused by missing some of the channel energy. It has a better performance than FPTA approaches for SNR less than 20 dB since for this SNR region the gain in noise suppression is greater than the loss of channel energy missing. However, for higher SNR region where noise has smaller impact than the channel energy missing, the channel estimation error floor results in a worse performance for MST with 5 taps. For the cases of MST with larger number of taps than the actual channel taps, MST achieves performance gain over FPTA and [16] approaches. The channel estimation performance gains are not as high as MST with 6 taps case due to the additional noise perturbation from the extra taps.
Also shown in Fig. 3 are the performances of MST-LMMSE and DFT-based LMMSE methods. LMMSE's approaches are of similar performance to MST with 6 taps case. For SNR less than 20 dB, DFT-based LMMSE has a worse performance than MST with 6 taps due to the decision directed errors. For higher SNR region, it has a slightly better performance due partly to the fact that its decision directed errors become insignificant and partly to the fact that MST suffers some interference from data part. MST-LMMSE has a slight performance gain over MST with 6 taps case for low SNR region and almost the same performance for high SNR region. This slight performance gain of MST-LMMSE in low SNR region is due to the utilization of (ideal) channel and noise statistics in MST-LMMSE approach by which the selection of channel taps are always correct, whereas in MST approach, the selection of channel taps may not be always correct due to the large noise perturbation.
The actual mse gain of MST method is slightly less than the potential gain of MST method described in previous section since data signal interference to training signal is neglected in the derivation of the potential gain. The actual mse gain is less in low SNR region than in high SNR region. The reason is that most significant channel taps selection would more likely choose some taps with no channel energy at low SNR region than at high SNR region, resulting in less mse gain at low SNR region.
In Fig. 4 , the BER performances in Channel-A are presented for different channel estimation methods. Due to the channel estimation error floor and the BER sensitivity of 64-QAM to channel estimation error, MST with 5 taps case shows a BER floor while the others do not. The method of [16] is slightly better than FPTA approaches as is the case in mse performance. The other MST and LMMSE approaches have better BER performances than FPTA and [16] approaches, but among themselves, the BER performances are just slightly different and hence their BER curves are almost the same. For a better presentation of their slight differences, their BER values are tabulated in Table II . These slight differences can be ascribed to the corresponding different channel estimation performances. It is also noted that when the channel estimation mse is much smaller than 1/SNR, then some deviation in channel estimation mse does not significantly affect the BER performance since noise is the dominant contributor to BER in this case.
The channel estimation performance and BER performance of the considered methods in Channel-B are plotted in Figs. 5 and 6 respectively and the BER values are given in Table III for the sake of clarity. The performances are of the same trend as in Channel-A. It is also noted that the channel estimation and BER performances in Channel-B is worse than Channel-A except for the case of missing some of the channel energy (i.e., MST with 5 taps in Channel-A and MST with 11 taps in Channel-B). This exception is due to the larger percentage of the channel energy missed in Channel-A than in Channel-B.
From the simulation results, it is clear that the number of MST taps should not be smaller than the number of actual channel taps. On the other hand, using more taps may slightly degrade the BER performance due to the more noise perturbation. However, even up to double of the number of actual channel taps, MST has almost the same BER performance as using the number of actual channel taps. Hence, a suitable choice for might be double of the (designed) number of channel taps for the considered channel environment.
Another way of selecting MST taps by threshold decision is also evaluated in Channel-B and the channel estimation mse and BER results are shown in Figs. 7 and 8 respectively. The performance of MST with 12 taps is also included for reference. It is observed that the suitable choice of threshold also depends on the operating SNR, as expected. The results also indicate that almost the same performance as MST with 12 taps case can be obtained if the threshold for an operating SNR is set within approximately 20 to 23 dB below the operating . This low value of the threshold in ensuring no channel energy miss is also due to the gain variations in the channel taps.
It is also remarked that for relatively slow fading environments, the decision feedback approaches such as [16] and LMMSE can increase spectrum efficiency by using smaller pilot ratio. Similarly, MST approach can increase the spectrum efficiency by not inserting pilot tones in every OFDM symbol. For this case, the decision feedback approach as used in MST's dual form DFT-based approach can easily be applied for pure data symbols.
VIII. CONCLUSION
In this paper, intra-symbol time-domain averaging approaches for time-domain channel estimation of OFDM system are investigated. As an approximation to LMMSE type estimator, a time-domain approach, called MST, is proposed where intra-symbol time-domain averaging and most significant taps selection are applied. The similarities and differences of the proposed MST method versus DFT-based LMMSE methods are discussed. Two approaches for MST taps selection are described where the first uses a fixed number of taps while the second chooses all taps above a threshold. The simulation results suggest that a suitable choice for the fixed number of MST taps is using double of the (designed) number of channel taps for the considered channel environment. And a suitable choice of the threshold is within the range of approximately 20 to 23 dB below the operating . In terms of BER performance in multipath fading channels, MST without channel energy missing and LMMSE approaches have almost the same performance which is better than the other considered approaches. In terms of complexity, MST approach keeps minimum complexity among the considered methods.
