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Abstract
In this paper, some properties concerning Milman’s moduli J (t,X) and S(t,X), including equivalent rep-
resentations, upper and lower bounds as well as relationship between some geometric properties and these
two moduli, are studied. In addition, some sufficient conditions for the fixed point property are presented.
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1. Introduction
Several results on Milman’s moduli dX(ε) and βX(t), such as characterizations of uniformly
convex spaces and uniformly smooth spaces, have been obtained (see [3,5,12]). For t  0, let
J (t,X) = βX(t) + 1, S(t,X) = dX(t) + 1.
Recently, the connection between James constant J (X) and von Neumann–Jordan CNJ(X) was
improved in [13] in terms of J (t,X). In this paper, properties of J (t,X) and S(t,X), some of
which are generalizations of certain known results, are studied.
Let X be a real Banach space. By SX and BX we denote the unit sphere and unit ball of
Banach space X, respectively. The nontrivial Banach space will mean later on that X is a real
Banach space and dim(X) 2. Milman’s moduli introduced in [12] are defined as
dX(ε) = inf
{
max
{‖x + εy‖,‖x − εy‖}− 1: x, y ∈ SX},
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{
min
{‖x + ty‖,‖x − ty‖}− 1: x, y ∈ SX},
where ε  0 and t  0. It is well known that X is uniformly convex if and only if dX(ε) > 0
for all ε > 0 and that X is uniformly smooth if and only if limt→0 βX(t)t = 0. The modulus of
smoothness ρX(t) : [0,∞) → [0,∞) of Banach space X is defined as
ρX(t) = sup
{‖x + ty‖ + ‖x − ty‖
2
− 1: x, y ∈ SX
}
.
Obviously, J (t,X) ρX(t) + 1.
James constant J (X) and Schäffer constant S(X) are defined in [6] as
J (X) = sup{min{‖x + y‖,‖x − y‖}: x, y ∈ SX},
S(X) = inf{max{‖x + y‖,‖x − y‖}: x, y ∈ SX}.
It is also shown in [6] that J (X)S(X) = 2 and that a Banach space X is uniformly nonsquare if
and only if either J (X) < 2 or S(X) > 1.
Let C be a nonempty subset of a Banach space X. A mapping T :C → C is said to be nonex-
pansive if
‖T x − Ty‖ ‖x − y‖
for all x, y ∈ C. The space X is said to have the fixed point property (for nonexpansive mappings)
if for each nonempty bounded closed convex set C ⊂ X and each nonexpansive mapping T :C →
C, there is an element x ∈ C such that T x = x, i.e. a fixed point of T .
2. Representations and Bounds of J(t,X) and S(t,X)
First, some equivalent representations of J (t,X) and S(t,X), which will be helpful for calcu-
lating these moduli, are presented. Here it is necessary to introduce the following notations. For
t  0, let
P(X) = {Y : Y is a two-dimensional subspace of X},
J0(t,X) = sup
{
min
{‖x + ty‖,‖x − ty‖}: x, y ∈ BX},
J1(t,X) = sup
{‖x + ty‖: ‖x + ty‖ = ‖x − ty‖, x, y ∈ SX},
J2(t,X) = sup
{‖x + ty‖: ‖x + ty‖ = ‖x − ty‖, x, y ∈ BX},
S1(t,X) = inf{‖x + ty‖: ‖x + ty‖ = ‖x − ty‖, x, y ∈ SX}.
Lemma 1. For any nontrivial Banach space X and t  0, we have
J (t,X) = sup{J (t, Y ): Y ∈P(X)}, S(t,X) = inf{S(t, Y ): Y ∈P(X)},
J1(t,X) = sup
{
J1(t, Y ): Y ∈P(X)
}
, S1(t,X) = inf
{
S1(t, Y ): Y ∈P(X)
}
,
J0(t,X) = sup
{
J0(t, Y ): Y ∈P(X)
}
, J2(t,X) = sup
{
J2(t, Y ): Y ∈P(X)
}
.
Proof. It suffices to prove the first equation since the rest can be proved in a similar way.
It is obvious that
J (t,X) sup
{
J (t, Y ): Y ∈P(X)}.
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Let Y0 be a two-dimensional subspace that contains x0 and y0. Then
min
{‖x0 + ty0‖,‖x0 − ty0‖} J (t, Y0) sup{J (t, Y ): Y ∈P(X)}.
Thus J (t,X) < sup{J (t, Y ): Y ∈P(X)} + ε. Since ε is arbitrary, it follows that J (t,X) 
sup{J (t, Y ): Y ∈P(X)}. 
Lemma 2. [2] Let S be the unit sphere of R2 endowed with a norm ‖ · ‖ and let s(α) be the point
of S, which is to a given point s(0) and measured with a given orientation of the plane, at an
angle 0 α  2π . Then for every λ > 0, the real functions
α ∈ [0,π] → ∥∥s(0) + λs(α)∥∥, α ∈ [0,π] → ∥∥s(0) − λs(α)∥∥
are continuous and, respectively, decreasing and increasing.
Lemma 3. [1] Let x ∈ L ⊂ E, where E is a Banach space and dim(L) = 2. Then for every r > 0,
there exists y ∈ L such that ‖y‖ = r and ‖x + y‖ = ‖x − y‖.
Lemma 4. Suppose that Y is a two-dimensional Banach space and t  0.
(i) For x, y ∈ SY , if ‖x + ty‖ > ‖x − ty‖, then there exists y0 ∈ SY such that
‖x + ty‖ ‖x + ty0‖ = ‖x − ty0‖ ‖x − ty‖.
(ii) For x, y ∈ BY , if ‖x + ty‖ > ‖x − ty‖, then there exists y0 ∈ BY such that
‖x + ty‖ ‖x + ty0‖ = ‖x − ty0‖ ‖x − ty‖.
(iii) For any x ∈ SX , y′ ∈ BX with ‖x + t0y′‖ = ‖x − t0y′‖, there exists y0 ∈ SX such that
‖x + t0y0‖ = ‖x − t0y0‖ ‖x + t0y′‖.
(iv) For any x′ ∈ BX , y ∈ SX with ‖x′ + t0y‖ = ‖x′ − t0y‖, there exists x0 ∈ SX such that
‖x0 + t0y‖ = ‖x0 − t0y‖ ‖x′ + t0y‖.
Proof. (i) If x, y ∈ SX , then, by Lemma 3, there exists y0 ∈ SY such that ‖x + ty0‖ = ‖x − ty0‖.
We take an orientation of SY and let s(α) be the point of SY at an angle 0 α  2π , measured
with the given orientation of the plane, such that
x = s(0), y = s(α1), y0 = s(α2), α1, α2 ∈ [0,π].
Then, by Lemma 2, α1  α2 and
‖x + ty‖ ‖x + ty0‖ = ‖x − ty0‖ ‖x − ty‖.
(ii) For x, y ∈ BY ,
‖x ± ty‖ = ‖x‖
∥∥∥∥ x‖x‖ ±
t‖y‖
‖x‖
y
‖y‖
∥∥∥∥.
Then ∥∥∥∥ x + t‖y‖ y
∥∥∥∥>
∥∥∥∥ x − t‖y‖ y
∥∥∥∥,‖x‖ ‖x‖ ‖y‖ ‖x‖ ‖x‖ ‖y‖
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t‖y‖
‖x‖
y
‖y‖
∥∥∥∥
∥∥∥∥ x‖x‖ +
t‖y‖
‖x‖ y
′
0
∥∥∥∥=
∥∥∥∥ x‖x‖ −
t‖y‖
‖x‖ y
′
0
∥∥∥∥

∥∥∥∥ x‖x‖ +
t‖y‖
‖x‖
y
‖y‖
∥∥∥∥.
By setting y0 = ‖y‖y′0, we obtain that y0 ∈ BY and
‖x + ty‖ ‖x + ty0‖ = ‖x − ty0‖ ‖x − ty‖.
(iii) For x ∈ SX , y′ ∈ BX with ‖x + t0y′‖ = ‖x − t0y′‖, let f (t) = ‖x + ty′‖. Then f (t0) =
f (−t0). By the convexity of the norm ‖ · ‖, f attains its minimum on [−t0, t0]. Let y = y′‖y′‖ .
Then
‖x ± t0y‖ =
∥∥∥∥x ± t0‖y′‖y′
∥∥∥∥ ‖x ± t0y′‖,
since t0‖y′‖  t0. By (i), there exists y0 ∈ SX such that
min
{‖x + t0y‖,‖x − t0y‖} ‖x + t0y0‖ = ‖x − t0y0‖max{‖x + t0y‖,‖x − t0y‖}.
Hence ‖x + t0y0‖ ‖x + t0y′‖.
(iv) For x′ ∈ BX , y ∈ SX with ‖x′ + t0y‖ = ‖x′ − t0y‖, we have∥∥∥∥ 1t0 x
′ + y
∥∥∥∥=
∥∥∥∥ 1t0 x
′ − y
∥∥∥∥.
From (iii), there exists x0 ∈ SX such that∥∥∥∥ 1t0 x0 + y
∥∥∥∥=
∥∥∥∥ 1t0 x0 − y
∥∥∥∥
∥∥∥∥ 1t0 x
′ + y
∥∥∥∥.
Hence ‖x0 + t0y‖ = ‖x0 − t0y‖ ‖x′ + t0y‖. 
Theorem 5. Suppose that X is a nontrivial Banach space and t  0. Then
J (t,X) = J1(t,X) = J0(t,X) = J2(t,X), (1)
S(t,X) = S1(t,X). (2)
Proof. By Lemma 1, it suffices to show that Eqs. (1) and (2) hold for any two-dimensional
Banach space Y .
For x, y ∈ SY , by Lemma 4(i), there exists y0 ∈ SY such that
min
{‖x + ty‖,‖x − ty‖} ‖x + ty0‖ = ‖x − ty0‖max{‖x + ty‖,‖x − ty‖}.
Thus
J (t, Y ) = sup{min{‖x + ty‖,‖x − ty‖}: x, y ∈ SY }
 sup
{‖x + ty0‖: ‖x + ty0‖ = ‖x − ty0‖, x, y0 ∈ SY }
 sup
{
min
{‖x + ty‖,‖x − ty‖}: x, y ∈ SY }
= J (t, Y ),
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J0(t, Y ) = J2(t, Y ).
To prove the equation J (t, Y ) = J2(t, Y ), it suffices to show that J (t, Y ) J2(t, Y ). In fact,
the equation is trivial when x = 0 and y = 0. For x, y ∈ BY , x 
= 0 or y 
= 0, with ‖x + ty‖ =
‖x − ty‖, we consider the following two cases.
Case 1. If ‖x‖ ‖y‖, then, by setting x′ = x‖y‖ and y′ = y‖y‖ , we have x′ ∈ BY , y′ ∈ SY and
‖x ± ty‖ = ‖y‖‖x′ ± ty′‖ ‖x′ ± ty′‖.
Thus ‖x′ + ty′‖ = ‖x′ − ty′‖ since ‖x + ty‖ = ‖x − ty‖. By Lemma 4(iv), there exists x0 ∈ SY
such that
‖x0 + ty′‖ = ‖x0 − ty′‖ ‖x′ ± ty′‖ ‖x ± ty‖.
Hence J (t, Y ) ‖x ± ty‖.
Case 2. If ‖x‖  ‖y‖, then, by setting x′′ = x‖x‖ and y′′ = y‖x‖ , we have x′′ ∈ SY , y′′ ∈ BY ,
‖x′′ + ty′′‖ = ‖x′′ − ty′′‖ and ‖x ± ty‖  ‖x′′ ± ty′′‖. By Lemma 4(iii), there exists y0 ∈ SY
such that
‖x′′ + ty0‖ = ‖x′′ − ty0‖ ‖x′′ ± ty′′‖ ‖x ± ty‖.
Hence J (t, Y ) ‖x ± ty‖.
As the result of the above cases, it follows that J (t, Y ) J2(t, Y ). 
Remark 6. Theorem 5 does not hold in one-dimensional Banach spaces. In fact, if X = (R, | · |),
then J (t,X) = |1 − t | and J0(t,X) = max{1, t}.
Remark 7. The condition “x, y ∈ SX” in the definition of S(t,X) cannot be replaced with
“x, y ∈ BX” since we cannot prove that (iii) and (iv) in Lemma 4 also hold with reverse signs of
inequality.
Theorem 8. For any nontrivial Banach space X, J (t,X) and S(t,X) are continuous and in-
creasing with respect to t .
Proof. Let f (t) = ‖x + ty‖. The continuities of J (t,X) and S(t,X) follow from the fact that f
is convex and then continuous. Suppose now that 0  t1 < t2. For x, y ∈ SX with ‖x + t1y‖ =
‖x − t1y‖, i.e. f (−t1) = f (t1), we have f (−t2) f (−t1) and f (t2) f (t1). This implies
J (t2,X)min
{‖x + t2y‖,‖x − t2y‖} ‖x + t1y‖.
It follows that J (t2,X) J (t1,X). The monotony of S(t,X) can be proved similarly. 
Example 9. Let X = lp . If 2 p < +∞, then
J (t,X) =
(
(1 + t)p + |1 − t |p) 1p
, S(t,X) = (1 + tp) 1p . (3)2
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J (t,X) = (1 + tp) 1p , S(t,X) =
(
(1 + t)p + |1 − t |p
2
) 1
p
. (4)
Proof. By the value of ρX(t) [11] and J (t,X) ρX(t) + 1, we have
J (t,X)
(
(1 + t)p + |1 − t |p
2
) 1
p
, 2 p < +∞, (5)
J (t,X)
(
1 + tp) 1p , 1 p  2. (6)
For x, y ∈ SX with ‖x + ty‖ = ‖x − ty‖, by Clarkson’s and Hanner’s inequalities (see [4,8]),
we obtain that
S(t,X)
(
1 + tp) 1p , 2 p < +∞, (7)
S(t,X)
(
(1 + t)p + |1 − t |p
2
) 1
p
, 1 p  2. (8)
On the other hand, we take x1 = (1,0, . . .), y1 = (0,1,0, . . .), x2 = (( 12 )
1
p , ( 12 )
1
p ,0, . . .) and
y2 = (( 12 )
1
p ,−( 12 )
1
p ,0, . . .). Then ‖xi‖ = ‖yj‖ = 1, i, j = 1,2, and
‖x1 ± ty1‖ =
(
1 + tp) 1p , ‖x2 ± ty2‖ =
(
(1 + t)p + |1 − t |p
2
) 1
p
.
If 2 p < +∞, then
J (t,X) ‖x2 ± ty2‖ =
(
(1 + t)p + |1 − t |p
2
) 1
p
, (9)
S(t,X) ‖x1 ± ty1‖ =
(
1 + tp) 1p . (10)
If 1 p  2, then
J (t,X) ‖x1 ± ty1‖ =
(
1 + tp) 1p , (11)
S(t,X) ‖x2 ± ty2‖ =
(
(1 + t)p + |1 − t |p
2
) 1
p
. (12)
Equations (3) and (4) follow from (5)–(12). 
Next we shall give the upper and lower bounds of J (t,X) and S(t,X).
Theorem 10. For any nontrivial Banach space X and t  0, we have
max{1, t} S(t,X)
√
1 + t2  J (t,X) 1 + t.
Proof. For t  0, from Theorem 5,
S(t,X) J (t,X) 1 + t.
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2 max
{‖x + ty‖,‖x − ty‖} ‖x + ty‖ + ‖x − ty‖ ‖2x‖ = 2,
and, similarly, max{‖x + ty‖,‖x − ty‖} t . It follows that
max
{‖x + ty‖,‖x − ty‖}max{1, t},
and thus S(t,X)max{1, t}.
In order to prove the inequalities
S(t,X)
√
1 + t2  J (t,X),
it suffices to show that for any two-dimensional subspace Y of X, there exist x, y ∈ SY such that
‖x + ty‖ = ‖x − ty‖ = √1 + t2. In fact, we just need to make some modification to the proof
of [2, Lemma 2]. We can suppose that Y is the linear space R2 endowed with the norm ‖ · ‖ and
an orientation w. Let Ct = {x ∈ Y : ‖x‖ =
√
1 + t2 } and St = {x + ty: x, y ∈ SY , [x, y] = w,
‖x+ ty‖ = ‖x− ty‖}. The areas enclosed by Ct and St are (1+ t2) times the area enclosed by SY ,
respectively. Then Ct ∩ St 
= ∅. Thus there exist x, y ∈ SY such that ‖x + ty‖ = ‖x − ty‖ =√
1 + t2. 
Remark 11. The following inequalities
1 S(X)
√
2 J (X) 2
are the special cases of Theorem 10.
Remark 12. From Example 9, S(t, l1) = max{1, t} and J (t, l1) = 1 + t . This shows that the
bounds in Theorem 10 are sharp.
3. Some geometric properties concerning J(t,X) and S(t,X)
The next theorem gives the relationship between J (t,X) and James constant J (X), as well as
the relationship between S(t,X) and Schäffer constant S(X).
Theorem 13. Suppose that X is a Banach space and t  0. Then
max{1, t}J (X) − |1 − t | J (t,X)min{1, t}J (X) + |1 − t |, (13)
max{1, t}S(X) − |1 − t | S(t,X)min{1, t}S(X) + |1 − t |. (14)
Proof. For x, y ∈ SX and t  0,
t min
{‖x + y‖,‖x − y‖}= min{‖tx + ty‖,‖tx − ty‖}
min
{|1 − t | + ‖x + ty‖, |1 − t | + ‖x − ty‖}
= |1 − t | + min{‖x + ty‖,‖x − ty‖}
 |1 − t | + J (t,X)
and
min
{‖x + y‖,‖x − y‖}min{‖x + ty‖ + |1 − t |,‖x − ty‖ + |1 − t |}
= min{‖x + ty‖,‖x − ty‖}+ |1 − t |
 J (t,X) + |1 − t |.
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J (t,X)  min{1, t}J (X) + |1 − t |, which completes the proof of (13). The proof of (14) is
analogous. 
Remark 14. If X is not uniformly nonsquare, then J (X) = 2, J (t,X) = 1+ t and equalities hold
in (13). If X = (R, | · |), then S(X) = 2, S(t,X) = 1 + t and equalities hold in (14).
J (t,X) and S(t,X) can be seen as generalizations of nonsquare constants in the sense that
they can be used to characterize uniformly nonsquare spaces, which are shown in the following
two corollaries.
Corollary 15. Let X be a nontrivial Banach space. The following properties are equivalent:
(i) X is uniformly nonsquare,
(ii) J (t,X) < 1 + t for some t > 0,
(iii) J (t,X) < 1 + t for all t > 0.
Proof. This follows from (13) in Theorem 13 and the fact that X is uniformly nonsquare if and
only if J (X) < 2. 
Corollary 16. Suppose that X is a nontrivial Banach space.
(i) If S(t,X) > max{1, t} for some t > 0, then X is uniformly nonsquare.
(ii) If S(t,X) > max{1, t} holds for every t > 0, then X is uniformly convex.
Proof. This follows from (14) in Theorem 13 and the facts that X is uniformly nonsquare if and
only if S(X) > 1 and that X is uniformly convex if and only if dX(t) = S(t,X)− 1 > 0 holds for
all t > 0. 
Remark 17. There exists a uniformly nonsquare Banach space X with S(t,X) = max{1, t} for
some t > 0. Here is an example. Let X = (R2,‖ · ‖), where
‖x‖ =
{ ‖x‖∞, if x1x2  0,
‖x‖1, if x1x2 < 0,
x = (x1, x2) ∈ R2. In [9] it is proved that J (X) = 32 , and then S(X) = 43 > 1. Take x = (1,1) and
y = (− 12 , 12 ). Then for any t  0,
‖x + ty‖ = ‖x − ty‖ = max
{∣∣∣∣1 − t2
∣∣∣∣,1 + t2 , t
}
= max
{
1 + t
2
, t
}
.
Thus S(t,X) ‖x + ty‖ = max{1 + t2 , t}. Hence S(t,X) = t = max{1, t} when t  2.
Some sufficient conditions for fixed point property, followed from the fact proved in [7] that
uniformly nonsquare Banach spaces have the fixed point property, are presented in the following
corollary.
Corollary 18. Let X be a nontrivial Banach space. Then either of the following conditions im-
plies that X has the fixed point property:
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(ii) S(t,X) > max{1, t} for some t > 0.
From Example 9 we know that there exists a Banach space X such that J (t,X∗) 
= J (t,X).
Now we show the relationship between James constant for a Banach space X and J (t,X∗) for
its dual, from which we can easily deduce the relationship between J (t,X) and J (t,X∗).
Theorem 19. Suppose that X is a nontrivial Banach space and t  0. Then
(
J (X) − 1)(1 + t) J (t,X∗) max{1, t}J (X)
2
+ 1. (15)
Proof. First, we observe that if x, y ∈ SX , then
‖x + ty‖ + ‖x − ty‖min{‖x + ty‖,‖x − ty‖}+ (1 + t)
and
min
{‖x + y‖,‖x − y‖}(1 + t) ‖x + y‖ + t‖x − y‖
max{1, t}(‖x + y‖ + ‖x − y‖).
For any ε > 0, by the definition of J (X), there exist x, y ∈ SX such that
min
{‖x + y‖,‖x − y‖}> J(X) − ε.
By Hahn–Banach theorem we can find u∗, v∗ ∈ SX∗ such that
u∗(x + y) = ‖x + y‖, v∗(x − y) = ‖x − y‖.
Then
J (t,X∗)min
{‖u∗ + tv∗‖,‖u∗ − tv∗‖}
 ‖u∗ + tv∗‖ + ‖u∗ − tv∗‖ − (1 + t)
 (u∗ + tv∗)(x) + (u∗ − tv∗)(y) − (1 + t)
= u∗(x + y) + tv∗(x − y) − (1 + t)
= ‖x + y‖ + t‖x − y‖ − (1 + t)

(
min
{‖x + y‖,‖x − y‖}− 1)(1 + t)
>
(
J (X) − 1 − ε)(1 + t).
Since ε > 0 is arbitrary, it follows that
J (t,X∗)
(
J (X) − 1)(1 + t).
On the other hand, for any u∗, v∗ ∈ SX∗ and ε > 0, we can choose x, y ∈ SX such that
(u∗ + tv∗)(x) > ‖u∗ + tv∗‖ − ε2 and (u∗ − tv∗)(y) > ‖u∗ − tv∗‖ − ε2 . Then
min
{‖u∗ + tv∗‖,‖u∗ − tv∗‖} ‖u∗ + tv∗‖ + ‖u∗ − tv∗‖
2
<
(u∗ + tv∗)(x) + (u∗ − tv∗)(y) + ε
2
= u
∗(x + y) + tv∗(x − y) + ε2
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2
 max{1, t}(‖x + y‖ + ‖x − y‖) + ε
2
 max{1, t}(min{‖x + y‖,‖x − y‖} + 2) + ε
2
 max{1, t}(J (X) + 2) + ε
2
.
Thus J (t,X∗) max{1, t}J (X)
2
+ 1. 
Corollary 20. Suppose that X is a nontrivial Banach space and t > 0. Then
J (t,X) − max{1, t}
min{1, t} (1 + t) J (t,X
∗) J (t,X) + |1 − t |
2
+ 1. (16)
Proof. The conclusion follows from (13) and (15).
Remark 21. If X is not uniformly nonsquare, then J (X) = 2 and we have an equality in (15):
J (t,X∗) = (J (X) − 1)(1 + t) = 1 + t.
If, additionally, t  1, then both inequalities in (15) become equalities.
A well-known result, which has been proved by several authors, can be obtained as an imme-
diate consequence of Corollary 15 and Theorem 19:
Corollary 22. A Banach space X is uniformly nonsquare if and only if its dual X∗ is uniformly
nonsquare.
From Example 9, we notice that J (t, l2)S(t, l2) = 1 + t2. However, the following example
shows that this is not always the case.
Example 23. In Example 9,
J (t,X)S(t,X) = (1 + tp) 1p
(
(1 + t)p + |1 − t |p
2
) 1
p
.
If 1 p  2, then, by Clarkson’s inequality,
(1 + t)p + |1 − t |p  2(1 + tq)p−1,
where 1/p + 1/q = 1. By Hölder inequality, this implies that J (t,X)S(t,X)  1 + t2. How-
ever, this inequality does not hold when 2  p < +∞. We just need to note the case p = 2.9,
J ( 12 ,X)S(
1
2 ,X) ≈ 1.2508 > 1.2500 = 1 + ( 12 )2, and J ( 45 ,X)S( 45 ,X) ≈ 1.6398 < 1.6400 =
1 + ( 45 )2.
The next theorem gives upper and lower bounds of J (t,X)S(t,X), which may be helpful for
estimating one of these moduli by the other.
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min
{∣∣t2 + 2t − 1∣∣, ∣∣t2 − 2t − 1∣∣} J (t,X)S(t,X)max{∣∣t2 + 2t − 1∣∣, ∣∣t2 − 2t − 1∣∣}.
Proof. For x, y ∈ SX with ‖x + ty‖ = ‖x − ty‖, set
u = x + ty‖x + ty‖ , v =
x − ty
‖x − ty‖ .
Then u,v ∈ SX , and
u + tv = (1 + t)x + t (1 − t)y‖x + ty‖ , u − tv =
(1 − t)x + t (1 + t)y
‖x − ty‖ .
If 0 t  1, then
‖u + tv‖ |(1 + t)‖x‖ − t (1 − t)‖y‖|‖x + ty‖ =
|(1 + t) − t (1 − t)|
‖x + ty‖ =
1 + t2
‖x + ty‖
and
‖u − tv‖ |(1 − t) − t (1 + t)|‖x + ty‖ =
|t2 + 2t − 1|
‖x + ty‖ .
Thus
J (t,X)min
{‖u + tv‖,‖u − tv‖} |t2 + 2t − 1|‖x + ty‖ .
This implies that J (t,X)S(t,X) |t2 + 2t − 1|. Similarly, if 0 t  1, then J (t,X)S(t,X)
|t2 − 2t − 1|.
Note that J (t,X) = tJ ( 1
t
,X) and S(t,X) = tS( 1
t
,X) hold for every t > 0. If t  1, then
J (t,X)S(t,X) = t2J ( 1
t
,X)S( 1
t
,X) and∣∣t2 − 2t − 1∣∣ J (t,X)S(t,X) ∣∣t2 + 2t − 1∣∣.
Hence,
min
{∣∣t2 + 2t − 1∣∣, ∣∣t2 − 2t − 1∣∣} J (t,X)S(t,X)max{∣∣t2 + 2t − 1∣∣, ∣∣t2 − 2t − 1∣∣}.
Remark 25. From Theorem 24 we can also obtain the well-known result that J (X)S(X) = 2.
Remark 26. Theorem 24 does not hold in one-dimensional Banach spaces. In fact, if X =
(R, | · |), then J (t,X) = |1 − t |, S(t,X) = 1 + t and J (t,X)S(t,X) = |1 − t2|.
4. Banach–Mazur distance and stability
Let X and Y be isomorphic Banach spaces. The Banach–Mazur distance between X and Y ,
denoted by d(X,Y ), is defined to be the infimum of ‖T ‖‖T −1‖ taken over all isomorphisms T
from X onto Y .
Theorem 27. If X and Y are isomorphic Banach spaces, then for t  0,
J (t,X)
d(X,Y )
 J (t, Y ) J (t,X)d(X,Y ). (17)
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‖T ‖‖T −1‖ (1 + ε)d(X,Y ). Set
x′ = T x‖T ‖ , y
′ = Ty‖T ‖ .
Then x′, y′ ∈ BY . By Theorem 5, we obtain
min
{‖x + ty‖,‖x − ty‖}= ‖T ‖min{∥∥T −1(x′ + ty′)∥∥,∥∥T −1(x′ − ty′)∥∥}
 (1 + ε)d(X,Y )min{‖x′ + ty′‖,‖x′ − ty′‖}
 (1 + ε)d(X,Y )J (t, Y ).
Since x, y ∈ SX and ε > 0 are arbitrary, it follows that J (t,X)  d(X,Y )J (t, Y ). The second
inequality follows by simply interchanging X and Y . 
Corollary 28. Let X be a nontrivial Banach space and let X1 = (X,‖ · ‖1), where ‖ · ‖1 is an
equivalent norm on X satisfying, for a, b > 0 and x ∈ X,
a‖x‖ ‖x‖1  b‖x‖.
Then a
b
J (t,X) J (t,X1) ba J (t,X).
Proof. This follows from Theorem 27 and the fact that d(X,X1) ba . 
A Banach space X is finitely representable in a Banach space Y if, for every ε > 0 and for
every finite-dimensional subspace X0 of X, there exists a finite-dimensional subspace Y0 of Y
with dim(X0) = dim(Y0) such that d(X0, Y0)  1 + ε. More details concerning finite repre-
sentability may be found in [10].
Corollary 29.
(i) Let X be a Banach space which is finitely representable in Y and t  0. Then J (t,X) 
J (t, Y ).
(ii) J (t,X∗∗) = J (t,X).
Proof. (i) For any x, y ∈ SX , let X0 be a two-dimensional subspace that contains x and y. For
any ε > 0, since X is finitely representable in Y , there exists a two-dimensional subspace Y0 of
Y such that d(X0, Y0) 1 + ε. Applying Theorem 27 to the pair of X0 and Y0, we obtain
J (t,X) (1 + ε)J (t, Y ).
The proof is complete since ε > 0 is arbitrary.
(ii) For any Banach space X, by the principle of local reflexivity, X∗∗ is always finitely repre-
sentable in X. Then, by (i), J (t,X∗∗) J (t,X). On the other hand, X is isometric to a subspace
of X∗∗, and, therefore, J (t,X) J (t,X∗∗). 
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