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a b s t r a c t
In 2005, Carlsson, Fullér and Majlender introduced a measure of possibilistic correlation
of fuzzy numbers A and B by their joint possibility distribution C as an average degree of
interaction between the γ -level sets of A and B as compared to their individual dispersions.
They proved that this possibilistic correlation coefficient can never exceed 1 in absolute
value, if all γ -level sets of the joint possibility distribution C are convex.
In this communication, we shall formulate a special class of joint possibility distribu-
tions with non-convex γ -level sets, for which the correlation coefficient can take values
outside the interval [−1, 1]. In particular, this result will show that the assumption about
the convexity of the level sets of C is essential for the possibilistic correlation to be bounded
by the interval [−1, 1].
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this section we will briefly recall the definitions of joint possibility distribution, possibilistic covariance, variance, and
possibilistic correlation coefficient [1,2].
A fuzzy set A in R is called a fuzzy number if it has a normal, fuzzy convex and upper semi-continuous membership
function of bounded support. We denote the family of all fuzzy numbers by F . If C is a fuzzy set in Rn(n ∈ N) then its
γ -level set is defined by [C]γ = {x ∈ Rn|C(x) ≥ γ } for 0 < γ ≤ 1 and [C]γ = cl{x ∈ Rn|C(x) > γ } (the closure of the
support of C) for γ = 0. It is well-known that if A ∈ F is a fuzzy number then [A]γ is a compact interval for any γ ∈ [0, 1].
A fuzzy set C in Rn is said to be a joint possibility distribution of fuzzy numbers Ai ∈ F , i = 1, . . . , n, if the following
relationship holds [1]:
Ai(xi) = max
xj∈R, j≠i
C(x1, . . . , xn), ∀xi ∈ R, i = 1, . . . , n.
Furthermore, in this case we call Ai the i-thmarginal possibility distribution of C , and it is clear that the projection of C onto
the i-th axis is exactly Ai, i = 1, . . . , n.
Let C be a joint possibility distribution inRn, let γ ∈ [0, 1], and let g:Rn → R be an integrable function. Then, the central
value of g on [C]γ is defined by [1]
C[C]γ (g) = 1
[C]γ dx

[C]γ
g(x)dx = 1
[C]γ dx1, . . . , dxn

[C]γ
g(x1, . . . , xn)dx1, . . . , dxn.
Furthermore, in the case [C]γ degenerates, we compute C[C]γ (g) as the limit case of a uniform approximation of [C]γ by
nondegenerate sets [3].
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In the following, let πx and πy denote the projection functions over R2 onto axes x and y, respectively, and let id stand
for the identity function over R; namely, πx(u, v) = u, πy(u, v) = v and id(u) = u for any u, v ∈ R.
Let C be a joint possibility distribution in R2 with marginal possibility distributions A, B ∈ F , and let γ ∈ [0, 1]. Then,
themeasure of interactivity between the γ -level sets of A and B (with respect to [C]γ ) is defined by [1]
R[C]γ (πx, πy) = C[C]γ

(πx − C[C]γ (πx))(πy − C[C]γ (πy))

= 1
[C]γ dxdy

[C]γ
xydxdy−

1
[C]γ dxdy

[C]γ
xdxdy
 
1
[C]γ dxdy

[C]γ
ydxdy

.
If A ∈ F is a fuzzy number with [A]γ = [a1(γ ), a2(γ )], γ ∈ [0, 1], then themeasure of dispersion of [A]γ is defined by [1]
R[A]γ (id, id) = C[A]γ

(id− C[A]γ (id))2

= 1
[A]γ dx

[A]γ
x2dx−

1
[A]γ dx

[A]γ
xdx
2
= (a2(γ )− a1(γ ))
2
12
.
A function f : [0, 1] → R is called a weighting function if it is nonnegative, monotone increasing and normalized over the
unit interval, i.e. 1
0
f (γ )dγ = 1.
Let C be a joint possibility distribution with marginal possibility distributions A = πx(C), B = πy(C) ∈ F , and let f be a
weighting function. Then, the covariance between A and B with respect to weighting function f (and their joint possibility
distribution C) is defined by [1]
Covf (A, B) =
 1
0
R[C]γ (πx, πy)f (γ )dγ .
Furthermore, if A ∈ F is a fuzzy number then the variance of A is computed by [1]
Varf (A) =
 1
0
R[A]γ (id, id)f (γ )dγ .
In this environment we define the possibilistic correlation coefficient between two fuzzy numbers as the ratio of their
covariance to the geometric mean of their individual variances. That is, let C be a joint possibility distribution withmarginal
possibility distributions A = πx(C), B = πy(C) ∈ F , and let f be a weighting function. Then, the measure of possibilistic
correlation of A and B is computed by [2]
ρf (A, B) = Covf (A, B)
Varf (A)Varf (B)
.
In [2] the following theorem was proven:
Theorem 1. If [C]γ is a convex set of R2 for all γ ∈ [0, 1], then
− 1 ≤ ρf (A, B) ≤ 1 (1)
holds for any weighting function f .
In the following section we shall formulate a special class of joint possibility distributions with non-convex γ -level sets, for
which the possibilistic correlation coefficient can take values outside the interval [−1, 1]. Especially, this result will show
that (1) does not necessarily hold if the assumption about the convexity of the γ -level sets of the joint possibility distribution
C is lifted.
2. Computing the possibilistic correlation on some joint distributions with non-convex level sets
Let S ∈ F be an arbitrary fuzzy number with [S]γ = [s1(γ ), s2(γ )], γ ∈ [0, 1], such that s1(γ ) ≡ s1 > 0 is constant. Let
us define the following joint possibility distribution:
C(x, y) =

min{S(x), S(y)} if x, y ≥ s1,
min{S(−x), S(−y)} if x, y ≤ −s1,
1 if − s1 < x, y < s1, x = y,
0 otherwise.
(2)
We depicted a situation when s2(γ ) is a linear function in Fig. 1, where we additionally translated the joint possibility
distribution to get a better view of the situation.
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Fig. 1. Interactive fuzzy numbers with correlation coefficient greater than 1.
Fig. 2. A γ -level set of a joint possibility distribution with correlation coefficient greater than 1.
Let A and B denote the marginal possibility distributions of C . Then, it is clear that [A]γ = [B]γ = [−s2(γ ), s2(γ )], and
we can also easily verify that [C]γ can be represented by
[C]γ = [−s2(γ ),−s1] × [−s2(γ ),−s1] ∪ {(x, x)| − s1 < x < s1} ∪ [s1, s2(γ )] × [s1, s2(γ )]
for all γ ∈ [0, 1] (see Fig. 2). In particular, [C]γ is a nondegenerate and connected set in R2 for which
(u, v) ∈ [C]γ ⇐⇒ (−u,−v) ∈ [C]γ , ∀(u, v) ∈ R2,
and we have
C[C]γ (1) =

[C]γ
dxdy = 2(a2(γ )− a1)2, C[C]γ (πx) = C[C]γ (πy) = 0,
and
R[C]γ (πx, πy) = C[C]γ (πxπy) = 1
[C]γ dxdy

[C]γ
xydxdy
= 1
2(a2(γ )− a1)2
 a2(γ )
a1
 a2(γ )
a1
xydxdy+
 −a1
−a2(γ )
 −a1
−a2(γ )
xydxdy

= 1
(a2(γ )− a1)2
 a2(γ )
a1
 a2(γ )
a1
xydxdy =

a1 + a2(γ )
2
2
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for any γ ∈ [0, 1]. On the other hand,
R[A]γ (id, id) = R[B]γ (id, id) = a
2
2(γ )
3
for all γ ∈ [0, 1]. Thus,
R[C]γ (πx, πy) =

a1 + a2(γ )
2
2
>
a22(γ )
3
= R[A]γ (id, id)
holds for all γ where a2(γ ) < (2
√
3 + 3)a1. Hence, if a1 < a2(γ ) < (2
√
3 + 3)a1 holds for all γ ∈ [0, 1], then for any
weighting function f
Covf (A, B) > Varf (A) =

Varf (A) Varf (B),
which implies that for the correlation coefficient ρf (A, B) > 1.
Note 1. Let C be a joint possibility distribution in R2 with marginal distributions A = πx(C), B = πy(C) ∈ F . Let us define
the mirror images of C with respect to axes x and y by Cx(u, v) = C(−u, v) and Cy(u, v) = C(u,−v), for all u, v ∈ R,
respectively. Then,
πx(Cx) = πx(Cy) = πx(C) = A, πy(Cx) = πy(Cy) = πy(C) = B,
and from the definition of the measure of interactivity we obtain
R[Cx]γ (πx, πy) = R[Cy]γ (πx, πy) = −C[C]γ (πxπy) = −R[C]γ (πx, πy)
for any γ ∈ [0, 1]. Hence, computing the possibilistic covariance on joint distributions Cx, Cy, and C , respectively, we have
the following relationship:
Covf (−A, B) = Covf (A,−B) = −Covf (A, B).
That is, by selecting a mirror image of joint possibility distribution C we can easily develop an example, where for the
correlation coefficient ρf (A, B) < −1 holds.
3. Conclusions
In this paper we represented a special class of joint possibility distributions with non-convex level sets, and showed that
the possibilistic correlation coefficient, as computed on these joint distributions, can take values outside the interval [−1, 1].
In particular, this result shows that by lifting the assumption about the convexity of the level sets of the joint possibility
distribution, the measure of possibilistic correlation does no longer take its values from the interval [−1, 1].
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