We prove that continuous groups of isometries of a compact boundary (∂M, γ) extend to continuous groups of isometries of any Einstein filling manifold (M, g). This answers in particular a well-known question in classical differential geometry: closed surfaces in R 3 are locally rigid.
The method of proof is to examine global properties of the space of Einstein metrics g on M .
Borrowing from [1] , the moduli space E of such metrics is a smooth Banach manifold, for which the map to the boundary metrics Π : E → M et(∂M ), is smooth and Fredholm of index 0. As shown in §2, Theorem 1.2 is then very easy to prove when the metric (M, g) is non-degenerate, i.e. a regular point of Π. The main work thus involves an understanding of the cokernel of DΠ in M et (∂M ) . Although DΠ may not be surjective in general, we show that given any global Einstein metric g on M , any variation h ∈ T γ M et(∂M ) of the boundary metric γ is realised by an infinitesimal Einstein deformation g defined (only) near ∂M . This "local" surjectivity is then combined with a key identity -see (2.55) below -for the Lie derivative of divergence-free forms with respect to Killing fields on the boundary (∂M, γ). This allows one to prove that any Killing field on (∂M, γ) also preserves the second fundamental form A of (∂M, γ) in (M, g), and the main result follows from a suitable unique continuation theorem for Einstein metrics on M . The identity (2.55) is closely related to the constraint on the data (∂M, γ, A) given by the Gauss-Codazzi equations. Theorem 1.1 raises the question of whether there are only finitely many (non-congruent) isometric embeddings of a closed surface in R 3 , (and the analogous issue in the context of Theorem 1.2). Without further information, this does not follows from the results above. To obtain such a finiteness result, one needs for example an apriori bound on the mean curvature H of an isometric embedding Σ ⊂ R 3 .
In §2, we describe the method of proof and the main results needed to carry out the proof. Some of the results used in §2 are proved in §3.
The Approach and Main Results
In this section, after discussion of necessary background material, we describe the method of proof of Theorems 1.1 and 1.2 and establish the main results needed to carry out the proof. The results not proved in this section are proved in §3. Throughout the paper, M denotes a connected compact (n + 1)-dimensional manifold with compact, non-empty boundary ∂M , with n ≥ 2.
Consider the Banach space for λ arbitrary, but fixed. In the following, the smoothness index (m, α) will usually be suppressed from the notation unless its The starting point is the following result, proved in [1] .
Theorem 2.1. The space E is a C ∞ smooth Banach manifold and the boundary map Π is a C ∞ smooth Fredholm map, of Fredholm index 0.
Consider the Einstein operator (M ) is the space of C m−2,α symmetric bilinear forms on M . Here s is the scalar curvature of g and Λ = n−1 2 λ, for λ as in (2.3) . Thus E = E −1 (0). Theorem 2.1 is proved via the implicit function theorem. This cannot be directly applied to the operator E above, since the derivative DE is not surjective. In fact, the Bianchi identity gives (2.8) δ g E(g) = 0, where δ = δ g is the divergence with respect to g. Hence, δ • E = 0. Linearizing this equation at any Einstein metric g ∈ E shows that (2.9) δ g D g E = 0, so that, at best, DE surjects onto Kerδ. (This is proved in Proposition 3.3 below). To deal with this situation, let χ 1 (M ) be the space of C m+1,α vector fields X on M such that X = 0 on ∂M , (so that X is formally tangent to D 1 ). Consider the "extended" Einstein operator,
Namely, if (g, X) ∈ Ψ −1 (0), then E(g) = δ * X and hence δδ * X = 0. Pairing this equation with X and applying the divergence theorem gives δ * X = 0 and hence g ∈ E, (see also (2.17)-(2.18) below). The reverse inclusion is obvious. The essential aspect of the proof of Theorem 2.1 is that operator Ψ is a submersion at any g ∈ E near the 0-vector field, cf. Proposition 3.3.
As is well-known, the Einstein operator is not elliptic, due its covariance under diffeomorphisms: thus DE(δ * Y ) = 0, for any vector field Y on M , (at an Einstein metric). The proof of Theorem 2.1 requires ellipticity at several points -for instance to prove that the boundary map Π is Fredholm. Thus, we need a choice of gauge to break the diffeomorphism invariance of the Einstein equations. The simplest and most natural choice for the work to follow is the divergence-free gauge.
Thus, let g be a fixed (background) metric in E. The associated divergence-gauged Einstein operator is given by the C ∞ smooth map
. Although Φ e g is defined for all g ∈ M et(M ), we will only consider it acting on g near g.
Clearly g ∈ E if Φ e g (g) = 0 and δ e g (g) = 0, so that g is in the divergence-free gauge with respect to g. Given g, let M et B (M ) = M et m,α B (M ) be the space of C m,α smooth Riemannian metrics on M which are divergence-free with respect to g at ∂M :
and let E B ⊂ Z B be the subset of Einstein metrics g, E(g) = 0, in Z B .
and k is an infinitesimal Einstein deformation, i.e. the variation of g in the direction k preserves (2.3) to 1 st order.
Proof: To prove the first statement, since g ∈ Z B , one has Φ(g) = 0, i.e.
Ric g − s 2 g + Λg + δ * g δ e g (g) = 0.
By (2.8), this gives (2.16) δ g (δ * g (δ e g (g))) = 0. Set V = δ e g (g). Pairing (2.16) with V and integrating over (M, g), the divergence theorem gives
where N is the unit outward normal. Since V = 0 on ∂M , it follows that
Thus, V is a Killing field on M , with V = 0 on ∂M . The Killing field V generates a 1-parameter flow of isometries, which, at any point p ∈ ∂M , fixes p and an orthonormal frame (N, e i ) at p. Since any isometry of M fixing a point and an orthonormal frame at that point is necessarily the identity, it follows that V = δ e g (g) = 0 on M , which proves the result.
The proof of the second statement is essentially the same, (cf. [1] for details if needed).
Recall that for C ∞ metrics g, one has the splitting
where δ = δ g and δ * acts on χ 1 . The proof goes as follows. Given any h ∈ S 2 (M ), let X be the unique solution of the equation δδ * X = δh with X = 0 on ∂M . This is an elliptic equation for X, with trivial kernel, (cf. the proof of Proposition 2.2), and elliptic regularity shows that X ∈ χ 1 (M ). This gives a unique decomposition h = π + δ * X, with δπ = 0. This argument does not quite work for a general metric g ∈ M et m,α (M ). In this case, one only obtains δ * X ∈ S m−1,α 2 , i.e. there is a loss of one derivative, so that, strictly speaking, (2.19) does not hold. For Einstein metrics, this loss of derivative can be restored.
Proof: The argument above shows that it suffices to prove that for any X ∈ χ 1 , δ * X = 1 2 L X g is C m,α smooth up to ∂M , when g ∈ E. Einstein metrics are C ∞ smooth in harmonic coordinates in the interior, and so L X g is C m,α smooth in the interior of M . To show that L X g is C m,α smooth up to ∂M , recall that in suitable boundary harmonic coordinates, one has
cf. [3] for the analysis of boundary regularity of Einstein metrics. Applying X to this equation and commuting derivatives gives an equation for ∆ g X(g αβ ) with 0 boundary values, (since X(g) = 0 on ∂M ), and with right-hand side in C m−2,α . Elliptic boundary regularity results, cf. [8] for instance, give X(g αβ ) ∈ C m,α , which implies that L X g is C m,α smooth up to ∂M .
The linear splitting (2.19) allows one to choose a natural divergence-free gauge for Einstein metrics near a given g ∈ E. Thus, given any g ∈ E and g ∈ E nearby g, there exists a unique diffeomorphism φ ∈ D 1 , close to the identity, such that (2.20) δ e g (φ * g) = 0.
In particular, φ * g ∈ E B and E B represents a local slice to the action of D 1 on E. The proof, given in [1] , is a straightforward consequence of Lemma 2.3.
The linearization of Φ at g = g is given by
where the covariant derivatives and curvature are taken with respect to g and R(h) is the action of the curvature tensor on symmetric bilinear forms h, cf. [4] for instance. The operator L is formally self-adjoint and elliptic, (cf. [1] ). The kernel of L forms the tangent space T g Z B , and by Proposition 2.2
so that the kernel also represents the space of (non-trivial) infinitesimal Einstein deformations in divergence-free gauge, by Proposition 2.2. Let (2.23)
Using the slice representation Z B = E B ⊂ E at g = g, K consists of forms κ such that where κ T is the tangential projection or restriction of κ at ∂M to ∂M . Since Π is Fredholm, K is finite dimensional. An Einstein metric g ∈ E is called non-degenerate if
Hence, g is non-degenerate if and only if g is a regular point of the boundary map Π in which case Π is a local diffeomorphism near g. Given this background, the proof of Theorem 1.2 is very simple in the case g is non-degenerate.
Proof of Theorem 1.2: g non-degenerate
Let φ s be a curve of isometries of γ with φ 0 = id, so that φ * s γ = γ. The diffeomorphisms φ s of ∂M may be extended to C m+1,α diffeomorphisms of M , so that the curve (2.26) g s = φ * s g is a smooth curve in E. By construction then, Π[g s ] = γ, so that [h] = [ dgs ds ] ∈ KerDΠ, for Π as in (2.6). One may then alter the diffeomorphisms φ s by composition with diffeomorphisms
so that X is a Killing field on (M, g). Thus, any Killing field on (∂M, γ) extends to a Killing field on (M, g), which completes the proof.
Remark 2.4. (i). One might be tempted to believe that (2.29) K ∩ Imδ * = 0, holds in general, so that (2.27) would imply directly that δ * X = 0, (without any non-degeneracy assumption). Of course (2.27) and (2.24) imply that (2.30) δδ * X = 0, on M , which implies that δ * X = 0 when M is compact without boundary. In the situation at hand, pairing (2.30) with X and applying the divergence theorem gives, as in (2.17),
This of course proves (2.29) when ∂M δ * X(X, N ) = 0. However, the example below shows this is not the case in general.
(ii). It might be expected that any smooth bounded domain M = Ω ⊂ R n+1 is non-degenerate in the sense of (2.25), in which case Theorem 1.1 would follow easily. However, non-degeneracy even in this simple case appears to be an open problem.
(iii). The following simple example shows that (2.29) does not hold in general. Let M = I × T n , I = [0, 1], and let g be a flat product metric on M . Let x α denote the standard coordinates on M , with x 0 = t parametrizing I. Then the symmetric form
is a divergence-free deformation of the flat metric satisfying κ ∈ K for which (2.29) fails. 6 To prove Theorem 1.2 in general, one first needs to understand the cokernel CokerDΠ of DΠ. As a toy model, consider for example the operator
on a bounded, smooth domain Ω ⊂ R n with Dirichlet boundary data. If H = L −1 (0), then one has a smooth map P : H → C m,α (∂Ω), P (u) = u| ∂Ω . Suppose λ is an eigenvalue of the Laplacian and let K denote the λ-eigenspace, so that for k ∈ K, L(k) = 0 and k = 0 on ∂Ω. Then ImP is of codimension k = dimK in C m,α (∂Ω). It is easy to see that the functions N (k)| ∂Ω , k ∈ K span a slice for the cokernel of P ; as above N is the outward unit normal at ∂M . Namely, the Calderón unique continuation theorem [5] implies that N (k) does not vanish identically on ∂Ω. Also, if N (k) denotes any extension of N (k)| ∂Ω to Ω, then the divergence theorem gives
Since k ∈ K, L(k) = 0 and k = 0 on ∂Ω. Hence Ω L(N (k))k = 0, which implies that N (k) / ∈ H, for any extension of N (k) on ∂Ω to Ω. Hence N (k) ∈ CokerP , and the claim follows.
In the setting of Einstein metrics, the analogue of the quantity N (k) is (∇ N κ) T at ∂M . While it may be possible to use this term, it is geometrically more natural to consider instead the variation of the 2 nd fundamental form A of ∂M in M induced by κ ∈ K. Thus, let
T is the component of κ(N ) tangent to ∂M and κ 00 = κ(N, N ). Thus we will work instead with the form
Each of the conditions
invariant under the addition of terms of the form δ * Z with Z = 0 on ∂M . Of course any form k satisfying k = ∇ N k = 0 at ∂M satisfies (2.34). Changing such k by arbitrary gauge transformations shows that (2.34) is thus equivalent to the statement that k is pure gauge, to first order at ∂M , i.e.
The next result is a certain global version of this statement.
Theorem 2.5. Let g be an Einstein metric on M , C m,α up to ∂M and let κ ∈ K, so that L(k) = 0 and κ T = 0 on ∂M . If
Moreover, there exists a C m+1,α vector field Y on M , such that
The proof of Theorem 2.5 is given in §3, cf. Propositions 3.2 and 3.4. Theorem 2.5 should be viewed as a (global) unique continuation result. It states that infinitesimal Einstein deformations in divergence-free gauge which are pure gauge to first order at ∂M as in (2.35), are necessarily globally pure gauge.
It is important to note here that Y in (2.37), (and so Y in (2.38)), in general may not be tangent to ∂M ; see for example Remark 2.4(iii). This reflects the fact that the gauge group D 1 may, apriori, be extended to the group of all diffeomorphisms D of M , (C m+1,α up to ∂M ). Of course by (2.24), one has Obviously, the space of solutions of (2.39) with these boundary conditions is finite dimensional. Generically, one would expect that the only solutions are Y = 0. However, the presence of Killing fields is highly non-generic. Theorem 2.5 gives a decomposition of the kernel K into two summands, according to the vanishing or non-vanishing of (A ′ κ ) T . Thus, let (2.40)
T is non-vanishing at ∂M . This is not the case for κ ∈ K 0 , and to obtain a non-vanishing form at ∂M , we proceed as follows.
Note first that for 0 = κ ∈ K 0 , one has (2.41) κ(N, ·) = 0 as a 1-form on ∂M . For Theorem 2.5 gives κ = δ * Y , and so if κ(N, ·) = 0 then δ * Y (N, ·) = 0 at ∂M . Since by (2.39), δκ = δδ * Y = 0, via (2.31), this gives δ * Y = 0 and hence κ = 0. Now we claim that for any 0 = κ ∈ K 0 , there exists a vector field Z, not tangent to ∂M , such that
as a form on ∂M . For it is easy to see that if (L Z κ) T = 0 for all such Z, then κ(N, ·) = 0, contradicting (2.41). It is clear that one may choose a fixed Z 0 so that (2.42) holds, for all κ ∈ K 0 .
(One can think of Z 0 above as giving a new defining function ρ for ∂M in M , via ∇ρ = Z 0 , as opposed to the geodesic defining function t(
Theorem 2.6. Given (M, g) with g ∈ E, let K be the space of forms on ∂M given by (2.43).
Then K is a slice for CokerDΠ in S 2 (∂M ), so that
Proof: First, the equation L(κ) = 0 on M together with the boundary conditions κ T = 0, δ g κ = 0 on ∂M , form an elliptic boundary value problem, cf. [1] . Since g is C m,α up to ∂M , elliptic boundary regularity applied to this system, (cf. [8] ), implies that L N κ ∈ S m,α 2 (∂M ), and
The proofs in the situations κ ∈ K 0 or κ ∈ K 1 , although closely related, are slightly different, and so we assume first in the following that 0 = κ ∈ K 1 , so that
Let T = KerL, so that as in (2.22) and via Proposition 2.2, T is the space of infinitesimal Einstein deformations of g in divergence-free gauge on M . One has
where K ⊥ is the L 2 orthogonal complement of K in T . Let P = DΠ : T → S 2 (∂M ) be the boundary map: P (u) = u T | ∂M . Then P (K) = 0, while standard elliptic theory (on compact manifolds with boundary) shows that P | K ⊥ : K ⊥ → ImP is an isomorphism with bounded inverse. Of course ImP = ImDΠ is of codimension k = dimK in S 2 (∂M ). Consider first the term δ * V at ∂M . Extend V smoothly to a vector field on M , so that δ * V is an infinitesimal Einstein deformation of g. By Lemma 2.3, there is a vector field Z on M , with Z = 0 on ∂M , (so that Z is tangent to D 1 ), such that As above, let t(x) = dist g (x, ∂M ) and let κ T be the restriction of κ to the level sets S(t) of t, (near ∂M ). Then
The definition of κ in (2.33) and (2.43), together with (2.48) and (2.49) shows that ||P t (u − δ * W + 1 t κ)|| C 0 (S(t)) → 0 as t → 0, where P t denotes the projection map onto the tangential boundary values on S(t). By the splitting (2.47) on T t , there is a form φ t ∈ K ⊥ t on B(t), with ||φ t || = o(1), such that
Now suppose first that L N κ T = 0 on ∂M , so that the limit in (2.49) is non-zero. Then (2.50) is obviously impossible for t sufficiently small, since the norms of u and δ * W on B(t) are bounded, the norm of φ t is small as t → 0, while the norm of 1 t κ is arbitrarily large. Thus one must have (2.51) (L N κ) T = 0 on ∂M.
and then (2.50) gives Next, suppose 0 = κ ∈ K 0 , so that
The proof in this case is the same as before, when t in (2.49) is replaced by ρ, N is replaced by Z 0 , and the level sets S(t) are replaced by the level sets S(ρ) of ρ. In this case, the proof ends at the stage (2.51). This completes the proof of Theorem 2.6.
Given this identification of the cokernel, a key step in the proof of Theorem 1.2 is the following formula or identity on (∂M, γ) proved in [2] . This holds on any closed Riemannian manifold, and for completeness we give a detailed proof. Proposition 2.7. Let X be a Killing field on (∂M, γ), with ∂M compact. If τ is any divergence-free symmetric bilinear form on (∂M, γ), i.e. δ γ τ = 0, then
where L X is the Lie derivative with respect to X and δ ′ = d ds δ γ+sh is the variation of the divergence on (∂M, γ) in the direction h.
Proof: To begin, the following formulas are standard and well-known, cf. [4] for instance:
where φ • ψ is the symmetrized product; (φ • ψ)(e i , e j ) = 1 2 ( φ(e i ), ψ(e j ) + φ(e j ), ψ(e i ) ) in an orthonormal frame. By (2.56), one has
Since h is symmetric, ∇X • τ, h = δ * X • τ, h . For the first term, write ∇ X τ, h = X τ, h − τ, ∇ X h . Also, by (2.57), − τ, ∇ X h = −2 τ, (δ * ) ′ X + 2 τ, δ * X • h . Applying the divergence theorem then gives
Next, a straightforward computation using the fact that δτ = 0 gives
(The last two terms come from variation of the metric and volume form). Combining these computations gives
This gives (2.55) when X is Killing, i.e. δ * X = 0, since δX = −trδ * X. One may view the pair (γ, A) as Cauchy data for the Einstein equations (2.3) at ∂M . The data (γ, A) are then formally freely specifiable subject to the constraints (2.61)-(2.62). For surfaces Σ ⊂ R 3 , the fundamental theorem of surfaces shows that the pair (γ, A) determines the embedding of Σ in R 3 up to congruence, i.e. isometry of R 3 , cf. [9] . One would expect that this is true more generally for (∂M, γ) embedding into an Einstein manifold (M, g); this is an interesting open question, cf. [2] for further discussion.
For our purposes, the most important constraint is the divergence constraint (2.61), which implies that τ = A−Hγ is divergence-free, so that Proposition 2.7 applies. The strategy then is to examine the right side of (2.55).
To do this, let T be the space of pairs (γ, τ ) with τ divergence-free with respect to γ. The space T is naturally a vector bundle over M et(∂M )
with π the projection on the first factor. Let also F ⊂ T be the subset of pairs satisfying the scalar constraint equation (2.62). When expressed in terms of τ = A − Hγ, (2.62) is equivalent to
Pairs (γ, τ ) ∈ F determine formal solutions of the Einstein equations near ∂M . In more detail, let (t, x i ) be geodesic boundary coordinates for (M, g), so that by the Gauss Lemma, the metric g has the form
where, as usual, t(x) = dist g (x, ∂M ) and g t is the induced metric on the level set S(t) of t. Pulling back by the flow lines of ∇t, g t may be viewed as a curve of metrics on ∂M , and one may formally expand g t in its Taylor series:
As noted above, the terms (γ, A) are freely specifiable, subject to the constraint equations (2.61)-(2.62). All the higher order terms in the expansion (2.65) are then determined by γ and A; this can be easily seen by using the Riccati equation
and its successive derivatives along the t-geodesics. (Via the Einstein equations, the curvature term R N at ∂M may be expressed in terms of the intrinsic Ricci curvature of (∂M, γ) and A terms). Thus, the formal series expansion for an Einstein metric g near ∂M is determined by the pair (γ, τ ), τ = A − Hγ in F. The Cauchy-Kovalevsky theorem implies that if (γ, τ ) are real-analytic forms on ∂M , then the formal series (2.65) converges to g t , so that one obtains an actual Einstein metric g as in (2.64), defined in a neighborhood of ∂M . Of course, such metrics will not in general extend to globally defined Einstein metrics on M . Now the right side of (2.55) is closely related to the linearization of the divergence constraint. Thus, if (γ s , τ s ) is a curve in T with tangent vector (γ ′ , τ ′ ) = (h, τ ′ ) at s = 0, then one has
where δ ′ is defined as in (2.55). This is the linearized divergence constraint. Thus, given g ∈ E and its corresponding 2 nd fundamental form A, giving the pair (γ, A) at ∂M , a basic issue is whether Dπ is surjective at (γ, A), i.e. whether the linearized divergence constraint (2.66) is solvable, for any variation h of γ on ∂M . One cannot expect that this holds at a general pair (γ, τ ) ∈ T . Namely, for any compact manifold ∂M , one has (2.68)
where Ω 1 is the space of (C m−1,α ) 1-forms. Thus, solvability at (γ, τ ) in general requires that
Of course Kerδ * is exactly the space of Killing fields on (∂M, γ), and so this space serves as a potential obstruction space. Obviously, π is locally surjective when (∂M, γ) has no Killing fields. On the other hand, it is easy to construct examples where (∂M, γ) does have Killing fields and π is not locally surjective: Example 2.9. Let (∂M, γ) be a flat metric on the n-torus T n , n ≥ 2; for example γ = dθ 2 1 +· · ·+dθ 2 n . Let τ = f (θ 1 )[dθ 2 2 + · · · + dθ 2 n ]. Then δτ = 0, for any C 1 function f (θ 1 ). The pair (γ, τ ) is in T , and in fact in F ⊂ T . Letting X be the Killing field ∂ θ 1 , one has L X τ = 0 whenever f is non-constant, so that by the converse of Lemma 2.8, π is not locally surjective at such (γ, τ ).
Returning to the situation of Einstein metrics, clearly Dπ is surjective onto ImDΠ, since ImDΠ consists of variations of the boundary metric determined by global variations of the Einstein metric g on M . Thus, one needs to examine the surjectivity of Dπ onto the cokernel CokerDΠ. Via Theorem 2.6, one obtains: Proposition 2.10. For any g ∈ E, the map Dπ is surjective, so that the linearized divergence constraint is always solvable.
Proof: By Theorem 2.6, it suffices to show that the linearized divergence constraint is solvable on K. This follows essentially from the work already done in the proof of Theorem 2.6. Thus, first given any κ ∈ K 1 defined as in (2.40), consider the curve of metrics
for s small, on the annulus A( 1 2 t, 2t) = {x ∈ M : 1 2 t ≤ t(x) ≤ 2t}, where V is as in (2.33) and t > 0. The curve g s is Einstein, to 1 st order in s at s = 0. Hence, g s satisfies the linearized divergence constraint (2.66) at s = 0, so that
where the derivatives are with respect to s, i.e. in the direction ( κ t − δ * V ) T ; as above T denotes the restriction of a form to S(t). Here of course A = A t and H = H t are taken on S(t), as is δ. Recall also from (2.24) that κ T = 0 on ∂M , so that κ T = O(t) on S(t).
Now consider the limit of (2.70) and (2.71) as t → 0. One has γ t → γ and A t | S(t) → A| ∂M . Also
where the terms on the right in (2.72) are taken on ∂M . Taking the limit of (2.71) at ∂M shows that the linearized divergence constraint is satisfied on K 1 . The same proof, modified as in the proof of Theorem 2.6 with ρ in place of t, gives the same result on K 0 . Thus Dπ is surjective. Proposition 2.10 and Lemma 2.8 combine to prove that for any Einstein metric g ∈ E, if X is a Killing field on (∂M, γ), then (2.73) L X A = 0, as a form on ∂M . As in (2.27), the vector field X may be extended into M so that δ * X = κ, for some κ ∈ K. The equation (2.73) then gives
on ∂M . It then follows from Theorem 2.5 that there is a Killing field X on M such that X = X at ∂M . Thus any Killing field on (∂M, γ) extends to a Killing field on (M, g). This completes the proof of Theorem 1.2.
Theorem 1.1 is an easy consequence of Theorem 1.2. To see this, suppose F s is a curve of isometric embeddings of a compact surface (Σ, γ) ֒→ R 3 , so that Σ bounds a curve of smooth domains Ω s ⊂ R 3 with isometric boundary metrics γ s = F * s γ = γ. Let F s also denote the embeddings Ω s ֒→ R 3 and let g s = F * s g 0 , where g 0 is the flat metric on R 3 . Thus, g s is a curve in E = E(Ω), which gives rise to a curve [g s ] ∈ E. The boundary map Π gives Π[g s ] = γ s = γ ∈ M et(Σ), so that Theorem 1.2 implies that the curve g s may be altered by a curve in D 1 if necessary so that the resulting curve g s = F * s g satisfies g s = g. This gives the required curve in the isometry group of R 3 . The same method applies to hypersurfaces in any of the spaceforms S n+1 , R n+1 or H n+1 .
The analog of Theorems 1.1 or 1.2 for infinitesimal isometric deformations does not quite hold, as stated. Thus, it is known that there may exist infinitesimal isometric deformations of certain boundary metrics (Σ, γ) ⊂ R 3 which do not extend to Killing fields, (i.e. infinitesimal rigid motions), on R 3 , cf. [9] .
To explain this, first note that any infinitesimal deformation h of g of the form h = δ * Y , with Y = 0 on ∂M , (so that Y is tangent to D 1 ), induces a trivial or zero deformation of the boundary metric (∂M, γ). Of course δ * Y is not a Killing field on (M, g) in general. These deformations of g are trivial, (pure gauge), and amount only to an infinitesimal reparametrization of the domain M fixing the boundary.
Next, suppose h = δ * Y , where Y = 0 on ∂M . The mixed and normal parts h 0α , α = 0, . . . , n are pure gauge terms, in that there exists a vector field Z ∈ T (D 1 ) such that for V = Y − Z, (δ * V ) 0α = 0, i.e. δ * V is non-zero only on T (∂M ). If V , (equivalently Y ), is tangent to ∂M , then Theorem 1.2 applies; if V is a Killing field on (∂M, γ), then V extends to a Killing field of any Einstein filling (M, g).
On the other hand, if V is normal at ∂M , V = Y = f N , for some function f on ∂M , then δ * V = 0 at ∂M if and only if A = 0, i.e. ∂M is totally geodesic, on the support of f , cf. [9, p.258 ]. Thus, if a portion of ∂M is totally geodesic, there exist infinitesimal isometric deformations of (∂M, γ) which do not extend to Killing fields on (M, g).
In general, if Y is neither tangent nor normal to ∂M , then the equation
relating Y T , Y N and the 2 nd fundamental form A of ∂M , which may or may not be solvable given the data (γ, A).
The Banach manifold E and unique continuation
In this section, we prove Theorems 2.1 and 2.5. It turns out that these results, and their proofs, are closely related. Except for the second part of Theorem 2.5, these results are proved in [1] , and while the proofs given here are essentially complete and self-contained, some (minor) details are left to the reader; alternately, one may consult [1] for such details. Proposition 3.4 proves the second part of Theorem 2.5.
As mentioned above, overall the strategy to prove Theorem 2.1 is to use the implicit function theorem. To do this, recall the operators Φ in (2.12) and Ψ in (2.10). We first show that the linearization L of Φ surjects onto In the following, we set g = g. Since L is formally self-adjoint, this gives A straightforward computation shows that the boundary operator D(h, k) has the form
The form h is arbitrary, and hence both the bulk integral and the boundary integral on the right in (3.2) vanish separately. Thus Thus the form k solves the elliptic equation (3.4) and has vanishing Cauchy data at ∂M . The result then follows from the Calderón unique continuation theorem, cf. [6] ; for further details, cf. also [1] .
Let E ′ = L E denote the linearization of the Einstein operator E in (2.27). Comparing (2.7) and (2.12), the relation between L E and L is given by
Since Einstein metrics are invariant under diffeomorphisms, L E (δ * X) = 0, so that (3.6) implies that The main issue in the proof of Theorem 2.1 is now given by the following: Proposition 3.3. At any given g ∈ E, the map Ψ in (2.10) is a submersion at (g, 0). In particular, To prove (3.15), at (g, 0) one has D (g,0) Ψ(h, X) = L E (h) − δ * X. To see that this is surjective, one needs to show that any k ∈ S 2 (M ) may be written in the form k = L(h) − δ * X, for some h, X. Since by the above, L is surjective onto Kerδ, this is now an immediate consequence of Lemma 2.3.
To show that DΨ is a submersion at any (g, 0), it remains to prove that KerDΨ splits in T (g,0) (E × χ 1 ). This is a standard and formal argument and we refer to [1] for details.
The fact that E is a smooth Banach manifold, (if non-empty), is now an immediate consequence of (2.11), Proposition 3.3 and the implicit function theorem in Banach spaces. Since the operator L B = L| M et B (M ) is elliptic and formally self-adjoint, it is straightforward to verify that Π is Fredholm, of Fredholm index 0, cf. [1] for further detail.
As noted above, the converse of Proposition 3.2 proves the first statement in Theorem 2.5. The next result completes the proof of Theorem 2.5 by proving the second statement. Proof: First define the vector field Z near ∂M as in (3.14) , so that δ * Y (N, ·) = δ * Z(N, ·), with Z = 0 at ∂M . Let X = Y − Z, so that δ * X(N, ·) = 0, near ∂M . As discussed following (3.14), one then has where D(h, δ * X) is an expression analogous to (3.3), depending on the 1 st order jet of h and δ * X at ∂M . One has L E (δ * X) = 0 and by (3.19 ), D(h, δ * X) = 0 at ∂M . This shows that (3.21) δ * X ⊥ ImL E . By Proposition 3.3, L E surjects onto Kerδ and hence by the splitting (2.19), there exists a vector field V ∈ χ 1 , (i.e. V = 0 at ∂M ), such that δ * X = δ * V.
Thus the vector field Y = X − V is a Killing field on (M, g) with Y | ∂M = Y | ∂M .
Remark 3.5. We point out that Theorem 1.2 also holds for the "exterior" boundary value problem in many natural situations. Thus, in place of being compact, the Einstein filling manifold may instead be complete, with (for instance) a finite number of asymptotically flat ends of the form (R m × T n+1−m )/Γ, 1 ≤ m ≤ n + 1. The proof in this setting is exactly the same as before, using the fact that the moduli space E of such Einstein metrics is again a smooth Banach manifold, with Π a smooth Fredholm map of index 0; these results are proved in [1, Thm. 3.3] .
