Abstract. This paper introduces a novel approach deploying the mechanism of 'attention' by adapting a swarm intelligence algorithm -Stochastic Diffusion Search -to selectively attend to detailed areas of a digital canvas. Once the attention of the swarm is drawn to a certain line within the canvas, the capability of another swarm intelligence algorithm -Particle Swarm Intelligence -is used to produce a 'swarmic sketch' of the attended line. The swarms move throughout the digital canvas in an attempt to satisfy their dynamic roles -attention to areas with more details -associated to them via their fitness function. Having associated the rendering process with the concepts of attention, the performance of the participating swarms creates a unique, non-identical sketch each time the 'artist' swarms embark on interpreting the input line drawings. The detailed investigation of the 'creativity' of such systems have been explored in our previous work; nonetheless, this papers provides a brief account of the 'computational creativity' of the work through two prerequisites of creativity within the swarm intelligence's two infamous phases of exploration and exploitation; these phases are described herein through the attention and tracing mechanisms respectively.
Introduction
Studies of the behaviour of social insects (e.g. ants and bees) and social animals (e.g. birds and fish) have proposed several new metaheuristics for use in collective intelligence. Natural examples of swarm intelligence that exhibit a form of social interaction are fish schooling, birds flocking, ant colonies in nesting and foraging, bacterial growth, animal herding, brood sorting etc.
Following other works in the field of swarms painting ( [6, 16, 20, 21] ) and ant colony paintings ( [10, 15] ), the outputs presented in this paper -created by a swarm intelligence algorithm -are also used as a platform to argue whether or not swarm intelligence algorithms have the potential to exhibit computationally creativity.
Although producing artistic works through the use of swarm intelligence techniques have been previously explored, this work explores the concepts of attention and creativity through this type of collective intelligence, which emerges through the interaction of simple agents (representing the social insects and animals) in nature-inspired algorithms -Stochastic Diffusion Search (SDS) [7] and Particle Swarm Optimisation (PSO) [13] .
In this work, SDS is deployed to enforce the idea of attention to area of the search space (digital canvas with line drawings) where there are more details (i.e. more lines); once the area of attention is identified, PSO through its particles, traces the points of the lines selected and its particles' movement are visualised on the canvas. As attention moves from one area of the original line drawing to another, a sketch is produced which is the collective result of the SDS-led attention and PSO-led tracing mechanism.
In the last couple of years, there has been several research work utilising the two aforementioned swarm intelligence algorithms; while scientific merits of integrating these algorithms are investigated in detailed (e.g. [4] ), their artistic capabilities have been detailed in several publications along with some philosophical arguments on computational creativity (e.g. [1, 5, 2] ).
In the next section (Section 2), the swarm intelligence algorithms used are explained. Subsequently, a historical perspective of attention is presented (Section 3) followed by explanation on the attention and tracing mechanisms associated with SDS and PSO algorithms respectively, providing details on the performance of the computer-generated nature-inspired attentive swarms in re-interpreting the original line drawings (Section 4). Finally a conclusion and summary of the work are given.
Swarm Intelligence
This section describes two nature-inspired swarm intelligence algorithms: Stochastic Diffusion Search -inspired by a species of ants and uses communication as its main mean to converge to an optimum food location by recruiting individual ants -and Particle Swarm Optimisation -simulating the choreography of fish schooling or birds flying.
Stochastic Diffusion Search
This section introduces Stochastic Diffusion Search (SDS) [7] -a swarm intelligence algorithm -whose performance is based on simple interaction of agents. This algorithm is inspired by one species of ants, Leptothorax acervorum, where a 'tandem calling' mechanism (one-to-one communication) is used, the forager ant that finds the food location recruits a single ant upon its return to the nest; therefore the location of the food is physically publicised [14] .
The SDS algorithm commences a search or optimisation by initialising its population and then iterating through two phases (see Algorithm 1) In the test phase, SDS checks whether the agent hypothesis is successful or not by performing a hypothesis evaluation which returns a boolean value. Later in the iteration, contingent on the precise recruitment strategy employed (in the diffusion phase), successful hypotheses diffuse across the population and In standard SDS (which is used in this paper), passive recruitment mode is employed. In this mode, if the agent is inactive, a second agent is randomly selected for diffusion; if the second agent is active, its hypothesis is communicated (diffused ) to the inactive one. Otherwise there is no flow of information between agents; instead a completely new hypothesis is generated for the first inactive agent at random. Therefore, recruitment is not the responsibility of the active agents.
Particle Swarm Optimisation
A swarm in Particle Swarm Optimisation (PSO) algorithm comprises of a number of particles and each particle represents a point in a multi-dimensional problem space. Particles in the swarm explore the problem space searching for the optimal position, which is defined by a fitness function.
Each particle has a position x, a velocity v, and a memory, p, containing the best position found so far during the course of the optimisation, and this is called the personal best (pbest). p can also be thought of as a particle 'informer'. Particles participate in a social information sharing network. Each particle is informed by its neighbours within this network, and in particular, the best position so far found in the neighbourhood, is termed the neighbourhood best. The position of each particle is dependent on the particle's own experience and those of its neighbours.
The standard PSO algorithm defines the position of each particle by adding a velocity to the current position. Here is the equation for updating the velocity of each particle:
where w is the inertia weight whose optimal value is problem dependent [17] ; v t−1 id is the velocity component of particle i in dimension d at time step t− 1; c 1, 2 are the learning factors (also referred to as acceleration constants) for personal best and neighbourhood best respectively (they are constant); r 1,2 are random numbers adding stochasticity to the algorithm and they are drawn from a uniform distribution on the unit interval U (0, 1); p id is the personal best position of particle x i in dimension d; and g id is the neighbourhood best. Therefore, PSO optimisation is based on particles' individual experience and their social interaction with other particles. After position and velocity updates, the positions of the particles are evaluated and the memories p are updated, if a better position has been found.
In this paper, Clerc and Kennedy's PSO (PSO-CK [9] ) or constriction PSO is used:
where χ = 0.72984 [8] , which is reported to be working well in general, is used in this work.
Attention
For centuries, attention has been preoccupying the minds of philosophers and psychologists and scientists. The concept of attention has been studied mostly in psychology and neuroscience (see Table 1 .1 in Phuong Vu: Historical Overview of Research on Attention, in [22] for more details) and there has been considerably less notable interest on attention within the field of computational creativity.
In the early 18 th century attention was mostly seen as a way of abstraction (see Berkeley's 1710 theory of abstract ideas in [18] ):
"[It] must be acknowledged that a man may consider a figure merely as triangular, without attending to the particular qualities of the angles or relations of the sides. So far he may abstract, but this will never prove that he can frame an abstract general, inconsistent idea of a triangle. " By 1769, when Henry Home Kames added the appendix of 'Terms Defined or Explained' to his Elements of Criticism [12] , attention's role as a regulator of cognitive input was regarded as definitive of it:
"Attention is that state of mind which prepares one to receive impressions. According to the degree of attention objects make a strong or weak impression. Attention is requisite even to the simple act of seeing." Two decades later, in 1908, as emphasised by E.B. Titchener [19] , attention was given a greater significance : "What I mean by the 'discovery' of attention is the explicit formulation of the problem: the recognition of its separate status and fundamental importance; the realization that the doctrine of attention is the nerve of the whole psychological system, and that as men judge of it, so they shall be judged before the general tribunal of psychology." and its importance grew over the years in psychology and neuroscience. Although the concept of attention might have been present in the work of some researchers in the field of computational creativity, the focus on attention has not been equally considerable among researchers in this field; perhaps, partly because there has not been a clear definition on attention.
The next section adopts a particular type of attention (i.e. attention to detailed regions of the canvas) and expands on its application in the context of sketching swarms (or swarmic sketches).
Attention and Creativity in the Swarms
In this section, the attention mechanism, which is controlled by SDS algorithm is detailed; this is followed by the process through which PSO algorithm utilises the output of the SDS-led attention to visualise the particles movements on the digital canvas which produces the final sketch rendered by the swarms.
Attention Mechanism
The input digital image consists of lines (see Fig. 1 ) each formed up of a series of points (the image on the left is after one of Matisses sketches).
The swarms' attention in this work is controlled by the level of the intensity in the drawings within a specific radius, ra of an agent. In other words, the intensity or fitness of an agent, f i, (x,y) , where i is the agent number and (x, y) is the coordinate of the agent in the search space (input image), is calculated by the number of points constituting the drawing within the radius ra. (see Fig. 2a )
As mentioned earlier in Section 2.1, each agent has two components: status, which is a boolean value and hypothesis. The hypothesis of each agent in this work is the (x, y) coordinate which is used to calculate the fitness, f i, (x,y) , of the agents located at any particular pixel within the input image.
After the agents are randomly initialised throughout the search space (Fig.  3a) , in order to determine the status of an agent, i, within the swarm (test Fig. 1 . Input images: series of points forming line drawings phase), its fitness, f i , is calculated as explained above and another agent, r, is randomly selected; if f i > f r (i.e. the agent i is located in a more line intense area), agent i is set active, otherwise inactive ( Fig. 3b illustrates active agents in red and inactive ones in black).
In the diffusion phase, as in standard SDS, each inactive agent randomly pick another one. If the randomly selected agent is active, the inactive agent adopts the hypothesis of the active one. However, if the selected agent is inactive, the selecting agent generates a random hypothesis (x, y) from the search space. See Fig. 3c for the behaviour of the agents after the diffusion phase; the area with the best fitness (most line intense area) is highlighted with a circle.
After n number of test-diffusion phases cycles, the biggest cluster of the agents is identified and the closest point (p c ) to the cluster is calculated. Once the (x, y) coordinate of the point is retrieved, the starting and end points of the line is extracted and a string of (x, y) coordinates from starting to end points of the line is passed on to the PSO particles to trace one by one. Fig. 2b shows the identified ends of a selected line. 
Tracing Mechanism
The points creating the lines of the line drawing are treated as targets by the PSO algorithm. Thus, particles aim to trace these points one at a time until reaching the end of the line (the algorithm tries to minimise the distance between each particle's position and the point it aim to track). Particle's movement is visualised on the canvas (i.e. trajectory of the particles moving from position (x 0 , y 0 ) to (x 1 , y 1 ) and so forth). The adopted PSO algorithm is briefly presented in Section 2.2 (more technical details on the behaviour of particles are reported in a previous publication [1] ).
As stated earlier, input to PSO algorithm is a series of points forming up a line, which among other points, consists of the starting and end points, as well as p c . The algorithm is then instructed to trace the line commencing from p c to the beginning of the line, and them back towards the end of the line drawing. Once the line is traced, it is removed from the search space and the other lines are considered one by one according to the attention mechanism deployed.
This process ensures that in addition to the potential aesthetic of the swarms' final sketches, the process of sketching is enriched with attention to details. See Fig. 4 for the final output of the swarms 1 . Fig. 5 shows another output of the introduced mechanism.
In this work ra is set to 50, w = 550, h = 450, the population size of SDS and PSO are set to 100 and 10 respectively and n = 20.
Discussion
Using the analogy of 'first come, first serve', this work biases the attention towards 'more details, first sketch'. The value of n, which is the number of testdiffusion cycles before picking a line to trace, controls the precision of attention. The larger the value is, the more precise the attention is (i.e. focusing on the detailed parts of the input image); and the smaller the value, the less accurate the attention would be. Fig. 6 illustrates the process for n = 10 which allows Fig. 4 . Output sketch of the swarms using both SDS-led attention mechanism and PSO-led tracing mechanism the SDS agents enough time to converge on the detailed area as the sketching process progresses; on the other hand, Fig. 7 where n = 1, shows the lack of attention to detailed area of the input image.
While the finaloutput of the swarms is an important part of the process -mainly executed through PSO algorithm -the primary contribution of the attention mechanism -facilitated by SDS algorithm -lies in the dynamic leadership of the sketching process, as it progresses versus the final graphic output solely.
Although this work uses Stochastic Diffusion Search to intelligently (vs. greedily or randomly) control the attention of the swarms (by identifying the detailed regions of the canvas to start the sketching), the concept of attention is extendible to other measures such as colour, shapes, etc., which are currently being explored. See [3] for an example of using SDS-led colour attention for rendering input images into paintings called 'Swarmic Paintings'.
The general behaviour of the swarms in the context of computational creativity has been extensively discussed in previous works ( [1, 2, 5] ), touching upon the concepts of freedom and constraint and their impact on mapping these two prerequisites of creativity onto the two well-known phases of exploration and exploitation in swarm intelligence algorithms. Although most swarm intelligence algorithm have their internal exploration and exploitation phases, in this work, 
Conclusion
The so described computational artist is the outcome of a novel marriage between two classical swarm intelligence algorithms (Stochastic Diffusion Search and Particle Swarm Optimisation), which deploy 'attention' in the production of 'traced' line drawings. The adapted SDS algorithm utilises the agents with dynamically changing 'attention' through adopting the lines falling in the detailed areas of the input image. The agents thus communicate the details to PSO algorithm, which in turn traces the points of the line with its particles; the movements of the dynamic particles are visualised on the canvas as part of the sketching process of the swarms. This process is repeated for all the lines of the input image, and the outcome -emerging through millions of simple interactions -produces (although loyal, yet) non-identical sketches of the same input line drawings whenever the process is repeated.
This work also highlights the mechanisms responsible for the exploration and exploitation phases within the swarm intelligence algorithms and their relationship with freedom and constraints as two prerequisites of creativity. In brief, expanding on the previous research on computational creativity, in addition to the practical aspect of the work presented, this work introduces the SDS-led attention mechanism utilised for producing sketches from input line drawings. Finally, the concept of SDS-led attention is extendible to other measures (e.g. colour, shapes, etc.) which are currently being investigated.
