Abstract. This paper studies a coupled system of two differential equations of arbitrary orders using Caputo approach with n derivatives, n ∈ N * , n = 1. New existence and uniqueness results are established using Banach contraction principle. Other existence results are obtained using Schaefer and Krasnoselskii fixed point theorems. Some illustrative examples are also presented.
Introduction
In recent years, the subject of fractional differential equations has gained a considerable attention and it has emerged as an interesting and popular field of research. For some recent development on this theory, we refer the reader to [1, 2, 3, 4, 5, 6, 9, 19, 20] and references therein. On the other hand, the study of coupled systems involving fractional differential equations is also important as such systems occur in various problems of applied nature, for instance, see [7, 11, 13, 21, 27] . Some recent results on coupled systems of fractional differential equations on a finite interval can be found in [8, 12, 16, 17, 18, 25, 26, 27] . In [8, 10, 22, 23, 24] , the existence and uniqueness of solutions were investigated for a coupled system nonlinear fractional differential equations by using Banach and/or Schauder fixed point theorems.
This paper deals with the existence of solutions for the following problem where D α i , D β i , i = 0, 1, 2, . . . , n − 1, D p and D q denote the Caputo fractional derivatives, with n − 1 < α n−1 < · · · < α 1 < α 0 < n and n − 1 < β n−1 < · · · < β 1 < β 0 < n, p < α 0 , q < β 0 , n ∈ N * , n = 1, J = [0, 1] , λ 1 , λ 2 = 0 are real constants, x * , y * ∈ R, 0 < η, ξ < 1 are real numbers and f 1 , f 2 are two functions which will be specified later.
The rest of this paper is organized as follows: in section 2, we present some preliminaries and lemmas. Section 3 is devoted to existence of solution of the system (1.1). To illustrate our main results, in section 4, three examples are treated.
Preliminaries
Let us begin this section with some basic concepts of fractional calculus that will be used throughout this paper. n−α−1 f (n) (τ ) dτ, n − 1 < α, n ∈ N * .
For more details, we refer the reader to [18, 20] . Let us now introduce the following Banach space
endowed with the norm
Similarly, we can define the space
with the norm
For (x, y) ∈ X × Y , let (x, y) X×Y = x X + y Y . It is clear that the product space X × Y, (x, y) X×Y is a Banach space.
We give the following lemmas [14, 15] .
Also, we present the following two lemmas [14] .
Lemma 2.3. For α > 0, the general solution of the fractional differential equation
The following auxiliary result is crucial to prove our main results.
The solution of the equation
, is given by
Proof. We use Lemma 2.3 and Lemma 2.4 to generate the general solution of (2.1). We have
By x (0) = x * , and x (0) = · · · = x (n−2) (0) = 0, we can obtain c 0 = −x * and c 1 = c 2 = · · · = c n−2 = 0.
Thanks to Lemma 2.2, we get
Using the condition
Substituting the values of c 0 , c 1 , c 2 , . . . , c n−2 , c n−1 in (2.2), we obtain the desired quantity in Lemma 2.5.
Main Results
In this section, we present the main results of the paper. For the sake of convenience, let us take.
, k = 1, . . . , n − 1,
, h = 1, . . . , n − 1, 
where,
(H3) : There exists non negative functions l 1 (t) and l 2 (t) such that
for each t ∈ J and all x, y ∈ R, with L 1 = sup t∈J l 1 (t), L 2 = sup t∈J l 2 (t) . Our first result is based on Banach contraction principle. It is the following.
and assume that the hypothesis (H2) holds. If
then the fractional system (1.1) has a unique solution on J.
Proof. Let us define the operator φ :
where, for each t ∈ [0, 1] ,
and
We shall prove that φ is a contraction mapping.
If we denote
, then for each t ∈ J and for (x, y) , (x 1 , y 1 ) ∈ X × Y we have
Thus,
Consequently, we have
which implies that
Similarly,
On the other hand, for
, for all k = 1, . . . , n − 1 and for each t ∈ [0, 1] we have
By (H2) , we obtain
Hence we have
With the same arguments as before, for each h = 1, . . . , n − 1, we get
Thanks to (3.2) and (3.4), we obtain
Using (3.3) and (3.5) we can write
Combining (3.6) and (3.7), we deduce that
Consequently by (3.1) we conclude that φ is a contraction mapping. As a consequence of Banach contraction principle, we deduce that φ has a unique fixed point which is the solution of (1.1).
The second main result is given in the following theorem.
and assume that the hypotheses (H1)and (H3) are satisfied. Then, the system (1.1) has at least a solution on J.
Proof. We use Scheafer's fixed point theorem to prove that φ has at least one fixed point on X × Y.
Step 1: φ is continuous on X × Y : By (H1) we conclude that the operator φ is continuous.
Step 2: The operator φ maps bounded sets into bounded sets in X × Y : For σ > 0, we take (x, y) ∈ B σ = {(x, y) ∈ X × Y ; (x, y) X×Y ≤ σ}. For each t ∈ J and
we have:
Using (H3), we obtain
Thus, |φ 1 y (t)| ≤ N 0 sup t∈J l 1 (t) + |x * | , t ∈ J, and then
Similarly, we can write
On the other hand, for all k = 1, 2, . . . , n − 1 and
we have
By (H3) , we obtain
, and for all h = 1, 2, . . . , n − 1,
Combining (3.8) and (3.10), yields to (3.12)
Similarly, it follows from (3.9) and (3.11) that (3.13)
Thanks to (3.12) and (3.13), we have
Consequently φ (x, y) X×Y < ∞.
Step 3: Now we show that φ is equi-continuous on J.
Let us take (x, y) ∈ B σ , t 1 , t 2 ∈ J, such that t 1 < t 2 . Thanks to (H3) , we can write:
Analogously, we can write
On the other hand, for all k = 1, 2 . . . , n − 1,
, and for all h = 1, 2 . . . , n − 1,
By (3.14), (3.15) , (3.16) and (3.17), we can state that φ (x, y) (t 2 ) − φ (x, y) (t 1 ) → 0 as t 2 → t 1 . By Arzela-Ascoli theorem, we conclude that φ is completely continuous operator.
Step 4: Finally, we show that the set Ω defined by
Let (x, y) ∈ Ω, then (x, y) = µφ (x, y) , for some 0 < µ < 1. Thus, for each t ∈ J, we have x (t) = µφ 1 y (t) , y (t) = µφ 2 x (t). Then for ∆ 1 =
Thanks to (H3), we can write
. Therefore,
Hence, |x (t)| ≤ µL 1 N 0 + |x * | , t ∈ J, which implies that,
Analogously, we have
On the other hand, for all k, = 1, 2, . . . , n − 1, we have
and for all h, = 1, 2, . . . , n − 1,
From (3.18) and (3.20), we get
Analogously, by (3.19) and (3.21), yields
It follows from (3.22) and (3.23) , that
Hence, φ (x, y) X×Y < ∞. This shows that Ω is bounded. As consequence of Schaefer's fixed point theorem, we deduce that φ at least a fixed point, which is a solution of the fractional differential system (1.1).
Our third result is based on Krasnoselskii theorem [14] .
. Suppose that (H1), (H2) and (H3) are satisfied, such that
If there exist δ ∈ R such that
then the fractional system (1.1) has at least one solution on J.
Proof. We shall prove that φ has at least a fixed point on X × Y. 
The proof will be given in the following steps: (1 * :) We shall prove that for any (x, y) , (
For any (x, y) , (x 1 , y 1 ) ∈ B δ and for each t ∈ J, we have
On the other hand, for all k = 1, 2, . . . , n − 1, we have
Combining (3.25) and (3.26), yields (3.27)
Analogously, for all h = 1, 2, . . . , n − 1, we have
Hence, it follows from (3.27) and (3.28) that
(2 * :) We shall prove that R is continuous and compact. Note that R is continuous on X × Y in view of the continuity of f 1 and f 2 (hypothesis (H1)).
(a * ) : Now, we prove that R maps bounded sets into bounded sets of X × Y .
and for each t ∈ J, we have
Thanks to (H3), we obtain
.
Using (3.29) and (3.30), we have
Similarly, for all h = 1, 2, . . . , n − 1,
It follows from (3.31) and (3.32) 
Now, we show that R is equi-continuous on J.
Let t 1 , t 2 ∈ J, such that t 2 < t 1 and (x, y) ∈ B δ . Then by (H3), we obtain:
In the same way, we have
and for all h = 1, 2 . . . , n − 1,
As t 2 → t 1 , the right-hand sides of the inequalities (3.33), (3.34), (3.35) and (3.36) tend to zero. Then, as a consequence of the steps (a * ) and (b * ) and by Arzela-Ascoli theorem, we conclude that R is completely continuous.
(3 * :) Finally, we prove that T is a contraction mapping: Let (x, y) (x 1 , y 1 ) ∈ X ×Y. Then, for each t ∈ J and by (H2) , we have
On the other hand, for all k = 1, 2, . . . , n − 1, we have (3.38)
. By (3.37) and (3.38), we obtain
Analogously, for all h = 1, 2, . . . , n − 1, we can get
Combining (3.39) and (3.40) yields
Using the condition (3.24), we deduce that T is a contraction mapping.
As a consequence of Krasnoselskii's fixed point theorem we deduce that φ has a fixed point which is a solution of the problem (1.1) .
We give also the following two corollaries.
and there exist non negative real numbers θ i , Λ i , i = 0, 1, . . . , n − 1 such that for all t ∈ [0, 1] and (x 0 , x 1 , . . . , x n−1 ), (y 0 , y 1 , . . . , y n−1 ) ∈ R n , we have |f
then the fractional system (1.1) has a unique solution on J. 
n then, the coupled system (1.1) has at least a solution on J.
Examples
Example 4.1. Consider the following fractional differential system, where t ∈ [0, 1] We have
where t ∈ [0, 1] , x 1 , x 2 , x 3 , x 4 ∈ R.
Let t ∈ [0, 1] and (x 0 , x 1 , x 2 , x 3 ) , (y 0 , y 1 , y 2 , y 3 ) ∈ R 4 . Then We can take a i (t) = 1 (t 2 +32π)
, b i (t) = 
