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Abstract—The article suggests a method of transition from 
continuous models of automatic control systems (ACS) to discrete 
ones, based on the application of quadrature formulas. This 
makes it possible to obtain a model of ACS in the form of a 
system of linear algebraic equations instead of differential 
equations. The result of this solution is the discrete values of the 
ACS state coordinates. That allows one to reduce the expenses of 
microprocessor time on that part of algorithm of the task which 
is responsible for the process of calculation of a system condition. 
The state of the control object and the control law are stored in 
the controller memory in the form of numeric arrays which is 
rational when transferring to the digital control of continuous 
ACS. 
Keywords—square formulas; automatic control system; digital 
control; control law 
I.  INTRODUCTION  
The paper considers the application of quadrature formulas 
for the study of continuous automatic control systems (ACS). 
Most of the methods of analyzing and synthesizing data of the 
automatic control system are based on the use of an analytical 
solution of systems of differential equations [1, 2]. This is 
usually a difficult task. Obviously, continuity defines this 
"difficulties". But the factor of continuity in technical 
implementation is often not needed [3, 4]. The principle of 
continuity is necessary when using analog microchips. Now 
such systems are rarely used, use microprocessors. Thus, the 
theory of automatic control tends to the application of discrete 
mathematics [5]. 
II. RELEVANCE 
Technical implementations of the developed control 
laws are now based on microprocessors. The basis of digital 
control is the consideration of ACS as a discrete object [6, 7]. 
For this reason, it is advisable to consider the behavior of a 
continuous automatic control system as a discrete system. This 
is usually done by moving to finite differences in the original 
differential equations. The disadvantage of this approach is 
that, to increase the accuracy, the least possible value of the 
finite intervals is required. The second disadvantage is no less 
important- the error in the previous interval increases the error 
at all subsequent ones. 
The method of analyzing the dynamics of a controlled 
system, considered in this article, is based on another method 
of discretization [8, 9]. Its basis is the application of methods 
representing the "inverse task" of the theory of quadrature 
formulas (CF) [10]. This makes it possible to obtain a model 
of ACS in the form of a system of linear algebraic equations 
instead of differential equations. The result of this solution is 
the discrete moments of the ACS state coordinates. 
As a result of this application, a transition is made from 
a system of differential equations to a system of linear 
algebraic equations. The result of this solution is the discrete 
values  of the ACS state coordinates. 
III. FORMULATION OF THE PROBLEM 
Consider the description of the dynamics of an ACS 
with control action as n linear differential equations in the 
observation interval [t1; tm], where 
t1 - the time point of the initial state of the system 
tm – the time moment corresponding to the end point of 
the phase trajectory 
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exponents. Italicize Roman symbols for quantities and 
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In the matrix form, the system looks like 
  ( ) ( ) ( )X t AX t BU t= +   
We take an arbitrary collection of points {t1; t2; …; tm} 
from this interval and under the solution of the problem of 
describing the dynamics of the system (1) we will consider the 
process of obtaining information about the coordinates xi(t) 
( )ix t  at all points tk from the set under consideration, 
assuming that, as in the classical case, initial conditions, i.e. 
the value of xi(ti) is assumed to be known. 
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IV. THE SOLUTION OF THE PROBLEM 
As the basic orthonormal system of functions, we consider 
the set {φk(t)} 
{sin( );cos( )}
{sin(2 );cos(2 )}
...
{sin( );cos( )}
t t
t t
kt kt
. 
We multiply each of the equations from the system (1) by 
one of the functions of the given set, confining ourselves in 
this set to the value k ≤ n (m – 1). 
We obtain a family of n (m – 1) systems 
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We integrate the right and left sides of equations (2) on the 
interval [t1;tm]  
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We transform the left side of this expression to the form: 
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and the right-hand side of (3), in accordance with the general 
theory of CF, is replaced (with some approximation) by the 
sum 
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where ck – are the coefficients of the quadrature formula; xj(tk) 
– are the coordinates of the system at discrete instants of time 
tk; φs(tk) – is the value of the base function at the point tk; uj(tk) 
– control value at discrete time instants tk. 
The coefficients of the quadrature formula are found from 
the exact relations 
 
1
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In accordance with these transformations, we write the 
system of equations (2) in the form: 
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We introduce new notation: 
 y1 = x1(t1); y2 = x2(t1); y3 = x1(t2); … ; ymn = xn(tm);  
 u1 = u1(t1); u2 = u2(t1); … ; uml= ul(tm);  
In these variables, the system of equations (2) in the matrix 
form will look like this: 
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We group the variables so that as a result (8) can be written 
in the form  
 ( ) ( )1 11 2 1 2
x x
Y Y
Z Z D D FU
Y Y
   
= +   
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where 
1 1
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x t
Y
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 
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 – is the vector of the initial conditions 
of the system; 
1 2( )
...
( )
x
n m
x t
Y
x t
 
 =  
 
 
 – a vector of unknowns; Z1, Z2, 
D1, D2, – are submatrices whose dimension is determined by 
the dimension of the vectorsY1 and Yx. 
The solution of the matrix equation (9) with respect to Yx 
can be represented in the form:  
 Yx = (Z2 – D2)–1 ((D1 – Z1)Y1 + FU), (10) 
This analytic expression is nothing more than a discrete 
solution of the problem of research the dynamics of the system 
(1). 
V. RESULTS OF MATHEMATICAL MODELING 
For example, we analyze the ACS described by a system 
of differential equations on the interval t1 = 0; t10 = 0.1 out of 
ten node points. 
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As initial conditions, we take a point with coordinates x1(0) 
= 1; x2(0) = 1.  
Solving the system of equations for a given interval yields 
the following results  
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.  
Using the above method of determining the position of the 
system at discrete instants of time [t1;t2;…;t10], we obtain the 
following values. 
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Comparing the results calculated using this method and the 
classical method, we obtain the relative error in percent 
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.  
The calculation results in the package Mathematica [11] 
showed that the relative error of the proposed method does not 
exceed 3% in comparison with the classical method of 
calculation.  
VI. PRACTICAL SIGNIFICANCE 
In most cases, the practical implementation of automation 
tasks for objects whose mathematical model in the original 
version uses systems of linear continuous equations of the 
form (1), digital control is used. The transition from the 
continuous description to the proposed one allows to reduce 
the costs of microprocessor time for that part of the task 
algorithm that is responsible for the process of calculating the 
state of the system. 
This is achieved due to the fact that the state of the control 
object and the control law are stored in the controller memory 
in the form of numeric arrays, which is rational when 
transferring to digital control of continuous ACS. 
VII. CONCLUSION 
A method is proposed for obtaining discrete mathematical 
models, which is based on the use of quadrature formulas 
representing an integral notation for systems of linear 
continuous equations. Using the expansion in a given 
orthonormal system of functions, we obtain a numerical 
matrix equation as an example of a discrete representation of 
the original system. 
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