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INTRODUCTION 
Although such substances as rubber, cellulose, protein, 
resins, and gum have been known for years, the study of 
polymerization and polymers as molecules of high molecular 
weight is a relatively new field for chemists and engineers. 
This is partly due to the inability of earlier chemists to 
isolate a pure polymeric compound which could be represented 
by a single molecular formula. It was thought that polymeric 
substances were colloidal aggregates of smaller molecules 
held together by an intermolecular force. It is now known 
that these substances consist of molecules of very high 
molecular weight, for example, from 20,000 (nylon) to 
1,000,000 or more (cellulose in cotton). A specific polymeric 
substance will exhibit a molecular weight distribution rather 
than consist of identical molecules. 
There are two basic polymeric growth reactions : addi­
tion and condensation. In addition polymerization the polymer 
becomes "activated" by being transformed jnto a free radical 
or an ion. Monomer molecules continually add to the growing 
polymeric chain until the activity is terminated. The 
polymerization of styrene is an example of addition polym­
erization: 
RCHG-CH- + CH = CHG—^RCHG-CH-CHG-CH* . 
V V V 
In condensation polymerization a side product, such as HgO 
or COg, will be split off as each additional monomer molecule 
joins the polymeric chain. The combinauion of hexamethylene-
diamine and adipic acid is an example of condensation polym­
erization; 
+ K00C(CH2)4C00H—>NH2(CH2)5NHC(CH2)|,CH00H + HgO 
0 
The method in which the reactants for the two types of 
growth reactions given above are brought together is used to 
classify the type of polymerization. The four characteristic 
types of polymerization are bulk, solution, suspension, and 
emulsion polymerization. In the first three types, the 
polymerization takes place in the phase of the monomer. In 
bulk polymerization the polymerization takes place in the 
pure liquid monomer phase itself. In solution polymerization 
the polymerization takes place in the solution in which the 
monomer is dissolved. In suspension polymerization small 
beads of monomer are suspended in a medium. The polymerization 
takes place in the liquid monomer within the beads. 
Emulsion polymerization, like suspension polymerization, 
is a two phase reaction consisting of a dispersion medium and 
a dispersed phase which is the monomer. However the polym­
erization does not take place in the monomer phase in emulsion 
polymerization: Thm polymerization begins at specific loci 
in the dispersion medium and continues outside the monomer 
3 
phase. This characteristic of emulsion polymerization is the 
source of its principle advantage. By using the techniques 
of emulsion polymerization, the propagation rate can be 
increased without a significant decrease in the average 
molecular weight. In most other -ypes of polymerization, 
an increase in propagation rate will result in a corresponding 
decrease in average molecular weight. 
There are other advantages as well as disadvantages to 
the application of emulsion polymerization. The product of 
emulsion polymerization is in the form of a latex. When the 
produced polymer is to be deposited on a surface, the latex 
containing the polymer can serve as a vehicle of direct 
application, for example as latex paint. The latex properties 
are affected by the size distribution of the particles in 
suspension. Therefore in order to properly control the 
properties of the latex product, the process must be designed 
to give the desired distribution of polymer particle sizes. 
The major disadvantage occurs when a solid polymer product 
is desired; the polymer must be separated from the latex. 
The majority of previous research deals with emulsion 
polymerization carried out in batch reactors. Although con­
tinuous polymerizers have been used industrially, there is 
little information available relating particle size distri­
bution in continuous polymerization to process design 
m V .4  ^  ^  ^  ^V «4. • 
The purpose of this project was to develop a model which 
would relate the particle size distribution to the process 
design variables in a continuous emulsion polymerization 
system. This size distribution model was developed from one 
of three growth rate models which were incorporated into a 
particle population balance to determine the particle size 
distribution of the product. In order to verify the validity 
of the model, data of the population density of a polystyrene 
system were obtained and compared with a computer solution 
of the model. 
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EXISTING THEORY AND LITERATURE REVIEW 
Micelles and Solubilization 
The presence of soap or detergent in sufficient quantities 
to form micelles distinguishes emulsion polymerization from 
all other techniques of polymerization. The properties of 
soap and detergent which affect emulsion polymerization are 
emulsification, solubilization, reduction of surface tension, 
and protection of polymer particles from flocculation. By 
lowering the surface tension of the dispersion medium, the 
soap molecules are able to surround and stabilize small 
monomer particles to form an emulsion. Above a specific soap 
concentration, soap molecules come together to form small 
"pockets" of high soap concentration, called micelles. The 
concentration at which micelles begin to form is called the 
critical micelle concentration and depends on the temperature 
and substances forming the solution. 
The structure of micelles, which consist of 5O-IOO soap 
molecules, is not exactly known. McBain (21) proposed a 
laminar structure, and Hartley (I8) proposed a spherical one. 
However, neither has been wholly accepted because the structure 
may be a function of both the substance used and its concen­
tration . 
The role of the micelle is twofold. As proposed by 
Harkins (16, 17) the micclle serves as a locus for partio.ie 
nucleation and polymerization during early particle growth. 
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Also the micelle provides soap molecules to stabilize the 
growing polymer particles in later stages of growth. 
The micelle is capable of serving as a polymerization 
locus because monomer molecules are solubilized by the 
micelles. Solubilization was defined by McBain (21) as the 
"spontaneous passage of molecules of a substance insoluble in 
water into a dilute aqueous solution of a detergent to form a 
thermodynamically stable solution." Solubilization differs 
from emulsification because it is accompanied by a decrease 
in free energy. It is thought that the solubilized monomer 
molecules arrange themselves between layers of soap molecules 
within the micelle. 
The role of the micelle as explained by Harkins {l6, 17), 
has been widely accepted as a reasonable explanation of 
nucleation. However, in 1968, Roe (26) challenged this 
hypothesis. Since emulsion polymerization has been reported 
in the absence of micelles. Roe concludes that nucleation 
takes place in the dissolved phase and the growing radical 
is absorbed by the micelle. 
In general, the role of the soap is entirely physical. 
The micelle acts as a monomer reservoir for initiation and 
propagation. 
Kinetics 
By locating properly the locus of polymerization, Harkins 
(l6, 17) made the first major advancement in the understanding 
7 
I 
of emulsion polymerization. The major points of the Harkins 
theory are as follows; 
1. Polymer particles are almost entirely initiated 
within micelles. The number of particles initiated 
at other loci is negligible. 
2. Most polymerization takes place in the polymer 
particle; very little polymerization takes place 
within the monomer droplets and extremely litule 
takes place in the water. 
3. Polymerization takes place within the particle by a 
free radical mechanism. 
4. Monomer is supplied to the growing particle by 
diffusion through the water phase from the monomer 
droplet. 
5. The micelles bring the radicals and monomer together 
in a higher concentration than in the water. 
The relationship of the particles, droplets, and micelles is 
illustrated in Figure 1. 
In order to further characterize emulsion polymerization 
in a batch process. Gardon (9) divides the process into three 
intervals (see Table l). Interval one is distinguished by 
the presence of micelles. During this interval virtually all 
the particle nucleation takes place. The Initiation of 
polymerization within a micelle corresponds to the nucleation 
of a polymer partieIc. Interval tv:c begins at the time that 
Figure 1. Relationship of the particles, droplets, and 
micelles 
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GROWING PARTICLE 
A MICELLE ABSORBS A DISSOLVED 
RADICAL TO BECOME A PARTICLE 
MICELL 
25 - 50> 
MONOMER TRANSFER 
SOAP \ 
TRANSFER \ 
FROM 
MICELLES 
NOT NUCLEATED 
IMONOMER DROPLET 
STABILIZED BY 
SOAP 
10- 100 u 
MONOMER TRANSFER 
GROWING PARTICLE 
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Table i. Intervals in batch emulsion polymerization^ 
Identities 
Interval Processes occurring present 
Nucleation 
Soap molecule transfer 
Monomer transfer 
Radical initiation 
Radical termination 
Particle growth 
Micelles 
Droplets 
Particles 
ill 
Monomer transfer 
Radical initiation 
Radical termination 
Particle growth 
Radical initiation 
Radical termination 
Particle change 
(Decreasing monomer volume fraction) 
Droplets 
Particles 
Particles 
^Source: Gardon (9). 
all micelles have become nuclei or the soap molecules of the 
micelles have migrated to growing polymer particles. During 
this interval the number of polymer particles remains 
constant since, according to the Harkins' hypothesis, no new 
nuclei can be formed in the absence of micelles. After all 
the monomer in the droplets has diffused to the polymer 
particles, the latex enters the third interval characterized 
by the absence of droplets. During this interval propagation 
is supported entirely by the monomer absorbed by the growing 
pc;,X*ôJ.CJ-Cii ùui'xi'iw j.iitci'V&l two. 
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Smith and Ewart (30) built on the qualitative theory of 
Harkins to develop a number of equations describing the 
quantitative aspects of the process. One of these equations 
was a recursion relation developed from a radical balance 
made on the radicals entering and leaving a particle of the 
average population size at steady state. The balance is made 
on an emulsion system within interval two such that there is 
a constant number of growing particles, N, of average volume, 
V, and surface area, â. Since all radicals are formed outside 
the particles and are assumed to be completely absorbed by 
the particles, the rate at which the radicals diffuse into a 
single particle is R/N where R is the rate of production of 
radicals and N is the number of particles per cc of water. 
Mutual termination was assumed to be the only form of radical 
termination. Therefore the rate of termination becomes 
( q [ (q-l)/V ] where is the specific rate constant, 
is Avogadro's number, and q is the number of radicals 
present in the particle. By assuming no desorption of 
radicals from the particles, the steady state balance around 
the total number of particles containing q radicals leads to 
the recursion formula 
(q+2)(q+l) N^2 + a = Nq [ q(q-l) + a] ( 1 )  
a (R/N) (N^V/k^) ( 2 )  
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where 
N = E Nq. (3) 
Smith and Ewart qualitatively solved this relation for 
the special case of instantaneous termination, and found that 
the average number of radicals, Q, in a particle was 0.5. 
This leads to an expression for the rate of propagation, 
which is proportional to particle growth rate, of the form 
rp = kp (M) (N/2) (4) 
where M is the concentration of the monomer at the. loci of 
the radical and kp is the specific rate constant of propaga­
tion. 
Stockmayer (31) and others (24, 32) have developed 
general solutions of the Smith-Ewart recursion relation. 
The Stockmayer solution is 
a^ = 8 (X (5) 
0 = (a/4) Io(a)/li(a) (6) 
where nr. is given in Equation 2, and Io(a) and ^^(a) are modified 
Bessel functions of the first kind of zeroth and first order, 
respectively. This solution provides a size dependent 
average of the number of radicals in a particle which is free 
of the assumption of instantaneous termination. 
By applying this solution to the assumption that polyrn-
13 
erlzation within the polymer particle by free radical addition 
is the controlling mechanism. Gardon (9) was able to express 
Che particle growth rate as a function of particle size as 
follows: 
dt = Î ^  Q ] / (1 - 0%) (7) 
where 0^ the monomer volume fraction within a polymer 
particle and and pp are the molar densities of the monomer 
and polymer respectively within the particle. The parameters 
of this expression are very convenient since they can be 
determined Independent of the emulsion polymerization process. 
The only exception is the specific rate constant of termina­
tion which will be affected by the physical properties of the 
polymer particle and must be determined from an actual emulsion 
polymerization process. Gardon (9-l4) presents these data 
for a variety of systems and conditions. 
It should be noted that all parameters on the right of 
Equation 7 are constant except Q. Therefore Equation 7 may 
be expressed as 
where 
The assumption of constant jZL may require some explana­
tion. Morton _et aj. (23) explain this lack of variation. 
They pointed out that the energy of mixing of the polymer 
and monomer and the total surface energy change due to an 
increase in particle size have approximately equal magnitudes 
out opposite signs. The energy of mixing favors monomer 
entry into the particles; however, the total surface energy 
change retards monomer entry. Therefore, the two effects 
tend to balance each other out. This conclusion has been 
verified by Gardon (14). 
In 1954 Medvedev (22) proposed that the locus of propa­
gation is the surface of the polymer particle rather than the 
Interior as Harkins suggested. In experimental studies 
Brodnyan £t aj. (6) found the growth rate per unit surface 
area to be relatively constant which tends to support the 
Medvedev theory. 
By assuming a particle growth rate of the form 
i? = kr^ (10) 
where y and k are constants, Brodnyan (5) has shown by 
statistical analysis that the exponent, y, could be indicated 
by the properties of the distribution of the particle sizes 
from a batch reactor. For example, a normal distribution of 
the volumes indicates an exponent of zero, a normal distri­
bution of radii indicates an exponent of two, and a normal 
distribution of the logarithms of the radii indicates an 
exponent of three. From Equation 10 it is easily seen that 
an exponent of zero, two, or three corresponds to a growth 
rate proportional to a constant as in the Smith-Ewart theory, 
the surface area, or the particles volume respectively. 
Brodnyan (5) points out that while working with styrene 
Vanderhoff e;t aJ. (33) found an exponent of 2.5 for Equation 8 
and Ewart and Carr (8), also working with styrene, found that 
dr/dt was approximately constant which implies an exponent 
equal to two. This further supports the Medvedev theory. 
Continuous Emulsion Polymerization 
Although the majority of published work deals with batch 
systems, there is some work which discusses continuous systems. 
Wall et aA. (34) experimentally demonstrated the general 
feasibility of continuous emulsion polymerization. Wall 
concluded that continuous emulsion polymerization could be 
controlled by the same methods, altering residence time, 
reactor temperature, catalyst concentration, as batch opera­
tions. 
Sato and Taniyama (27) developed a kinetic model for 
emulsion polymerization which predicted 'the same results as 
Srdth and Ewart. In a later work (28) they applied the model 
to continuous emulsion polymerization and found that the total 
number of particles formed is independent of the Initiator 
concentration, proportional to the soap concentration, and 
proportional to the -2/3 power of the average residence time. 
The authors pointed out that the results agreed with the 
unpublished work of Gershberg and Longfield (15). 
Allen e;fc aJ. (l) compared the polydispersity of a batch 
polymerizer with that of a cascade of one, two, and three 
polymerizers. As the authors expected, the theoretical calcu­
lations predicted a broader particle size distribution for the 
continuous systems. The authors investigated the system for 
two volumetric growth rate models. The first was the Smith-
Ewart model, and in the second, growth rate was proportional 
to the particle diameter raised to the 2.5 power. The latter 
model approximates the Medvedev model. The polydispersity 
was greatest for a single continuous polymerizer with the 
Medvedev approximation applied. 
A modified Stockmayer growth rate model was applied to 
a continuous system by DeGraff and Poehlin (7). The Stock­
mayer model was modified by use of Flory's diffusion model. 
DeGraff observed that the number of particles formed in the 
first tank of a cascade has an important effect on the rate 
of polymerization, molecular weight, and conversion in 
following tanks. The number of particles initiated in the 
first tank as a function of residence time was found to 
exhibit a maximum. 
The methods of classical statistical mechanics and the 
ijaDxô ii'iai^i'iciïictoxucirj. mcuuii Ox une riaiivvv L/ucao ii«.vc 
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applied ûo continuous emulsion polymerization by Katz and 
Shinnar (20). However, this stochastic approach provides 
no additional information when the particle populations are 
as large as they are in emulsion polymerization since the 
individual flucuations average out. 
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MATHEMATICAL DEVELOPMENT AND THEORETICAL RESULTS 
Population Density and Moments 
Since it is more convenient to work with continuous, 
rather than discrete mathematics, the distribution of discrete 
polymer particles are represented by a population density 
function. The population density, n, represents the number 
of particles within a given size range. A more precise 
definition is given by the limiting process: 
Here N represents the cumulative distribution function and 
AV represents th,, volume size interval Vg - V^. 
The reverse mathematical operation is used to return to 
a particle distribution in terms of pure numbers. 
It is convenient to define a second population density, 
m, which is a function of radius rather than volume. The 
procedure is exactly the same as before. Thus, 
lim aN dN 
V->0 - dV " (11) 
Total number of 
particles between 
sizes and Vg 
(12) 
Lim &N dN 
(i,r ~ dr m (13) 
Total number of 
particles between 
radius r^ and r2 
f i,\ 
It is possible to obtain from the population density 
other distributions which relate to the polymer particles. 
Equation 11 is the zeroth moment of the population density, 
m. IVhen the lower limit of integration is zero, the zeroth 
moment generates the cumulative distribution function. As 
the upper limit goes to infinity, this distribution gives 
the total number of particles present. 
The cumulative radius is obtained from the first moment, 
r 
Hp = j rmdr (15) 
and represents the total radius (if all the particles are 
lined up) of the particles of radius r and below. 
The second moment may be used to obtain the cumulative 
surface area. The shape factor 4r is introduced to account 
for the spherical nature of the particles. 
r 2 
Ap = 4tt r mdr. (lo) 
The cumulative volume is related to the third moment 
by the shape factor 4TT/3. 
Vf = if fo mdr. (17) 
These distributions are useful in calculating such system 
parameters as numbers, interfacial area, total volume, and 
total mass. 
20 
Numbers Balance 
This work Is directed to a continuous, stirred, tank or 
backmix polymerizer. In such a polymerizer, shown in Figure 
2, the product stream has the same characterization as the 
latex in the polymerizer. To provide the background for 
such a polymerizer, the latex is defined as an arbitrary 
polymer particle suspension through the following assumptions, 
1. The latex occupies a variable volume enclosed by 
fixed boundaries except for a free gravity surface. 
2. The volume has input and output streams which are 
completely mixed as they pass through the 
boundaries of the volume. 
3. The particle sizes are considered to be distri­
buted continuously over a given size range and an 
element of latex volume. 
4. No splitting or coalescence of particles occurs. 
To apply the population density to a numbers balance, 
the zeroth moment of the volumetric population density is 
used. The balance is 
Total number of Total number of Total number of 
particles accumulated - particles in the - particles in the 
per latex volume input stream per output stream 
latex volume per latex volume 
Applying the zeroth moment, the balance becomes 
si J'v ' 4^ "GVav ' = - QgHg j QV ( IC) 
Figure 2. Continuous polymerizer 
22 
Q;, (V,t) 
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where V Is a unit of latex volume, are volumetric 
flow rates and n is the local population density, n = n (x, 
y, z, V, t). 
Using Leibnitz's rule on the left hand side of Equation l8, 
the balance simplifies to 
W ( ^ + hI ^s - - Qq^Q] = 0 
(19) 
This represents a general population balance subject to the 
original assumptions. The integral term represents changes 
in the ''number of particles within the size range to V2 
within the latex volume, V, due to non-steady state behavior 
and growth into or out of the size range. The second term 
represents changes due to a volume change, and the third 
and fourth terms represent changes due to the input and out­
put streams. 
In order to obtain a more useful form the following 
assiimptions are made: 
1. The mixing and product removal is completely ideal. 
That is, n = ïïg = ÏÏq = n(V,t) 
2. The volume of the latex, V, is constant. 
3. There is no induction period in the life of a 
micelle such that the micelle temporarily cannot 
become a growing particle. 
24 
4. The residence time, t, is constant and equal to 
v'/Qo-
5. There are no particles in the input stream. 
The balance further reduces to 
an a av n . 
ï t + W ( n à t ) + T = 0  ( 2 0 ;  
or for the steady state case. 
df (nRy) + ^ = 0. (21) 
Here represents the volumetric particle growth rate. 
The same balance technique can be applied to the popula­
tion density as a function of particle radius. The simplified 
transient balance becomes 
f + i = 0. (22) 
The steady state balance reduces to 
^ (Rpin) + -^ = 0. (23) 
Here represents the radial particle growth rate. 
From Equations 21 and 23, the steady state population 
density can be determined analytically if the size rate of 
change of the particle growth rate (dR^/dV or dR.^dr) is 
known. The steady state solution for Equation 21 can be 
obtained by expanding the first rerra ana multiplying the 
25 
equation by 
1 oV . 1 ^ 1 \ 
i;; "dv •<• ÏR;' V^. 
The balance becomes 
dR V 
dV + TR ]e V 
dR, V 
dV 
+ TR, •) dV 
dV = 0 (24) 
and by combining terms, it becomes 
dV ( Rv dV^ TRy ) dV ]) - 0 (25) 
which can be solved to give 
„ = n°exp [ - ^ ^ ) dV 1 (26) 
This is the general analytic steady state solution for 
Equation 21. For Equation 23 by an analogous process the 
general steady state solution becomes 
m = m°exp [ - / ( ^  + ^  ) dr 1 (2?) 
r© r r 
26 
where and n° are the population density at the nuclei 
radius and volume respectively. 
Growth Rate Models 
From the review of emulsion polymerization literature, 
three volume growth rate models have been obtained. All 
three assume that the diffusion of the monomer from the 
droplet to the growing particle is adequate to support the 
polymerization rate. The first two can be traced back to 
Harkins' qualitative theory of emulsion polymerization. The 
Smith-Ewart model indicates that the volume growth rate will 
be constant. The Stockmayer solution of the Smith-Ewart 
recursion relation leads to a model in which the growth rate 
is a function of volume. However, to be applied to continuous 
emulsion polymerization, the Stockmayer model must be modi­
fied. The third model, Medvedev, does not rely on the 
assumption of Harkins' theory. It takes the form of a power 
law relationship indicating dependency on surface area. 
To modify the Stockmayer model, it is convenient to 
determine a recursion equation for nq, the population density 
of particles containing q radicals. By definition the 
particle population density is the sum of all its parts. 
n = r nq . (28) 
The following development is parallel with that of Smith 
and Ewart (30) in a batch system. Consider the total number 
of particles in the latex having an arbitrary size range 
to V2 and containing exactly q radicals. Inputs into this 
group of particles take place by either the entry of a 
radical into any of the particles within the arbitrary size 
range to Vg containing exactly (q - l) radicals or the 
mutual termination of two growing radicals in any particle 
within the size range ûo Vg containing exactly (q + 2) 
radicals. Outputs take place by either the entry of a 
radical into a particle between the sizes to Vg which 
contains exactly q radicals, or the mutual termination of 
two radicals in any particle between the sizes to Vg con­
taining q radicals. The assumption of no radical desorption 
is also made. 
The entry of a radical into a particle within the size 
range Vj to Vg depends on the relative surface area of the 
particle as compared to the total surface area available for 
absorption. Therefore, if we assume that all produced 
radicals are absorbed through the oil-water interface which 
has total surface area of S, the rate of absorption of 
radicals by particles in the volume range Vj to Vg and con­
taining q radicals would be 
^ 2 (AREA) dV = # / ^nr^nqdV = § t.GAvf/^n.dV. 
vi vi vi 
(29) 
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The rate of termination of radicals within che particles 
of this arbitrary size range containing q radicals would be 
Therefore, a dynamic balance may be written as follows: 
d ./s r 2^ 
dt J "qdV = I [ (AB2A)g_^ - (AREA)q ] dV 
vi 2^ 
+ f VN7 [ "q-2 (Q+2)(q+l) - nq(q-l)q ] dV (30) 
vi a 
or in another form 
•''v^   ^"at • i" (4.84) (ng_i - hq) 
- { n^ .^(q+2)(q+l) - n_(q-l)q) ] dV = 0 
vna  ^ q+2^  
(31) 
Since the integral is identically zero for any arbitrary 
size range, the integrand is also equal to zero, and at 
steady state the balance leads to the recursion relationship 
(q+2)(q+l) + ?\.i = "q I 9(9-1) + g ] (32) 
g = [jl (4.84) (33) 
kt 
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This recursion formula is of the same form as that 
solved by Stockmayer (31) and 0'Toole (24) in terms of 
3essel functions. The modified Stockmayer solution is 
given by 
= 8p (34) 
S = (b/%) Io(b)/l^(b) (35) 
where Q is the average number of nuclei in a particle of 
size Y, and lQ(b) and I^(b) are Bessel functions of the 
first kind. 
Prom each of the volumetric particle growth rates, R^, 
the radial particle growth rate, R^, can be obtained through 
the following differential operation: 
«v = i  = (36) 
Table 2 lists R^ and R^ for the three growth rate models 
discussed. 
Analytical Solutions 
Equations 26 and 27 represent the general analytical 
solutions for the population densities m and n, respectively. 
Prom these equations, the steady state population density 
can be determined analytically if the size rate of change 
of the particle growth rate (dR^/dV or dR^/dr) is known. 
3 OuUWO L/iiC O-LO X VX" uiiU- vxij. Viw 
Table 2. Kinetic growth rate models 
Model 
Siaith-Ewart 
Medyedev 
Modified 
Stockmayer 
Volumetric 
= 0.5K 
dR, 
df 
rv 
dR 
0 
2/3 
htt = 2km/3v^ /3 
Ry = K Q 
dR. dQ 
dV - K dV 
Radial 
where dQ dV 
K 
4v^ /^  
blf(b) + 2Ii(b)lo(b) - blg(b) 
lf(b) 
K' = 11.41 [ RN^/S kt ] 
rr = k/8nr' 
a*" . _ K/4nr3 
1/3 
dr 
rjo - k^ /xs^ n) 
drj 
dF" = 0 
R„. = KQ/4 rrr^  
dR 
ar" 
r K - -2Q , 1 dQ , 
uj 
o 
Radial 
Smith-
Ewart n = n°exp [-(V-V®)/TR^] 
2 q 3 3 
m = m^exp [ln(r°/r)-^(r-r°) ] 
2/3 1/3 1/3 
Medvedev n = n®exp [ln(v°/v) -3(V -V° )/Tkj^ ] m = m°exp [{r°-r)/R^ T] 
Mod ifled 
Stock-
may er 
V 
LA) l-l 
n = n°exp [ln(R^/R^) - J' dV/R^T ] V m = m°exp [ln(R°/Rj^)dr/R^r ] 
o 
kinetic models as a function of both particle radius and 
volume. 
It should be noted that the volumetric population density 
for the Smith-Ewart model and the radial population density 
for Che Medvedev model are straight lines on a semilog ploû. 
If the nuclei radius and volume are assumed DO be approxi­
mately zeroJ then density can be obtained from the slope and 
intercept of data which would fii; either of these solutions. 
Nucleation Rate 
At steady state the nucleation, or particle initiation, 
rate is easily determined for this system. Since all the 
particles are produced in the polymerizer, the rate of 
nucleatlon equals the rate of particle removal. Therefore, 
nucleation dN° t 
rate " dt " T (37) 
n 0 
which is equal to n for the Smith-.'Sv/art kinetic model 
and m°R° for the Medvedev model. 
r 
Another approach employs the basic assumption for the 
Smith-Ewart and the Stockmayer theories that all the radicals 
produced by the initiator are absorbed through the surface 
area of the soap. It is also assumed that this surface area 
is the sum of the surface areas of the polymer particles and 
micelles. Therefore all radicals not absorbed by particles 
.v.ust be absorbed by micelles to nuclei. The rate 
of nucleatlon is then given by the rate of absorption by 
the micelles, or 
dt = R [1 - S j"" mdrj. (38) 
•This is analogous to an expression derived by Gardon (9) for 
batch polymerization. 
Dlmensionless Solutions 
To obtain the population density in a general form, i^ 
is convenient to introduce dlmensionless variables. The 
following variables serve this purpose. 
V 
= V/R°T, \ = n/n°, 0 = t/r (39) 
= r/R°T, = Rp/R°, = m/m°. (40) 
The volumetric and radial, transient balance become, 
respectively, 
"^"'v f^v _  ^
âtr " pv i;- " f?; + iv = 0 
V 
^pr 
-ar + Pr âzr + "r ^ = 0. (42) 
r r 
The respective, general, steady state solutions to 
Equations 41 and 42 are 
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, = exp f- (i . A J (43) 
= - [- ;; ( t % ' 
r 
These solutions simplify when a specific kinetic model is 
applied. Table 4 illustrates these simplified solutions. 
These solutions will be referred to by the growth rate model 
they employ. 
The radial and volumetric population densities for the 
three models are illustrated in Figures 3 and 4, respectively. 
When investigated both as a function of cf^ and or^, the dif­
ferent models exhibit radically different behavior. The 
Smith-Ewart model predicts a straight line relationship as 
a function of dimensionless volume, cr^. The Medvedev model 
Is a straight line as a function of dimensionless radius, 
Cp. The modified Stockmayer model does not exhibit a straight 
line relationship, but approaches the Smith-Ewart model at 
small sizes as expected. 
The calculations to develop Figures 3 and 4 were made 
with the assumption that the dimensionless nuclei radius, 
and volume, or°, are approximately zero. However, note 
that particles of "zero" radius have finite growth rates 
and R°. The errors introduced by this assumption are not 
significant. 
Table 4. Dlinenslonless solutions 
Kodel Volumetric 
Smjth-Ewart = exp ( o-° - cr^) 
Medvedev = exp [-In -3 ( (a^/p^)-o° 
Modified Cy 
Stockmayer = exp [-In Py " / o 
Radial 
exp [-In H- (a°^-a^)/3aO^] 
exp (o° - Op) 
u) 
exp [-In pjn ~ f o dor/p^] 
'^ r 
Figure 3. Dimenslonless radial population density 
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Figure 4. Dlmensionless volumetric population density 
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The similarity of the Smith-Swart and modified Stockmayer 
growth rate models at small particle sizes is further illus­
trated in Figure 5- The two models have the same theoretical 
development, but the Smith-Ewarc model makes the additional 
assumption of instantaneous termination. This assumption 
is a good one at small sizes where the two models agree. As 
the particle size increases, the modified Stockmayer model 
predicts an increase in the average number of radical, Q, in 
a particle. When the value of Q increases significantly 
from 0.5 as shown in Figure 6, the models predict the 
significant differences in the particle growth rate which 
affects the population density function. 
It is interesting to note that the Medvedev model 
predicts very large particles. From Figure 7 it can be 
seen that for the parameter levels used in the calculations, 
63 percent of the polymer particles will have a radius larger 
than 0.5 p (a = 0.468) if they obey the Medvedev theory. 
However, for the Smith-Ewart and modified Stockmayer models, 
only 10 percent and 30 percent, respectively, of the particles 
will have a radius larger than O.O6 u {o = O.O56). The 
particle size predictions by the Medvedev theory are much 
larger than measurement usually observed in practice. There­
fore the validity of that model is in doubt. 
Although the steady state solutions listed in Table 4 
are in a dimen6lonzc5& xoi'iu, Liic oui'vcS j.j.a.U5ôi'aocu 
Figure 5. Dimensionless radial growth rates 
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Figure 6. Average number of radicals for a growing particle 
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Figure 7. Dimensionless cumulative distribution function 
measured by integrating the population density 
function 
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Figures 3 and 4 are not completely general since their form 
will change for a change in system parameters. For any 
case presented in Table 4 in which the particle growth rate 
is a function of particle size, the density function solu­
tion contains two dimensionless variables, dimensionless 
growth rate and size. To generalize a dimensionless solu­
tion from Table 4, it is necessary to relate the dimension­
less growth rate and dimensionless size and eliminate one 
of the dimensionless variables from the solution. The 
dimensionless growth rate and size are related by a dimension­
less group which is a solution of the residence time, nuclei 
growth rate, and the growth rate irodel used. Due to the 
complex nature of this relationship, it is more convenient 
to present the variation with respect to these dimensionless 
groups by only the variation of the population density 
function solution with the product of the residence time 
and the nuclei growth rate (tR° or tR^). This variation is 
illustrated in Figures 8, 9, 10, and 11 for the radial Smith-
Ewart, radial and volumetric modified Stockmayer, and 
volumetric Medvedev models respectively. In the case for 
the growth rate being independent of particle size, the 
solutions given in Table 4 contain only one dimensionless 
variable. Therefore the variation with tR® or tR° does V r 
not exist. 
Figure 8. Change in dlmensionless radial Smith-Ewart model 
due to TR° 
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Figure 10. Change in dimensionless volumetric modified 
Stockmayer model due to tRO 
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EXPERIMENTAL INVESTIGATION 
The population balance has been used to develop a general 
representation of the population density function for une 
particle size distribution leaving a continuous, backmix, 
emulsion polyraerizer. With the application of a particle 
growth rate model, a density function can be developed to 
predict the particle size distribution produced under a given 
set of conditions. The objective of the experimental investi­
gation of this work was to show that the particle size dis­
tribution in the latex leaving a single, continuous, backmix 
polymerizer could be predicted by the representation of the 
distribution developed from the population balance. 
Experimental Procedure 
Reactants 
The polymerization reaction which was chosen for the 
experimental study of the models was the production of 
polystyrene. This reaction was chosen because there is 
extensive published information available on styrene and 
the necessary parameters were available in the literature 
for the application to a styrene system of the Smith-Ewart 
and Stockmayer solution growth rate models. Gardon (9-l4) 
has published the data in Table 5 for styrene. The following 
polymerization recipe has been suggested by Bovey et al. (4): 
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Table 5- Data for sûyrene aû 60° C required for growth 
rate models 
k./k I4l 
kp 0.176 X 10° (cc/mole sec) 
0.6023 X 10^4 (#/mole) 
R/(conc. of initiator in %) for potassium persulfate 
0.245 X 10^5 (#/cc HgO) 
S/(conc. of soap in %) for sodium lauryl sulfate 
0.125 X 10^ (cm^/cc) 
0^ 0.9050 (gm/cc) 
P 1.06 (gm/cc) 
# 0.60 
^m 
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Styrene 
Parts by weight 
100 
Water l80 
Sodium lauryl sulfate 5 
Potassium persulfate 0.15 
The styrene used was obtained from McKesson Chemical 
Company and contained tert-butyl catechol in a concentration 
of 10-15 parts per million. The catechol acts both as an 
inhibitor and retarding agent when present in styrene (3). 
In a batch system, Bovey et aJ. (4) reports that an inhibitor 
affects an emulsion polymerization by delaying the initiation 
of polymerization. This delay is called the induction period. 
The induction period is the time required for the initiator 
of the polymerization to react completely with the inhibitor. 
A retarding agent slows the polymerization rate. Bovey 
suggests that the length of the induction period and the 
magnitude the polymerization rate is a function of the 
initial concentration of the inhibitor. 
The inhibitor was not removed from the styrene monomer 
because its effect can be measured by the population density 
analysis applied to particle size distribution data. The 
viscosity of the monomer was monitored to warn of any signifi­
cant increase in polymer concentration in the stored r.onomer. 
Any such increase would indicate that the inhibitor level 
was zero. 
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Equipment 
The polymerization system. Illustrated by Figure 12, was 
basically simple. As shown in the schematic diagram. Figure 
13, the feed streams were introduced at the latex surface 
through positive displacement metering pumps. The output 
stream used the constant head of the latex and the system 
pressure for its driving force. Therefore, it was possible 
to maintain the latex volume at a constant value. 
The continuous tank polymerizer, shown in Figure l4, 
consisted of a section of pyrex pipe, with removable metal 
flanges, and stainless steel end plates. The interior of the 
polymerizer was equipped with a heating coil which acted as 
a draft tube and three baffles which prevented the formation 
of a vortex. The total volume of the polymerizer with the 
coil and baffles in place was 2.8 liters. 
The flow pattern within the polymerizer was established 
by circulating the latex down and through the draft tube by 
a two inch diameter three-blade propeller located at the 
center of the coll. Due to the stability of the latex and 
the high residence times studied, tha mixing was than 
sufficient to approach ideal mixing. The latex stability 
was due to the small sizes of the particles and monomer 
droplets. 
The space between the latex surface and the fixed top 
of the polyuiérizcp «as filled With nitrogen gas and regulated 
Figure 12. Continuous polymerization system 

Figure I3. Schematic representation of the continuous polymerization system 
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Figure 14. Top and side views of the polymerlzer. Baffles 
are omitted In the side view. Only the outer 
diameter of the heat transfer coil is indicated 
in the top view 

a.z approximately 8 mm Hg gauge pressure. Nitrogen was used 
CO decrease the concentration of oxygen, a retarding agent, 
in the latex. The elevated pressure was maintained to 
Insure that any gas leaks were outward. 
The styrene monomer was fed into the polymerizer directly 
from its 55 gallon shipping drum through "viton" and stain­
less steel tubing. As the styrene was removed from the 
shipping drum, its volume was replaced by nitrogen at "che 
polymerizer pressure. The soap and persulfate solutions were 
fed from separate "pyrex" jugs through "tygon" and stainless 
steel tubing. The volumes above these solutions were also 
filled with nitrogen. 
Water from a constant temperature bath was circulated 
through the heating coils to maintain the temperature in the 
polymerizer at 60°C. The polymerizer temperature was monitored 
by a stainless steel covered thermocouple. 
Analysis 
The latex was sampled at steady state. The determina­
tion of steady state conditions is discussed in Appendix B. 
The particle size distribution of the latex was measured from 
photographs obtained through electron microscopy. Figure 15 
is an example of the photographs used in the distribution 
determination. The total magnification is 175,000. One 
should note that Figure 15 is slightly out of focus. This 
increases cne contrast to aid in particle measurement. 
Figure 15. Polymer particles. One centimeter equals 0.057 
microns 
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The extremely regular spherical shape of the particles 
present should be noted. This spherical shape is maintained 
even though a particle may be part of a conglomeration. The 
presence of ellipsoid particles would have indicated that 
two particles had joined together and continued to grow as 
one particle. Since there are no ellipsoid particles 
present, the particles are assumed to have grown independently 
and the conglomeration was formed during sampling. 
When a sample was removed from the polymerizer, it was 
quenched by addition of hydroquinone and a 30°C decrease in 
temperature. The sample was prepared for the microscope by 
a 10:1 dilution with distilled water. The diluted latex 
was then deposited on a carbon grid by nebulization. That is, 
a drop of the diluted latex was formed into a small cloud 
which was allowed to settle on the grid. 
Since the population density is a decreasing exponential 
function, the data were plotted using a graded scale which 
increased each successive size interval. This procedure has 
been suggested by the American Society for Testing Materials 
(2) to help equalize the number of particles in the size 
ranges. 
Experimental Results and Discussion 
The parameters which are needed to predict the polymer 
particle size distribution in the latex leaving a continuous 
polymerizer are the mean residence time for particle growth 
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and the radial or volumetric nuclei growth rate. If there 
is no inhibitor in the monomer fed uo the polymerlzer, the 
mean residence time which applies to the size distribution 
prediction is the ratio of the polymerlzer volume to the 
volumetric flow rate of the latex leaving the polymerlzer, 
i.e., there is no induction %ime. Also if there is no 
inhibitor present, the theoretical volumetric nuclei growth 
rate can be calculated from the data given in Table 5- Since 
the inhibitor, tert-butyl catechol, was left in the styrene 
monomer and the dissolved oxygen was not removed from the 
other feed streams, the theoretical values of these param­
eters could not be used. However, these parameters were 
estimated from the particle size distribution data by means 
of a least squares fit of the distribution data to the Smlth-
Ewart and modified Stockmayer models, as explained in 
Appendix A. 
The mean residence time which is required for particle 
size distribution prediction is the mean residence time for 
growing particles. As Bovey et aJ. (4) states, when the 
inhibitor and dissolved oxygen are not removed, the mean 
residence time of the latex includes an induction period. There­
fore, the mean residence time for growing particles has been 
expressed as 
T = Tjn - T (45) 
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where T Is the length of the induction period and is the 
mean residence time of the latex. 
Prom the least squares fit of the data to the volumetric 
Smith-Ewart or modified Stockmayer models, the volumetric 
nuclei growth rate can be related to the mean residence time 
of growing particles by 
TR° = constant. (46) 
Therefore, from a given set of data. Equations 45 and 46 
represent two equations relating three unknowns; R°, T, and 
T. By applying the least squares fit to another set of data 
obtained at a different latex mean residence time, T^, to 
Equations 45 and 46, two new equations relating the unknowns 
are obtained while adding only one additional unknown. The 
additional unknown is the mean residence time of particle 
growth for this second set of data. These four equations 
are now used to calculate the induction period, T, and the 
volumetric nuclei growth rate, R°, which can be used to 
predict the size distribution of polymer particles at a 
third latex residence time. 
The sets of data used to estimate T and R° were obtained 
for latex residence times of 2260 and 2540 seconds. Table 6 
lists these values obtained using the least squares fit for 
both the Smith-Ewart and modified Stockmayer models. 
The oheor-etlcal volumetric nuclci grcv;th rats is 1.9 x 
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Table c. Measured volumetric nuclei growth rate 
Smlth-Ewart Modified Stockmayer 
R° 2.6 X 10"7 u^/sec 2.4 x 10"? u^/sec 
T 1380 sec 1730 sec 
lO"? li^/sec. The approximations obtained from the distri­
bution data for both the Smlth-Ewart and modified Stockmayer 
models are larger than the theoretical growth rate. This 
indicates that the retarding effect on the nuclei growth 
rate is very slight if it exists at all. 
For the Smlth-Ewart model the fit of experimental data 
for equal to 2260 seconds and 2540 seconds to the 
theoretical dimensionless predictions using the parameters 
from Table 6 are shown in Figures I6 and 17, respectively. 
Figures I8 and 19 compare the same experimental data with 
the modified Stockmayer model using the parameters from 
Table 6. These figures show that the modified Stockmayer 
model predicts the change in slope of the size distribution 
data. Although it is possible to fit these data with the 
straight line prediction from the Smlth-Ewart growth rate 
model, the curved nature of the modified Stockmayer model 
Figure l6. Comparison of experimental size distribution 
data to dimensionless volumetric Smith-Swart 
model 
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Figure 17. Comparison of experimental size distribution 
data to dimensionless volumetric Smith-Ewart 
model 
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Figure l8. Comparison of experimental size distribution 
data to dimenslcnless volumetric modified 
Stockmayer model 
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Figure 19. Comparison of experimental size distribution 
data to dimensionless volumetric modified 
Stockmayer model 
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exhibits a better fit. 
One reason there is a greater amount of deviation from 
the predicted distribution at small particle sizes is the 
classification of particles into size intervals is the lease 
accurate at small sizes. This occurs since the intervals 
at small particle sizes are smaller than at larger particle 
sizes, and those small intervals are the same order of 
magnitude as the errors involved in particle measurement. 
To investigate the size distribution predictions on a 
radial basis, the radial nuclei growth rate must be estimated. 
It was not possible to obtain this from the measured volu­
metric nuclei growth rate since such a calculation requires 
accurate knowledge of the nuclei size. The size of a 
nucleus is not accurately known. Therefore the radial 
nuclei growth rate was estimated by fitting the peak of the 
experimental data to the peak of the dimensionless theoretical 
prediction for a latex residence time of 2540 seconds. These 
estimates are listed in Table 7 for both a fit to the Smith-
Ewart and modified Stockmayer model peaks. 
Table 7. Measured radial nuclei growth rate 
Smith-Ewart Modified Stockmayer 
R° 
r 
0.5 X 10"3 u/sec 0.7 X 10-3 ja/sec 
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For the Smith-Ewart model the fit of the experimental 
data for equal to 2260 and 25^0 seconds to the dimension-
less theoretical prediction using the parameters from Table 
7 are illustrated in Figures 20 and 21, respectively. The 
modified Stockmayer model, as illustrated in Figures 22 and 
23, also gives an excellent fit of these data. The modified 
Stockmayer model exhibits a slightly better fit of the data 
at the larger sizes. 
When considering Figures 20, 21, 22, and 23, one must 
recall that the modified Stockmayer model is an extension of 
the Smith-Ewart model. The significant difference being 
that the assumption of instantaneous termination is dropped 
in the modified Stockmayer model. Therefore, the models 
should be expected to behave similarly. The fit of both the 
models Is good because the radial nuclei growth rate used 
to convert the data to dimensionless quantities for each 
model was determined by assuming each model fit. As illus­
trated in Figure 3, when the same mean residence time of 
growth and radial nuclei growth rate are applied to the 
Smlth-Ewart and modified Stockmayer models, the modified 
Stockmayer model peaks earlier. Therefore, if T and R° 
could be estimated accurately from an Independent source, 
the difference In the two radial models would be more pro­
nounced. 
The fit of i'he hn of thA 
Figure 20. Comparison of experimental size distribution 
data to dimensionless radial Smith-Ewart model 
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Figure 21. Comparison of experimental size distribution 
data to dlmensionless radial Smith-Ewart model 
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Figure 22. Comparison of experimental size distribution 
data to dimensionless radial modified Stockmayer 
model 
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Figure 23. Comparison of experimental size distribution 
data to dimensionless radial modified Stockmayer 
model 
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prediction made by the modified Stockmayer model indicated 
that the modified Stockmayer represents the data with more 
reliability. However, when the nuclei growth rate and the 
induction period are estimated from utilizing the assumption 
of the Smith-Ewart model, the data fit the Smith-Ewart model 
very well. 
The estimates of the induction period and the volumetric 
and radial nuclei growth rates listed in Tables 6 and 7 were 
used to predict the particle size distribution of a latex 
produced with a latex mean residence time of 2820 seconds. 
A prediction was made assuming both the Smith-Swart and 
modified Stockmayer models. The comparisons of the experi­
mental data with the Smith-Ev/art model radial and volumetric 
predictions are illustrated by Figures 24 and 25, respectively. 
The same comparisons are illustrated for the modified Stock­
mayer radial and volumetric predictions by Figures 26 and 27, 
respectively. These figures illustrate the fact that when 
the induction period and the nuclei growth rates are deter­
mined by assumption of either the Smith-Ewart or modified 
Stockmayer model, those parameters may be used to predict 
other particle size distributions along with the model used 
in the parameter determination. 
The three sets of data that have been mentioned were 
obtained over a period of eight days. This fact is important 
since "cne level of one inhibitor in the c>oored bo^x'-cnc was 
Figure 24. Comparison of experimental size distribution 
data to dlmensionless radial Smith-Ewart model 
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Figure 25. Comparison of experimental size distribution 
data to dimensionless volumetric Smith-Ewart 
model 
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Figure 26. Comparison of experimental size distribution 
data to dimensionless radial modified Stockmayer 
model 
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Figure 27. Comparison of experimental size distribution 
data to dimensionless volumetric modified 
Stockmayer model 
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decreasing. As stated by Boundy (3), the inhibitor is 
believed to react with oxygen and oxygen-containing compounds 
to prevent them from initiating polymerization of the monomer. 
These reactions will decrease the level of the inhibitor. 
The inhibitor level has a direct relationship to the length 
of the induction period and the particle growth rate. There­
fore, the estimated values for the induction period and the 
nuclei growth rate was affected by the inhibitor level at 
the time the data were obtained. No attempt was made to keep 
the level of the inhibitor constant since the purpose of this 
experimental work was to verify that the solution to the 
population balance for a continuous emulsion polymerizer 
could be used to predict the polymer particle size distri­
bution in latex. This could be done without a constant inhib­
itor level since the effect of the inhibitor was minimized . 
by making the above mentioned experiments over a short time 
period. However, if the level of the inhibitor is allowed to 
vary, the value of the induction period and nuclei growth 
rate must be redetermined to make an accurate prediction. 
Per the radial and volumetric Smith-Ewart and radial 
and volumetric modified Stockmayer models respectively. 
Figures 28, 29, 30^ and 31 illustrate the effect of an 
inhibitor level higher than existed when the estimates for 
the induction period and nuclei growth rate were determined. 
The theoretical predictions illustratea in these figures 
Figure 28. Comparison of dimensionless radial Smith-Ewart 
model to experimental size distribution data 
obtained at a high inhibitor level 
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rad 14% smith-ewart model — 
f « 4240 sec — 
m 
; * 1380 sec 
= 0 sec 
r\ H 
V I  ^ o "T V o / V 
cp, dimensionless (y 10"^ 
Figure 29. Comparison of dimensionless volumetric Smith-
Ewart model to experimental size distribution 
data obtained at a high inhibitor level 
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VOLUMETRIC SMITH-EWART MODEL 
T = 4240 sec 
T = 1380 sec 
sec 
on to 
UJ 
9 . DIMENSIONLESS 
Figure 30. Comparison of diraensionless radial modified 
Stockmayer model to experimental size distri­
bution data obtained at a high inhibitor level 
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RADIAL MODIFIED STOCKMAYER MODEL 
m 
4240 sec 
T = 1730 sec 
R^= 0,7 X 10"^ u/sec 
o u 
-2\ (Ty, DIMENSIONLESS (y 10 
Figure 31. Comparison of dimensionless volumetric modified 
Stockmayer model to experimental size distri­
bution data obtained at a higher Inhibitor level 
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were obtained using the parameters listed in Tables 4 and 5-
However, the data show that particles smaller than predicted 
v:erc produced. This indicated that the growth rate was 
lower and the induction period was longer than the estimates 
used in the prediction. 
For the radial and volumetric Smith-Ewart and radial 
and volumetric Stockmayer models respectively, Figures 32, 
33J 34, and 35 illustrate the effect of an inhibitor level 
lower than existed when the estimates for the induction 
period and nuclei growth rate were determined. The theoretical 
predictions indicate much smaller particles than were actually 
produced. This lack of fit was due to an induction period 
which was shorter and a particle growth rate which was greater 
than when the estimates used in the size distribution pre­
diction were obtained. 
To observe the effect of the decreasing inhibitor level, 
the measured volumetric nuclei growth rates from each experi­
ment discussed for the modified Stockmayer model are listed 
in Table 8. Since both the induction period and nuclei 
growth rate cannot be calculated for a single set of data, 
the induction period was set at a value of 1730 seconds to 
calculate the nuclei growth rate. 
The second, third, and fourth experiments were made over 
an eight day period and the growth rates measured are approxi­
mately equal. However, there was an 11 day span between the 
Figure 32. Comparison of dimensionless radial Smith-Ewart 
model to experimental size distribution data 
obtained at a low inhibitor level 
Ill 
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RADIAL SMITH-EWART MODEL 
r = 2540 sec 
m 
T = 1380 sec 
R^= 0.5 X 10~^ u/sec 
cn la 
LU 
,/\-l 
# V 
flj., DIMENSIONLESS (x 10"^) 
Figure 33- Comparison of dimensionless volumetric Smith-
Ewart model to experimental size distribution 
data obtained at a lov; inhibitor level 
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VOLUMETRIC SMITH-EWART MODEL 
= 2540 sec 
T = 1380 sec 
= 2,6x10"^ h^/sec 
a. DIMENSIONLESS 
Figure 34. Comparison of dimensionless radial modified 
Stockmayer model to experimental size distri­
bution data obtained at a low inhibitor level 
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T = 2540 sec 
m — 
T = 1730 sec 
R^= 0o5 X 10"^ p/sec 
G 
DIMENSIONLESS (y 10"^) 
10 12 14 
Figure 35. Comparison of dimensionless volumetric modified 
Stockmayer model to experimental size distri­
bution data obtained at a low Inhibitor level 
I 
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VOLUMETRIC MODIFIED STOCKMAYER MODEL 
T =2540 sec 
T = 1730 sec 
Oo 
DIMENSIONLESS 
Table 8. Change due to decreasing inhibitor level 
Date of 
measurement Tm (sec) R° X lo"^ (uVsec) T (sec) 
July 31 4240 0.98 3200 
August 11 2820 3.2 1400 
August 13 2260 2.4 1700 
August 19 2540 2.4 1700 
August 28 2540 7.5 40 
first and second experiment, and the growth rate increased 
by a factor of approximately 2.9. There was a nine day 
span between the fourth and fifth experiment and a 2.8 
factor increase in the nuclei growth rate. A similar effect 
is shown by the change in the induction period calculated 
for each experiment assuming a growth rate of 2.4 x 10"? 
u^/sec. That is. Table 8 shows that the induction period 
is approximately constant for the second, third, and fourth 
experiment, and a higher or lower inhibitor level exhibits 
a longer or shorter induction period respectively. 
This indicates that estimates of the induction period 
and nuclei growth rate cannot be used in further predictions 
unless the inhibitor level is approximately the same as when 
the estimates were made. For the three sets of data over a 
limited T:lme period, the estimates of the induction period and 
nuclei growth rate were accurate enough to demonstrate that 
the modified Stockmayer model can be used to predict the 
particle size distribution when the needed parameters are 
known. Also when these parameters are determined through 
the assumption of the Smith-Swart model as done with the 
data presented, the Smith-Ewart model can be used to predict 
the particle size distribution as a simplification of the 
modified Stockmayer model over the particle size range pro­
duced in this work. The particle diameters ranged up to 0.2 
microns. 
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CONCLUSIONS 
1. The solution of the equation resulting from the population 
balance can be used to represent the polymer particle size 
distribution of the latex leaving a continuous emulsion 
polymerizer. This representation will be in the form of 
a population density function. To apply this representa­
tion, a model describing the particle growth rate as a 
function of particle size must be known. In dimensionless 
form, this representation can be used in either of the 
forms 
when dealing in terms of volumetric or radial model 
respectively. In order to be able to use the dimension-
less size distribution prediction, the nuclei growth rate 
and the mean residence time ol particle growth must be 
known. 
2. There are three particle growth rate models which have 
been discussed. The Smith-Ewart and Medvedev models can 
be applied directly to the representations of particle 
size distribution given in Equations Uj and 48. When 
this is done uhe volumetric ana radial Smitn-Ewart ana 
(47) 
(48) 
volumetric and radial Medvedev representations of the 
size distribution become respectively 
n - n° exp [ -(V - V°)/tR^] (49) 
m = m° exp [ln(r°/r)2 - (r^ - r°^) ] (50) 
n = exp [ln(V°/V)^^^- 3(V^/3 _ v°^^^)/Tk^ ] (51) 
m = m° exp [ -(r - r°)/R^T]. (52) 
The Stockmayer model must be modified to be applied to a 
continuous, backmix polymerizer. When this modification 
is made the dimensionless volumetric and radial modified 
Stockmayer representations of the size distribution become 
respectively 
n = n° exp [ln(R°/R^) - dV/R^r] (53) 
m = m° exp [ln(R°/Rp) - dr/R^T]. (54) 
The Medvedev model, when applied to the population balance, 
predicted particles that were much larger than the par­
ticles that were experimentally produced. The Medvedev 
model also predicted a particle size distribution which 
would be a straight line on a semi-log scale as a function 
of particle radius. Since this relation did not agree 
with experimental results, the Medvedev model should not 
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be applied to the emulsion polymerization of styrene. 
If the induction period and nuclei growth rate are 
determined by a least squares fit of particle size data 
as in this work, either the modified Stockmayer or the 
Smith-Ewart model, when applied to the population balance 
solution, may be used to predict the particle size dis­
tribution for a latex produced in a continuous emulsion 
polymerizer from styrene monomer. Since the modified 
Stockmayer model gives a more accurate prediction at 
the larger particle sizes, it should be used to describe 
the particle size distribution produced at longer resi­
dence times since longer residence times would produce 
larger particles. The Smith-Ewart model is only recom­
mended for use as a simplification of the modified Stock­
mayer to predict the particle size distribution when 
approximately 90 percent of the particles are below a 
diameter of 0.2 microns, which is the approximate size 
range of this work. 
In a continuous emulsion polymerization system, the mean 
residence time of particle growth can be described as 
the latex residence time minus the induction period 
produced by an inhibitor present. The residence time 
for particle growth is of interest since it is the 
fundamental parameter which determines the final size a 
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growth along with the nuclei growth rate can be measured 
from the particle size data from two experiments made 
at different latex residence times and at the same 
inhibitor level by means of a least squares fit of a 
linear regression to the particle size data. 
The application of measured induction periods and nuclei 
growth rates to particle size distribution predictions 
will not be accurate if the inhibitor level Is not 
maintained at a constant value. However, if the inhibitor 
level changes only slightly, the measured parameters may 
be used as an approximation to the induction period and 
nuclei growth rate at the new inhibitor level. 
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SUGGESTED FURTHER WORK 
In many uses for a polymer product of emulsion polymeriza­
tion, the molecular weight distribution Is of more interest 
than the particle size distribution. Due to the effect 
of the particle size on the termination rate within a 
particle described by the Stockmayer theory, the molecular 
weight distribution within a particle is expected to be a 
function of the size of that particle. Therefore the 
development of a model which could describe the molecular 
weight distribution within a particle and could be super­
imposed on the representation of the particle size dis­
tribution would be very useful. 
Much of the industrial application of backmix polymerlzers 
to emulsion polymerization is in the form of a cascade or 
series of polymerlzers. In such a system the number of 
parameters which may be varied is very large. The popula­
tion balance can be used to produce a useful description 
of the particle size distribution in each polymerizer of 
such a cascade as well as the final product. 
The non-steady state equation resulting from the popula­
tion balance has been presented in this work. Its 
solution should provide additional insight which would 
aid in the process design of continuous emulsion polym­
erization systems. 
The steady state representation of the particle size 
distribution presented in this work describes the effect 
of all system parameters on uhe particle size distri­
bution. Since only experimental verification with the 
latex residence time as a variable has been presented, 
an experimental study of all possible parameters of 
the system would be a significant addition to emulsion 
polymerization process design capability. 
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NOMENCLATURE 
cumulative surface area of particles, 
parameter in the Stockmayer theory 
2 particle avertie surface area, L 
parameter in the modified Stockmayer theory 
Bessel functions of the first kind 
volumetric growth rate constant, L^/t 
specific rate constant 
proportionality constant for Medvedev radial growth 
rate 
specific rate constant of propagation, L^/(mole t) 
specific rate constant of termination, L3/(mole t) 
monomer concentration at polymerization loci, mole/L 
particle population density as a function of radius, 
#/(L 1,3) 
nuclei population density as a function of radius, 
#/(L L3) 
total number of polymer particles per cc of water, 
#/l3 
total number of nuclei per cc of water, #/l3 
Avogadro's nujnber, #/mole 
total number of particles with q radicals, # 
particle population density, #/l3 
point population density, #/(l3 l^) 
point population density in the input stream, ^/(L^ 
•ooint DODulation densitv in the output stream. 
13) 
132 
Eg point population density at latex surface, jr/{lr L^) 
n° nuclei population density, #/(L^ L^) 
nq population density for particles with q radicals, 
#/(L3 L3) 
Q average number of radicals in a particle, # 
Qj_ input volumetric flow rate, L^/t 
Qq output volumetric flow rate, L^/t 
q number of radicals in a particle, # 
R rate of radical production per cc of water, #/(t L^) 
Rp radial growth rate, L/t 
Rg radial growth rate of nuclei, L/t 
Rqn cumulative particle radius L/l3 
Ry volumetric growth rate, L^/t 
R° volumetric growth rate of nuclei, L^/t 
r radius of a particle, L 
r° nuclei radius, L 
r^ rate of propagation, mole/t 
!rj estimator for correlation coefficient 
S interfacial area of the soap present in one cc of 
water, l^/l^ 
T induction period, t 
t tine, t 
V particle volume, 
V° nuclei volume, 
V average particle volume, 
V latex volume, L-^ 
135 
Vrp cumulative particle volume, L^/L^ 
a parameter in Stockmayer theory 
.9 parameter in modified Stockmayer theory 
Y constant 
T]p dimensionless population density based on radius 
dimensionless nuclei population density based on 
^ radius 
Tj^ ratio of radial population density to total numbers 
dimensionless population density based on volume 
Tj° dimensionless nuclei population density based on 
^ volume 
9 dimensionless time 
monomer density in a particle, M/L^ 
Pp polymer density in a particle, M/L^ 
dimensionless radial growth rate 
dimensionless volumetric growth rate 
dimensionless particle radius 
dimensionless nuclei radius 
dimensionless particle volume 
dimensionless nuclei volume 
v 
T mean residence time for particle growth, t 
mean latex residence time, t 
0^ monomer volume fraction in a particle, L^/L^ 
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APPENDIX A. LINEAR REGRESSION ANALYSIS 
Smith-Ewart Model 
The volumetric Smith-Swart model predicts a straight 
line for the population density function on a semi-log scale. 
The population density takes the form 
In n = In n° - -A- v 
TRO 
Therefore the one can perform a least squares fit of experi­
mental data to the regression 
y = a + bx (56) 
to obtain experimental values of n° and TR°. These values 
are presented in Table 9 for the data obtained in this work 
along with the correlation coefficient in each case. 
Table 9. Smith-Ewart least squares fit data 
Tjjj (sec) n° (#/(p3 cc)) R° T x 10^ Ir! 
4240 2.09 5-11 0.950 
2820 2.07 4.01 0.947 
2260 6.10 2.31 0.940 
2540 2.51 3.04 0.958 
2540 2.72 4.55 0.974 
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Modified Stockmayer Model 
The volumetric modified Stockmayer model can be arranged 
in linear form. Even though the actual nuclei growth may 
be unknown, the ratio of the particle growth rate to the 
nuclei growth rate, p^, may be evaluated as 
Pj. = 2 e (57) 
Therefore the population density 
V 
n = n° exp (In 1/p^ - / g-_ ] (gg) 
VO V 
which leads to 
In n = In n° - In p„ - _A_ ÉZ (50) 
or 
In (n p ) = In n° - r ^ (60) 
Rgr V° Pv 
Since is known and the integral can be evaluated by 
numerical methods, one can perform a least squares fit of 
experimental data to the regression 
y = a + bx (61) 
to obtain experimental values of and tR° . The values 
are presented in Table 10 for the data obtained in this work 
along with the correlation coefficient in each case. 
•Table 10. Modified Stockmayer lease squares fit da^a 
cc)) Ry T X 10^ (x^) 
4240 3.46 2.46 0.951 
2820 2.43 3.46 0,613 
2260 9.30 1.26 0.950 
2540 3.39 1.95 0.9T0 
2540 3.06 6.05 0.823 
APPENDIX B. STEADY STATS DETERMINATION 
Figure 36 illustrates zne relative radial population 
densities for samples taken after the experiment had been 
in progress for 12, I6, and I8 latex residence times. In 
this case ôhe population density is defined as 
% = f (62) 
where N is the total number of particles counted. 
These data were obtained at a latex residence time of 
2S2O seconds. Since data were obtained before the analytical 
procedure was finalized it is believed that the particles 
grew after sampling. However each of the three samples were 
handled identically and ôhe resulting population densities 
were assumed to be cjose enough to state that steady state 
conditions were reached after 12 residence times. The popula­
tion densities are the most similar near the peaks which 
accounts for the majority of the particles produced. 
Figure 36. Change in relative radial population densities 
of la'cex samples obtained after 12, l6, and l8 
residence times 
POPULATION DENSITY FUNCTION 
c> 
hi 
> 
—I 
n T" m 
I 
S 
4^ 
n 
o 
z 
m 
I »  
1  1  1  !  1  r i l l  1  1  M  M  I I I  1 1  1  1  1 I I  
o i> • 
— 
CO O' K) 
m \x 
— 
cMQ 
o  1  1  1  1  I I I  1  1  1  1 1 1  I I I  1 1 M 1 II 
O N5 
OJ 
VÛ 
i.'-T V 
APPENDIX C. DERIVATION 0? MODIFIED 3T0CKKAYER CK/iNGZ IN Q 
The derivation of volume race of change of the average 
number of radicals in a particle, dQ/dV, is obtained for the 
modified Stockmayer solution as follows: 
Q = (b/4) l2(b)/l,(b) (53) 
= S3 (64) .. Li 
S = Î §- (4.84) ^  ] V^/^ (eg) 
V 
Combining Equations b4 ana o;:) and taking the differential, 
leads to 
da' ^ = 8[| (4.84) ^  ] d'7^^^ (66) N 
40 r R 
Kt 
2ada = ^ ^ (4,84) J V^/^ dV (67) 
da = K' 4^ (68) 
V^ /° 
wnere 
•Mj a K. 
K' = i Ï (4.84) rp- ] • (59) 
Nov; apply Equation 68 to the modified Stockmayer solution. 
dQ d r b , K' d f b i 
dv = dv ^ Ï ïYTbT ^ db I T • (70) 
are coir.Dinea 
x''l^ (x) + = x'ly_^ (x) (?; 
\ ; / 
••ollovrin" was developed 
I y (x )  =  -vx  ^ Iv (x )  +  =  vx  - Iy (x )  +  '  
(73) 
Equation 70 leads to 
dIo(b)_ _ dl:(b) 
d r b . 1 J  % du V as \ i  
dïï U TTôJ ' = 4 
'1' ' I^ fb) 
f 7k) 
applying Equation 73 
•1. 
dïïi 4 ïFb) : = XT — ' ^ 
^ ±1^Dj 
'75) 
_â r ° v^i 1 r'= - SI-.(b)I„(b) - b I^ (b) 
db U  I - , (b ) '=  4  '  ;—^—— • ' •  ( '= )  
i:('b) 
Therefore combining Equations 69 and 70 
ao,  X '  b  jf(b) + 2I^ (b) l ^ {b)  -  a  1^(0)  
[ ]. (77) 
2 
1 
4V^ /° l2(b) 
This is tne /orm which was applied to the volumetric modified 
Sôockmayer growth rate model. 
