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Abstract
A matrix trace inequality, which can be regarded as a non-commutative version of Grüss
inequality is derived. The proof easily generalises to the more general case of bounded linear
operators on a Hilbert space. Other inequalities such as the Kantorovich inequality can be
readily derived. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Suppose that f and g are bounded integrable functions on [a, b] such that
α  f (x)  β, γ  g(x)  δ for all x ∈ [a, b].
Grüss [2] showed that∣∣∣∣ 1b − a
∫ b
a
f (x)g(x)dx − 1
b − a
∫ b
a
f (x)dx
1
b − a
∫ b
a
g(x)dx
∣∣∣∣
 (β − α)(δ − γ )
4
. (1.1)
In this paper we show that an analogous inequality arises when the functions are
replaced by normal matrices and integration by a trace function. If the matrices are
not assumed normal, a similar inequality can still be found though with a weaker
constant. As will be evident, the proof extends to the more general case of bounded
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linear operators on a Hilbert space and Grüss inequality can be recovered from this
more general case.
Special cases also lead to the Kantorovich and other inequalities.
For further results and generalisations of Grüss inequality, see [1] and the refer-
ences therein.
2. A matrix Grüss inequality
Let A and B be n× n matrices. Write ‖A‖ for the operator matrix norm of A
acting on the inner product space Cn.
Call T (also n× n) a trace matrix if T is positive semi-definite with Tr(T ) = 1.
Denote by W(A) the numerical range of A, i.e.
W(A) = {〈Ax, x〉: ‖x‖ = 1},
where 〈·, ·〉 is the usual inner product on Cn.
Let
w(A) = sup {|〈Ax, x〉| : ‖x‖ = 1}
be the numerical radius of A. (For these and other results on numerical ranges, see
[3].)
Recall [3, Theorem 1.3-1] that
1
2
‖A‖  w(A)  ‖A‖.
If A is normal, then [3, 1.4], w(A) = ‖A‖.
Our first result is as follows.
Theorem 2.1. Suppose that W(A) and W(B) are contained in disks of radii R and
S, respectively. Then, if T is a trace matrix,
|Tr(T AB)− Tr(T A)Tr(T B)|  4RS.
If A and B are normal, the constant 4 can be replaced by 1.
Proof . For ease of notation, we (temporarily) introduce the semi-inner product
(A,B) = Tr(T A∗B).
By expanding the left-hand side, we have
(A− (I, A)I, B − (I, B)I) = (A,B)− (A, I)(I, B)
so that by the Cauchy–Schwarz inequality,
|(A,B)− (A, I)(I, B)|2
 (A− (I, A)I,A− (I, A)I)(B − (I, B)I, B − (I, B)I)
= [(A,A)− |(I, A)|2][(B, B)− |(I, B)|2]. (2.1)
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Suppose now that W(A) is contained in the disk {z: |z− α|  R}.
Substituting A′ = A− αI , an easy calculation shows that
(A,A)− |(I, A)|2 = (A′, A′)− |(I, A′)|2  (A′, A′).
Furthermore, the numerical range W(A′) is now contained in the disk {z: |z|  R}.
It follows that
(A′, A′) = Tr(T A′∗A′)  ‖A′∗A′‖ = ‖A′‖2  4R2. (2.2)
Similarly, if W(B) is contained in the disk {z: |z− β|  S}, then
(B, B)− |(I, B)|2  4S2. (2.3)
The result now follows from (2.1)–(2.3) and replacing A by A∗.
That the constant 4 is best possible can be seen from choosing
T =
(
0 0
0 1
)
and A =
(
0 0
1 0
)
, B =
(
0 1
0 0
)
.
Then w(A) = w(B) = 12 so that we may assume that R = S = 12 .
Also
Tr(T AB) = 1, Tr(T A) = Tr(T B) = 0
and the desired inequality holds with equality.
For normal matrices, w(A) = ‖A‖ so that for such matrices (2.2) now reads
(A′, A′)  ‖A′‖2  R2
and the result follows as before.
In this case the constant 1 is best possible. For if
T =
(
1/2 0
0 1/2
)
and A = B =
(
1 0
0 −1
)
,
then
Tr(T AB) = 1 and Tr(T A) = Tr(T B) = 0.
Since w(A) = w(B) = 1, R = S = 1 and in this case the desired inequality again
holds with equality. 
As a corollary to this result, we have the well-known Kantorovich inequality.
This can be found in various forms but perhaps the simplest and most useful is the
following one (see [4, Theorem 7.4.41]).
Corollary 2.2. Let A be positive definite with smallest and largest eigenvalues λ1
and λ2. If x is a unit vector, then
〈Ax, x〉〈A−1x, x〉  (λ1 + λ2)
2
4λ1λ2
.
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Proof . The eigenvalues and hence also the numerical range of A lie in a disk
centred at 12 (λ1 + λ2) and of radius R = 12 (λ2 − λ1).
Similarly A−1 has its numerical range in a disk of radius
S = λ
−1
1 − λ−12
2
.
Let T be the projection matrix onto the subspace spanned by x. Clearly T is a trace
matrix and for a matrix C, Tr(T C) = 〈Cx, x〉.
So putting B = A−1 we obtain from Theorem 2.1,
|1 − 〈Ax, x〉〈A−1x, x〉|  λ2 − λ1
2
λ−11 − λ−12
2
= (λ2 − λ1)
2
4λ1λ2
so that
〈Ax, x〉〈A−1x, x〉  1 + (λ2 − λ1)
2
4λ1λ2
= (λ1 + λ2)
2
4λ1λ2
. 
3. The more general case
The proof of Theorem 2.1 relies on a semi-inner product defined on the space of
matrices via a trace matrix. Finite dimensionality is not required. All that is needed
in the proofs is that the operators A and B are bounded linear operators on a Hilbert
space and that T is a positive semi-definite bounded linear operator with trace 1. The
latter condition is taken to mean that∑
α
〈T eα, eα〉 = 1
for any orthonormal basis (eα). See e.g. [5 p. 175].
We then have the general result.
Theorem 3.1. Let A,B be bounded linear operators on a Hilbert space H and
suppose that their numerical ranges W(A) and W(B) are contained in disks of radii
R and S, respectively. If T is a trace operator, then
|Tr(T AB)− Tr(T A)Tr(T B)|  4RS.
If A,B are normal, the constant 4 can be replaced by 1.
The original Grüss inequality (as stated in Section 1) is now easy to recapture.
For, let H = L2[a, b] and let T be the one-dimensional projection onto the sub-
space spanned by the constant function 1. Let f, g be the bounded functions in H
satisfying
α  f (x)  β, γ  g(x)  δ for all x ∈ [a, b].
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Then, if A,B are the Hermitian operators defined via
(Ah)(x) = f (x)h(x), (Bh)(x) = g(x)h(x),
we have
Tr(T A) = 〈Ae0, e0〉,
where e0 is the normalised constant function 1/
√
b − a.
So
Tr(T A) = 1
b − a
∫ b
a
f (x)dx,
and similarly
Tr(T B) = 1
b − a
∫ b
a
g(x)dx, Tr(T AB) = 1
b − a
∫ b
a
f (x)g(x)dx.
Finally note that the spectrum of A is contained in the interval [α, β] and hence so
too is the numerical range W(A) (see e.g. [3, Theorem 1.4-4]). So W(A) is contained
in an interval of radius R = 12 (β − α).
Similarly W(B) is contained in an interval of radius R = 12 (δ − γ ).
The result now follows from Theorem 3.1, applied to normal operators.
4. An open problem
Theorem 2.1 can be rephrased as follows.
Theorem 4.1. Suppose that W(A) and W(B) are contained in disks of radii R
and S, respectively. Then there is a constant k(A,B) such that for any trace ma-
trix T ,
|Tr(T AB)− Tr(T A)Tr(T B)|  k(A,B)RS.
We can assume that 1  k(A,B)  4. If A and B are normal, then we can take
k(A,B) = 1.
It would be interesting to characterise k(A,B) in the case where one of the ma-
trices is not normal. In particular, whether it depends on A and B separately, i.e.
whether we can write k(A,B) = h(A)h(B), where h(A), h(B) are suitably defined
constants. Is it possible to characterise h(A) in terms of ‖A‖ and w(A)?
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