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Abstract
A co-purely indecomposable module is a quasi-isomorphic dual of a pure /nite rank submodule
of the completion of a discrete valuation ring. Co-purely indecomposable modules are classi/ed
up to isomorphism. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 20K15; 16D70
0. Introduction
The category TFR of /nite rank torsion-free modules over a discrete valuation ring
R with prime p is known to be complex. For instance, if S is a /nite antichain, then
there are uncountably many di9erent embeddings of the category rep(S; R) of /nite
rank free R-representations of S into TFR [4]. The complexity of TFR is demonstrated
by the fact that if |S| ≥ 3; then rep(S; R) has wild mod p representation type [3].
On the other hand, purely indecomposable modules (pure /nite rank R-submodules of
the completion R∗ of R) are easily characterized up to isomorphism (Lemma 0:1(d)).
Consequently, co-purely indecomposable modules (quasi-isomorphic duals of purely
indecomposable modules) are characterized up to quasi-isomorphism.
This article is devoted to a classi/cation of co-purely indecomposable modules
up to isomorphism. These modules admit a variety of characterizations (Lemma 0:3)
but quasi-isomorphic co-purely indecomposable modules need not be isomorphic
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(Example 1:1). The possibility of a classi/cation is suggested by results of [2]. Let
fr(R) denote the supremum of the ranks of /nite rank indecomposable modules in TFR.
Then fr(R) = 1; 2; 3; or ∞, a resolution of a conjecture by Va’mos [7]. If fr(R) ≤ 3;
then [Q∗:Q] ≤ 3; where Q is the quotient /eld of R and Q∗ is the quotient /eld of R∗.
In this case, an indecomposable torsion-free R-module with /nite rank ¿ 1 is either
purely indecomposable or co-purely indecomposable and all indecomposable modules
of /nite rank are classi/ed up to isomorphism.
The isomorphism classi/cation of modules quasi-isomorphic to a given co-purely
indecomposable module X is divided into three cases: (i) rank End X=1 (Theorem 1:4),
(ii) rank End X = rank X (Theorem 2:2), and (iii) 1¡ rank End X ¡ rank X (Theorem
3:3). Classi/cation for case (i) is in terms of invertible diagonal R-matrices, case
(ii) is translated into the problem of /nding R-submodules of bounded index in a
strongly indecomposable principal ideal domain, and case (iii) reduces to cases (i) and
(ii). Included in Section 2 is a description of Hom(X; Y ) for co-purely indecomposable
modules X and Y (Theorem 2:5) and an illustration of case (ii) (Examples 2:6 and 2:7).
Fundamental properties of torsion-free modules over a discrete valuation ring can
be found, for example, in [1] or [5]. If M is a torsion-free R-module of /nite rank,
then M contains a basic submodule B; a /nitely generated free pure submodule of M
with M=B a torsion-free divisible module. The p-rank of M is the R=pR-dimension of
M=pM . In fact, p-rank M =rank B for each basic submodule B of M . A reduced M is
a pure submodule of M∗; the p-adic completion of M;M∗=M is a torsion-free divisible
module, and B∗=M∗. Then M=QM ∩M∗ is a pure submodule of B∗=B⊗RR∗; a free
R∗-module. Up to isomorphism, the only rank-1 torsion-free R-modules are R and Q.
If M and N are the two torsion-free reduced R-modules, then an R-homomorphism
from M to N extends to a unique R∗-homomorphism from M∗ to N ∗. Furthermore,
M and N are isomorphic if and only if there is an R∗-isomorphism  :M∗ → N ∗
with (QM)⊆QN . The modules M and N are quasi-isomorphic if there are R-
homomorphisms f :M → N and g :N → M and a non-negative integer i with fg =
pi1N and gf = pi1M .
Let TFQ denote the quasi-homomorphism category of TFR. Speci/cally, objects of
TFQ are those of TFR but the morphism sets are Q⊗R HomR(M;N ) for M;N in TFR.
Isomorphism in TFQ is quasi-isomorphism and indecomposable objects in TFQ are
called strongly indecomposable modules.
Assume M ∈ TFR with p-rank M = n and rank M = n + k. Then M is a free
R-module if and only if k=0 and a divisible R-module if and only if n=0. If n=1; then
M=N⊕D; where D is a divisible R-module and N is purely indecomposable, a reduced,
indecomposable torsion-free R-module with /nite rank and p-rank 1. The module M
is purely indecomposable if and only if M is isomorphic to a pure R-submodule of R∗.
Purely indecomposable modules are easily characterized up to isomorphism. De/ne
A(a1; : : : ; an) to be the pure submodule of R∗ generated by a Q-independent subset
{1; a1; : : : ; an} of R∗. Then A(a1; : : : ; an)=QA(a1; : : : ; an)∩R∗ with QA(a1; : : : ; an)=Q⊕
Qa1⊕· · ·⊕Qan. Notice that if 0 = ri ∈ R for each i; then A(a1; : : : ; an)=A(r1a1; : : : ; rnan).
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Lemma 0.1 (Arnold [1]). Let M and N be two purely indecomposable R-modules.
(a) The following statements are equivalent:
(i) M is isomorphic to N;
(ii) M is quasi-isomorphic to N;
(iii) rankM = rankN and HomR(M;N ) = 0.
(b) If rankM = n+ 1; then M is isomorphic to A(a1; : : : ; an) for some Q-independent
subset {1; a1; : : : ; an} of R∗.
(c) The endomorphism ring End A(a1; : : : ; an) of A(a1; : : : ; an) is {r ∈ R∗: rA(a1; : : : ; an)
⊆A(a1; : : : ; an)} and Q End A(a1; : : : ; an) = {r ∈ Q ⊕ Qa1 ⊕ · · · ⊕ Qan: rai ∈ Q ⊕
Qa1 ⊕ · · · ⊕ Qan; 1 ≤ i ≤ n} is a sub<eld of Q∗.
(d) Two purely indecomposable modules A(a1; : : : ; an) and A(b1; : : : ; bn) are isomorphic
if and only if for 1 ≤ i; j ≤ n; there are elements ij and i of Q with u= 0 +
1a1 + · · · nan a unit of R∗ and bi = (i0 + i1a1 + · · · inan)=u.
Lemma 0.2 (Arnold [1]). There is a contravariant duality F : TFQ → TFQ such that
rankM = rank F(M) and p-rank F(M) = rankM − p-rankM for each M in TFQ. In
particular; Q EndM is isomorphic to Q End F(M).
If M is a torsion-free R-module with p-rankM = n and rank M = n + 1; then
M=L⊕F; where F is a free R-module and L is co-purely indecomposable, a torsion-free
R-module with no free summands and rank = p-rank + 1. A torsion-free R-module
quasi-isomorphic to a co-purely indecomposable module is co-purely indecomposable,
as rank and p-rank are preserved by quasi-isomorphism. Co-purely indecomposable
modules admit a variety of characterizations.
Lemma 0.3 (Arnold [1]). The following statements are equivalent for a <nite rank
torsion-free R-module X with no free summands:
(a) The module X is co-purely indecomposable:
(b) The module F(X ) is purely indecomposable:
(c) If Y is a submodule of X with rank Y ¡ rank X; then Y is a free module:
(d) If Y is a torsion-free quotient of X; then Y is a strongly indecomposable module.
In this case; End X is an integral domain isomorphic to a subring of a <eld K
with Q⊆K ⊆Q∗ and [K :Q] <nite.
1. Co-purely indecomposable modules
Co-purely indecomposable modules of rank n+1 can be parameterized by vectors in
(R∗)n. Let X be a co-purely indecomposable module of rank n+1 with basic submodule
B of rank n = p-rank X . Then X = B∗ ∩ QX is a pure submodule of X ∗ = B∗; a free
R∗-module of rank n. Hence, X is isomorphic to a pure submodule of (R∗)n with
B isomorphic to Rn. Consequently, there is a subset {a1; : : : ; an} of R∗ such that X
is isomorphic to A[!], the pure submodule of (R∗)n generated by Rn and the vector
! = (a1; : : : ; an).
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Observe that Rn is a basic submodule of A[!]; QA[!] = Qn ⊕ Q!; and A[!] =
(Qn ⊕ Q!) ∩ (R∗)n. With this notation, Lemma 0.1, and F as de/ned in Lemma 0.2,
F(A(a1; : : : ; an))=A[!]; F(A[!])=A(a1; : : : ; an) is purely indecomposable, {1; a1; : : : ; an}
is a Q-independent set, and Q End A[!] is isomorphic to Q End A(a1; : : : ; an)⊆Q⊕Qa1⊕
· · ·⊕Qan. In particular, End A[!] is an integral domain isomorphic to a subring of the
sub/eld Q End A(a1; : : : ; an) of Q∗.
Co-purely indecomposable modules can be classi/ed up to quasi-isomorphism, in
view of Lemmas 0:1(d) and 0:2. Following is an example of two quasi-isomorphic
co-purely indecomposable groups that are not isomorphic.
Example 1.1 (Arnold [1]). Let {a1; a2} be a subset of R∗ that is algebraically indepen-
dent over Q;!=(a1; a2); and "=(pa1; a2). Then A[!] and A["] are quasi-isomorphic
co-purely indecomposable groups that are not isomorphic.
Proof. As above, A[!]=(Q2⊕Q(a1; a2))∩(R∗)2 and A["]=(Q2⊕Q(pa1; a2))∩(R∗)2.
Then FA[!]=A(a1; a2)=A(pa1; a2)=FA["]. Hence, A[!] and A["] are quasi-isomorphic
by Lemma 0.2. Speci/cally, =(p; 1) ∈ Hom(A[!]; A["]) since (1; p) : (R∗)2 → (R∗)2
with (QA[!])⊆QA["]; #= (1; p) ∈ Hom(A["]; A[!]), and #= p(1; 1) = #.
In view of Lemma 0.2, QHom(A[!]; A["]) = Q End A(a1; a2). Since {a1; a2} is an
algebraically independent set over Q, Q End A(a1; a2) = Q by Lemma 0.1(c). Hence,
Hom(A[!]; A["]) = R; as  ∈ pHom(A[!]; A["]). Similarly, Hom(A["]; A[!]) = R#.
As #= p(1; 1) = #; A[!] and A["] cannot be isomorphic.
Lemma 1.2. Suppose X = A[!] and Y = A["] are co-purely indecomposable modules
with rank X = rank Y = n+ 1. If "= s!M + P for some 0 = s ∈ Q; invertible n× n
R-matrix M; and vector P ∈ Qn; then X and Y are isomorphic.
Proof. There is an automorphism  of (R∗)n de/ned by (x)=xM−1. Then (QA["])
⊆QA[!] since QA["] = Qn ⊕ Q"; (Qn)M−1 = Qn; and "M−1 = s! + PM−1 ∈ Q! ⊕
Qn = QA[!]. Hence,  :A["]→ A[!] is an isomorphism.
Lemma 1.3. Let X = A[!] with rank X = n+ 1 and Y ∈ TFR quasi-isomorphic to X.
Then
(a) Y is isomorphic to A[!W ] for some n×n upper triangular R-matrix W=(wij) with
non-zero determinant and p-height wii ¿ p-height wij whenever 1 ≤ i¡ j ≤ n
and wij = 0;
(b) Y is isomorphic to A[!MD] for some invertible R-matrix M and diagonal R-matrix
D with diagonal elements pe(1); : : : ; pe(n) and e(1) ≥ · · · ≥ e(n); and
(c) there is " ∈ (R∗)n with X isomorphic to A["] and Y isomorphic to A["D] for
some diagonal R-matrix D with diagonal elements pe(1); : : : ; pe(n) and e(1) ≥
· · · ≥ e(n).
Proof. (a) Since X and Y are quasi-isomorphic, there is a submodule Z of X = A[!]
with Y isomorphic to Z and QZ = QX = Qn ⊕ Q!. To see that Z is isomorphic to
A[!V ] for some n× n R-matrix V with non-zero determinant, /rst observe that Rn is
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a basic submodule of X . Then B = Z ∩ Rn is a basic submodule of Z with QB = Qn.
Hence, there is an n × n matrix R-matrix V with non-zero determinant such that the
{bV : b ∈ B}=pkRn for some k ≥ 0.
De/ne  :B∗ → (pkR∗)n by (x)=xV . Then  is an R∗-isomorphism with  :QZ=
Qn ⊕ Q! → QA[!V ] = Qn ⊕ QV . Hence, (1=pk) induces an isomorphism from
Z = B∗ ∩ QZ onto (R∗)n ∩ (Qn ⊕ Q!V ) = A[!V ]; as desired.
The remainder of the proof is a routine reduction of the R-matrix V to an upper
triangular R-matrix W by invertible column operations, observing that, by Lemma
1.2, multiplication of V by invertible R-matrices on the right does not change the
isomorphism class of A[!V ]. Choose an entry w of least p-height in the nth row of
the n × n R-matrix V and use invertible column operations to set all other entries in
this row to 0. Now interchange columns, if necessary, to obtain a matrix with last
row (0; : : : ; 0; w). Next choose a entry of least p-height in the (n − 1)st row of the
(n − 1) × (n − 1) minor of w = wnn and use invertible column operations to obtain a
matrix with (n− 1)st row (0; : : : ; 0; wn−1; n−1; wn−1; n). If p-height wn−1; n−1 ≤ p-height
wn−1; n; then wn−1; n can be set to 0 by an invertible column operation. Continuing in this
manner yields A[!V ] isomorphic to A[!W ] for some upper triangular matrix W =(wij)
with non-zero determinant, and p-height wii ¿p-height wij whenever i¡ j ≤ n with
wij = 0. Since Y is isomorphic to A[!V ]; the proof is complete.
(b) By (a), Y is isomorphic to A[!W ] for some matrix W with non-zero determinant.
Since R is a discrete valuation ring with prime p, there are invertible R-matrices M
and N with M−1WN = D; a diagonal R-matrix with diagonal entries pe(1); : : : ; pe(n)
and e(1) ≥ · · · ≥ e(n). The diagonal matrix is known as the Smith normal form of
W . Then WN = MD and, as a consequence of Lemma 1.2, A[!W ] is isomorphic to
A[!WN ] = A[!MD].
(c) With notation as in the proof of (b), let "=!M . Then X = A[!] is isomorphic
to A["] by Lemma 1.2. Now apply (b) to see that Y is isomorphic to A["D].
Lemma 1.3 reduces the problem of isomorphism of two quasi-isomorphic co-purely
indecomposable modules X and Y to the case that X =A[!] and Y =A[!D] for some
diagonal R-matrix D with diagonal elements pe(1); : : : ; pe(n) and e(1) ≥ · · · ≥ e(n).
There is an isomorphism criterion for co-purely indecomposable modules X with
rank End X = 1 given in the next theorem. In this case, End X = R since R is a
discrete valuation ring. Such modules are abundant if [Q∗ :Q] is suLciently large. For
example, if ! = (a1; : : : ; an) with {1; a1; : : : ; an; aia1; : : : ; aian} a Q-independent subset
of R∗ for each i, then rank End A[!] = 1. This is because Q End A[!] is isomorphic to
Q End A(a1; : : : ; an); by Lemma 0.2, and Q End A(a1; : : : ; an) = Q as a consequence of
Lemma 0.1(c) and the assumption on the ai’s.
Theorem 1.4. Assume X =A[!] is a co-purely indecomposable module with rank End
X =1 and Y =A[!D] for some diagonal R-matrix D with diagonal elements pe(1); : : : ;
pe(n) and e(1) ≥ · · · ≥ e(n). Then X and Y are isomorphic if and only if e(1)= · · ·=
e(n).
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Proof. De/ne  : (R∗)n → (R∗)n by (x) = xD. Then  induces a homomorphism
from X = A[!] to Y = A[!D] since  :QX = Qn ⊕ Q! → QY = Qn ⊕ Q!D. Hence,
Hom(X; Y ) = R(1=pe(n)); as QHom(X; Y ) = Q End X = Q. It now follows that X
and Y are isomorphic if and only if (1=pe(n))D is an invertible R-matrix; equivalently
e(1) = · · ·= e(n).
The isomorphism criterion for a module quasi-isomorphic to a co-purely indecom-
posable module X with rank End X =1 is algorithmic. In summary, suppose X =A[!]
is a co-purely indecomposable module with rank End X = 1 and Y ∈ TFR is quasi-
isomorphic to X . Embed Y in X to /nd an R-matrix V with non-zero determinant and
Y isomorphic to A[!V ]. Find the Smith normal form D of V; say M−1VN =D. Then
X is isomorphic to A[!M ]; Y is isomorphic to A[!MD]; and X and Y are isomorphic
if and only if D = pe(n)I .
2. Co-purely indecomposable modules X with rank X= rank End X
As noted in Section 1, if X=A[!] is co-purely indecomposable with !=(a1; : : : ; an) ∈
(R∗)n; then F(X )=A(a1; a2; : : : ; an) is purely indecomposable with rank X =rank F(X )
and Q End X isomorphic to Q End F(X ); a sub/eld of Q∗ contained in QA(a1; : : : ; an)=
Q⊕Qa1⊕· · ·⊕Qan. In particular, End X is an integral domain with 1 ≤ rank End X ≤
n+1=rank X . The /eld Q End F(X ) is a unique smallest splitting /eld of both X and
F(X ) [5, Theorem 2:4].
Lemma 2.1. If X is a co-purely indecomposable module with rank X = rank End X
and Q End X is a separable extension of Q; then X is quasi-isomorphic to End X .
Proof. It suLces to assume that X =A[!] for !=(a1; : : : ; an). In view of the preceding
remarks, rank X = n+ 1 = rank End X = rank End F(X ) and Q End F(X ) =Q ⊕Qa1 ⊕
· · ·⊕Qan is the sub/eld of R∗ generated by {a1; : : : ; an}. Since rank End X=rank X and
Q End X is a separable extension of Q; X is quasi-isomorphic to an integral domain
- [6, Lemma 2:1]. Thus, - is a co-purely indecomposable R-module, whence - is
quasi-isomorphic to the R-endomorphism ring End- of - [5, Proposition 3:2]. As
End X is quasi-isomorphic to End-; X and End X must be quasi-isomorphic.
Theorem 2.2. Suppose X is a co-purely indecomposable module with rank X = rank
End X; Q End X is a separable extension of Q; and S is the integral closure of End X
in its quotient <eld. Then
(a) S is a strongly indecomposable principal ideal domain quasi-isomorphic to both
End S and X, and
(b) there is a bijection from R-isomorphism classes of co-purely indecomposable mod-
ules quasi-isomorphic to X to R-isomorphism classes of R-submodules M of S
with S=M bounded.
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Proof. (a) By Lemma 2.1, End X is a strongly indecomposable domain with End X
quasi-isomorphic to X . Then S is a principal ideal domain quasi-isomorphic to End X
as an R-module [6, Lemmas 2:1 and 1:1(1)]. Hence, S is a strongly indecomposable
principal ideal domain quasi-isomorphic to both End S and X .
(b) is a consequence of (a).
In view of the next corollary, if X is a co-purely indecomposable module with
rank X = rank End X , then each Y quasi-isomorphic to X can be expressed in terms of
a /xed vector ! determined by the integral closure of End X .
Corollary 2.3. Let X be a co-purely indecomposable module with rank X= rank End X;
Q End X a separable extension of Q; S the integral closure of End X in its quotient
<eld; and ! ∈ (R∗)n with S isomorphic to A[!]. If Y is a co-purely indecompos-
able module quasi-isomorphic to X; then Y is isomorphic to A[!W ] for some upper
triangular R-matrix W with non-zero determinant.
The next lemma gives a description of a co-purely indecomposable module X in
terms of a vector ! related to the endomorphism ring of X .
Lemma 2.4. Let X be a co-purely indecomposable module with rank X = n+ 1 and
rank End X = r + 1. Then r ≤ n and X is quasi-isomorphic to A[!] for some ! =
(a1; : : : ; an) ∈ (R∗)n with R⊕Ra1⊕ · · ·⊕Rar a subring of Q⊕Qa1⊕ · · ·⊕Qar; a <eld
isomorphic to Q End X .
Proof. Let Y be a pure submodule of R∗ isomorphic to F(X ) with rank n + 1. By
Lemma 0.1, there is a basis {1; a1; : : : ; an} of QY with Q End Y =Q⊕Qa1⊕ · · ·⊕Qar
a /eld, r=rank End Y=rank End X , and Y=A(a1; : : : ; an). For each 1 ≤ i, j ≤ r, aiaj ∈
Q⊕Qa1⊕· · ·⊕Qar . By clearing denominators, if necesssary, it is suLcient to assume
that aiaj ∈ R⊕Ra1⊕· · ·⊕Rar . Hence, R⊕Ra1⊕· · ·⊕Rar is a ring. If !=(a1; : : : ; an), then
A[!] is a co-purely indecomposable module with F(A[!]) =A(a1; : : : ; an) = Y =F(X ).
By Lemma 0.2, X and A[!] are quasi-isomorphic and Q End X is isomorphic to the
/eld Q End Y = Q ⊕ Qa1 ⊕ · · · ⊕ Qar .
Call an R∗-vector ! = (a1; : : : ; an) an endo-vector if ! satis/es the conditions of
Lemma 2.4, i.e., r+1=rank End A[!]; K=Q⊕Qa1⊕· · ·⊕Qar is a /eld isomorphic to
Q End A[!]; and R⊕Ra1⊕ · · · ⊕Rar is a subring of K . De/ne !E = (a1; : : : ; ar). Then
X = A[!E] is a co-purely indecomposable module with rank X = rank End X = r + 1.
Hence, X is quasi-isomorphic to End X if K is a separable extension of Q (Lemma 2.1).
In view of Lemmas 2.4 and 1.3(a), the following theorem is a description of
Hom(X; Y ) for quasi-isomorphic co-purely indecomposable modules X and Y :
Theorem 2.5. Let ! = (a1; : : : ; an) be an endo-vector with r + 1 = rank End A[!] ≤
rank A[!] = n+ 1 and W an upper triangular R-matrix with non-zero determinant.
(a) There is an n × n R-matrix Wi and an R-vector Pi with ai!W = !Wi + Pi for
each 1 ≤ i ≤ r.
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(b) De<ne i : (R∗)n → (R∗)n by i(x) = x((0; : : : ; 0; 1; 0; : : : ; 0)tr!W − Wi) for 1 ≤
i ≤ r and let 0(x) = xW . Then Hom (A[!]; A[!W ]) = (Q0 ⊕ · · · ⊕ Qr)∩
EndR∗((R∗)n).
Proof. (a) follows from the assumption that R⊕ Ra1 ⊕ · · · ⊕ Rar is a ring.
(b) Notice that each i ∈ Hom(A[!]; A[!D]) since i(QA[!])=i(Qn⊕Q[!])⊆Qn⊕
Q!W and A[!]=QA[!]∩ (R∗)n. Moreover, {0; 1; : : : ; r} is a Q-independent set as
{1; a1; : : : ; an} is a Q-independent set and i is induced by multiplication by ai. Finally,
Hom(A[!]; A[!W ]) = (Q0⊕ · · · ⊕Qr)∩ EndR∗(R∗)n because r= rank End A[!] and
Hom(A[!]; A[!W ]) is a pure R-submodule of EndR∗(R∗)n.
The following is an example of a classi/cation of co-purely indecomposable modules
isomorphic to a given co-purely indecomposable module Y = A[u; u2] with rank Y =
rank End Y :
Example 2.6. Let u be a unit of R∗ with degree 3 over Q such that u3 = 0 is a unit
of R and Y = A[u; u2].
(a) If X is a co-purely indecomposable R-module quasi-isomorphic to Y , then X is
isomorphic to A[piu; u2] for some i ≥ 0. In this case, rank X = rank End X = 3.
(b) If A[piu; u2] is isomorphic to A[pju; u2], then i = j.
(c) Isomorphism classes of modules quasi-isomorphic to Y are represented by a chain
Y ⊃H1⊃ · · ·⊃Hi⊃ · · · of R-submodules of Y with Hi isomorphic to A[piu; u2] for
each i.
(d) Y is isomorphic as an R-module to End A[u; u2].
Proof. The proof of (a) and (b) is as in [2] for the case that [Q∗ : Q] = 3.
(c) follows from (a), (b), and the observation that A[pi+1u; u2] can embedded in
A[piu; u2] via (1; p).
(d) De/ne  : (R∗)2 → (R∗)2 by (a; b) = (au − b; au2) = a(u; u2) − (b; 0). Then
 ∈ End A[u; u2], since (a; b) ∈ Q2⊕Q(u; u2) if (a; b) ∈ Q2 and (u; u2)=(0; 0) ∈ Q2.
In the notation of Theorem 2.5(b), !=(u; u2); W = I; 1=0; =1, and 2 =−2.
The matrix form of 2= 1 + 2+ 32; i ∈ Q, is the 2× 2 R∗-matrix
M (1; 2; 3) =
(
1 + 2u 30+ 2u2
−2 − 3u 1 − 3u2
)
with 2(x) = xM (1; 2; 3), recalling that u3 = 0 is a unit of R. This can be seen by
observing that the matrix of  is(
u u2
−1 0
)
and the matrix of 2 is(
0 0
−u −u2
)
:
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It follows from the matrix formulation that {1; ; 2} is a Q-independent subset of
End A[u; u2]. Thus, End A[u; u2] = (Q ⊕ Q ⊕ Q2) ∩ End (R∗)2, as End A[u; u2] is a
pure rank-3 submodule of End (R∗)2.
There is an isomorphism
f : QA[u; u2] = Q2 ⊕ Q(u; u2)→ Q End A[u; u2] = Q ⊕ Q⊕ Q2
given by f(1; 0) = 1; f(0; 1) = 2, and f(u; u2) = . It suLces to prove that f :
(R∗)2 → (R∗)2. To see this write an arbitrary element of A[u; u2] = QA[u; u2] ∩ (R∗)2
as x= (1; 3) + 2(u; u2) ∈ A[u; u2] with i ∈ Q. Then 1 + 2u and 30+ 2u2 ∈ R∗.
Hence, f(x) =M (1; 2; 3) is an R∗-matrix as −2 − 3u = −u(3 + 2u20−1) ∈ R∗
and 1 − 3u2 = 1 + 2u + u(−2 − 3u) ∈ R∗. Conversely, if M (1; 2; 3) is an
R∗-matrix, then x ∈ A[u; u2]. We now have that f is an isomorphism from A[u; u2] to
End A[u; u2].
The following example illustrates some of the diLculties in /nding an explicit de-
scription of isomorphism classes of co-purely indecomposable modules quasi-isomorphic
to a given co-purely indecomposable module X with rank X =rank End X . In particular,
isomorphism may depend on the minimal polynomial.
Example 2.7. Let u be a unit of R∗ with degree 3 over Q and minimal polynomial
x3 − ax2 − bx − c ∈ R[x]. Then A[pu; u2] is isomorphic to A[u; pu2] if and only if
p-height ab+ c = p-height u− a.
Proof. Let !=(u; pu2) and "=(pu; u2). First assume that p-height ab+ c=p-height
u− a= k. Then (ab+ c)=pk and (u− a)=pk are units of R∗. Hence,
M =
(
0 −(ab+ c)=pk
(u− a)=pk (u2 − a2)=pk−1
)
is an invertible R∗-matrix since det M = (u− a)(ab+ c)=p2k is a unit of R.
De/ne  : (R∗)2 → (R∗)2 by (r; s) = (r; s)M , an R∗-isomorphism. Then (A["])⊆
A[!] since QA["] = Q2 ⊕ Q" and
(") = "M = ((u3 − au2)=pk ;−u(ab+ c)=pk−1 + (u4 − u2a2)=pk−1)
= ((bu+ c)=pk); (bu2 + ac)=pk−1)
= (b=pk)(u; pu2) + (c=pk ; ac=pk−1) ∈ Q! ⊕ Q2 = QA[!];
using the fact that u3 = au2 + bu+ c and u4 = (a2 + b)u2 + (ab+ c)u+ ac. This shows
that A["] = A[pu; u2] is isomorphic to A[!] = A[u; pu2].
Conversely, assume A["] is isomorphic to A[!]. Then there is an R∗-isomorphism  :
(R∗)2 → (R∗)2 with (A["])⊆A[!]. Let M be the matrix of  relative to the standard
basis of (R∗)2, an invertible R∗-matrix. Then (")="M=!+P ∈ QA[!]=Q!⊕Q2,
for some  ∈ Q; P ∈ Q2. Since (Q2)M ⊆QA[!]; M = 4! + T for some column
Q-vector 4 = (1; 2)tr and 2 × 2 Q-matrix T = (tij). Hence, ! + P = "(4! + T ).
Equate coeLcients of the Q-independent set {1; u; u2} in this matrix equation, recalling
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that u3 = au2 + bu + c and u4 = (a2 + b)u2 + (ab + c)u + ac, to solve for the tij’s.
Therefore,
M =
(
1u+ t11 1pu2 + t12
2u+ t21 2pu2 + t22
)
=
(
1u+ t11 1pu2 + (−pb1 − (ab+ c)2)
2u+ (−p1 − 2a) 2pu2 + (−p2a1 − pa22 + p2t11)
)
:
But M is an invertible R∗-matrix so that det M is a unit of R∗. Hence, det M ≡
2(u − a)2(ab + c)(modp) is non-zero. It follows that p-height ab + c = p-height
u− a, as desired.
3. Co-purely indecomposable modules X with 1¡ rank End X ¡ rank X
Recall from Section 2 that if X is a co-purely indecomposable module with rank
X = rank End X , then End X is strongly indecomposable. This is not the case if rank
End X ¡ rank X .
Lemma 3.1. Let X be a co-purely indecomposable module with rank End X ¡ rank X .
Then End X is isomorphic to a fully invariant free R-submodule of X. Moreover; X
is a torsion-free End X -module.
Proof. Recall that End X is a subring of the /eld Q End X = Q End FX . Choose 0 =
x ∈ X and de/ne  : End X → X by (f) = f(x). If f ∈ End X , then there is
g ∈ End X with 0 = gf = q ∈ Q, since Q End X is a /eld. Hence, if f(x) = 0, then
gf(x) = qx=0 and so x=0. This shows that (End X )x is a fully invariant submodule
of X isomorphic to End X . Since rank End X ¡ rank X; End X is a free module by
Lemma 0.3(c). Finally, X is a torsion-free End X -module, as End X is a subring of a
/eld.
In view of Lemmas 2.4 and 1.3(a), isomorphism for co-purely indecomposable
modules is a consequence of isomorphism for modules of the form A[!W ], ! an
endo-vector of length n and W an n× n upper triangular matrix with non-zero deter-
minant. Given 1 ≤ r ≤ n and an n× n upper triangular matrix W , let W (r) denote the
r × r submatrix of W determined by the /rst r rows and the /rst r columns of W .
Recall that if != (a1; : : : ; an) is an endo-vector, then !E = (a1; : : : ; ar) with r + 1=
rank End A[!] and Q End A[!] is isomorphic to the /eld Q ⊕ Qa1 ⊕ · · · ⊕ Qar .
Lemma 3.2. Let ! be an endo-vector with r+1=rank End A[!]¡ rank A[!]=n+1 and
W an upper triangular R-matrix. There is an epimorphism W :A[!W ]→ A[!EW (r)]
with ker W = Rn−r . Moreover; A[!EW (r)] is a co-purely indecomposable module
quasi-isomorphic to A[!E] with rank A[!EW (r)] = rank End A[!EW (r)].
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Proof. Recall that A[!W ] = (R∗)n ∩ (Qn ⊕ Q!W ) and A[!EW (r)] = (R∗)r ∩ (Qr ⊕
Q!EW (r)). Projecting (R∗)n onto (R∗)r induces an epimorphism of A[!W ] onto
A[!EW (r)] with kernel=(R∗)n−r∩Qn=Rn−r . Then A[!EW (r)] is a co-purely indecom-
posable module quasi-isomorphic toQA[!E] with rank A[!EW (r)]=rank End A[!EW (r)]
observing that W (r) is an upper triangular R-matrix with non-zero determinant.
Write an n× n upper triangular matrix W as a block matrix
(
W (r) W ′′(r)
0 W ′(r)
)
with W ′(r) an (n − r) × (n − r) matrix. As a consequence of the next theorem,
classi/cation of co-purely indecomposables reduces to classi/cation for the cases that
rank X = rank End X and rank End X = 1.
Theorem 3.3. Let X be a co-purely indecomposable module with r+1=rank End X ¡
rank X = n+ 1.
(a) There is an endo-vector ! such that the integral closure S of End X is isomorphic
to A[!E].
(b) If Y and Z are co-purely indecomposable modules quasi-isomorphic to X; then
Y is isomorphic to A[!W ] and Z is isomorphic to A[!V ] for some upper tri-
angular R-matrices V and W with non-zero determinant. Moreover; A[!EW (r)]
and A[!EV (r)] are quasi-isomorphic co-purely indecomposable modules with rank
equal to the rank of their endomorphism rings.
(c) The modules Y and Z are isomorphic if and only if A[!EW (r)] is isomorphic to
A[!EV (r)] and there is an invertible (n− r)× (n− r) R-matrix N with W ′(r)N =
V ′(r).
Proof. (a) is a consequence of Lemma 2.4 and Corollary 2.3.
(b) Lemmas 1:3(a) and 3:2.
(c) Write ! = (a1; : : : ; an). Suppose that  : (R∗)n → (R∗) is an R∗-isomorphism
inducing an isomorphism from A[!W ]→ A[!V ]. Then  ∈ QHom(A[!W ]; A[!V ]] =
Q End A[!] = QA[!E]. Represent  as multiplication by an invertible R∗-matrix M .
Then (QA[!W ]) = (QA[!W ])M = (Qn ⊕ Q!W )M ⊆QA[!V ] = Qn ⊕ Q!V: Since !
is an endo-vector, for each 1 ≤ i ≤ r; ai(Q ⊕ Qa1 ⊕ · · · ⊕ Qar)⊆Q ⊕ Qa1 ⊕ · · ·Qar .
As (Qn)M ⊆Qn ⊕ Q!V and (!W )M ⊆Qn ⊕ Q!V , it follows from Lemma 3.2 that
M =
(
M (r) M ′′(r)
0 M ′(r)
)
is an upper triangular matrix with M (r) an invertible R∗-matrix inducing an isomor-
phism from A[!EW ]→ A[!EV ] and M ′(r) an invertible R-matrix with W ′(r)M ′(r) =
V ′(r).
Conversely, if  :A[!EW (r)] → A[!EV (r)] is an isomorphism with invertible R∗-
matrix M (r) and N is an invertible (n − r) × (n − r)R-matrix with W ′(r)N = V ′(r),
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then the matrix
M =
(
M (r) 0
0 N
)
induces an isomorphism from A[!W ] to A[!V ].
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