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ABSTRACT
Samara, Lutfi, Zuhair, Lutfi, Doctorate : June : 2019.
Doctorate of Philosophy in Electrical Engineering.
Title: Advanced DSP Algorithms for Modern Wireless Communication Transceivers.
Supervisor of Thesis: Prof. Ridha Hamila.
A higher network throughput, a minimized delay and reliable communications
are some of many goals that wireless communication standards, such as the fifth-
generation (5G) standard and beyond, intend to guarantee for its customers. Hence,
many key innovations are currently being proposed and investigated by researchers in
the academic and industry circles to fulfill these goals. This dissertation investigates
some of the proposed techniques that aim at increasing the spectral efficiency, enhanc-
ing the energy efficiency, and enabling low latency wireless communications systems.
The contributions lay in the evaluation of the performance of several proposed receiver
architectures as well as proposing novel digital signal processing (DSP) algorithms to
enhance the performance of radio transceivers. Particularly, the effects of several radio
frequency (RF) impairments on the functionality of a new class of wireless transceivers,
the full-duplex transceivers, are thoroughly investigated. These transceivers are then
designed to operate in a relaying scenario, where relay selection and beamforming
are applied in a relaying network to increase its spectral efficiency. The dissertation
then investigates the use of greedy algorithms in recovering orthogonal frequency
division multiplexing (OFDM) signals by using sparse equalizers, which carry out the
equalization in a more efficient manner when the low-complexity single tap OFDM
equalizer can no longer recover the received signal due to severe interferences. The
proposed sparse equalizers are shown to perform close to conventional optimal and
dense equalizers when the OFDM signals are impaired by interferences caused by the
insertion of an insufficient cyclic prefix and RF impairments.
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CHAPTER 1: INTRODUCTION
1.1. Overview and Motivation
Today, the academic and industrial circles are compelled to propose efficient and
novel solutions to cope with the increasing demand on wireless communication applica-
tions. New wireless communication standards such as the filth generation (5G) standard
are supposed to promote the most suitable of the proposed solutions to support high ca-
pacity figures, taking into considerations several constraints such as communication
delay and energy efficiency.
In general, this dissertation discusses two main topics that are inline with the
goals that the new wireless communication standards consider. The first is the new class
of transceivers, the full-duplex (FD) transceivers, which can potentially double the spec-
tral efficiency of wireless communications. The second is efficient signal equalization
techniques that decrease the complexity of the detection of signals.
More specifically, the effects of radio frequency (RF) impairments in full-duplex
(FD) transceivers are thoroughly investigated both in a bidirectional communication
scenario and one-way dual-hop relaying networks. The analytical investigations
quantify the performance of the transceiver by measuring the amount of residual
self-interference (SI).
Then, the problem of multiple relay selection and beamforming in one-way dual-
hop relaying networks is investigated, where the relay is assumed to use FD transceivers
and adopts the amplify-and-forward (AF) protocol.
The dissertation further proposes the use of several digital signal processing
(DSP) approaches in the detection of wireless signals. In particular, greedy algorithms
are exploited to approximate complex signal equalizers while still maintaining an ac-
ceptable performance. The approximation here aims at reducing the complexity of the
equalization process. The proposed equalizers, which are named as sparse equalizers
in this dissertation, account for the effects of phase noise (PN) due to RF non-idealities
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Figure 1.1: Overview of the dissertation.
[1], and inter-symbol interference (ISI) and inter-carrier interference (ICI) which result
from using insufficient cyclic prefix (CP) [2].
Hence, overall, this dissertation aims at enhancing the performance of wireless
communications to support applications that require high data throughout. The com-
bination of FD communications and efficient equalization can help in improving the
performance of wireless communications, and hence potentially meeting the require-
ments of new wireless communication standards. Fig. 1.1 depicts the overall structure
of the conducted research work reported in the dissertation, as well as the link between
different chapters/sections.
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HD, stage 1
HD, stage 2
FD
U1 U2
SI SI
Figure 1.2: FD bidirectional communication example.
1.2. Background
Traditionally, it has been long thought that carrying out wireless communica-
tions is possible only if data is properly duplexed using e.g. time or frequency division
duplexing (TDD and FDD). The orthogonalization of the exchanged signals should be
carefully carried out to insure that a communicating transceiver will not interfere with
itself. Hence, a wireless node should be either transmitting or receiving data on a fre-
quency band of interest, otherwise the receiver will not be able to detect an incoming
signal of interest that has more than 100 dB lower power than that of the transmit-
ted one. One way of dropping the orthogonalization constraint is for the transceiver
to use the transmitted data to cancel out the resulting SI. Fig. 1.2 explains the differ-
ences between the traditional TDD and its FD counterpart. The SI is highlighted with
a red arrow. The literature contains a considerable amount of contributions regarding
SI cancellation, combining active and passive approaches in the wireless propagation
domain [3], radio-frequency [4] and base-band domains [5]. Hardware verifications
of FD transceivers were also carried out in the literature mainly to test the achievable
amount of SI suppression, where for instance, suppression levels of more than 100 dB
was reported in [6]. Network service providers are mainly interested in applying FD
communications to potentially double the spectral efficiency. For instance, Fig. 1.2
3
SI
IRI
SI
Relay 2
Relay 1
U1 U2
Figure 1.3: FD communications when deployed by relays.
shows a bidirectional communication between the nodes U1 and U2. Assuming a TDD
duplexing approach, the half-duplex (HD) scheme needs either of the nodes to seize
transmitting in order to be able to detect the signal of interest. However, if SI is can-
celed sufficiently, simultaneous transmission and reception between U1 and U2 can
occur, hence doubling the spectral efficiency.
Moreover, Fig. 1.3 depicts a scenario where a relay operates in a FD mode to
connect between U1 an U2. In the case of utilizing both relays to forward the mes-
sage, both relays not only suffer from SI, but from inter-relay interference (IRI). Hence,
although FD communications may increase the spectral efficiency if the SI is dealt
with, IRI suppression schemes should be devised to fully exploit the FD communication
scheme. Fig. 1.4 depicts a base-station (BS) simultaneously transmitting and receiving
data related to two users, U1 and U2. Although the SI is the main bottleneck hinder-
ing the network from operating with a satisfactory performance, inter-user interference
strategies should be deployed to fully exploit the FD communication scheme. As pre-
viously mentioned, the SI is the main obstacle hindering a communication node from
exploiting the advantage that FD communications can offer. Hence, this dissertation
focuses on the effects hardware imperfections on the cancellation of SI.
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U2 
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Figure 1.4: FD base-station serving multiple nodes.
 
ISI 
CP 
(𝑘 − 1)𝑡ℎsymbol 𝑘𝑡ℎsymbol 
Figure 1.5: CP-based OFDM signal.
An important aspect to consider in wireless communications is the complexity
of detecting the received signal. An efficient approach for high data rate communica-
tions is orthogonal frequency division multiplexing (OFDM). Although the concept of
OFDM has been tackled long ago [7], it continues to draw attention in today’s research
community due to its effectiveness in providing high data rate communications [8, 9].
One fundamental design consideration in OFDM is to pre-process the data in real time
with efficient recovery. Hence, each OFDM symbol has redundant data appended to it
to minimize ISI. Fig. 1.5 depicts an OFDM symbol with redundant data appended to it.
In the physical layer communication jargon, this redundant data is referred to as CP.
Although the CP is beneficial since it reduces/nulls out ISI, and hence making the
detection through equalization much simpler, it wastes spectral and energy efficiency.
Another major source of interference in OFDM signals is the PN occurring due
to the imperfections of the local oscillator at the transceiver. PN is known as a major
5
Figure 1.6: OFDM signal affected by ICI due to PN.
performance limiter, and hence must be accounted for to support high data rate com-
munications. Fig. 1.6 shows an example of an OFDM signal, where a subcarrier in
the middle is affected by the interferences of the neighboring subcarriers caused by PN,
hence destroying the orthogonality between them. This dissertation evaluates the per-
formance of FD transceiver architecture under different practical constraints. Since a
transceiver has an additional interference to consider (SI), more practical and efficient
equalization methods should be considered to cope with the increasing complexity of
FD transceivers. The dissertation proposes novel efficient equalization methods con-
sidering different types of interferences. Although the proposed equalization methods
are not designed specifically for FD transceivers, their efficiency makes them a poten-
tial candidate to be used in such transceivers where equalization complexity becomes a
priority. Hence, this dissertation offers several methods to increase the performance of
communication systems while maintaining an affordable complexity. The next section
presents a thorough review of the related works.
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1.3. Related Work
1.3.1. Radio-frequency Impairments in Full-duplex Transceivers
RF impairments, also known as hardware phenomenological effects [10], are
defects that occur due to imperfections in the fabrication process of RF hardware.
These imperfections are considered to be a source of performance deterioration in mod-
ern wireless communication systems, especially in multi-carrier communications [11].
Hence, researchers have been eager to device techniques that quantify the effects of
these impairments and eventually mitigate them in the most efficient manner.
Recently, FD radio transceivers have gained an increasing interest in the research
and industrial circles [12, 13]. An FD radio transceiver is capable of simultaneously
transmitting (Tx) and receiving (Rx) data on the same frequency and time resources
to achieve higher spectral efficiency compared to half-duplex transmission that suffers
from rate loss due to transmitting/receiving over orthogonal time slots or frequency
bands. However, an FD radio transceiver suffers from inevitable SI due to co-located
Tx and Rx antennas which limits the transceiver from realizing its potential gains.
The investigation of the effects of RF impairments on FD transceivers is carried
out for two different communication scenarios. The first is a bidirectional case, where
two nodes communicate directly, and the second involves a relaying node between the
two communicating node, as will be detailed next.
Effects of Radio-frequency Impairments on a Full-duplex Bidirectional Link
Let there be two communicating nodes, where the two nodes adopt a FD commu-
nication scenario using OFDM signals. OFDM is a broadband data modulation that is
adopted in several wireless communications standards due to its robustness against fre-
quency selective channels and its simple single tap equalizer that can be easily realized
using fast Fourier transform (FFT). However, in direct conversion transceivers, OFDM
is highly sensitive to RF impairments such as PN, in-phase/quadrature (I/Q) imbalance
(IQI) and carrier-frequency offset (CFO). Such impairments destroy the orthogonal-
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ity between the subcarriers which results in ICI and require sophisticated equalization
techniques to restore the performance.
On the other hand, SI becomes the dominating factor when it comes to evalu-
ating its performance. Several algorithms have been recently proposed to mitigate the
effects of SI. Mitigating SI can occur in the wireless-propagation-domain, where the
co-located transmit and receive antennas are either isolated, or more advanced trans-
mit Tx/Rx beamforming techniques are developed to null the SI signal [14, 15, 16].
However, separating Tx and Rx may not be applicable due to space limitations while
nulling the SI may result in degradation to the signal of interest as described in [14],
[15]. Consequently, the mitigation is moved to the receiver front-end over two stages,
namely, analog and digital-domain SI mitigation techniques. The former procedure
creates an image of the transmitted signal with adjusted gain, phase and delay to sub-
tract it from the received signal. Estimating such parameters for multipath SI channel
suppression in the analog-domain is not an easy task. Hence, only the direct path SI
component is suppressed in this stage [14, 15, 16], nevertheless, other methods that
involve the implementation of a multi-tap analog-domain SI canceler are implemented
as in e.g. [17]. Channel-state information (CSI) estimation is better performed in the
digital domain, so mitigating the rest of the multipath SI channel components is exe-
cuted in the digital domain. Although the SI mitigation is more flexible in the digital
domain, the analog-to-digital converter’s (ADC) dynamic range forms a bottleneck in
the SI mitigation process [14]. Several FD radio transceivers have been implemented
[18, 19, 20], yet, they are investigated in a supervised laboratory environment, and may
not be appropriate as off-the-shelf FD transceivers.
In [21], the authors analyzed the harmful effects of a single RF impairment on
the SI cancellation capability of a FD radio transceiver node. Specifically, they inves-
tigated the deterioration caused by PN and they compared two FD transceiver archi-
tectures where a common and two distinct oscillators are used for both the Tx and Rx
chains. Their analysis showed the advantage of using a common oscillator over using
two distinct oscillators for both Tx and Rx chains to obtain a lower residual SI power.
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In practice, the Tx and Rx chains may suffer from several RF impairments [22] and
the references therein. The distortions from the power amplifier non-linearity in the
transmit chain and IQI in transmit/receive chains are studied for an FD OFDM radio
transceiver in [22]. It was shown that image component of the SI signal due to IQI
adversely affects the performance of FD OFDM radio transceivers.
Effects of Radio-frequency Impairments on a Full-duplex Amplify-and-forward Relay
An interesting application of the FD technology is also in relaying networks
[23, 24, 25, 26, 27, 28, 29]. A considerable effort has been made to address the fusion
of these techniques in which the potential gains and inevitable drawbacks of this fusion
were thoroughly investigated. For example, in [23], an elaborate analysis of various
SI cancellation techniques was performed in MIMO-OFDM decode-and-forward (DF)
relay networks, where several spatial suppression schemes were presented. In [24], an
optimal relay gain that maximizes the end-to-end signal-to-interference-plus-noise ra-
tio (SINR) is derived along with outage probability expressions. Moreover, in [25] and
[26], exact outage probability and channel capacity expressions were derived respec-
tively for one-way FD AF relaying network along with optimal single relay selection.
Furthermore, in [27], various performance metrics, namely the bit-error rate (BER),
outage probability, and the ergodic capacity are derived for two-way FD dual-hop relay-
ing network. Based on these analytical closed-form expressions, single relay selection
is performed. Furthermore, the optimal power allocation and the optimal choice of the
duplexing scheme (HD or FD mode) were obtained. This hybrid system is also reported
in [28] for AF and DF relaying schemes and in [29] for DF relay networks.
Various articles have investigated the effects of RF impairments on a FD AF
relay. For instance, in [30], the effect of transceiver PN was investigated for a FD AF
relay, where it was shown that if the relay was not carefully synchronized in time, PN
had a detrimental effect on the performance of the relay. Moreover, in [31], optimization
of the transmit power of a FD relay adopting the AF relaying protocol under the effect
of imperfect receiver electronics was investigated. However, the residual SI was not
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modeled as an incremental term that could cause oscillations at the relay. It is worth
noting that investigating the residual SI power is insightful since even if a compensation
scheme is present at the relay, the compensation is not always accurate and would result
in significant residual errors [32].
1.3.2. Full-Duplex Transceivers in Relaying Networks
The effects of RF impairments on the SI cancellation capabilities of a FD AF re-
lay is an interesting aspect to analyze. However, it is also important to investigate other
potential communication improvements using DSP algorithms, such as beamforming in
relay networks and the possibility of multiple relay selection, specifically in AF relay
networks that adopts a FD communication scheme.
Relaying information from a source to a destination is a well-established tech-
nology that has various benefits in wireless communication networks such as increasing
the spatial diversity of wireless communications. If the relay in the network operates in
a FD mode and utilizes the AF protocol, the residual SI could cause the relay to enter
in an oscillation stage, which could be detrimental to the communication link.
FD relaying, which adopts both the AF and DF protocols, has been widely ad-
dressed in the literature, and its performance as a function of residual SI has been thor-
oughly investigated as mentioned in Section 1.3.1, as for instance, the work in [24],
which investigated maximizing the network’s SINR by selecting an optimal relay gain,
or the work in [27], which performed single relay selection based on different analyzed
metrics. These contributions have used a constant amplification factor at the AF re-
lay that guarantees the stability of the relay. Hence, it is interesting to investigate the
use of a variable beamforming coefficient that is adaptive to the residual SI, and per-
form multiple relay selection to enhance the end-to-end performance of the relaying
network. Such techniques have been widely proposed in the literature. For instance,
in half-duplex AF relaying networks, multiple relay selection and beamforming were
implemented efficiently. The idea was to formulate the system’s SINR and maximize
it while constraining the number of selected relays. This type of constraint, which was
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referred to as the cardinality constraint, requires the search over all possible subsets of
relays that results in a maximized SINR, which is computationally exhaustive. Hence,
the authors in [33] proposed a reduced-complexity approach by relaxing the cardinality
constraint. Therefore, it is interesting to cast this problem into one that involved the use
of FD relays.
1.3.3. Efficient Signal Equalization
In this dissertation, one of the aims is to design efficient signal equalizers that
are less complex to realize and more efficient to implement than conventional optimal
equalizers. Specifically, the dissertation tackles two major problems: Equalization of
OFDM signals affected by ISI and ICI due to the insertion of an insufficient CP, and the
joint equalization of the multipath channel and PN in OFDM systems. The dissertation
proposes several approaches using DSP techniques to handle the resulting interferences.
Equalization of OFDM Signals with Insufficient Cyclic Prefix
The CP is appended to OFDM signals to combat ISI and ICI induced by the
communication channel, which limits its spectral efficiency. Therefore, inserting an
insufficient CP and equalizing the resulting ICI and ISI is a method that has been circu-
lating the literature for a while, aiming at increasing the efficiency of OFDM systems.
The CP overhead in OFDM can be significant, especially for long range trans-
mission. For instance, in LTE/LTE Advanced [34], the extended CP length represents
25% of the useful data transmission time. Thus, by reducing the CP length, significant
improvement in bandwidth efficiency can be obtained. The reduced complexity modu-
lation/demodulation of OFDM is based on nulling the ISI and ICI by the insertion of a
CP at the beginning of the OFDM symbol with a duration that is greater than the delay
spread imposed by the channel. However, the reduction in the complexity is gained
at the expense of the inefficient usage of the time available to communicate data and
power consumption. The loss of time and power resources can be quantified by the
fraction v
v+N
, where v is the length of the inserted CP and N is the number of OFDM
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subcarriers [35]. One can increase the efficiency of OFDM systems by increasing N or
reducing v, but this is generally not practical since N is usually constrained in many
communication standards by a fixed and relatively small number, and v is chosen such
that it is greater than or equal to L, which is the length of the delay spread in samples
that is imposed by the channel condition.
Plenty of research articles proposed the insertion of a CP with a length of v,
where v < L, and design various equalization techniques to rectify the loss of per-
formance caused by the insertion of a short CP. In [2, 36], the modeling of the ISI
and ICI resulting from inserting an insufficient CP has been analyzed, along with an
implementation of a zero-forcing (ZF) decision feedback equalizer (DFE) equalizer to
compensate for the effects of ISI and ICI. The equalizer assumes a negligible noise at
the receiver, which causes a performance degradation if the receiver noise is high, and
hence in [37], a minimum mean squared error (MMSE) DFE which inherently consid-
ers the receiver noise has been proposed along with forward error correction (FEC) to
improve the performance of the equalizer. Furthermore, time-domain equalizers (TEQ)
have been proposed with the aim of impulse response shortening (IRS), i.e. shortening
the overall impulse response (OIR), which is the convolution of the impulse response
of the equalizer and the channel, conditioned on maximizing different received signal
evaluation metrics such as the BER or the SINR [38, 39], and in [40, 41, 42], TEQ is
applied to shorten, implicitly or explicitly, the effective length of the channel impulse
response (CIR). However, even if the introduction of an equalizer compensates for the
loss of performance, this compromises the simplicity of the OFDM transceiver design,
and hence its utility. Recently, a channel independent interference nulling scheme using
precoding for multiple-input multiple-output (MIMO)-OFDM systems with insufficient
CP was introduced in [43], and furthermore, iteratively estimating the CIR and using
a trellis-based equalization scheme has been proposed for MIMO-OFDM systems in
[44, 9].
Moreover, sparse approximations of finite impulse response (FIR) channel equal-
izers have been investigated due to their significant complexity reductions while still
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performing close to non-sparse optimal equalizers. For example, in [45], a framework
for designing sparse FIR equalizers is proposed using greedy algorithms, and an inter-
esting application of self far-end crosstalk cancellation was shown for systems adopt-
ing discrete multitone modulation, while in [46], a reduced complexity sparsest FIR
equalizer was derived for single-carrier linear channel equalizers. The authors in [46]
extended their work for the design of sparse FIR MIMO linear and decision-feedback
equalizers [47]. However, to the best of the authors’ knowledge, no work has previously
addressed a sparse equalizer design for OFDM signals suffering from ICI and ISI due
to the insertion of an insufficient CP.
Equalization of OFDM Signals Affected by Phase Noise
A major performance and complexity limitation in direct-conversion broadband
wireless transceivers is PN resulting from the inevitable imperfections in the fabrication
process of the crystal oscillator. As a result, PN induces ICI in OFDM transceivers.
A plethora of articles exists in the literature where the problems of modeling,
analyzing, estimating and compensating the effects of PN on OFDM signals are inves-
tigated. For example, while the works in [48, 49] numerically studied the capacity of
OFDM systems impaired by PN, in [50], the effects of the Wiener PN and frequency-
selective channels on OFDM signals were analyzed in terms of capacity and SINR.
Furthermore, the authors in [51] built on the work in [50] by assuming that no infor-
mation about the common phase error (CPE) is available at the receiver. Thus, several
bounds on the rate were derived by treating the ICI induced by PN as noise, arguing
that OFDM detection complexity should be kept minimal by only considering the CPE
at the detection stage.
Concerning the estimation and mitigation of PN, in [52, 53] the authors con-
sidered the estimation and mitigation of the CPE, while PN-induced ICI was ignored.
Since the PN-induced ICI is known to have a detrimental effect on the performance
of OFDM systems, the work in [54] considered the ICI introduced by PN which was
iteratively estimated and then compensated for both Wiener and Ornstein-Uhlenbeck
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models. In this approach, the PN waveform was estimated and equalized in a decision
feedback manner. In [55], the authors extended the work in [54] by proposing a more
accurate estimate of ICI where a significant improvement in terms of the symbol error
rate is demonstrated.
It is well known that PN changes from one OFDM symbol to another, thus, PN
estimates should be updated for each OFDM symbol to maintain a satisfactory perfor-
mance, which is computationally demanding for both iterative estimation and equaliza-
tion approaches. Hence, the authors in [1] proposed a non-iterative joint channel and PN
estimation technique where the PN is estimated by maximizing a constrained quadratic
objective function independent of the CSI. The improvement shown in [1] is not only
limited to a better estimation technique, but also results in a complexity reduction for
the PN estimation process. Moreover, in [56], the constraints imposed to solve the op-
timization problem formulated to estimate the PN components in the received signal
was modified to account for the PN’s spectral characteristics. The authors showed that
accounting for the PN’s spectral characteristics improved the accuracy of the PN esti-
mates. However, the estimation was conducted in an iterative fashion which imposes
a significant delay on the detection time. Therefore, the work in [57] proposed a non-
iterative channel PN estimation scheme which significantly reduces the complexity of
the estimation process.
In addition to complexity reduction, the joint sparse channel equalization and
PN compensation approach offers some additional advantages over the conventional
non-sparse equalizers. The use of a smaller number of (non-zero) coefficients enables
more rapid adaptation of the equalizer entries to the varying channel and PN conditions,
and as a result, the equalizer can afford using imperfect oscillators and could adapt to
rapidly varying channel conditions.
1.4. List of Contributions
This section highlights the contributions that form the contents of this disserta-
tion. Each contribution is contained in one of three main chapters, where each chapter
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is further divided into several sections to explicitly highlight each of the contributions.
Chapters 2 and 3 focus on the deployment of FD transceivers in bidirectional and relay-
ing communication scenarios, respectively. Even though Chapter 3 still discusses FD
transceivers, it was not merged with Chapter 2 since the approach there revolves around
DSP more than the performance analysis of FD transceivers. Chapter 4 then tackles a
different set of problems, which is efficient signal equalization. The contributions are
detailed in the following sections.
1.4.1. Contributions to the Performance Analysis of Bidirectional Full-Duplex Com-
munication Systems
In this dissertation, the contributions regarding the performance of a bidirectional
FD system affected by RF impairments are summarizes as follows:
• The effects of the presence of both PN and IQI on an OFDM waveform that
operates in a FD transceiver are mathematically modeled.
• A closed-form expression of the average residual SI power is derived in FD
OFDM transceivers to show its functional dependency on IQI and PN levels.
• With perfect digital-domain cancellation and for small PN and IQI levels, the
effects of PN and IQI is shown to be decoupled and the average residual SI power
is shown to be linearly proportional to the parameters of the RF impairments.
Chapter 2, Section 2.1, elaborates on the details behind the contributions, and
this work resulted in the publication in [58].
1.4.2. Contributions to the Performance Analysis of Full-Duplex Transceivers De-
ployed in Cooperative Networks
Concerning the one-way dual-hop FD relay network, where a mediating IQI af-
fected relay is assumed to adopt the AF protocol, the main contributions which are
detailed in Chapter 2 (Section 2.2) are listed as follows:
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• The effect of IQI on the transceiver of a FD AF relay when SI cancellation is
applied is mathematically modeled.
• The relay’s amplification factor is closely investigated and its maximum theoreti-
cal limit that prevents the system from entering in an oscillation stage is derived.
• An amplification factor that controls the transmit power at the relay is derived
when the relay is affected by IQI.
• A lower bound on the average residual SI power is derived, where it is shown that
the average residual SI power is bounded by a sum of scaled Gamma functions.
The above contribution resulted in the submission of the article mentioned in
Appendix C (Journal number 6).
1.4.3. Contributions to the Design of Relay Selection and Beamforming Schemes in
Full-duplex Cooperative Networks
Chapter 3 discusses the contributions related to multiple relay selection and
beamforming in AF FD dual-hop relay networks, which are:
• The effects of residual SI in a FD AF relay is mathematically modeled by con-
sidering the cumulative SI resulting from the relay operating in a FD mode. The
modeling is based on using the exact varying beamforming coefficient, which is
usually modeled as a fixed parameter for the sole purpose of preventing oscilla-
tions at the relay [24, 27].
• Assuming the availability of perfect CSI and second order statics of the resid-
ual SI, the beamforming coefficient is designed while aiming at minimizing the
mean-squared error (MSE) at the destination, and then sparsity inducing opti-
mization problems are used to perform relay selection.
• The proposed beamforming and multiple relay selection technique is shown to
be a hybrid FD and alternate relaying system, where it is shown that the switch-
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ing rate is mainly dependent on the SI cancellation capability of receivers at the
relays.
The above contributions resulted in the publication of the article in [59].
1.4.4. Contributions to the Design of Sparse Equalizers for OFDM Signals With In-
sufficient Cyclic Prefix
Concerning the sparse equalization of OFDM with insufficient CP, the following
are the main contributions:
• A reduced-complexity time-domain sparse DFE equalizer is proposed for OFDM
signals with insufficient CP.
• The equalizer is designed to offer a complexity-performance trade-off by either
setting a desired number of active entries or by targeting a specific amount of loss
in terms of SINR.
• The worst-case coherence (WCC) metric of the sparsifying dictionary is investi-
gated and the simulations show that it is suitable for designing the sparse equal-
izers with more likelihood of successfully retrieving the non-zero entries.
The above contributions are detailed in Chapter 4, Section 4.1, and resulted in
the publication of the article in [60].
1.4.5. Contributions to the Design of Sparse Equalizers for OFDM Signals Impaired
by Phase Noise
For the joint equalization of the multipath channel and PN, the key contributions
(discussed in details in Chapter 4, Section 4.2) are listed as follows:
• A novel low-complexity sparse design framework is proposed for joint PN miti-
gation and channel equalization in direct-conversion OFDM receivers. The pro-
posed approach exploits the inherent sparse characteristics of the ICI in the fre-
quency domain to significantly reduce the complexity of the proposed design
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method at a negligible performance loss. It is important to mention that, in this
work, no PN and channel estimation operations are performed. Hence, to emu-
late a practical scenario, the derived equalizer is generalized to account for the
inaccurate estimations of the PN and channel quantities.
• The maximum expected coherence (MEC) metric is analyzed, which quantifies
the performance of the sparsifying matrix, to point to the likelihood of suc-
cess in providing the sparse approximation of the conventional non-sparse high-
complexity optimum equalizer design.
• The simulation results show that allowing for a little performance loss results in a
significant implementation complexity reduction. Consequently, the power con-
sumption of devices that use sparse equalizers decreases since a smaller number
of complex multiplication/addition (CM/A) operations are required. In addition,
the proposed approach shows better performance compared to the state-of-the-art
designs.
The above contributions resulted in the publication of the article in [61].
Chapter 5 finally concludes the whole dissertation, where each topic is explicitly
concluded and some possible future work is discussed.
The listed contributions resulted in the dissemination of journal articles and con-
ference proceedings which are summarized in Appendix C.
1.5. Chapter Summary
Now that each topic that is discussed in this dissertation has been introduced, the
related works have been thoroughly discussed and each contribution was specifically
highlighted, the next chapters discuss in details each and every approach adopted to
achieve the final results, along with their respective verifications using Monte-Carlo
computer simulations.
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CHAPTER 2: PERFORMANCE ANALYSIS OF FULL-DUPLEX TRANSCEIVERS
FD communications allows for the simultaneous transmission and reception of
signals on the same frequency band, thus possibly doubling the spectral efficiency.
This could be achieved by using a novel class of transceivers, specifically the FD
transceivers. The main obstacle towards exploiting the FD communication scheme is
the SI resulting from the co-location of the transmitter and the receiver. Thus, the main
objective of a transceiver designer is to completely cancel out the SI. However, this is
not necessarily possible due to the inaccuracy of the SI cancellation scheme. In this
chapter, the effects of RF impairments on the SI cancellation is thoroughly investigated
in different communication scenarios. The sections below elaborate on the details.
2.1. Residual Self-interference Analysis in Bidirectional Communication Transceivers
This section presents the details behind the performance analysis of FD
transceiver affected by PN and IQI. The performance of the transceiver is quanti-
fied by the residual SI level after different stages of SI cancellation, as will be discussed
in the next sections.
2.1.1. System Model
Denoting xp(t) = <{x(t)ejwmt} as the PN and IQI free pass-band transmitted
signal, where<{.} denotes the real operator, the IQI and PN impaired transmitted signal
can be written as follows
xp(t) = xI(t)αI,tx cos(wmt+ φtx(t) + θI,tx)
− xQ(t)αQ,tx sin(wmt+ φtx(t) + θQ,tx), (2.1)
where x(t) = xI(t)+jxQ(t) is the base-band undistorted Tx signal with average energy
of E{|x(t)|2} = Ex, E{.} is the statistical expectation operator, and wm = 2pifm is
the angular oscillator frequency. The I and Q oscillator’s gain imbalance levels are
denoted by αI,tx and αQ,tx, respectively, while the phase mismatch levels at the I and
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Q branches are termed by θI,tx and θQ,tx, respectively. The transmitter PN process is
denoted by φtx(t) with a 3-dB bandwidth denoted by β. The free-running oscillator
(FRO) model [62] is used since it simplifies the analysis and has a similar performance
to more practical PN process models such as the phase-locked loop (PLL) PN model
[21]. The received SI after performing analog cancellation to suppress the direct path
signal is given by
yp(t) = axp(t− δ)− aˆxp(t− δˆ) +
L∑
c=1
acxp(t− δc), (2.2)
where L denotes the number of multipath channel taps between the co-located Tx and
Rx antennas, and ac ∼ CN (0, σ2a,c), ∀ c ∈ {1, · · · , L}, represents the channel tap
coefficient. Those channel coefficients are assumed to be independent of one another
with δc representing the delay of the cth channel tap. The direct path channel gain
between the Tx and Rx antennas is a ∼ CN (0, σ2a) with a delay denoted by δ. The
estimated direct path channel gain and its delay are denoted by aˆ and δˆ, respectively.
Down-converting the received signal, and after some mathematical manipula-
tions, the received signal after ideal low-pass filters in the I and Q branches can be
written as follows
y˜(t) = µrxe
−jφrx(t)y(t) + νrxejφrx(t)y∗(t),
≈ ap(t)e−jwmδ (µrxµtxs(t) + µrxνtxs∗(t))
− aˆp(t)e−jwmδˆ (µrxµtxs(t) + µrxνtxs∗(t))
+
L∑
c=1
acpc(t)e
−jwmδc (µrxµtxsc(t) + µrxνtxs∗c(t))
+ a∗p′(t)ejwmδνrxµ∗txs
∗(t)− aˆ∗p′(t)ejwmδˆνrxµ∗txs∗(t)
+
L∑
c=1
a∗cp
′
c(t)e
jwmδcνrxµ
∗
txs
∗
c(t), (2.3)
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where y(t) = yI(t) + jyQ(t) is the base-band equivalent signal of yp(t) and
p(t) = ej(φtx(t−δ)−φrx(t)), p′(t) = e−j(φtx(t−δ)+φrx(t)),
pc(t) = e
j(φtx(t−δc)−φrx(t)), p′c(t)= e
−j(φtx(t−δc)+φrx(t)), (2.4)
and φrx(t) denotes the receiver PN process, s(t) = x(t − δ) and sc(t) = x(t − δc).
Assuming good delay estimation of the main tap, i.e. δ ≈ δˆ, then s(t) ≈ x(t − δˆ),
φtx(t − δ) ≈ φtx(t − δˆ) and s(t + δ − δˆ) ≈ s(t). The quantities p(t), p′(t),
pc(t) and p′c(t) denote the PN effect on the received signal. Moreover, µrx =
1/2
(
αI,rxe
−jθI,rx + αQ,rxe−jθQ,rx
)
and νrx = 1/2
(
αI,rxe
jθI,rx − αQ,rxejθQ,rx
)
model
the base-band receiver IQI parameters, where αI,rx, αQ,rx, θI,rx and θQ,rx are the re-
ceiver I and Q branches gain and phase imbalances, respectively. It is worth mentioning
that the terms that are multiplied by νrxν∗tx are omitted from the analysis since they
yield a relatively small contribution to the overall interference. Sampling Eq. (2.3)
every Ts periods, and assuming a0 = a− aˆejwm(δ−δˆ) and a∗0 = a∗ − aˆ∗e−jwm(δ−δˆ), (2.4)
becomes
y˜(nTs) =
L∑
c=0
ace
j(φtx((n−c)Ts−δ)−φrx(nTs)−wm(cTs+δ))
× (µrxµtxs((n− c)Ts) + µrxνtxs∗((n− c)Ts))
+
L∑
c=0
a∗ce
−j(φtx((n−c)Ts−δ)+φrx(nTs)−wm(cTs+δ))
× νrxµ∗txs∗((n− c)Ts). (2.5)
Taking the FFT of (2.5), the result is
Y (k) =
L∑
c=0
N−1∑
l=0
ace
−j(wm(cTs+δ)+2pikc/N)
× (µrxµtxS[l] + µrxνtxS∗[l′])× P 1k−l (2.6)
+
L∑
c=0
N−1∑
l=0
a∗ce
j(wm(cTs+δ)+2pikc/N)νrxµ
∗
txS
∗[l′]× P 2k−l,
21
where
P 1k−l =
1
N
∑N−1
n=0 e
j(φtx((n−c)Ts−δ)−φrx(nTs)−2pi(k−l)n/N), (2.7)
P 2k−l =
1
N
∑N−1
n=0 e
−j(φtx((n−c)Ts−δ)+φrx(nTs)−2pi(k−l)n/N), (2.8)
and DFT {s[n]} = S[l] and DFT {s∗[n]} = S[l′], where DFT{.} denotes the discrete
Fourier transform (DFT) operator, and assigning l′ = N − l + 2, and 0 6 l 6 N − 1
for 0 6 k 6 N − 1 [63]. Finally, the digital-domain cancellation stage is performed by
applying
Z(k) =
L∑
c=0
N−1∑
l=0
ace
−j(wm(cTs+δ)+2pikc/N)
× (µrxµtxS[l] + µrxνtxS∗[l′])× P 1k−l
+
L∑
c=0
N−1∑
l=0
a∗ce
j(wm(cTs+δ)+2pikc/N)νrxµ
∗
txS
∗[l′]× P 2k−l
−
L∑
c=0
aˆce
−j(wm(cTs+δˆ)+2pikc/N) × µˆrxµˆtxS[l]Pˆ 10 , (2.9)
where aˆc is the estimate of the cth SI channel coefficient, µˆrx and µˆtx are the estimates
of the IQI parameters µrx and µtx, while the estimation of the PN CPE is denoted by
Pˆ0. Suppressing the cross-leakage between the subcarriers due to PN or the image sub-
carrier interference caused by IQI is complicated because it is not easy to estimate the
equivalent channels [21]. Therefore, with perfect digital cancellation, i.e., suppressing
the CPE and IQI’s effects at the kth subcarrier excluding the image effect, there is still
inevitable residual SI. Similar effects are observed in [21] due to the presence of PN
only.
2.1.2. Average Residual Self-interference Analysis
Assuming that the channel, transmitted data and PN are independent random
processes, taking the mean of the squared absolute value of Z(k), the average residual
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SI power can be written as
E{|Z(k)|2} = 1
N2
[
|µrx|2|µtx|2
L∑
c=0
σ2a,c
N−1∑
l=0
l 6=k
El
×
(
−N +
N−1∑
n=0
2(N − n)e(−4pinβTs)cos
(2pi(k − l)n
N
))
+
(|µrx|2|νtx|2 + |νrx|2|µtx|2) L∑
c=0
σ2a,c
N−1∑
l=0
El (2.10)
×
(
−N +
N−1∑
n=0
2(N − n)e(−4pinβTs)cos
(2pi(k − l)n
N
))
+ |µrx|2|µtx|2Ekσ2
(
−N +
N−1∑
n=0
2(N − n)e(−4pinβTs)
)]
,
where σ2 denotes the variance of the error in estimating the effective SI channel which
is a function of the amount of digital-domain cancellation [21]. Basically, most of SI
cancellation schemes rely on creating an image of the transmitted signal by estimating
the equivalent SI channel that captures the effects of RF impairments of the Tx and Rx
chains. Here, the accuracy of the analog and digital domains SI cancellation schemes
is modeled by two parameters, κ and d, respectively. This approach is widely adopted
in the literature as in e.g. [21], [22] where κ and d denote the error varaince of analog-
domain and digital-domain cancellation, respectively. The error variance σ2 is equal to
κ× d [21].
It is worth mentioning that several cross-terms arise while deriving (2.10), and it
can be shown that they vanish to zero (proof is in Appendix A). Further, it can be shown
that E{|P 1k−l|2} = E{|P 2k−l|2} = E{|Pk−l|2}. The closed form expression of E{|Pk|2},
which is used in (2.10), is given by [21]
E{|Pk|2} = − 1
N
+
2
N2
N−1∑
n=0
(N − n)e−4pinβTs cos 2pikn
N
. (2.11)
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Next, to get more insights on the effects of IQI and PN, a perfect digital-domain
cancellation is assumed, i.e., σ2 = 0, and the same IQI levels at both Tx and Rx oscilla-
tors. Moreover, for practical IQI levels, 1 + 2 |ν|
2
|µ|2 ≈ 1 and the total channel taps power
is demoted by σ2total =
∑L
c=0 σ
2
a,c. Rearranging the terms in (2.10) yields
E{|Z(k)|2} ≈ 1
N2
(
C1 + 2C2
|ν|2
|µ|2
)
, (2.12)
where
C1 = |µ|4σ2total
N−1∑
l=0
l 6=k
El× (2.13)
(
−N +
N−1∑
n=0
2(N − n)e(−4pinβTs)cos
(2pi(k − l)n
N
))
,
and
C2 = |µ|4σ2total(−N +
N−1∑
n=0
2(N − n)e−4pinβTs). (2.14)
It is evident from (2.12) that the asymptotic average residual SI power, i.e. when
σ2 = 0, is linearly proportional to
|ν|2
|µ|2 termed as the IQI image rejection ratio (IRR).
It is worth mentioning that in C1 and C2, for practical IQI levels, |µ|4 ≈ 1 and, hence,
they are independent of IQI levels. Moreover, for small β, the term e−4pinβTs can be
approximated by 1−4pinβTs, and for practical values of Ts andN , C2 can be simplified
as follows
C2 ≈ σ2total
(
N2 − 4piβTs
3
N(N2 − 1)
)
≈ σ2totalN2, (2.15)
where C2 is shown to be approximately independent of β. Therefore, the slope C2 is
fixed and dependent only on the total channel taps power and the number of subcarriers.
Furthermore, after straight forward manipulations, C1 can then be approximated by
C1 ≈ σ2totalβ
N−1∑
l=0
l 6=k
El × 8piTsN
1− cos(2pi(k−l)
N
)
. (2.16)
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Interestingly, the approximation of C1 shows that the average residual SI power linearly
depends on β. This demonstrates that, with perfect digital-cancellation, the PN and IQI
effects are decoupled. Moreover, in addition to the average SI power being linearly
proportional to the IQI IRR, it is also linear in PN 3-dB bandwidth for small PN levels
as shown in (2.16).
2.1.3. Numerical Results
An OFDM system with 256 subcarriers is considered, where 128 of them are
active and the rest are nulls. The sampling frequency is 15.36 MHz and the subcarrier
spacing is 60 KHz. At the receiver, the average symbol energy is set to El = 0 dB so
that the residual SI is given in dBs, in relation to it. The carrier frequency is selected to
be fm = 2.1 GHz. The power delay profile of the SI channel has a total of five taps with
the values of -30, -65, -70, −∞, -75 dBs, based on the SI channel assumptions in [21].
The separation between the Tx and Rx antennas of the transceiver is set to be 20 cm,
which corresponds to a delay of δ = 0.67 ns [21]. It is also assumed that the amount of
attenuation that the signal experiences due to antenna separation is 30 dB. Moreover, the
amount of signal attenuation due to analog and digital-domain cancellation is κ = 30
dB and d = 50 dB, respectively. These values are then used in the calculation of σ2 . In
the case of an impairments free transceiver, the residual SI power should be equal to -80
dB. A symmetric IQI case is assumed, i.e. αI,tx/rx = 1 + α¯tx/rx, αQ,tx/rx = 1− α¯tx/rx,
θI,tx/rx = − θtx/rx2 and θQ,tx/rx =
θtx/rx
2
, where α¯tx/rx is defined in log scale by applying
αtx/rx = 10 log(1 + α¯tx/rx).
In Fig. 2.1, the residual SI power is plotted versus the digital-domain cancellation
parameter d. It shows the effect of changing the IRR for IQI and β for the PN. Moreover,
this figure shows a perfect match between the derived closed form expression in (2.10)
for residual SI power and the numerical simulations. The PN 3-dB bandwidth and the
IRR are varied to highlight the effect of ICI on the residual SI power. Increasing β
and the IRR result in a higher floor even when the digital-domain cancellation error is
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Figure 2.1: Analytical (dashed black) and simulated (solid red) average residual SI
power versus the amount of digital-domain cancellation d.
−45 −40 −35 −30 −25 −20 −15−75
−70
−65
−60
−55
−50
−45
−40
IRR [dB]
A
ve
ra
ge
 R
es
id
ua
l S
I P
ow
er
 [d
B]
 
 
Simulated
Analytical
β = 100 Hz
C1 for β = 100 Hz
C1 for β = 25 Hz
Slope ≈ 2C2
β = 25 Hz
Figure 2.2: Analytical (dashed black) and simulated (solid red) average residual SI
power versus the oscillators’ IRR. The dash-dotted lines represent C1.
relatively small. This occurs because the ICI caused by the PN and IQI is not suppressed
at any of the SI cancellation stages.
In Fig. 2.2, the average residual SI power is plotted versus the IRR parameter
for different PN levels. When the IRR is small, the residual SI power is constant,
and the average residual SI power level is determined by the constant C1 in (2.16)
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Figure 2.3: Heat-map plot depicting the average residual SI power as a function of β
and the IRR.
which is plotted using a dash-dotted line for different values of β. Interestingly, the
approximation of the constant C1 in (2.16) is still accurate even for high PN level of
β = 100 Hz because of high sampling rate. Increasing IQI level, the average residual
SI power increases linearly with a constant rate which is proportional to C2 as shown in
(2.12).
To illustrate the joint effects of IQI and PN on the residual SI power, Fig. 2.3
shows a heat-map plot where the y-axis represents the IRR and the x-axis represents β.
As both β and the IRR increase, the residual SI power increases. This figure conveys
the same message as Fig. 2 but for a wider range of PN and IQI levels by varying β and
|ν|2
|µ|2 , respectively.
2.2. Residual Self-interference Analysis in Cooperative Networks
Section 2.1 discussed the joint effects of PN and IQI on a FD transceiver oper-
ating in a bidirectional communication scheme. Now, this chapter discusses the effect
of IQI on a relay with a FD transceiver adopting an AF relaying protocol, which has a
different nature (see e.g. [27] and the references therein). The contribution here focuses
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on the instability of the performance of the relay caused by the cumulative SI which
arises due to the IQ mismatch.
2.2.1. System Model
The system model consists of a source S, a destination D, and a relay R me-
diating between the two while operating in a FD mode. Furthermore, the direct link
between S and D is assumed to be missing due to severe fading of the S → D link.
Moreover, the relay transceiver circuit is assumed to suffer from IQI, while the IQI of
the source and destination are neglected to focus on the effects of IQI at the relay. The
received signal by the relay R at time k before the effect of IQI is given by
rR[k] = hSRx[k] + vR[k] + iR[k], (2.17)
where x[k] is the data symbol transmitted from S to R at time k, hSR represents the
channel coefficient between S and R where it is modeled as circularly symmetric com-
plex Gaussian random variable with zero mean and variance σ2SR (hSR ∼ N (0, σ2SR)).
In the analysis, it is assumed that hSR is constant for the whole sampled time interval,
i.e. the channel S → R is slowly varying. Furthermore, vR[k] is the additive white
Gaussian noise (AWGN) at the relay R at time instant k, i.e. vR ∼ N (0, σ2vR). Finally,
iR[k] represents the residual SI at the relay since it is operating in a FD mode. The
received signal rR[k] at the relay after experiencing the effects of IQI can be written as
r¯R[k] = µRxrR[k] + νRx
(
rR[k]
)∗
, (2.18)
where the operator (.)∗ yields the conjugate of a complex number, µRx/Tx =
cos( θRx/Tx
2
) + jαRx/Txsin(
θRx/Tx
2
) and νRx/Tx = αRx/Txcos(
θRx/Tx
2
) − jsin( θRx/Tx
2
),
where αRx/Tx represent the gain imbalance at the relay’s receiver/transmitter, which
is writen in dBs by applying α˜Rx/Tx = 10log10(1 + αRx/Tx) and θRx/Tx is the phase
imbalance at the relay’s receiver/transmitter in degrees. IQI is also present at the
relay’s transmission front-end. Hence, the transmitted signal by the relay at time k after
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experiencing transmit IQI is given by
yR[k] = µTxr¯R[k] + νTx (r¯R[k])
∗ . (2.19)
In AF relaying protocol, the received signal rR[k] is forwarded to the destination by
simply amplifying it by a factor which is designated as a. Hence, the transmitted signal
by the relay at time k after amplification and before the effect of transmit IQI is
y¯R[k] = a× yR[k]. (2.20)
Next, the signal is multiplied by the coefficient representing the SI channel. The channel
coefficient possesses the same statistical properties and characteristics that of the S →
R link, but with a much higher variance. In other words, if the SI channel variance is
denoted by σ2R, then σ
2
R  σ2SR. Hence, the interference at the kth time slot can be
written as
i¯R[k] = hR × y¯R[k]. (2.21)
The received signal experiences again receive IQI, and therefore the interference at time
k + 1 can be written as
i˘R[k + 1] = µRxi¯R[k] + νRx (¯iR[k])
∗
. (2.22)
Devices that operate in FD mode must have a SI cancellation scheme. In the analysis,
the relay is assumed to have passive and active SI cancellation capabilities. The passive
cancellation strategy allows the suppression of the received SI signal by tens of dBs,
while the active SI cancellation strategy aims at the total suppression of the SI signal,
which relies on the knowledge of the transmitted signal and having an estimate of the SI
channel coefficient hR, which is denoted by hˆR. In the modeling of hˆR, the well-known
model of representing the estimate of a CSI quantity is adopted which is hˆR = hR+ h˜R,
where h˜R ∼ N (0, σ2h˜R) [64]. Therefore, the interference at time k + 1 received after SI
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cancellation can be expressed as
iR[k + 1] = i˘R[k + 1]− hˆR × y¯R[k]. (2.23)
Expanding (2.23) yields
iR[k + 1] =
(
µRxhR − hˆR
)
y¯R[k] + νRx (hRy¯R[k])
∗ . (2.24)
Using a range of IQI parameters that correspond to a practical scenario, it can be as-
sumed that µRx/Tx ≈ 1. Also, the assumption that |h˜R|2  |hR|2 is used. Hence,
iR[k + 1] ≈ νRx (hRyR[k])∗ . (2.25)
Next, the following approximations are applied
iR[k + 1] = νRxh
∗
Ra (yR[k])
∗ ,
(I)≈ νRxµ∗Txh∗Ra (r¯R[k])∗ ,
= νRxµ
∗
Txh
∗
Ra
(
µRxrR[k] + νRx
(
rR[k]
)∗)∗
,
(II)≈= νRxµ∗Txµ∗Rxh∗Ra ((c[k])∗ + (iR[k])∗) , (2.26)
where c[k] = hSRx[k] + vR[k], and the approximations in (I) and (II) are applied based
on the assumptions that νRxν∗Tx  νRxµ∗Tx and |νRx|2  νRxµ∗Rx, respectively [65].
Since, by now, the relationship between iR[k + 1] and iR[k] has been established, a
general expression that represents the recursive relation presented in (2.26) is written as
follows
iR[k + 1] ≈
k+1∑
n=1
f1(νRxµ
∗
Txµ
∗
Rx(hR)
∗a, n) (2.27)
× f2(c[k + 1− n], n− 1),
where the functions f1(., .) and f2(., .) are described in Algorithms 1 and 2, respectively.
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Algorithm 1: The f1 function
Input: C ∈ C, n ∈ N
Output: R ∈ C
1 R← 1
2 For (p = 1..n)
3 if p mod 2 == 0
4 R← R× C∗,
5 else
6 R← R× C,
7 end
8 end
9 Return R;
Algorithm 2: The f2 function
Input: C ∈ C, n ∈ N
Output: R q ∈ C
1 R← 1
2 if n mod 2 == 0
3 q ← C∗,
4 else
5 q ← C,
6 end
7 Return R;
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2.2.2. Amplification Restrictions
Since R is operating in a FD mode, amplifying the received signal form S to D
is now restricted not only by the additive noise, but by the residual SI. Hence, in this
section, the effect of the residual SI on determining the amplification factor that stabi-
lizes the performance of the relay is investigated. The amplified up-converted signal at
the relay is modeled in the base-band by writing
tR[k] ≈ µTx
(
a
(
µRx (hSRx[k] + vR[k] + iR[k])
+ νRx (hSRx[k] + vR[k] + iR[k])
∗
))
+ νTx
(
a
(
µRx (hSRx[k] + vR[k] + iR[k])
))∗
, (2.28)
where the approximation is again attributed to low IQI levels. To calculate the power of
tR[k], the following is applied
E{|tR[k]|2} = γ1a
(|hSR|2σ2x + σ2vR + E{|iR[k]|2}) , (2.29)
where E{.} represents the expectation operator, and γ1 = |µTx|2|µRx|2 + |νRx|2|µTx|2 +
|νTx|2|µRx|2. Since c[m] ⊥ c[n] ∀n 6= m (the symbol ⊥ denotes statistical indepen-
dence), the term E{|iR[k]|2} can be shown to be equal to
E
{|iR[k]|2} = (|hSR|2σ2x + σ2vR) ∞∑
n=1
|νRxµ∗Txµ∗Rx(hR)∗a|2n. (2.30)
Hence, the total power of the transmitted signal can be expressed as
E{|tR[k]|2} = γ1γ2a2
(
1 +
∞∑
n=1
|νRxµ∗Txµ∗Rx(hR)∗a|2n
)
. (2.31)
where γ2 = |hSR|2σ2x + σ2vR . Equation (2.31) implies that increasing the amplification
factor a indefinitely can cause the system to oscillate and tR[k] to diverge (tR[k] → ∞
for a fixed large amplification factor a). Therefore, to prevent the oscillations and to
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make sure that tR[k] does not diverge, the amplification factor a should always satisfy
a < amax, where amax denotes the maximum amplification that can limit the transmis-
sion power, and is defined by
amax =
1
|νRx||µTx||µRx||hR| . (2.32)
It is worth mentioning that amax depends on the transceiver’s IQI levels and the power of
the SI channel. Although (2.32) reveals some interesting properties and limitations of a,
it is still interesting to determine the amplification factor that regulates the transmission
power of R. Denoting E{|tR[k]|2} = pr, going back to (2.31) and using the property∑∞
n=1 x
2n = x
2
1−x2 for |x| < 1, the result is
pr = γ1γ2a
2
(
1 +
|νRxµ∗Txµ∗Rx(hR)∗a|2
1− |νRxµ∗Txµ∗Rx(hR)∗a|2
)
. (2.33)
Solving for a, a new amplification parameter is defined, which is denoted by a(pR), that
regulates the transmission power of the relay R to be pR, and can be written as
a(pR) =
√
pr
γ1γ2 + pr|νRxµ∗Txµ∗Rx(hR)∗|2
. (2.34)
Interestingly, (2.34) reveals that increasing pr indefinitely will make a(pR) converge to
amax. This can be shown by writing
lim
pR→∞
a(pR) =
1
|νRx||µTx||µRx||hR| = amax. (2.35)
As previously mentioned, residual errors may arise due to imperfect estimations of the
IQI parameters. Hence, it is assumed that in practice, amax and a(pR) can be obtained
by using IQI parameters that were modeled to quantify the residual errors of their esti-
mation. For example, the IQI parameters that were used to quantify the errors in their
estimations could be an average or a worst-case quantity. The same can be said when
considering hR, where in practice, hˆR is used instead of hR. Further, (2.35) reveals
that if the relay is asked to transmit with a high pR, then the amplification factor risks
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approaching amax, and hence can cause the relay to oscillate. Especially with the avail-
ability of inaccurate IQI parameters and CSI quantities in practice, it is safer to assign
an amplification factor a˜(pR) =
√
a(pR)− δ, where
√
δ 6= 0 is a very small positive
quantity to ensure the stability of the relay’s transmission power. Section 2.2.4 provides
more insights on the discussed remarks.
2.2.3. Average Residual Self-interference Analysis
Although the residual SI power was calculated in the previous section, specifi-
cally in Equation (2.30), the averaging that was performed did not consider hR as a ran-
dom variable since it is considered to be constant for one coherence time slot. Hence,
this section provides an approximation of the average residual SI power by consider-
ing the channel realizations hSR and hR as random variables, which change from one
coherence time slot to another, and provide a general understanding of the relationship
between the residual SI power and the IQI parameters. Starting from Equation (2.30),
and taking the expectation of PSI [k + 1] = E
{|iR[k + 1]|2}, which includes hR this
time, the result is
PSI [k + 1] =
(
σ2hSRσ
2
x + σ
2
vR
) k+1∑
n=1
|νRxµ∗Txµ∗Rxa|2n E
{|hR|2n} . (2.36)
Since hR is a circularly symmetric complex Gaussian random variable with zero mean
and variance σ2hR , E{|hR|n} can be rewritten as
E{|hR|n} = σnhR × E
{(
z2R + z
2
I
)n
2
}
, (2.37)
where zR, zI are complex Gaussian random variables with zero mean and a variance 1,
and zR ⊥ zI . Hence, it is deduced that w = z2R + z2I has a chi-squared distribution with
2 degrees of freedom and a probability density function 1
2
e−
x
2 . Therefore, (2.37) can be
solved by applying
E{|hR|n} =
σnhR
2
∫ ∞
0
w
n
2 e−
w
2 dw. (2.38)
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Table 2.1: Simulation Parameters
Parameter Value
σ2x 30 [dBm]
σ2hR -20 [dB]
σ2hR/σ
2
h˜R
35 [dB]
σ2hSR -83 [dB]
pR 30 [dBm]
δ 0.5 [dB]
σ2nR -100 [dB]
Making the substitutions w = 2u and dw = 2du,
E{|hR|n} = σnhR2
n
2
∫ ∞
0
u
n
2 e−udu = σnhR2
n
2 Γ
(n
2
+ 1
)
. (2.39)
Hence, the average residual SI power can be written as
PSI [k + 1] =
(
σ2hSRσ
2
x + σ
2
vR
)×
k+1∑
n=1
{
|νRxµ∗Txµ∗Rxa|2n σnhR2
n
2 Γ
(n
2
+ 1
)}
, (2.40)
where Γ(u) =
∫∞
0
wu−1ew dw is the Gamma function. The result in (2.40) reveals that
the average residual SI power is a sum of scaled Gamma functions, which means that
the average residual SI power is monotonically increasing as a function of time.
2.2.4. Numerical Results
This section aims at confirming the following:
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• The effectiveness of the theoretical configurations that are derived and designed
to prevent the oscillations at the relay (see Fig. 2.4).
• The performance and the limitations of the designed power control model (see
Fig. 2.5).
• The accuracy of the derived instantaneous and average lower bound of the resid-
ual SI power (see Fig. 2.4 and Fig. 2.6).
To confirm the findings of this section, the system model is simulated using the
parameters listed in Table 2.1. Furthermore, in the sequel, it is assumed that α = αTx =
αRx and θ = θTx = θRx.
Fig. 2.4 shows the residual SI power as a function of the amplification factor a
in dB for different IQI parameters. It is important to note that the residual SI power
(magenta lines) are simulated without using any of the approximations used in this
work. The figure also depicts a˜max which is defined as a˜max =
√
a2max − δ. Choosing
δ 6= 0 in a˜max assures that, ideally, (2.30) will not diverge. In this setup, hSR is set to
be −3.7968 × 10−5 − j5.5546 × 10−5 and hR = −0.0459 × 10−5 − j0.0835 × 10−5,
and hence 10log10( hRhSR ) ≈ 63 dB. The results show that a˜max captures the divergence
point, and hence a˜max indeed represents a good indicator as to when the residual SI
power starts diverging to high powers. Furthermore, as the IQI parameters become less
severe, a˜max increases, indicating that there are less restrictions now on how much the
amplification can be done at the relay.
Moreover, Fig. 2.5 depicts the power of the signal to be transmitted at the relay
(pR) with respect to k for fixed IQI parameters (α = 0.35 dB, θ = 1.5o). In this setup,
hSR is set to be 8.7231×10−5−j6.4183×10−5 and hR = −0.01×10−5+j0.2203×10−5,
and hence 10log10( hRhSR ) ≈ 73 dB. The analytical (solid black) and simulation
(dashed magenta) curves are plotted while using different values of a˜(pR), where
a˜(pR) =
√
a2(pR)− δ. In particular, the parameter δ is used to reduce the divergence
chances (amax ≥ a(pR)) that might happen due to approximation errors. For low pR
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Figure 2.4: Residual SI power versus a.
values, i.e pR = {−40,−50} dB, the simulation results indeed converge to the desired
pR written in 2.33, while when the relay is asked to transmit with higher power, which
is selected to be -30 dB, a(pR) approaches amax. Since the analysis involved numerous
approximations, requesting a transmit power of −30 dB forces pR to diverge when δ is
selected to be zero, while approximately converging to −30 dB when δ = 0.5 dB as
mentioned in Table 2.1. Although the results depict an error in the convergence when
δ is used, the error in the convergence is relatively low anyway (around 2 dB) and it
guarantees the convergence of pR.
Fig. 2.6 shows the response of the average residual SI power PSI [k + 1] as
k varies while changing the IQI parameters αRx/Tx and θRx/Tx. As k progresses,
PSI [k + 1] increases with different rates, depending on the IQI parameters. It is im-
portant to stress on the fact that the results in Fig. 2.6, unlike what is shown in Fig.
2.4, reveal information about the residual SI at the IQI-affected relay when consider-
ing the statistics of the channel realizations, i.e. performance evaluation for different
realizations of the channels. Although the lower bound is not precise in calculating the
residual SI power, it is still useful in the sense that it describes and captures the effect
of IQI on the residual SI power in terms of its overall behavior. The results reveal that
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Figure 2.5: Simulated (dashed magenta) and analytical (solid black) pR versus k.
PSI [k + 1] quickly increases when αRx/Tx = 0.5 dB and θRx/Tx = 2o, while the rate of
increasing drops αRx/Tx = 0.35 dB and θRx/Tx = 1.5o. Although PSI [k + 1] is shown
to be stable when αRx/Tx = 0.2 and θRx/Tx = 1o, it will surely diverge as for the other
cases of the selected IQI parameters, but at a much larger value of k. This divergence
occurs since there is no limit set on the amplification factor, and was arbitrarily chosen
to be a = 16.5 dB. It is noted that this result is intended to highlight the effect of IQI,
and not to emulate a practical scenario, where a relay has a limit on the transmit power.
If the residual SI power’s stability is to be insured on average, the minimum value of
a(pR) over all possibilities of the channel realizations hR should be used, which over a
long period of time, can theoretically reach the value of zero. This is why a(pR) should
be deduced for each realization of hR to ensure stability.
2.3. Chapter Summary
This chapter presented a thorough analysis of the residual SI power jointly af-
fected by PN and IQI. The analytical results were simplified to highlight the functional
dependency of the residual SI power on the PN’s 3-dB bandwidth and the IQI’s IRR.
The conducted simulations confirm the analysis. The analysis highlights the importance
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Figure 2.6: Average residual SI power versus k. a2 = 33 dB.
of carefully devising further processing, possibly DSP, to reduce the residual SI power
and hence enhancing the performance of FD communications.
Moreover, this chapter considered the effect of IQI on the process of SI cancel-
lation in FD AF transceivers. The cumulative SI was modeled as a function of IQI, and
the stability of the performance of the relay was thoroughly analyzed by evaluating the
different transmission parameters and configurations that guarantee the stability of the
system. The analysis further showed that the average SI power is bounded by a sum of
scaled Gamma functions. The simulation results confirm the analysis of the residual SI
power and the limits of the amplification factor.
Now that the performance of FD transceivers was quantified through the anal-
ysis of the residual SI power, the next chapter discusses several proposed DSP algo-
rithms that perform multiple relay selection and beamforming when the relays adopt
FD transceivers.
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CHAPTER 3: ADAPTIVE RELAY SELECTION AND BEAMFORMING IN
FULL-DUPLEX COOPERATIVE NETWORKS
Chapter 2 discussed the effects of RF impairments on the performance of FD
transceivers. In Section 2.2, the effect of RF impairments on a FD AF relay was inves-
tigated. In this chapter, the effect of RF impairments is ignored and instead, the general
behavior of the residual SI, which has a special effect in FD AF relays [24, 27], is em-
phasized upon. Moreover, the same network topology is adopted with the addition of
the possibility of selecting multiple relays and beamforming the signals at each relay.
The details of the contribution is detailed in the following sections.
3.1. System Model
The adopted dual-hop wireless network model consists of one source S trans-
mitting data to one destination D with the assistance of N relays, where each relay is
denoted by Ri (i = 1 . . . N ).
The direct link between the source and the destination is assumed to be unavail-
able due to severe fading and path-loss. Consequently, the data can be transferred from
S to D only through the relays [66, 67, 68, 69]. To enhance the communication quality
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Figure 3.1: System Model.
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Figure 3.2: Schematic transmission model at the relay Ri.
between S and D, different techniques are proposed in this contribution to select a set
of ’best’ relays out of the N available relays, based on different selection criteria.
All the relays are assumed to operate in FD mode [27, 25], i.e. each selected relay
simultaneously transmits and receives information on the same frequency band, creating
SI due to leaking from the previous relay’s transmission(s). The channel coefficients
for the links S → Ri and Ri → D are denoted by hSRi and hRiD, respectively. The
coefficients hSRi and hRiD are modeled as complex circularly-symmetric zero-mean
Gaussian random variables with variances σ2SRi and σ
2
RiD
, respectively. Fig. 3.1 depicts
the adopted system model.
In the half-duplex case, the selection is dependent on the CSIs between the source
and the relay (S → Ri) and from the relay to the destination (Ri → D) [70], or only
their second order statics [33]. However, to guarantee maximum diversity, the selection
in FD cooperative networks has to take into consideration the residual SI at each relay,
while assuming that each relay is able to cancel some of its SI [27, 25].
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Fig. 3.2 represents a detailed schematic drawing of the adopted transmission
scheme that a single relay could potentially follow in the network. In particular, during
the nth time slot, the source broadcasts the transmitted data x[n] to all the relays. If
a relay Ri is selected to forward the data, the received signal rRi [n] at the i
th relay is
multiplied by a corresponding beamforming and amplification coefficient wRi [n + 1].
The resulting signal yRi [n+ 1] is then forwarded in the next time slot to the destination.
However, due to the transmission leakage between the Rx and Tx antennas of the relays,
SI loops back to the relay’s receiver (where the thickness of the SI line represents the
severity of the SI). As the SI has a cumulative behavior [27, 24], after some transmission
slots (5 transmission slots in Fig. 2), the SI might becomes so high that the diversity
brought by that particular relay is low compared to other relays. In this case, it might
be better to stop using the relay Ri for at least one time slot to null out the cumulative
SI before including it again in the selection set in the next time slot.
In particular, at time slot n, the relayRi receives the symbol x[n] from the source
S, and simultaneously transmits information to the destination D. Therefore, the re-
ceived signal at the ith relay can be written as
rRi [n] = hSRi [n]x[n] + vRi [n] + IRi [n], (3.1)
where vRi [n] is AWGN with variance σ
2
vRi
at the relayRi in the nth time slot, and IRi [n]
represents the residual SI at the relay Ri in the nth time slot. Furthermore, the residual
SI IRi [n] at time n can be expressed by (See the proof in Appendix B)
IRi [n] =
n−1∑
m=1
( n∏
p=n−m+1
h˜Ri [p]wRi [p]
)
× (3.2)
(
hSRi [n−m]x[n−m] + vRi [n−m]
)
,
where h˜Ri [n] represents the residual SI channel [24] modeled as a zero-mean Gaus-
sian random variable with a variance σ2Ri [64]. Note that σ
2
Ri
approaching zero implies
that the SI cancellation capability of the relay is high. From (3.2), it is deduced that the
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residual SI depends of the SI cancellation capability for each relay and the beamforming
coefficients at all the previous time slots. Next, if the relay Ri is selected, a beamform-
ing coefficient wRi [n] is applied, and the transmitted signal yRi [n] is then expressed by
writing
yRi [n] = wRi [n]hSRi [n− 1]x[n− 1] + wRi [n]vRi [n− 1]
+ wRi [n]IRi [n− 1]. (3.3)
Therefore, the received signal yD[n] at the destination can be written as
yD[n] = (w[n])
Ha[n] + vD[n], (3.4)
where vD[n] is the AWGN in the nth time slot at the destination with variance
E{vD[n]v∗D[n]} = σ2vD , and
w[n] ,
[
wR1 [n], . . . , wRN [n]
]H
,
a[n] ,
[
aR1 [n], . . . , aRN [n]
]H
, (3.5)
b[n] ,
[
bR1 [n], . . . , bRN [n]
]H
, (3.6)
where aRi [n] and bRi [n] are defined by writing
aRi [n] , hRi,D[n]hS,Ri [n− 1]x[n− 1] + hRi,D[n]vRi [n− 1]
+ hRi,D[n]IRi [n− 1],
= hS,Ri,D[n]x[n− 1] + bRi [n], (3.7)
and
bRi [n] , hRiD[n]vRi [n− 1] + hRiD[n]IRi [n− 1],
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where
hS,Ri,D[n] , hS,Ri [n− 1]× hRi,D[n].
From (3.4), it can be seen that the received signal at the destination depends on
the new realizations of a (hSRi , hRiD, h˜Ri | i = 1..N ) at the current time slot as well
as all the previous ones. So, unlike the work in [27, 23] and to enhance the diversity
at the destination, the amplification and beamforming coefficients for each relay should
be adapted at each time slot depending on the new realizations.
3.2. Cost Function Analysis
In this section, the cost function that will be the performance metric on which
the proposed multiple relay selection and beamforming solutions will be based on is
formulated.
In this work, the cost function is selected to be the MSE as it has been shown
for example in [71, 72] that MSE minimization based selection techniques enhance the
BER performance. Therefore, the MSE of the received signal [n] is next calculated,
which can be computed by applying
[n]
∆
= E
{|x[n− 1]− yD[n]|2} . (3.8)
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Assuming statistical independence between x, vRi and vD, the result is
[n] = (w[n])H hS,R,D[n]h
H
S,R,D[n]︸ ︷︷ ︸
∆
=A[n]
(w[n])σ2x
+ (w[n])H E
{
b[n](b[n])H
}︸ ︷︷ ︸
∆
=B[n]
(w[n]) + σ2D + σ
2
x
− (w[n])HhS,R,D[n]σ2x − hHS,R,D[n](w[n])σ2x.
= (w[n])H(A[n]σ2x + B[n])w[n] + σ
2
D + σ
2
x
− (w[n])HhS,R,D[n]σ2x − hHS,R,D[n](w[n])σ2x, (3.9)
where
A[n] , hS,R,D[n]hHS,R,D[n],
and
Bi,j [n] , E
{
bRi [n]
∗bRj [n]
}
, (3.10)
=

0, if i 6= j,
|hRi,D[n]|2
(
σ2v +
∑n−2
m=1
(∏n−1
p=n−m σ
2
Ri
|wRi [p]|2
)
×
(
|hSRi [n− 1−m]|2σ2x + σ2v
))
, otherwise.
The MSE expression in (3.9) can be further simplified to
[n] = wH [n]R[n] w[n]−wH [n]hS,R,D[n]σ2x (3.11)
− σ2x hHS,R,D[n]w[n] + σ2D + σ2x,
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where
R[n] , σ2xA[n] + B[n]. (3.12)
Using the Cholesky factorization R[n] = L[n]LH [n], where L is a lower trian-
gular matrix, [n] can be hence written as
[n] = σ2x + σ
2
D −wH [n]L−1[n]L[n]h˜[n]
− h˜H [n]L−H [n]LH [n]w[n] + wH [n]L[n]LH [n]w[n], (3.13)
where h˜[n] , σ2xhS,R,D[n]. Consequently, [n] can be written in the following form
[n] = σ2x − h˜H [n]L−H [n]L−1[n]h˜[n] + σ2D︸ ︷︷ ︸
min[n]
(3.14)
+ ||LH [n]w[n]− L−1[n]h˜[n]||22︸ ︷︷ ︸
excess[n]
.
From (3.14), it can be seen that min does not depend on w[n]. Consequently,
the optimization of w[n] towards minimizing the MSE at the destination is equivalent
to minimizing excess.
3.3. Multiple Relay Selection and Beamforming Schemes
3.3.1. Problem Formulation
In this setup, it is assumed that each relay is capable of applying a beamform-
ing coefficient before transmitting to the destination. Further, it has been shown that
the problem of selecting kmax relays and computing their corresponding beamforming
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coefficients under total power constraint is expressed by writing
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||22
)
s.t. card(w[n]) = kmax
N∑
i=1
PRi [n] = σ
2
x,
(3.15)
where kmax ∈ {1, . . . , N} represents the number of selected relays, PRi [n] denotes
the transmission power of the relay Ri at the nth time slot and card(.) represents the
cardinality function, i.e. the number of non-zero elements in w[n].
Note that the problem in (3.15) is an NP-hard problem and requires an exhaus-
tive search over all the possible
(
N
kmax
)
combinations, which might be computationally
unaffordable [33]. Hence, computationally affordable algorithms are next implemented
to solve the selection problem.
To simplify the optimization problem in (3.15), the problem of selecting the
relays and their beamforming coefficients independently from the total transmission
power constraint is first focused on, then -as it will be detailed in Section 3.3.4- the re-
sulting selection vector is normalized to meet the requirements of the power constraint.
Hence, after dropping the power constraint, the selection problem in (3.15) becomes
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||22
)
s.t. card(w[n]) = kmax.
(3.16)
3.3.2. Unlimited Number of Selected Relays (UNSR)
In this part, to further reduce the complexity of the problem in (3.16), the non-
convex cardinality constraint is first dropped. In this case, the selection problem can be
written as
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||22
)
. (3.17)
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Unlimited Number of Selected Relays - Zero Forcing (UNSR-ZF)
One way to solve the problem (3.17) is by using the ZF solution given by
wZF [n] = L
−H [n]L−1[n]h˜[n]. (3.18)
Note that all the elements of the vector wZF [n] in (3.18) are non-zeros which is
equivalent to selecting all the relays to forward the data. However, due to the SI
cumulative effect, some relays that suffer from high levels of SI might be requested to
transmit with a very small power to null out the cumulative SI before including it again
in the selection set in the next time slots, i.e., max
(
wZF [n]
)
 min
(
wZF [n]
)
. To
solve this issue, excluding the relays that are requested to transmit with a very small
power compared to the maximum relay transmission power from the selection set is
proposed, i.e. wUNSR-ZF[n] is obtained by nulling the coefficients of wZF [n] that satisfy
the condition |wUNSR-ZF[n]| < max(|wUNSR-ZF[n]|)10 .
Unlimited Number of Selected Relays - `1-norm (UNSR-`1)
Although UNSR-ZF reduces the number of unnecessary relays by excluding the
ones that have a very low transmission power, the resulting total number of selected
relays might still be more than necessary, i.e. some of the selected relays are using
the network resources without providing a significant improvement on the BER perfor-
mance at the destination. To solve this issue, the `1-norm sparsifying operator [33] is
exploited to force the selection of the least possible number of relays by reformulating
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the selection to the following optimization problem
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||21
)
s.t. ||LH [n]w[n]− L−1[n]h˜[n]||22 ≤ δ,
(3.19)
where δ is a threshold predefined by the network administrators corresponding to the
minimum acceptable error in excess. Note that UNSR-`1 selection technique reduces the
number of selected relays compared with UNSR-ZF at the price of higher complexity
(optimization problem solving compared to a direct analytical solution). Also, choosing
very small values of δ forces the network to use a big number of relays while a bigger δ
would require less relays for communications. Consequently, the choice of δ creates a
compromise between the MSE performance and the number of selected relays.
3.3.3. Limited Number of Selected Relays (LNSR)
Both UNSR-ZF and UNSR-`1 techniques aim to minimize the MSE at the desti-
nation with a limited number of relays. However, none of them can force the selection
of a certain number of active relays in the network which might be impractical in some
scenarios. Henceforth, the following presented techniques will guarantee the selection
of at most kmax relays.
Limited Number of Selected Relays - Zero Forcing (LNSR-ZF)
In this part that, due to synchronization and implementation challenges, the total num-
ber of active relays can not exceed a predefined integer kmax, i.e.
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||22
)
s.t. card(w[n]) ≤ kmax.
(3.20)
To satisfy this condition, the same selection steps of UNSR-ZF are followed. Then,
only the kmax relays that have the largest |wLNSR-ZF[n]| are kept active, i.e. the selection
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set of LNSR-ZF is given by
SLNSR-ZF =
kmaxargmax
i∈1...N
(
|wLNSR-ZF[n]|
)
. (3.21)
Then, the same computed beamforming coefficients for UNSR-ZF are kept for
LNSR-ZF in the updated selection set, i.e.
wLNSR-ZF[n] =

wUNSR-ZF[n] if i ∈ SLNSR-ZF[n]
0 otherwise.
(3.22)
Limited Number of Selected Relays - `1-norm (LNSR-`1)
Similar to the UNSR-`1 technique, the total number of active relays is minimized
using `1-norm squared, then thresholding is performed according to a predefined integer
kmax, i.e.
min
w
(
||LH [n]w[n]− L−1[n]h˜[n]||21
)
s.t. ||LH [n]w[n]− L−1[n]h˜[n]||22 ≤ δ
card(w[n]) ≤ kmax.
(3.23)
Thus, the only selected relays are the kmax relays that have the largest |wUNSR-`1Ri [n]|, i.e.
SLNSR-`1 =
kmaxargmax
i∈1...N
(
|wUNSR-`1 [n]|
)
. (3.24)
The computed beamforming coefficients for UNSR-`1 are kept for LNSR-`1 in
the updated selection set, i.e.
wLNSR-`1Ri [n] =

wUNSR-`1Ri [n] if i ∈ SUNSR-`1
0 otherwise.
(3.25)
50
3.3.4. Power Constraint
The power of the signal transmitted from the ith relay PRri can be written as
PRi [n] = E
{|yRi [n]|2} (3.26)
= |wRi [n]|2σ2S,Rσ2x + |wRi [n]|2σ2v + |wRi [n]|2
×
(
σ2S,Rσ
2
x + σ
2
v
) n−1∑
m=1
(σ2Ri)
m
( n−1∏
p=n−m
|wRi [p]|2
)
,
where σ2S,R = E{hS,Rih∗S,Ri}, and σ2R = E{hRih∗Ri} for i ∈ {1, . . . , N}. Hence,
to satisfy the power constraint in (3.15), the computed beamforming coefficients are
multiplied by the following constant
α =
σ2x∑N
i=1 PRi [n]
. (3.27)
In this way, the total transmit power from the relays will be equal to σ2x.
3.4. Numerical Results
In this section, the performance of the proposed techniques are simulated and
compared with existing techniques in the literature. The performance of these tech-
niques are first evaluated in terms of BER. For better comparison, the average number
of selected relays and the relay re-usage percentage are also depicted as metrics to eval-
uate the performance of the investigated techniques. In particular, the relay re-usage
percentage is defined as the average percentage of relays being reused in two consec-
utive time slots. This metric is used to show how often the network needs to apply
switching for the relays that suffer from high residual SI to maintain the desired perfor-
mance.
Table 3.1 summarizes the adopted simulation configuration parameters, unless
stated otherwise in the sequel. In particular, the proposed multiple relay selection tech-
niques are tested for N = 20 relays where binary phase-shift keying (BPSK) is used
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Table 3.1: Simulation Parameters.
Parameter Value Description
N 20 Number of relays.
σ2SR 0 dB Variance of hSRi | i ∈ {1, 2, . . . , N}.
σ2RD 0 dB Variance of hRiD | i ∈ {1, 2, . . . , N}.
σ2x 0 dB Variance of x[n] | n ∈ {1, 2, . . . ,∞}.
nc 100 Sampled time length at which the CSI is constant.
δ -15 dB Minimum acceptable error in excess.
to modulate the data. The BER performance is evaluated for different configurations
of the residual SI channel variance (σ2Ri), the relay transmit power (σ
2
x) and the maxi-
mum number of selected relays (kmax). It is assumed that the channel coefficients hSRi
and hRiD ∀i ∈ {1, . . . , N} are fixed for a certain period of time nc1. Furthermore,
σ2SR = σ
2
RD = 0 dB.
To highlight the gains of the proposed multiple relay selection and beamforming
techniques, the proposed approaches are comapred with the below techniques:
• Optimal Single Relay Selection (OSRS) adopted from [25]: A single relay is
selected based on maximizing the SINR at the destination.
• Optimal Single Relay Selection adopted from [25] with beamforming (OSRS-
BF): A single relay is selected based on maximizing the SINR at the destination
with beamforming applied at the selected relay.
1Note that assuming that the channel coefficients are varying at each time slot and that their realiza-
tions are perfectly known by the source might not be practical in some networks. That’s why the channel
coefficients hSRi and hRiD are assumed to be slowly varying and change after nc time slots.
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Fig. 3.3 presents the effect of the residual SI power (by varying σ2Ri ∀i ∈
{1, . . . , N} from -5 dB to 30 dB) on the performance of the different investigated
techniques when the sinal-to-noise ratio (SNR) and kmax are set to be SNR=3 dB,
kmax = 15.
First, it can be seen that the proposed techniques LNSR-ZF, UNSR-ZF, LNSR-`1
and UNSR-`1 outperform the OSRS technique presented in [25] even when beamform-
ing is applied to it (OSRS-BF). This is, in part, due to the fact that the method in [25]
selects only a single relay and that the proposed techniques in this contribution allow
the network to switch between relays at each time slot, if necessary.
Note also that OSRS selection technique provides a high BER at these ranges of
parameters compared to the remaining techniques because, in addition to selecting only
a single relay, no beamforming is applied.
For low σ2Ri , the LNSR-`1 and UNSR-`1 perform the best with the lowest number
of relays, especially for low values of δ, at the price of an increased complexity (op-
timizaion problem solving instead of direct ZF solution) compared to ZF techniques.
However, the UNSR-ZF technique starts performing better than all other techniques as
σ2Ri increases. This is explained by looking at Fig. 3.3-b where the depicted results
show the average number of selected relays as a function of σ2Ri . The results reveal that
the UNSR-ZF method uses a larger number of selected relays as it focuses on minimiz-
ing the MSE more than reducing the number of selected relays. Note that, although up
to 20 relays can be used by UNSR-ZF and UNSR-`1, and up to 15 relays can be used
by LNSR-ZF and LNSR-`1, the average number of selected relays is much less than
those used for very high values of SI. In particular, for high values of SI, no big differ-
ence can be seen between the BER of the different techniques (see Fig. 3.3-a) as the
system performance is almost saturated. Hence, the proposed techniques automatically
decide that using more relays will not be of great benefit to the MSE performance and
therefore a smaller number of relays is used. On the other hand, the optimization in
UNSR-`1 and LNSR-`1 have a target MSE to reach with the minimum possible number
of relays. Hence, obviously, increasing the SI level will require from the system to use
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more relays to reach this target until a value of SI (around 10 dB) where the target MSE
is no longer reached anyway. At this point, the number of used relays by UNSR-`1 and
LNSR-`1 techniques start to decrease by the effect of `1-norm minimization.
Furthermore, the relay re-usage percentage is depicted in Fig. 3.3-c as a function
of σ2Ri . The LNSR-ZF technique has almost a fixed relay re-usage rate of about 67%.
However, the other proposed UNSR-ZF and UNSR-`1 based methods are shown to be
very responsive to σ2Ri . Note that the re-usage rate is fixed at 100% when σ
2
Ri
is low and
could reach about 48% when σ2Ri is high, i.e. when there is a very limited level of in-
terference, there is no need to switch between the relays. Hence, it is noticed that when
the level of SI is very high, reusing the same relays becomes more difficult because
of the cumulative effect of the SI. Therefore, depending on the SI level, the proposed
techniques dynamically decide whether there is a benefit or not from switching the
transmission between the relays and how often this should be done given that switching
might create few implementation and synchronization challenges and therefore should
be avoided when not beneficial.
In Fig. 3.4-a, the BER performance is plotted against the source and the relay’s
transmit power (P = σ2x = PRi [n]), while the SNR is set to be 10 dB and σ
2
Ri
= 15 dB.
Note that the UNSR-ZF technique shows the best BER performance compared
to other techniques but while using the biggest number of selected relays as depicted
in Fig. 3.4-b (20 relays are used and then the number drops after P = 22 dBm). Note
that all the investigated techniques suffer from an error floor starting from some specific
value of transmit power. In particular, increasing the transmit power enhances the SNR
level but also increases the SI at the relays and deteriorates the performance. Hence,
starting from 25 dBm, increasing the transmit power -almost- does not affect the BER
performance.
It is observed that for the UNSR-`1 and LNSR-`1 techniques, the number of
selected relays starts increasing as P increases, and then revert to decreasing when
P > 20 dBm for the UNSR-`1 method and when P > 24 dBm for the LNSR-`1
method. This is due to the fact that increasing the transmit power at the relays increases
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the SI, and the system decides to use less relays to mitigate the SI’s detrimental effect
on the overall BER performance. Moreover, the LNSR-`1 technique has the lowest
number of selected relays as shown in Fig. 3.4-b. The OSRS method has a very high
BER since beamforming is not applied, while the OSRS-BF performs better than the
OSRS method, although it performs worse than the other proposed techniques due to
only selecting one relay.
Fig. 3.4-c shows the re-usage percentage of the selected relays, and shows that
the UNSR-`1 method is the most responsive to the variation of P , decreasing at a very
fast rate when P > 20 dBm. The LNSR-ZF method has a re-usage percentage which is
fixed at around 67%, and then starts decreasing when P > 26 dBm. Both the UNSR-
`1 and the UNSR-ZF have higher re-usage percentages, while the UNSR-`1 technique
starts becoming very responsive when P > 20 dBm after being constant at 100 %
re-usage percentage. In particular, Fig. 3.4-c confirms that the proposed techniques
and especially UNSR-`1 and LNSR-`1 can dynamically maximize the percentage of
re-usage depending on the transmit power to keep the required performance whenever
possible.
In Fig. 3.5-a, the BER performance is depicted against kmax for SNR=10 dB
and σ2Ri = 15 dB. Without beamforming, the OSRS technique has high BER while
with beamforming, the BER performance is enhanced and performs considerably better,
although the rest of the proposed techniques outperform it as kmax increases. It can be
seen also that increasing the maximum number of selected relays kmax increases the
diversity level and reduces the BER of the limited number of selected relays techniques
(LNSR-ZF and LNSR-`1). Further, both the LNSR-`1 and UNSR-`1 techniques reach
a saturation level after around 13 relays are selected as increasing the number of relays
would not enhance the performance. In particular, such kind of saturation is often seen
in relay selection schemes as in e.g. [33]. Normally, by allowing UNSR-`1 to use up
to 20 relays compared to LNSR-`1 which is allowed to use up to kmax relays with the
same beamforming coefficients, UNSR-`1 should always perform better than LNSR-`1.
However, it can be seen that LNSR-`1 has slightly higher BER performance compared
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to UNSR-`1 technique from around kmax = 8 to kmax = 12 relays. This is due to the
thresholding step at the end of UNSR-`1 and LNSR-`1 techniques intended to reduce
the number of used relays which is indeed a low complexity but not optimal solution.
From Fig. 3.5-b, both UNSR-`1 and LNSR-`1 use almost the same number of selected
relays when kmax is around 13.
For the cases of the UNSR-ZF and LSNR-ZF, UNSR-ZF is always performing
much better than its LNSR-ZF counterpart at the expense of always using more relays.
In Fig. 3.5-c, the re-usage percentage is plotted as a function of kmax for all the
proposed techniques. It can be noticed that all the techniques that are designed to be
a function of kmax are very responsive to the relay re-usage percentage and adaptively
decide on how often the relays should switch based on the maximum allowed number
of relays.
Lastly, concerning the effect of the constant δ that bounds the inequalities for
the constraints in (3.19) and (3.23), the BER, the average number of selected relays
and the average relay re-usage percentage are all plotted against δ in Fig. 3.6-a, Fig.
3.6-b and Fig. 3.6-c, respectively. The simulations were performed for an SNR of 2
dB, σ2Ri = 12 dB and for kmax = 16. The proposed selection techniques that are used
to generate the results are UNSR-`1 and LNSR-`1, since both of the selection problems
depend on the constant δ, which was varied between -18 dB and -4 dB. These results
are provided to highlight the effect of δ besides the fact that it has an effect on the
complexity of the proposed selection techniques. The results show that in general, the
BER performances of both the UNSR-`1 and LNSR-`1 selection techniques depend on
δ since both techniques show better performances when δ is small and the performance
deteriorates as the value of δ increases. This behavior can be explained by the fact
that tightening the bound in the constraints in (3.19) and (3.23) results in a better BER
performance. Furthermore, the UNSR-`1 technique outperforms the performance of
its LNSR-`1 counterpart in the interval that is around −18 dB < δ < −10 dB since as
depicted in Fig. 3.6-b, the average number of selected relays for the LNSR-`1 technique
saturates at kmax = 16, while the average number of selected relays for the UNSR-
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`1 selection technique keeps increasing, hence providing a better BER performance.
In Fig. 3.6-c, the average relay re-usage percentage increases as δ gets smaller for
the UNSR-`1 technique since the average number of selected relays is also increased,
making the usage of the same relay inevitable. However, for the LNSR-`1 selection
technique, the average relay re-usage percentage increases from 80% to around 93%
when δ goes from -18 dB until -10 dB and then drops again to around 78% when δ
reaches -6 dB. When δ is relatively high, the number of selected relays for both the
UNSR-`1 LNSR-`1 techniques is low (as only a limited number of relays can satisfy the
constraint in (3.19) and (3.23)). Hence, the UNSR-`1 and LNSR-`1 techniques provide
almost the same solution and therefore the same number of relays and relay re-usage
percentage. Note that the relay re-usage percentage decreases when δ goes from -10 dB
until -6 dB as the number of selected relays for the UNSR-`1 and LNSR-`1 techniques
also decreases. However, for small values of δ (form around -18 dB to -14 dB), the
average number of selected relays for the LNSR-`1 technique saturates at kmax = 16,
forcing the LNSR-`1 technique to drop the relay re-usage percentage to avoid the SI
and maintain an acceptable BER performance.
3.5. Chapter Summary
This chapter presented a novel multiple relay selection and beamforming tech-
niques by solving sparsity inducing optimization problems. The proposed multiple re-
lay selection and beamforming approaches enhance the overall system performance in
terms of BER when compared with single relay selection strategies. Results such as the
average number of selected relays or the relay re-usage percentage gave more insights
on the proposed techniques. Although the work did not consider the effects of IRI, the
performance of such setups is of interest as it highlights the advantages of using such
an approach at the special case of having no IRI. The next chapter presents novel DSP
algorithms that perform efficient signal equalization at the receiver.
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Figure 3.3: The behavior of different relaying strategies as a function of σ2Ri: a.
Average BER vs. σ2Ri . b. Average number of selected relays vs. σ
2
Ri
. c. Average relay
re-usage percentage vs. σ2Ri .
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Figure 3.4: The behavior of different relaying strategies as a function of P : a. Average
BER vs. P . b. Average number of selected relays vs. P . c. Average relay re-usage
percentage vs. P .
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Figure 3.5: The behavior of different relaying strategies as a function of kmax: a.
Average BER vs. kmax. b. Average number of selected relays vs. kmax. c. Average
relay re-usage percentage vs. kmax.
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Figure 3.6: The behavior of the proposed UNSR-`1 and LNSR-`1 relay selection
techniques as a function of δ: a. Average BER vs. δ. b. Average number of selected
relays vs. δ. c. Average relay re-usage percentage vs. δ.
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CHAPTER 4: SPARSE EQUALIZERS DESIGN FOR EFFICIENT OFDM
DETECTION
The previous chapters discussed in details the possibility of using FD
transceivers to improve the spectral efficiency of wireless systems at the physical
layer, either by analysis (Chapter 2) or by designing methods and algorithms (Chapter
3) to exploit the FD technology as much as possible. Moreover, one of the goals of
the designers of modern wireless communication standards and apparatus is energy
efficiency [73]. As previously mentioned, OFDM presented and still presents an
attractive choice for exchanging signals due its resilience with respect to the effects
of wireless communication channels and the simplicity of its equalizer design. This
simplicity is however jeopardized when other interferences are considered [51]. This
chapter focuses on designing efficient signal equalizers when the multipath channel
effect is no longer the main contributor to the OFDM signal’s distortion. The efficiency
is achieved by adopting sparse equalizers, which are realized by exploiting the sparsity
of the overall interference and channel effects. The details of this contribution are
presented below.
4.1. Sparse Equalization for OFDM Signals with Insufficient Cyclic Prefix
This section presents in details the design of adaptive sparse equalizers affected
by the interferences induced by the use of an insufficient CP. The equalizers are shown
to yield an acceptable performance even though a reduced number of taps are used in
the equalization process. The sparse equalizers are realized by approximating the dense
optimal equalizers with a sparse equalizer using well-known greedy algorithms. More
details are discussed in the next section.
4.1.1. System Model
A single-input single-output OFDM system with N OFDM subcarriers is con-
sidered. The transmitted data symbols are assumed to be independent and the channel
is assumed to be known and static at least over one OFDM symbol. Due to the insertion
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of a short-lengthed (insufficient) CP, the received signal yt ∈ CN×1 at time t is impaired
by ICI and ISI, and can be expressed by writing
yt = Hxt −Axt + Bxt−1 + nt, (4.1)
where xt ∈ CN×1 is the data vector with E{xtxHt } = σ2xIN , and xt ⊥ xt−1. Further,
H ∈ CN×N is the time-domain circulant channel matrix where its first column is the
zero-padded CIR, and L denotes the number of CIR taps. The matrices A ∈ CN×N and
B ∈ CN×N , respectively, represent the ICI and ISI effects [37]. The length of the CP is
denoted by v, where the matrices A and B are non-zero matrices if and only if v < L,
in which case they can be written as
A =

0 · · · hL−1 · · · · · · hv+1 0 · · · 0
0 · · · 0 hL−1 · · · hv+2 0 · · · 0
... . . .
... 0 . . .
...
... . . .
...
0 · · · 0 · · · 0 hL−1 0 · · · 0
0 · · · 0 · · · 0 0 0 · · · 0
... . . .
... . . .
...
...
... . . .
...
0 · · · 0 · · · 0 0 0 · · · 0

, (4.2)
and
B =

0 · · · 0 hL−1 · · · · · · hv+1
0 · · · 0 0 hL−1 · · · hv+2
... . . .
... . . . 0 . . .
...
0 · · · 0 · · · 0 0 hL−1
0 · · · 0 · · · · · · 0 0
... . . .
... . . .
... . . .
...
0 · · · 0 · · · · · · 0 0

. (4.3)
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It is worth noting that the first term of the right hand side in (4.1) represents the
desired signals, while the second and third terms capture the effect of both ICI and ISI,
respectively. If v ≥ L, A and B are zero matrices, and hence neither ICI nor ISI exist.
However, if the CP length is insufficient, the residual ISI of length equal to (L − v)
induces ICI within the current symbol and ISI from the previous symbol and hence, the
orthogonality between the different OFDM subcarriers will be lost. Since ISI and ICI
may severely downgrade the OFDM performance, an equalization process is needed to
counteract these interference effects when the CP is insufficient. Last but not least, nt
represents the receiver’s zero-mean AWGN with E[ntnHt ] = σ2nIN and nt ⊥ xt ⊥ xt−1.
4.1.2. Problem Formulation
In this section, various techniques of reduced-complexity equalizer designs to
mitigate the effects of ISI and ICI at the OFDM receiver are presented. The optimiza-
tion problems that are used in the design of the proposed reduced-complexity sparse
linear MMSE and DFE equalizers are first formulated. Further, the complexity of the
introduced approach is compared with well-known conventional equalizer designs and
it is shown that the proposed equalizer can be designed with a lower complexity when
compared to them. Finally, a method to verify the reliability of the proposed equalizers
is introduced.
4.1.3. Linear Equalizer Design
To combat the effects of ICI and ISI, the received signal is passed through an
N×N linear MMSE equalizer matrix denoted by ELE . Thus, the compensated received
signal can be written as follows
xˆLEt = ELE y
LE
t , (4.4)
= ELE (H−A)︸ ︷︷ ︸
def
=G
xt + ELEBxt−1 + ELEnt.
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Defining the error vector as vLE = xˆLEt − xt, the MSE is computed by evaluating
ELE{vLEvHLE}. By exploiting the linearity of the trace and the expectation operators,
the MSE can be expressed as
MSELE
def
= σ2e,LE = σ
2
xTr
(
ELEGG
HEHLE −GHEHLE (4.5)
− ELEG + ELEBBHEHLE + γ−1ELEEHLE + IN
)
,
where γ
def
= σ
2
x
σ2n
. Using the property Tr(XY) = vec(XH)Hvec(Y), (4.5) can be written
as follows
σ2e,LE = σ
2
xTr
(
ELE (GG
H + BBH + γ−1IN)︸ ︷︷ ︸
def
=RLE
EHLE
− ELEG−GHEHLE + IN
)
,
= σ2x
(
eHLERLEeLE − gHeLE − eHLEg + iHN2iN2
)
, (4.6)
where g = vec(G), i = vec(IN), eLE = vec(EHLE), RLE = RLE ⊗ IN , and ⊗ denotes
the Kroenecker product. Using the well know Cholesky’s matrix factorization, which is
applied by writing RLE = LLHLE , where LLE is a lower triangular matrix. Hence,
σ2e,LE = σ
2
x
(
eHLELLHLEeLE − gHL−HLE LHLEeLE− (4.7)
eHLELLEL−1LEg + i
H
N2iN2
)
.
By completing the square, the result is
σ2e,LE = σ
2
x
(
N + gHL−HLE L
−1
LEg
)︸ ︷︷ ︸
def
=σ2e,LE,min
+σ2x
(||LHLEeLE − L−1LEg||22)︸ ︷︷ ︸
def
=σ2e,LE,exc
. (4.8)
Here, σ2e,LE,exc is the only term in (4.8) that depends on eLE and thus can be used to
compute the sparse equalizer coefficients. In particular, σ2e,LE,exc is used to control the
sparsity level of the designed equalizer. For example, if σ2e,LE,exc = 0, the excess error
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(the second term in the right-hand side of (4.8)) will be zero and thus the equalizer is
optimal yet not sparse (dense) and its design complexity is computationally demand-
ing. On the other hand, allowing for some tolerable excess error will help reduce the
implementation complexity at the cost of a performance loss. To achieve a desirable
performance-complexity tradeoff, the following problem for the design of sparse linear
equalizers is formulated
eˆLE = argmin
eLE∈CN2×1
‖eLE‖0 s.t. σ2e,LE,exc ≤ LE, (4.9)
where ‖eLE‖0 is the number of nonzero elements in its argument and LE can be chosen
as a function of the noise variance. To solve (4.9), a general approach presented in the
sequel to sparsely design the linear equalizer such that the performance loss does not
exceed a pre-specified tolerable limit is proposed.
4.1.4. Decision-Feedback Equalizer Design
To better combat the ISI and ICI effects, a weighted sum of past decisions are
fed back to help cancel out the interferences they cause in the present signaling interval.
Fig. 4.1 depicts a block diagram of the proposed sparse DFE equalizer. In the DFE
model, the received signal for one OFDM symbol at time t can be modeled as [37]
xˆDFEt = EDFE
(
yDFEt −Bxt−1
)
, (4.10)
= EDFEGxt + EDFEnt.
Note that in the above equation, the error which may be incurred from the previ-
ous symbol is subtracted first from the current symbol before the equalization process.
The error vector is defined as vDFE = xˆDFEt − xt, and hence the MSE is computed by
applying E{vDFEvHDFE}. To avoid cumbersome notations, the time index is dropped and
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the MSE is further simplified to get
MSEDFE
def
= σ2e,DFE = EDFE
[
Tr
(
EDFEGxx
HGHEDFE
H
− EDFEGxxH + EDFEnnHEDFEH
− xxHGHEDFEH + xxH
)]
. (4.11)
Exploiting the linearity of the expectation operator,
σ2e,DFE = σ
2
xTr
(
EDFEGG
HEDFE
H− (4.12)
GHEDFE
H − EDFEG + γ−1EDFEEDFEH + IN
)
.
Following the same steps for the case of the LE, and setting RDFE
def
= GGH + γ−1IN =
LDFEL
H
DFE, the MSE for the case of the DFE can be written as
σ2e,DFE = σ
2
x
(
N + gHL−HDFEL−1DFEg
)︸ ︷︷ ︸
def
=σ2e,DFE,min
(4.13)
+ σ2x
(||LHDFEeDFE − L−1DFEg||22)︸ ︷︷ ︸
def
=σ2e,DFE,exc
,
where RDFE = RDFE ⊗ IN and LDFE = LDFE ⊗ IN . σ2e,DFE,exc is the only term in (4.13)
that depends on eDFE and thus can be used to compute the sparse equalizer coefficients.
Specifically, the use of σ2e,DFE,exc is suggessted to control how sparse is the designed
DFE equalizer. Thus, for example, if σ2e,DFE,exc = 0, the excess error will be zero and
thus the equalizer is optimal. However, the DFE is not sparse and its design complexity
is computationally expensive. On the other hand, when allowing for some negligible
excess error, the implementation complexity can be reduced at the cost of a tolerable
loss in the system performance. To handle such performance-complexity tradeoff, an
optimization problem for the design of sparse DFE equalizers is formulated as follows
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Figure 4.1: A schematic diagram illustrating the proposed system. The dashed line
represents the feedback present in the case of using a DFE and absent in the case of
using an LE approach.
eˆDFE = argmin
eDFE∈CN2×1
‖eDFE‖0 s.t. σ2e,DFE,exc ≤ DFE, (4.14)
where ‖eDFE‖0 is the number of nonzero elements in its argument and LE can be chosen
as a function of the noise variance. Next, a generalized approach to design a sparse DFE
equalizer is presented.
4.1.5. Proposed Design Approach
The proposed sparse equalizer design approach is presented for both LEs and
DFEs. The proposed design allows the flexibility of controlling the sparsity level of
these equalizers, which can be controlled based on different criteria, namely the number
of active entries of the equalizer and tolerable losses in the SINR or the data rate. The
choice of the number of active entries in the equalizer matrix represents a performance-
complexity tradeoff and further, under the formulation, the designer has a direct control
on the desired number of the nonzero entries. The second choice is to design the equal-
izer such that the loss in the performance is upper bounded by a certain value. The
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bound on the performance loss can be on either the data rate or the SINR. Thus, the
following optimization problem is formulated
eˆα = argmin
eα∈CN2×1
‖eα‖0 s.t. σ2e,α,exc ≤ , (4.15)
where α ∈ {LE,DFE} and  is a design parameter used to control the sparsity level of
the equalizer. Clearly, this problem is not convex, and a relaxation can be performed
to make it convex by substituting the `0-norm in (4.15) with the `1-norm. Under this
relaxation, the above problem can be solved using any convex optimization solvers.
However, besides its complexity, the resulting solution does not exactly yield zero en-
tries in eˆα. Another approach is to use some of the available greedy algorithms, as for
example the orthogonal-matching pursuit (OMP) algorithm [74], which is denoted by
the function OMP(dictionary matrix, data vector, c), where c is a stopping criterion that
can be set as the number of active entries in the equalizer matrix or a bound on the
performance loss. This allows us to have a flexible stopping criterion depending on the
constraints faced by the designer. Next, the decision-point average SINR for both linear
and decision-feedback equalizers is defined. The decision-point SINR ζα can be written
as
ζα(eα)
def
=
E[Tr(HxxHHH ])
E[vHα vα]
,
=
E[Tr(xxH ])E[Tr(HHH)]
E[vHα vα]
,
=
||h||22σ2x
σ2e,α,min + σ
2
e,αexc
,
(a)
≥ ||h||
2
2σ
2
x
σ2e,α,min + SINR,α
,
=
ζmaxα (eα)
1 +
SINR,α
σ2e,α,min
, (4.16)
where SINR,α is a design parameter, and σ2e,α,exc ≤ SINR,α, which is the reason behind
the inequality in (a). In other words, SINR,α is a performance penalty a designer is
willing to afford for designing a reduced-complexity equalizer. The parameter SINR,α
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will be used as an input to the OMP algorithm to determine the desired sparsity level
of the equalizer. Further, ψSINR,α
def
=
ζmaxmax,α(eα)
ζα
, where ζmax,α(eα)
def
=
||h||22σ2x
σ2e,min,α
. Then, the
performance loss is quantified by ψSINR,α (in dB), i.e.,
ψSINR,α = 10 log10
(
ζmaxα (eopt)
ζα(eα)
)
,
≤ 10 log10
(
1 +
SINR,α
σ2e,α,min
)
def
= ψmaxSINR,α. (4.17)
Then, SINR,α is computed based on an acceptable value for ψmaxSINR,α and compute the
sparse solution eα accordingly from equation (4.15).
Now, the losses in the data rate resulting from the sparse approximation of the
optimal equalizer solution is quantified. As previously discussed, the insertion of a CP
results in a loss of the bandwidth efficiency. To overcome this problem, one can use
a CP of insufficient length and rectify the effects of the ISI and ICI by employing an
equalizer at the receiver side, which could be an LE or a DFE. Therefore, the rate gains
resulting from reducing the CP length after the sparse approximation of the optimal
equalizer are analyzed.
The average data rate of one OFDM symbol is defined by Rα, after equalization,
as follows
Rα = δE
{
log2
(
1 +
Tr(HxxHHH ])
vHα vα
)}
,
(b)
≤ δlog2 (1 + ζα) ,
(c)≈ δlog2
( ||h||22σ2x
σ2e,α,min
)
︸ ︷︷ ︸
Rmax,α
−δlog2
(
1 +
σ2e,α,exc
σ2e,α,min
)
, (4.18)
where the inequality in (b) follows from Jensen’s inequality and the approximation in
(c) is valid under the assumption that the system operates in the high SNR regime,
δ = ∆f N
N+v
, where ∆f denotes the subcarrier spacing. In (4.17), a design control
parameter is defined, which is a function of ψSINR,α that controls the amount of SINR
loss. Another design parameter is now defined, which is denoted by Rate,α. This control
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parameter is a function of the rate loss, i.e., ψRate,α. Next, after some straight-forward
manipulations, Rate,α can be written as
Rate,α ≥
(
2
ψRate,α
δ − 1
)
σ2e,α,min, (4.19)
where ψRate,α
def
= Rmax,α −Rα.
To this end, it was shown that the problem of designing sparse LEs and DFEs
matrix entries can be cast into a sparse approximation of a vector by a fixed matrix.
The general form of this problem is given by (4.15). In order to solve this problem,
any greedy algorithm can be used to determine the locations and weights of the equal-
izer matrix entries. Here, for simplicity, the well-known OMP greedy algorithm [74]
is used, which estimates eα by iteratively selecting a set, e.g., S, of the dictionary ma-
trix columns that are most correlated with the data vector and then solving a restricted
least-squares problem using the selected columns. Then, after properly selecting the
equalizer design constraint, eα can be relaized by applying any one of the following
functions
eα = OMP
(
LHα ,L−1α g,
⌈
p×N2⌉) , (4.20)
eα = OMP
(
LHα ,L−1α g, SINR,α
)
, (4.21)
or
eα = OMP
(
LHα ,L−1α g, Rate,α
)
, (4.22)
where p is a parameter that defines the desired percentage of active entries in eα. Recall
that LHα is the dictionary matrix, L−1α g is the data vector that is used to estimate eα, and
the final argument c can be a condition on the number of active entries in the equalizer
matrix (dp×N2e), an upper-bound of the SINR losses (SINR,α), or a predefined limit
on the data rate (Rate,α). Algorithm 3 presents the steps of the OMP algorithm required
to provide the sparse equalizer matrix eα when the design is restricted by the number
of active entries. This algorithm was described in details in [74]. In line number 3,
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Algorithm 3: OMP Algorithm
Input: Matrix LHα , vector L−1α g, scalar β =
⌈
p×N2⌉
Output: Vector eα
1 Initialize: S = [ ]; j = 1; I ∈ {1, . . . , N2}; eˆHα = 0N2×1; t = [ ];
2 while (j ≤ β)
3 S¯ = S4I;
4 k = argmax(|LHα (:, S¯)L−1α g|);
5 S = S ∪ k;
6 t = L−Hα (:, S)L−1α g;
7 j = j + 1;
8 end
9 eα(S) = t;
∆ represents the disjunctive union symbol. Extending Algorithm 1 to encompass the
performance loss restrictions presented above is straight-forward.
It is worth noting that the analysis of the MSE described above that will be used
in the realization of the proposed sparse equalizer can be done in a different way. It has
been shown in [37] that, while satisfying the orthogonality principle that results in the
realization of the optimal equalizer, the following is written
G−RαEHα = 0N×N , (4.23)
or
g − Rα ⊗ eHα = 0N2×1. (4.24)
Therefore, the sparsifying dictionary matrix is no more a decomposed lower-triangular
matrix constructed by the Cholesky factorization technique. Furthermore, it has been
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shown in [46] that the Cholesky factorization written in e.g. (4.7) outperforms the
approach in (4.24). Therefore, the study focuses on the Cholesky factorization based
technique.
This section is concluded by noting that several equalization structures follow as
special cases of the general design approach presented here including:
• The one-tap frequency-domain equalizer where a sufficient CP is considered. The
equalizer is realized by taking the FFT of the time domain channel response while
setting the sparsity level to zero, i.e., p = 0, then scaling each OFDM subcarrier
by a single tap.
• For any v, the optimal equalizer in the MMSE sense can be considered as a special
case of the proposed design by fully equalizing the effects of the ISI and ICI.
• In the DFE setup, the ZF equalizer can also be generated as a special case of the
proposed approach when the SNR tends to infinity.
4.1.6. Computational Complexity
Here, the orders of the complexities of some conventional equalizers are com-
pared with the proposed equalizer design approach. For both cases of linear and
decision-feedback equalizers, it has been shown in [37] that a ZF equalizer can be
constructed by applying
EZF = G
−1 = (H−A)−1. (4.25)
To invert the matrix in (4.25), the computational complexity is of the order of O(N3)
[75]. The channel matrix H can be inverted by applying H−1 = FHH¯−1F, where F is
the unitary FFT matrix and H¯ is a diagonal matrix where its diagonal entries represent
the frequency response of the wireless channel. However, A is singular and inverting it
is not possible. However, inverting G without inverting A is possible using a modified
version of the Woodbury formula reported in [76], where it shows that it is possible to
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write
(H−A)−1 = H−1 + (IN −H−1A)−1︸ ︷︷ ︸
Λ
H−1AH−1, (4.26)
and to compute Λ, the Newman series approximation is used, which states that [77]
Λ =
∞∑
n=0
(H−1A)n, iff ρ(H−1A) < 1, (4.27)
where ρ(.) denotes the spectral norm function, i.e. the maximum eigenvalue of the ma-
trix H−1A. Hence, G can be inverted while just having to invert H, which involves
the eigen-decomposition of H requiring the computation complexity of O(Nlog(N)).
However, the condition in (4.27) cannot be guaranteed since the application involves
dealing with random matrices that result in random values of the spectral norm. Fur-
ther, even if the condition ρ(H−1A) < 1 is satisfied, using Woodbury’s formula will
actually increase the complexity of realizing EZF since n in (4.27) might be large to
give satisfactory results.
With respect to the optimal MMSE equalizer design, it requires the inversion
of Rα, which also costs an order of O(N3) operations. However, the proposed sparse
equalizer can be realized through the OMP algorithm with a complexity of O (N2W ),
where 1 ≤ W ≤ N , depending on how sparse is the proposed equalizer. For the
sake of comparison, the proposed sparse equalizer is compared with another sparse
equalizer which is refered to as the ”significant entries” equalizer. The significant
entries equalizer is constructed by thresholding the optimal equalizer (in the MMSE
sense) in terms of the maximum absolute values of the equalizer entries. The number
of entries depends on how many of the active entries are needed (which determines
the sparsity level of the equalizer accordingly). However, the optimal MMSE equalizer
needs to be computed first to estimate the significant entries of the equalizer. Hence,
to design an equalizer based on the significant entries approach, O(N3) computations
are needed. The complexity comparisons for the proposed method and some other
approaches are summarized in Table 4.1.
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Table 4.1: Comparison Between The Order of The Complexities of The Proposed
Equalizer Designs to Some Other Selected Equalizers.
Equalizer Type Design Complexity
Conventional MMSE Equalizer O (N3)
Significant-entries Equalizer O (N3)
ZF Equalizer O (N3)
Proposed Equalizer O (N2W )
4.1.7. Worst-case Coherence Analysis
A useful metric to evaluate the performance of the proposed equalizer is the
WCC metric. The WCC operator, which is denoted by µ(.), can be written as [46, 47]
µ(Rα) = max
i 6=j
|〈Rα(i),Rα(j)〉|
||Rα(i)||2||Rα(j)||2 . (4.28)
where 〈., .〉 denotes the inner product operator. The normalization in (4.28) sets µ(Rα)
to be in the range [0,1]. A lower µ(Rα) implies that the OMP algorithm will likely
recover the equalizer entries. More discussion about the WCC metric can be found in
e.g. [46, 47]. Further, it is worth noting that other metrics, which are similar to the
WCC metric, have been studied in the literature as in e.g. [78]. The metric that has
been studied there was the MEC metric since it is easier to analyze. However, the WCC
presents the worst-case-scenario performance of the dictionary matrix’s coherence, and
thus was selected to be included in the simulation studies instead of the MEC. In the
sequel, the results of the WCC simulations are discussed for the cases of LE and DFE
equalizers, and will show that a Cholesky factorization approach to design the dictio-
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Table 4.2: Values of The Parameters Used in The Simulations.
Parameter Value
Number of Subcarriers 128
Subcarrier Spacing 10.94 KHz
CP Length 16
Subcarrier Modulation 16-QAM
OFDM Symbol Time 102.83 µs
OFDM Symbol Time (Useful) 91.41 µs
nary matrix will yield better results when compared with selecting Rα as the dictionary
matrix. Next, the results of the numerical experiments are presented to evaluate the
performance of the proposed designs considering both LE and DFE equalizers.
4.1.8. Numerical Results
In the simulations, the OFDM-based IEEE 802.16 Mobile WiMax standard de-
scribed in [79] is used where the key IEEE 802.16 standard parameters are shown in
Table 4.2. Furthermore, an equal tap channel (ETC) model [80] is used where the
channel is composed of 4 taps with normalized delays of (0, 4, 8, 12) samples and an
average gain of 0.25 for each tap, where each tap is generated as a complex indepen-
dent Gaussian random variable. Further, coded OFDM using a convolutional encoder
[133, 171] with a rate of 1/2 and a constraint length of 7 is adopted. At the receiver,
a Viterbi decoder is used with hard decision decoding. In the simulation settings, the
vector L−1α g is segmented into N vectors, and then the OMP algorithm is applied in
a parallel fashion. This was performed to further reduce the computational time since
N in the simulations is set to 128, which will make the data vector’s size to be 16384.
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This increase in dimension (from N to N2) consumes larger memory and increases the
simulation time. Thus, parallelization helps reduce the simulation time.
Throughout the simulations, the proposed OMP-based equalizer designs are
compared with the significant-entries (Sig. entries) equalizer, Sufficient CP based
design and ZF equalizer. The proposed equalizer design approach is further compared
with the optimal MMSE equalizer defined as EMMSE = GHR−H [37]. Note that the
optimal equalizer follows as a special case of the approach by setting the excess losses
to zero, i.e., full equalization with 100% active taps. The Sufficient CP equalizer (when
L ≤ v) and the optimal MMSE equalizer can be considered as benchmarks for the
comparative study. The OMP algorithm is applied to the MMSE-DFE case since,
as it will be shown in the results, the MMSE-DFE equalizer performs the closest to
the Sufficient CP based design, and generally it is aimed at performing as close as
possible to the Sufficient CP based design while reducing the complexity of realizing
the equalizer.
First, the effect of the sparse equalizer designs on the performance is studied,
where the percentage of the active entries (i.e, entries with nonzero weights) of the total
equalizer length N2 is ploted versus the maximum SINR loss. In Fig. 4.2, it is clear
that the proposed approach requires far less active entries when compared with the Sig.
entries based design for different received SNR values, and far less active entries are
required when more performance loss is tolerated. As expected, the higher the received
SNR, a higher number of active entries is needed in order to cancel the effects of the
ISI and ICI.
In Fig. 4.3, the coded BER is plotted for a varying received SNR and a CP of
length 2, i.e., v = 2. The best performance of all tested methods in terms of coded BER
is the OFDM system deploying sufficient CP, followed by the optimal MMSE equalizer
(full equalization with 100%). Thresholding based techniques such as the Sig. entries
approach does not perform well as it fails to choose the best entries that cancel-out the
effects of ISI and ICI. This means that relying only on the largest magnitudes to select
the equalizer entries and ignoring its phase components deteriorates the performance
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Figure 4.2: Percentage of the active entries of the equalizer matrix (p) vs. the loss in
SNR in dB for different received SNR. In this case, v=8.
of the equalizer when the receiver AWGN is negligible. Also, both ZF and MMSE
LEs perform much worse than the ZF and MMSE DFEs. In Fig. 4.4, the coded BER
is plotted against the percentage of the active number of entries of the Sig. entries
and the proposed equalizers. As it can be seen from the figure, the proposed equalizer
converges fast to the optimal equalizer’s BER as p increases, where it almost performs
as well as the optimal equalizer with only 40% of its taps being active.
In Fig. 4.5, the average WCC is plotted for different values of the received SNR
when v = 8. The WCC of LLE , LDFE, RLE and RDFE are investigated. It is noted that
µ(LDFE) = µ(IN ⊗ LDFE). Furthermore, µ(Rα) and µ(Lα) are below 1 which reflects
the high likelihood of the proposed approach to estimate the non-zero entries perfectly.
It is noticed that the WCC of all selected dictionary matrices saturate at high SNR as the
coherence becomes independent of the SNR. On the other hand, at low SNR, the noise
dominates over the channel taps and therefore the dictionary matrices become close to
identity matrices which, hence, have almost zero WCC. Furthermore, interestingly, the
WCC for the LE and the DFE are almost identical.
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Figure 4.4: Coded BER vs p with v = 2 and a received SNR of 25 dB for different
types of equalizers.
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Moreover, to shed some light on the behavior of the WCC when v is varied, Fig.
4.6 depicts the effect of decreasing v on µ(RDFE), µ(LDFE), µ(RLE) and µ(LLE). It is
furhter noticed that µ(RDFE) significantly depends on v, although inserting a CP with
length 1 is similar to inserting a CP with length 4, and inserting a CP with length 5 will
have a similar effect as inserting a CP with length 8, etc. This is due to the structure of
the sparse ETC channel model that is used in the simulations. However, for the cases of
µ(LDFE) and µ(LLE), it can be deduced that the WCC does not change with decreasing
the CP length. That makes the proposed design approach more attracting and adds a
value for considering it in the practical applications to improve the bandwidth efficiency.
Since the coherence of µ(LDFE) and µ(LLE) is still low for even small values of v, a
good performance with a high likelihood of well estimating the locations and weights of
the non-zero entries can still be obtained. Due to this independence of v, the proposed
approach is considered as a robust method.
Figs. 4.7 and 4.8 depict the data rate of an OFDM symbol when the percentage
of the active entries and the CP length in samples are varied, respectively. Clearly,
reducing the length of the CP length will increase the data rate as more useful data is
transmitted. For both figures, the CP length for the Sufficient CP case is set to be equal
to 16, totally eliminating the ISI effect. In Fig. 4.7, our proposed equalizer performs
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better than the significant entries equalizer for all p’s and performs very close to the
optimal equalizer when p = 40%. Most importantly, our proposed equalizer results in
a higher rate than the Sufficient CP case after using only 20% of the equalizer’s entries,
and the Sig. entries equalizer starts yielding better rate results after 40% of its entries are
activated. The proposed equalizer not only outperforms the significant entries equalizer
in terms of performance, but is less complex to design as the Sig. entries equalizer
requires first to get the dense and complex optimal equalizer result before thresholding
it. In Fig. 4.8, since the CP length for the Sufficient CP case is set to 16 samples,
our proposed equalizer always results in a higher data rate even when only 50% of its
entries are being active.
4.2. Sparse Equalization for OFDM Impaired by Phase Noise
The contribution discussed in section 4.1 yielded the development of a sparse
equalizer when the OFDM signal is impaired by interferences due to the insertion of an
insufficient CP. In this section, a similar sparse equalizer is designed, although in this
case, the interference is due to RF impairments, specifically PN. PN requires the design
of a complex equalizer to be mitigated [81, 82], thus, this section aims at using an
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approximation of the optimal equalizer while still performing close to it. More details
are in what follows.
4.2.1. System Model
The PN impaired OFDM symbol at the receiver is modeled as follows 1
x˜ = EHx + n, (4.29)
where x is the N × 1 transmitted OFDM data symbol with E[xxH ] = σ2xIN , and N
denotes the number of OFDM subcarriers. Further, n is the N ×1 AWGN vector where
E[nnH ] = σ2nIN . Moreover, H is the N × N frequency-domain channel matrix where
its diagonal elements, which is denoted by the N × 1 vector h, represents the channel’s
frequency response. Furthermore, E[Hk,kH∗k′,k′ ] = ρk,k′ , where [83], [84]
ρk,k′ =
L−1∑
l=0
σ2h exp(−j2pi(k − k′)l/N), (4.30)
and L denotes the number of channel impulse response (CIR) taps. In addition, E is the
receiver PN column-wise circulant matrix where the k-th element of its first column is
given by
ek =
1
N
N−1∑
n=0
exp(j(φn − (2pikn/N))), (4.31)
where φn represents the PN sample which perturbs the received signal. The re-
ceiver’s PN, which is generated using the FRO model, has the statistical property
φn+n′ − φn ∼ N (0, 4piβTs|n′|) [85], where β denotes the PN 3-dB bandwidth and Ts
is the sampling time.
As previously discussed, the PN affecting the received signal destroys the
orthogonality between the OFDM subcarriers. Hence, equalization at the receiver is
1In a downlink communication scenario, it is reasonable to ignore PN at the base station transceiver
since the oscillator of its transceiver is typically of much higher quality when compared with that of the
user terminal.
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a necessity to correctly recover the OFDM data symbols and enhance the system’s
performance. In the next section, the proposed reduced-complexity sparse PN miti-
gation and channel equalization framework is presented along with an analysis of its
performance and complexity.
In the equalization task, the matrices H and E are constructed by estimating the
frequency-domain channel response and the PN contributions to the received signal.
Throughout the derivation of the optimal equalizer in the next section, the equalizer
is generalized to include the effects of imperfect PN and channel estimates. Since the
joint estimation of the PN and the multipath channel effects are beyond the scope of
this contribution, the interested reader may refer to e.g. [56, 57] for more details about
the joint estimation of the PN and channel effects in an OFDM system.
4.2.2. Problem Statement and Formulation
AnN×N equalizer matrix P is applied to the received signal x˜ to compensate for
the effects of the channel and the receiver PN. Denoting the equalized received vector
by xˆ = Px˜ and the N × 1 error vector by v = x − xˆ, the MSE can be minimized by
satisfying the orthogonality principle
E
[
Tr
(
vH xˆ
)]
= 0, (4.32)
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where Tr(.) denotes the trace operator. Expanding Equation (4.32) yields
Ex,n
[
(x− x̂)H x̂
]
= Ex,n
[
xHP (EHx + n)− (EHx + n)H PHP (EHx + n)
]
,
= Ex,n
[
xHPEHx + xHPn− xHHHEHPHPEHx+
xHHHEHPHPn− nHPHPEHx− nHPHPn] , (4.33)
(a)
= Ex,n
[
xHPEHx
]
+ Ex,n
[
xHPn
]
− Ex,n
[
xHHHEHPHPEHx
]
+ Ex,n
[
xHHHEHPHPn
]
− Ex,n
[
nHPHPEHx
]− Ex,n [nHPHPn] ,
(b)
= Ex,n
[
xHPEHx
]− Ex,n [xHHHEHPHPEHx]
− Ex,n
[
nHPHPn
]
,
where (a) follows from the linearity of the expectation operator and (b) follows from
the independency between the data and noise, i.e. the second, fourth and fifth terms in
(a) will cancel out due to data and noise independency. Using the properties wHXw =
Tr(XwHw), Tr(X+Y) = Tr(X)+Tr(Y) and Tr(XYZ) = Tr(YZX) = Tr(ZXY), where
w is an arbitraryN×1 vector, X, Y and Z are arbitraryN×N matrices, Ex,n
[
Tr
(
vH xˆ
)]
can be written as follows
Ex,n
[
Tr
(
vH xˆ
)]
= Tr
(
HHEHPHPEH
)
+
(
SNR−1
)
Tr
(
PHP
)
− Tr
(
PEH
)
, (4.34)
where SNR = σ
2
x
σ2n
. Satisfying the orthogonality principle defined in (4.32), the result is
Tr
(
EHHHEHPHP
)
+
(
SNR−1
)
Tr
(
PHP
)
− Tr
(
EHP
)
= 0. (4.35)
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Let 0N be an N ×N all-zeros matrix, then
Tr
([
EHHHEHPH + SNR−1PH − EH]P) = 0,(
EHHHEHPH + SNR−1PH − EH)P = 0N .
By excluding the trivial solution of P = 0N , and defining D = EHHHEH + SNR−1IN ,
it can be shown that
Popt = HHEHD−H . (4.36)
The above equalizer is modeled assuming perfect knowledge of the multipath channel
and PN effects. However, a more practical assumption would be to consider imper-
fect estimates of H and E, which are denoted by Hˆ and Eˆ. Thus, we define Eˆi,j =
Ei,j
(
1 + ΞEi,j
)
and Hˆi,j = Hi,j
(
1 + ΞHi,j
)
, where ΞE and ΞH are N ×N matrices that
model the PN and channel estimation errors, respectively. In addition, the entries of
both matrices follow a normal distribution with zero-mean and variances σ2ΞE and σ
2
ΞH
,
respectively. Hence, the derivation of the optimal equalizer using imperfect estimates
of H and E can be carried out in a similar fashion, and the optimal equalizer Popt which
is a function of the imperfect PN and channel estimates can thus be written as
Popt = Hˆ
H
Eˆ
H
Dˆ
−H
. (4.37)
where Dˆ = EˆHˆHˆ
H
Eˆ
H
+ SNR−1IN .
Equations (4.36) and (4.37) refer to the optimal equalizer solutions in the MMSE
sense. However, Popt and Popt are not sparse and their implementation complexity in-
crease proportionally to N3 which can be computationally expensive. On the other
hand, choosing P different from Popt (or equivalently Popt) leads to a performance loss.
Thus, to achieve a desirable performance-complexity trade-off, the following sparse
approximation design problem is formulated
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vec(Pˆ) = argmin
vec(P)∈CN2×1
‖vec(P)‖0 such that νexcess ≤ , (4.38)
where ‖vec(P)‖0 represents the number of non-zero elements of vec(P), vec(.) denotes
the matrix vectorization operator,  is the stopping criterion, and νexcess is the excess
MSE after applying the sparse equalizer, where it can be shown that
MSE , ν
= E
[
vHv
]
= Tr
[
σ2xIN
]︸ ︷︷ ︸
νmin
(4.39)
+ Tr
[
σ2xH
HEHPHPEH− 2σ2xPEH + σ2nPHP
]︸ ︷︷ ︸
νexcess
.
While one can attempt to use convex-optimization-based approaches by approximating
the `0-norm with the squared `1-norm to reduce the search space [33], various low-
complexity greedy algorithms exist in the literature, and can be employed to solve our
problem in an efficient manner. Next, the proposed framework for designing a sparse
equalizer such that the performance loss does not exceed a predefined limit is discussed.
4.2.3. Sparse Equalizer Design Framework
In this subsection, a quantification of the error resulting from the sparse approx-
imation of the MMSE equalizer is performed using the received signal’s SINR. The
matrix E is defined as
E =

e0 eN−1 · · · e1
e1 e0 . . . e2
...
... . . .
...
eN−1 eN−2 · · · e0

. (4.40)
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Furthermore, E can be decomposed as follows
E = e0IN +

0 eN−1 · · · e1
e1 0 . . . e2
...
... . . .
...
eN−1 eN−2 · · · 0

︸ ︷︷ ︸
EICI
, (4.41)
where e0 represents the PN CPE effect and the N × N matrix EICI represents the ICI
effect caused by the oscillator PN. Applying the decomposition in (4.41) to (4.29) yields
x˜ = EHx + n,
= e0Hx + EICIHx + n. (4.42)
Moreover, equation (4.42) can be written as follows
x˜k = e0hkxk +
N−1∑
l 6=k,l=0
hkxkeICI,l−k + nk. (4.43)
Denoting the instantaneous SINR of the received signal by ζ˙maxk , then
ζ˙maxk =
|e0|2|hk|2|xk|2
N−1∑
l=0
l 6=k
|hk|2|xk|2|EICI,l−k|2 + |nk|2
. (4.44)
Assuming that the data, PN and the AWGN terms are mutually independent and station-
ary random processes, the kth subcarrier’s average SINR is defined, which is denoted
by ζmaxk , by writing
ζmaxk =
E [|e0|2]E [|hk|2]E [|xk|2]
N−1∑
l=0
l 6=k
E[|hk|2]E[|xk|2]E [|EICI,l−k|2] + E [|nk|2]
=
J0σ
2
h,kσ
2
x,k∑N−1
l=0,l 6=k Jl−kσ
2
h,lσ
2
x,l + σ
2
n,k
, (4.45)
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where Jl−k = E [|EICI,l−k|2] is derived in [85]. Furthermore, another interference pa-
rameter is added in the denominator of ζmaxk that accounts for the error resulting from
the sparse approximation of the equalizer matrix which will be denoted by k. Hence,
Equation (4.45) can be re-written as
ζk =
∆
=αd︷ ︸︸ ︷
J0σ
2
h,kσ
2
x,k
N−1∑
l=0,l 6=k
Jl−kσ2h,lσ
2
x,l + σ
2
n,k︸ ︷︷ ︸
∆
=αI
+k
. (4.46)
After some straight-forward mathematical manipulations, the following can be written
ζmaxk − ζk
ζkζmaxk
=
k
αd
,
γk − 1
ζmaxk
=
k
αd
, (4.47)
where γk =
ζmaxk
ζk
. Solving for k, the result is
k = (γk − 1)αI ,
∴ k = (γk − 1)
(
N−1∑
l=0,l 6=k
Jl−kσ2h,lσ
2
x,l + σ
2
n,k
)
. (4.48)
Next, the sparse approximation problem of the equalizer matrix is formulated as
follows
vec(Pˆ
H
) = argmin
vec(PH)∈CN2×1
‖vec(PH)‖0 (4.49)
s.t. ‖vec(EH)− (D⊗ IN︸ ︷︷ ︸
∆
=D¯
)vec(PH)‖22 ≤ ,
where ‖.‖2 is the `2-norm operator and ⊗ denotes the Kronecker product operator.
These parameters are used as input arguments to the orthogonal matching pursuit
(OMP) greedy algorithm [74] to estimate vec(Pˆ
H
). In the analysis, the stopping
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criterion is defined as either a predefined number of non-zero entries or as the residual
error from the sparse approximation of vec(P) which can be controlled by the designer.
More details on the OMP algorithm’s functionality are widely available in the literature
as in e.g. [74]. The MMSE equalizer matrix Pˆ
H
is then reshaped from vec(Pˆ
H
) and
used in the equalization of the received data vector.
4.2.4. Reduced-Complexity Equalizer Design
In this section, a reduced-complexity design is proposed for the MMSE equal-
izer matrix Pˆ
H
discussed above. The proposed design in Section 4.2.3 involves the
inversion of the matrix D with O(N3), where N is the length of the OFDM symbol
whose computational cost grows larger as the number of subcarriers in an OFDM
symbol increases. In contrast, the matrix inversion can be computed efficiently by
exploiting the inherent structure of the underlying matrices that form the equalizer
matrix PH along with a few matrix manipulations. The reduction in the complexity
of inverting the matrix D can be achieved by inverting diagonal matrices, which are
relatively simple to invert.
To calculate PH , an inversion of D is needed. To achieve this, the following
matrix identities are applied [76]:
(X + XYX) = X(IN + YX) = (IN + XY)X,
(IN + XY)−1X = X(IN + YX)−1, (4.50a)
(IN + X)−1 = (IN + X)−1(IN + X− X),
= IN − (IN + X)−1X, (4.50b)
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where X and Y are arbitrary N × N matrices. Let H = HHH , and Λ = SNR−1IN .
Then using these identities, the inverse of D is computed as follows
D−1 = (Λ + EHEH)−1,
= (Λ[Λ−1EHEH + IN ])−1,
= (Λ−1EHEH + IN)−1Λ−1,
=
[
IN − (IN + Λ−1EHEH)−1Λ−1EHEH
]
Λ−1, (4.51a)
=
[
IN −Λ−1E(IN +HEHΛ−1E)−1HEH
]
Λ−1, (4.51b)
= Λ−1 −
(
σ2x
σ2n
)2
EΨEH , (4.51c)
where Ψ = diag (a (b + 1N)), a = hh∗ with the size ofN×1, b = hh∗×
(
σ2x
σ2n
)
with the size of N × 1, and 1N is the N × 1 all ones vector. Furthermore,  and
 denote the element-wise multiplication and division operations, respectively. The
identities in (4.50b) and (4.50a) are used in the steps (4.51a) and (4.51b), respectively.
Thus, inverting the matrix D can be realized with a significantly reduced complexity.
The number of CM/A of the OMP algorithm is O (N2S) [74], where S is the
number of non-zero entries of Pˆ [74], which is less than the complexity of implement-
ing the well-known Gauss-Jordan algorithm for inverting matrices with a complexity of
O (N3) [75]. Nonetheless, the complexity of inverting the matrix D cab still be reduced
by applying some algebraic manipulations.
As it was shown, inverting the matrix D using our approach was shown to have
a complexity of O (N). Given this low complexity, the One-Step Thresholding (OST)
algorithm is proposed, which is used in e.g. [86], [87] and [88], to determine the
non-zero coefficients of any given vector. The description of this algorithm is shown in
Algorithm 4. This algorithm simply selects the set κ̂ of the matrix columns (i.e., atoms)
of D¯ that are most correlated with the data vector vec(PH) to estimate the locations
of the non-zero entries. Once the non-zero locations are estimated, the proposed low
complexity method to determine the values of all non-zero entries of the equalizer is
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used, where the values are acquired from Popt. By doing so, directly inverting D can be
avoided, and the equalizer is designed by only inverting diagonal matrices. Table 4.3
presents a comparison between the orders of the complexities of each of the discussed
design approaches.
In the next section, the proposed PN mitigation and channel equalization design
method is compared with a significant entries equalization approach. The significant
entries equalizer is computed by thresholding the absolute value of the optimal MMSE
equalizer to include its largest entries based on the value of  that is used in our pro-
posed equalizer. Furthermore, our equalization method is compared with the channel
equalization and PN mitigation equalizer proposed in [1]. Although the equalizer in [1]
has a complexity of O(N), the results in the next section will demonstrate the superi-
ority of the performance of our proposed equalizer. The novelty of our design can be
summarized as follows:
1. It significantly reduces the complexity of computing the equalizer coefficients by
using the proposed reduced complexity approach.
2. It reduces the implementation complexity since only a few nonzero filter coeffi-
cients need to be implemented. Hence, it reduces the implementation cost and
power consumption accordingly.
3. It results in a better performance-complexity tradeoff for PN-impaired OFDM
receivers.
4.2.5. Maximum Expected Coherence Analysis
In this section, the proposed joint channel and PN equalization scheme is ana-
lyzed. The analysis is based on the sparsifying matrix, which is the matrix D in our case,
where the correlations between its normalized columns are computed. Specifically, an
MEC analysis is carried out as performed in [78], where it is denoted by µmax(D). Fur-
thermore, a small µmax(D) cannot ensure that the OMP will be suitable for our proposed
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Algorithm 4: The One-Step Thresholding (OST) Algorithm
Input: Unit-norm matrix D¯, vector vec(PH), and a threshold  > 0
Output: Estimate of the non-zero locations κ̂ ⊂ {0, . . . , N − 1}
1. z = D¯Hvec(PH)
2. κ̂← {0, . . . , N − 1 : |zi| > }
Table 4.3: Computational Complexity of Various Joint PN Mitigation and Channel
Equalization Design Approaches.
Equalizer Type Design Complexity
Conventional Optimal Equalizer O (N3)
Significant-Entries Equalizer O (N3)
Sparse OMP-Based Equalizer O (N2S)
Equalizer in [1] O (N)
Proposed Approach O (N)
equalization scheme, while a large µmax(D) implies that our sparsifying matrix is not
suitable for our proposed model [78]. The MEC is defined as follows
µmax(D) = max
i,j:i 6=j
[
E
[ |DH(:, j)D(:, i)|
‖D(:, i)‖2‖D(:, j)‖2
]]
. (4.52)
The norms in the denominator can be excluded from the maximization since, on aver-
age, the norms of the columns of D can be shown to be equal, which is easy to see from
the underlying structure of the matrix D. Therefore,
E
[
DH(:, j)D(:, i)
]
= uHj E[DHD]ui, (4.53)
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where ui is an N × 1 unit vector whose ith entry is equal to 1 and its other entries
are zeros. Furthermore, the maximization function was omitted since, by inspecting
the structure of the matrix D, the maximum value of the inner product of the ith and
jth columns occurs when j = mod( i+N±1
N
), where mod denotes the modulo function.
All the possibilities of the mean of the column-wise inner products of the matrix D are
depicted in Fig. 4.9. Last but not least, our simulations suggest that, for a small β, the
column-wise inner product of D can be approximated by the product of only the first
two elements of the ith and jth columns, which can be written as
µmax(D) ≈ E
[∣∣∣|e0|2|h0|2(N−1∑
i=0
eie
∗
i−(N−1)|hN−i|2
)
+ |e0|2|h1|2
(N−1∑
i=0
e∗i ei−(N+1)|hN−(i−1)|2
)∣∣∣],
≈ E
[
|h0|2
∣∣∣N−1∑
i=0
eie
∗
i−(N−1)|hN−i|2
∣∣∣]
+ E
[
|h1|2
∣∣∣N−1∑
i=0
e∗i ei−(N+1)|hN−(i−1)|2
∣∣∣]. (4.54)
From the above expression, a larger number of channel taps and a more severe
PN effect will increase the possibility that any two consecutive columns of the sparsify-
ing matrix will be highly correlated. In the next section, a numerical evaluation of the
MEC (both exact and approximated MECs) for different values of β is carried out.
4.2.6. Numerical Results
In this section, the performance of the proposed design approach is investigated.
In the simulations, a 64 OFDM subcarrier with a sampling frequency of 2 MHz and a
subcarrier spacing of 31.25 kHz is assumed. A multipath channel with uniform power
delay profile is adopted where the number of taps is selected to be 6.
Fig. 4.10 depicts the percentage of the active entries of Pˆ as a function of γk for
different values of β. The figure also shows the percentage of the active entries of Pˆ
94
0 5 10 15 20 25 30 35
0.02
0.025
0.03
0.035
0.04
0.045
0.05
0.055
0.06
C
ol
um
n−
w
is
e 
in
ne
r p
ro
du
ct
Column
 
 
Column 1
Column 2
Figure 4.9: Mean of all column-wise coherence possibilities of the matrix D for
N = 32 and β = 500 Hz. The highlighted two columns (solid and dashed black lines)
are the first and second columns of the matrix D. Note that the same trend will be
obtained for any two consecutive columns.
when its most significant entries in terms of the absolute value are considered, which
is refered to as the ”significant-entries” approach. In this setup, the worst case SINR is
used by maximizing its denominator. In other words, instead of taking the expectation
N−1∑
l=0
l 6=k
E[|hk|2]E[|xk|2]E [|EICI,l−k|2] + E [|nk|2], the maximum of the denominator of the
SINR in (4.44) is taken to emulate a worst-case scenario for k. This parameter is
denoted by simk , and is modeled by applying
simk = (γk − 1)×
E
max
k
N−1∑
l=0
l 6=k
|hk|2|xk|2|EICI,(l−k)|2 + |nk|2

 . (4.55)
Therefore, simk ≥ k.
Interestingly, when the OMP is used, the percentage of the active entries of Pˆ is
less than the significant entries equalizer for both β = 300, 1000 Hz. As γk increases,
the percentage of the active elements in Pˆ decreases. This is expected since an increas-
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Figure 4.10: Percentage of active entries in Pˆ versus γk for different values of β and an
SNR of 20dB. Solid lines represent the case of β = 300Hz while the dashed-lines
represent the case of β = 1KHz
ing γk implies a higher tolerance to the error resulting from the sparse approximation
of the optimal equalizer matrix P, and a higher tolerance for error allows a sparser ap-
proximation of P. If β is increased, more elements of Pˆ are needed to achieve the same
performance when compared to the case of having a smaller β, therefore, an increased
PN level leads to a less efficient sparse approximation of P. Furthermore, decreasing the
number of active entries reduces the OFDM transceiver design complexity and, hence,
power consumption since a smaller number of CM/A operations are needed.
Fig. 4.11 shows the coded BER versus SNR performance when the optimal
equalizer, our proposed sparse equalizer, significant entries equalizer and the equalizer
in [1] are used where perfect knowledge of the PN and channel quantities are assumed.
The coding rate was set to be 1/2 with the convolutional encoder [133, 171] and a
constraint length of 7. At the receiver, a Viterbi decoder is used with hard decision
decoding. For the case of the significant entries and our proposed sparse equalizers,
around 23% of the equalizer’s entries are active. The results in Fig. 4.11 show that
the performance of our proposed sparse equalizer outperforms the significant entries
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Figure 4.11: Coded BER versus the SNR for the optimal equalizer, sparse equalizer,
significant-entries equalizer and the equalizer in [1]. A sparsity level (active entries) of
23% is selected and σ2e = 0. The solid lines represent the results for β = 1 kHz while
the dashed-lines represent the results for β = 500 Hz.
equalizer and the equalizer proposed in [1], and the performance of our proposed sparse
equalizer gets closer to the optimal one as β is decreased. However, by incorporating
more active entries, the performance gap will be significantly reduced, especially at
high SNR.
Fig. 4.12 depicts the BER versus SNR for a fixed β = 1 kHz and for different
channel and PN estimation error variances, where σ2ΞH , σ
2
ΞE
∈ {0.025, 0.075} for all
considered equalizers. Both estimation error variances of the PN and the channel are
assumed to be equal and are quantified by the parameter σ2e , i.e. σ
2
e = σ
2
ΞH
= σ2ΞE .
Fig. 4.12 shows that the proposed sparse equalizer still performs the best followed by
the significant-entries equalizer. Furthermore, the equalizer in [1] performs the worst.
This figure demonstrates that exploiting the correlations between the columns of the
sparsifying matrix and the received data (as in our proposed design) results in a better
performance than the significant entries equalizer and the equalizer in [1].
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Figure 4.12: Coded BER versus the SNR for the optimal equalizer, sparse equalizer,
significant-entries equalizer and the equalizer in [1]. A sparsity level (active entries) of
23% is used and β = 1 kHz. The solid lines represent the results for σ2e = 0.075 while
the dashed-lines represent the results for σ2e = 0.025.
Another useful metric to assess the performance of our sparse approximation
technique is the worst-case coherence (WCC) metric, which is applied and extensively
analyzed in e.g., [46]. Fig. 4.13 shows the WCC versus the SNR for different values
of β. The simulations show that increasing β increases the WCC metric, but for a
moderately high β, the mean of the WCC is still considerably less than one which points
to the likely success of OMP and/or OST in approximating the equalizers’ coefficients
[47]. Furthermore, at high SNR levels, the noise effect is negligible and, hence, the
sparsifying matrix (e.g., D = EHHHEH) does not depend on the SNR. As a result,
the coherence converges to a constant value. On the other hand, at low SNR, the noise
effect dominates over the channel effect. Hence, the channel can be approximated as a
single-tap channel. Then, the sparsifying matrix (e.g., SNR−1IN ) can be approximated
as a scaled identity matrix, i.e., WCC approaches zero.
Fig. 4.14 depicts the WCC versus the SNR for β = 500 Hz where Dˆ is used as
the dictionary matrix. The estimation error variance values which are used to generate
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Figure 4.13: Worst-case coherence versus the SNR for for σ2e = 0, β = 300Hz and
β = 1KHz.
the results are σ2ΞH , σ
2
ΞE
∈ {0, 0.1}, and σ2e = σ2ΞH = σ2ΞE , i.e., it is also assumed that
the estimation error variances are equal for both the estimates of PN and the multipath
channel’s frequency responses. The results reveal that as the estimation error variance
increases, the WCC metric also increases for all SNR levels. This increase is due to ad-
ditional error terms added to the columns of the sparsifying matrix since the correlation
between them is increased accordingly. Hence, the larger the value of the estimation
error variance is, the larger the coherence metric will be. Moreover, even when the
estimation error variance is large (0.1 or equivalently 10%), the coherence metric still
converges to a constant value, which is considerably less than one, at high SNR.
In Fig. 4.15, the MEC metric is plotted versus the SNR for different values
of β. The figure shows that the MEC metric in (4.52) converges to a value close to
the approximation in (4.54) as the SNR increases for all β. While the approximation
in (4.54) is shown to perform better for small β and the approximation becomes less
accurate as β increases, it still captures the same behavior as that of the WCC, i.e.,
saturates at high SNR and increases as β increases. Thus, this approximation turns out
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to be quite accurate for small values of β and gives insights on the behavior of the MEC
for large values of β.
4.3. Chapter Summary
This chapter presented a novel sparse equalizer for OFDM signals with insuf-
ficient CP. The approach is based on trading-off the complexity and the performance
of the equalizer realization by formulating several optimization problems. The opti-
mization problem was solved using the well-known OMP algorithm which has a low
realization complexity. Such an approach is expected to also increase the efficiency of
OFDM signals as the CP can be shortened while relaxing the equalization process at
the receiver.
Furthermore, a novel low-complexity equalization of the effects of PN and the
channel was proposed. The results demonstrate a considerable gain in terms of BER
when the proposed approach was adopted while having a negligible performance loss,
especially for low values of the PN’s 3-dB bandwidth. The MEC metric was also ana-
lyzed for the sparsifying matrix that is used in the proposed approach which provided
some insights into the performance of the adopted equalization scheme.
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CHAPTER 5: CONCLUSIONS AND FUTURE WORK
5.1. Conclusions
This dissertation covered various wireless communication techniques that are ex-
pected to be deployed in future wireless communication standards which require higher
network capacity figures, higher communication reliability and efficient data processing
using state-of-the-art DSP.
In particular, the topic of performance analysis of radio signals that are operated
by FD transceivers was presented in Chapter 2, where the effects of RF impairments on
the signals was thoroughly analyzed. Closed-form expressions were derived for the av-
erage residual SI power in FD OFDM transceivers in the presence of both PN and IQI.
Moreover, it was demonstrated that for small PN and IQI levels, their effects on the aver-
age residual SI power can be decoupled. In addition, the average residual SI power was
shown to be linearly proportional to both IQI’s IRR and the PN 3-dB bandwidth. The
analysis showed the importance of implementing more sophisticated digital-domain SI
cancellation techniques due to IQI and PN to avoid severe performance degradation.
Moreover, in Chapter 2, Section 2.2, the relationship between IQI and the resid-
ual SI in a FD AF relaying network was studied. After simplifying the modeling of
the residual SI power, an approximate maximum amplification factor that prevents the
relay from being saturated with residual SI was derived, which in turn permits the re-
lay to have a stable performance. Furthermore, an appropriate amplification factor was
derived to control the transmission power of the relay. Moreover, a lower bound pre-
senting the relationship between the residual SI power and IQI was derived, where it
was shown that the residual SI is bounded by a sum of scaled Gamma functions. The
analysis has shown that, even for low values of IQI parameters, the residual SI power
can be a major obstacle that prevents the FD AF relay from achieving a satisfactory
performance.
Furthermore, Chapter 3 discussed novel multiple relay selection schemes for AF
FD dual-hop relay networks that utilizes sparsity inducing optimization problems to-
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wards minimizing the MSE level were presented. Based on the accurate modeling of
the cumulative SI at each relaying node, the proposed algorithms adopt a hybrid strat-
egy involving FD and switching approaches to avoid the high SI interference at each
relay node, and hereby improve the overall system performance in terms of BER. A
compromise between BER performance, number of used relays and selection complex-
ity is created between the different proposed techniques. The level of hybridity of our
proposed algorithm was captured by simulating the relay re-usage rate as a function of
the SI level, transmit power and number of selected relays. The proposed techniques
showed their high efficiency and demonstrated that they can dynamically decide when
and how often the transmission should be switched from one relay to another to keep
the desired performance.
Efficient signal equalization techniques were also tackled in this dissertation,
where the equalization of OFDM signals suffering from ICI and ISI due to the insertion
of an insufficient CP was studied. As discussed in Chapter 4, Section 4.1, the equal-
izer design problem was formulated as a convex optimization problem, and then, using
the OMP algorithm, the level of sparsity of the proposed equalizer was controlled by
either a predefined number of the non-zero entries or by bounding the amount of losses
that can be tolerated. Using only 40% of the equalizer entries, the proposed reduced-
complexity sparse equalizer performs as good as that of the optimal MMSE equalizer
(full dense equalization) in terms of coded BER and data rate. The compatibility of
our proposed equalizer was tested through investigating the WCC metric and the dictio-
nary matrices were shown to have low coherences which makes our approach a robust
method.
Finally, as detailed in Chapter 4, Section 4.2, the problem of joint equalization
of the channel and PN effects in direct-conversion OFDM receivers was formulated as
a sparse approximation problem of the equalizer matrix. The results demonstrated that
a significant reduction in the percentage of the active entries of the equalizer matrix can
be obtained with negligible performance losses, while still performing better compared
with the existing approaches. The sparsifying matrix was analyzed to shed some light
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on the performance of the OMP and OST algorithms for the sparse approximation of
the equalizer matrix, where it was shown that our sparsifying matrix is suitable for our
proposed joint channel and PN equalization scheme.
5.2. Future Work
In light of the above contributions, several ideas are still worth investigating. As
previously mentioned, the insertion of insufficient CP has been thoroughly studied, but
the modeling of the system and thus the equalization schemes ignore practical consid-
erations such as the RF impairments in transceivers.
Furthermore, detection methods in wireless communication systems can be per-
formed by exploiting the current capabilities of using big data and relatively high com-
putational power. For instance, deep neural networks have been used to detect wireless
signals by training the neural network using simulated data [89, 90]. The problem of
residual SI when RF impairments were considered was investigated in this disserta-
tion, and the study concluded that more sophisticated algorithms must be developed
to suppress the residual SI to power levels where the receiver can decode the useful
received signal. A study has been recently published in which the problem of SI can-
cellation using neural networks was investigated [91]. The study assumed that IQI and
power amplifier non-linearities are the dominating RF impairments, while the rest of
the transceiver electronics are assumed to be ideal. A testbed is then created to verify
the proposed cancellation approach. Testing in a laboratory environment when most
of the used components operate almost ideally is not practical [21]. For instance, in
[92], the authors had to manually inject IQI to the used hardware to be able to verify
the performance of their proposed IQI mitigation scheme. As previously mentioned,
PN varies from one sample to another, and the tracking and compensation for its detri-
mental effects could deteriorate the system performance. Hence, the problem of SI
cancellation/directly detecting the intended received signal when FD transceivers are
deployed using neural networks is an interesting topic to consider.
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Recently, a decision tree algorithm was proposed to perform relay selection in a
relay network where the second-order statistics of the CSI was used to perform multiple
relay selection [93]. Therefore, using deep neural networks can be also implemented in
relay selection applications, especially in the case when the relays use FD transceivers
in which handling the resulting interferences can become a tedious task.
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APPENDIX A: AVERAGE RESIDUAL SI POWER ANALYSIS IN OFDM
SYSTEMS AFFECTED BY UNDER PN AND IQI
Towards deriving the average residual SI power, several cross-terms arise due to the
co-existence of PN and IQI, which vanish to zero. For the sake of completeness, the
following is the proof.
The frequency-domain received signal in the presence of PN and IQ imbalance
can be written as
Y (k) =
L∑
c=0
N−1∑
l=0
ace
−j(wm(cTs+δ)+2pikc/N) × (µrxµtxS[l] + µrxνtxS∗[l′])× P 1k−l (1)
+
L∑
c=0
N−1∑
l=0
a∗ce
j(wm(cTs+δ)+2pikc/N)νrxµ
∗
txS
∗[l′]× P 2k−l.
Taking the expected value of the absolute square of (1) yields
E
{|Y (k)|2} = |µrxµtx|2 E

∣∣∣∣∣
L∑
c=0
N−1∑
l=0
ace
−j(wm(cTs+δ)+2pikc/N)S[l]P 1k−l
∣∣∣∣∣
2
︸ ︷︷ ︸
t1
(2)
+|µrxνtx|2 E

∣∣∣∣∣
L∑
c=0
N−1∑
l=0
ace
−j(wm(cTs+δ)+2pikc/N)S∗[l′]P 1k−l
∣∣∣∣∣
2
︸ ︷︷ ︸
t2
+|νrxµ∗tx|2 E

∣∣∣∣∣
L∑
c=0
N−1∑
l=0
a∗ce
j(wm(cTs+δ)+2pikc/N)S∗[l′]P 2k−l
∣∣∣∣∣
2
︸ ︷︷ ︸
t3
+ g1R {t4}+ g2R {t5}+ g3R {t6} ,
where
t4 = E
{
L∑
c1=0
N−1∑
l1=0
L∑
c2=0
N−1∑
l2=0
ac1e
−j(wm(c1Ts+δ)+2pikc1/N)S[l1]P 1k−l1a
∗
c2
(3)
× ej(wm(c2Ts+δ)+2pikc2/N)S[l2](P 1k−l2)∗
}
,
117
t5 = E
{
L∑
c1=0
N−1∑
l1=0
L∑
c2=0
N−1∑
l2=0
ac1e
−j(wm(c1Ts+δ)+2pikc1/N)S[l1]P 1k−l1ac2 (4)
× e−j(wm(c2Ts+δ)+2pikc2/N)S[l2](P 2k−l2)∗
}
,
t6 = E
{
L∑
c1=0
N−1∑
l1=0
L∑
c2=0
N−1∑
l2=0
ac1e
−j(wm(c1Ts+δ)+2pikc1/N)S∗[l′1]P
1
k−l1ac2 (5)
× e−j(wm(c2Ts+δ)+2pikc2/N)S[l2](P 2k−l2)∗
}
,
g1 = 2µrx|µtx|2ν∗tx, g2 = 2µrxµ2txν∗rx and g3 = 2µrxνtxν∗rxµtx. The terms t1, t2 and t3
reduce to the closed form expression in Eq. (2.10), while the cross terms t4, t5 and t6
go to zero as shown next.
For the term t4, given that the data, channel and PN processes are statistically
independent, the following can be written
t4 =
L∑
c1=0
N−1∑
l1=0
L∑
c2=0
N−1∑
l2=0
E
{
ac1a
∗
c2
e−j(wm(c1Ts+δ)+2pikc1/N) (6)
× E {S[l1]S[l2]}P 1k−l1ej(wm(c2Ts+δ)+2pikc2/N)(P 1k−l2)∗
}
.
Since E {S[l1]S[l2]} = 0 ∀ l1, l2 (the data is a zero-mean complex random variable
with E{S[l1]S[l2]∗} = σ2Sδ(l1 − l2)). Even when l1 = l2, the result is
E {S[l1]S[l2]} = E
{
S2[l]
}
= E{(SI [l] + jSQ[l])2} (7)
= E{S2I [l]} − E{S2Q[l]}+ 2jE{SI [l]SQ[l]}.
With symmetric constellation points, E{SI [l]} = E{SQ[l]} = 0. Moreover, the real
and imaginary parts of S[l] have the same energy, i.e., E{S2I [l]} = E{S2Q[l]}. Hence,
the quantity E{S2[l]} = 0 and the term t4 vanishes. Similarly, the term t5 will vanish
because of using zero-mean constellation points with both real and imagery parts having
the same energy.
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The term t6 is written as follows
t6 = E
{
L∑
c1=0
N−1∑
l1=0
L∑
c2=0
N−1∑
l2=0
E {ac1ac2} e−j(wm(c1Ts+δ)+2pikc1/N) (8)
× S∗[l′1]P 1k−l1e−j(wm(c2Ts+δ)+2pikc2/N)S[l2](P 2k−l2)∗
}
,
where E {ac1ac2} = 0 ∀ c1, c2 are the channel tap’s coefficients which are modeled as
zero-mean circularly-symmetric Gaussian complex random variables. Similar to 7, it
can be easily shown that E{ac1ac2} = 0 ∀ c1, c2. Consequently, the term t6 is equal to
zero even when E{|S[l]|2} 6= 0 when l′1 = l2 = l. Hence, the residual SI power of an
OFDM signal where a FD transceiver is impaired by PN and IQI reduces to the result
in 2.10. Q.E.D.
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APPENDIX B: RECURSIVE RELATION OF THE RESIDUAL SI IN FD AF
RELAY WITH BEAMFORMING
This appendix is intended to prove the correctness of (3.2) by using a recursion ap-
proach. Recalling that the received signal rRi [n] at the relay Ri is written as
rRi [n] = hSRi [n]x[n] + vRi [n] + IRi [n]. (9)
The residual SI IRi [n+ 1] at time instant n+ 1 can be written as
IRi [n+ 1] = h˜Ri [n+ 1]wRi [n+ 1]rRi [n],
= h˜Ri [n+ 1]wRi [n+ 1]
(
hSRi [n]x[n] + vRi [n] + IRi [n]
)
,
= α[n+ 1]
(
β[n] + IRi [n]
)
. (10)
where α[n] = h˜Ri [n]wRi [n] and β[n] = hSRi [n]x[n] + vRi [n]. Note that when n = 1,
the relay does not suffer from SI, i.e. IRi [1] = 0. This is true since the relay starts
transmitting at time slot 1.
Next, it is proved by recurrence that (3.2) is correct ∀n. When using the notation
in (10), IRi [n] is written as
IRi [n] =
n−1∑
m=1
( n∏
p=n−m+1
α[p]
)
β[n−m]. (11)
When n = 2, (11) is expanded by writing
IRi [2] =
2−1∑
m=1
( 2∏
p=2−m+1
α[p]
)
β[n−m]
= α[2]β[1]. (12)
Since IRi [1] = 0, it is deduced from (12) and (10) that (11) is verified when n = 2. Next,
assuming (11) is correct for n, (11) needs to be verified also for n + 1. In particular, it
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is deduced from (10) that
IRi [n+ 1] = α[n+ 1]
(
β[n] + IRi [n]
)
, (13)
= α[n+ 1]
(
β[n] +
n−1∑
m=1
( n∏
p=n−m+1
α[p]
)
β[n−m]
)
, (14)
= α[n+ 1]β[n] +
n−1∑
m=1
( n+1∏
p=n−m+1
α[p]
)
β[n−m]. (15)
Applying the change of variables q = m+ 1,
IRi [n+ 1] = α[n+ 1]β[n] +
n∑
q=2
( n+1∏
p=n−q+2
α[p]
)
β[n− q + 1],
=
n∑
q=1
( n+1∏
p=n−q+2
α[p]
)
β[n− q + 1], (16)
which is equal to (11) for the n+ 1’s time slot. Q.E.D.
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