We discuss three problems, which we call blocking, chaining and jattenitrg, that arise when computing a multiple-sequence alignment from given pairwise alignments. Blocking is the construction of gap-free multiple alignments, each called a "block", from the pairwise alignments; it is formalized here as the enumeration of maximal cliques in a certain graph. Chaining is the identification of a collection of blocks that can appear together in a multiple alignment, which we formalize as determining a maximal connected subgraph (of a different graph) that satisfies certain consistency conditions. Flattening is the introduction of gaps within a chain of blocks to create a multiple alignment, which involves solving a problem of dynamic bipartite matching. For each problem, practical algorithms are presented and shown to be effective for analyzing sequences containing internal repeats.
Introduction
The algorithms descibed in this paper were developed to solve the following sort of computational problem from molecular biology. Suppose a newly sequenced protein has been used as the query for a database search, and that statistically significant similarity has been found to, say, six sequences from the database. The problem now is to identify the motif or motifs that are common to most or all of the seven sequences. In particular, the following difficulties may arise. (1) A motif may not appear in all of the sequences. (2) Two distinct motifs may appear in different subsets of the sequences. (3) A motif may have multiple appearances in a sequence. (4) Two motifs may appear in different multiplicites and relative orders in two sequences. Moreover, as in most sequence analysis problems in biology, when we say that a motif appears in some sequences, we mean that there are substrings that approximately match in a sense that needs to be made precise. Finally, the alignment-scoring scheme most appropriate for providing the desired precision to the notion of "approximately match" may depend on both the set of sequences and the particular motif. Fig. 1 illustrates this sort of problem. Four sequences share three conserved regions, denoted A, B and C, where different numbers of copies appear in different orders in the sequences. The problem is to identify these regions and produce an alignment of the four copies of A, another alignment of the two copies of B, and a third of the six copies of C.
Such problems are but one of a variety of practical sequence-alignment problems arising from molecular biology, and the current state of software development varies widely among the different formulations. With global multiple alignment (i.e., producing an end-to-end alignment of more than two sequences) there exists generally satisfactory software [22, 8] . For local multiple alignment, which requires identifying similar regions within the given sequences, "black-box" software is not yet available. For complex problems involving several conserved regions that appear in varying multiplicity and order within the given sequences ( Fig. 1 ) , interactive packages for exploratory analysis are frequently the best approach [20, 19] . In contrast, for pairwise alignment there exist software systems that reliably identify conserved regions with little or no human intervention [21] .
Note that the preceding comments pertain to the state of affairs in practice. In theory, even extremely simple multiple-sequence alignment problems are computationally intractable, in the sense of being NP-complete [27] . However, theoretical investigations can further progress towards practical solutions for complex alignment problems by identifying precisely formulated subproblems, by determining the computational complexity of those subproblems, and by maximizing algorithmic efficiency subject to those complexity constraints. (An alternative approach, not followed here, is to develop efficient algorithms that produce provably good approximate answers f91.1
Earlier [l], we proposed decomposing local multiple-alignment problems into three algorithmic steps: (1) pairwise alignment of some or all pairs of the given sequences, (2) construction of simple multi-sequence alignments directly from the pairwise alignments and (3) application of an automatic multi-alignment method to regions of the given sequences that are identified by inspection of the simple alignments. A graphical user interface is used to oversee the entire process, including checking whether the pairwise alignments are appropriate, viewing simple alignments to comprehend the domain structure of the sequences, selection of sequence regions, and viewing of the final multiple alignment. This decomposition utilizes existing procedures for pairwise alignment and global multiple alignment.
Our recent work has focused on step 2. One line of investigation has been the generation of gap-free multi-alignments, called blocks, from pairwise alignments using subgraph enumeration techniques [ 1, 15, 16] . Another approach has been to develop efficient procedures for chaining together a list of blocks that can appear together in non-overlapping fashion within a single (possibly gapped) alignment [28, 17] . A major limitation of both classes of previous results is that they consider only blocks that contain exactly one identical-length segment from each of the given sequences.
Here we construct alignments that contain differing-length segments, where a given sequence may be the source of zero or of several segments. As before, only the given pairwise alignments are used, i.e., no appeal is made to sequence entries or additional alignment-scoring criteria. We have found it useful to further subdivide step 2 into three subproblems, which we call blocking, chaining and jattening.
Blocking, i.e., constructing blocks, is discussed in the next section. In brief, we construct a single graph that subsumes all of the given pairwise alignments, then enumerate all maximal cliques in that graph to produce the multiway correspondences that are implied (in some strong sense) by the pairwise alignments. The enumeration is accomplished efficiently by an adaptation of the "polynomial-delay" algorithm of Tsukiyama et al. [23] . In effect, blocking discards correspondences from pairwise alignments if they are not confirmed by sufficiently many of the other pairwise alignments, and then produces gap-free alignments where a given sequence may contribute several (or zero) rows to a given alignment. Section 3 covers chaining, which in this paper involves inspecting overlapping or "touching" pairs of blocks to assemble a set of blocks that can occur within a larger (possibly) gapped alignment. The problem of finding a maximum-cardinality chain is NP-complete, so we develop a branch-and-bound algorithm. In effect, chaining infers pairwise correspondences that were not detected by the pairwise alignments, and then produces a gap-free alignment whose rows may have different lengths.
Flattening produces an alignment from a given chain of blocks, as discussed in Section 4. There is a tradeoff between the length of gaps that must be introduced within blocks and the number of rows in the alignment; permitting longer gaps allows the alignment to be expressed in fewer rows. A polynomial-time algorithm based on bipartite matching computes the precise correspondence between maximium gap length and alignment height.
Section 5 describes a prototype software system based on procedures for blocking, chaining and flattening. The system's effectiveness is illustrated with a complex sequence-analysis problem, somewhat like Fig. 1. 
Blocking
Fix a set of k sequences and a set of alignments between some or all pairs of those sequences. The pairwise alignment between sequence i and sequence j consists of an arbitrary set of ordered pairs (p,q) , where p and q are positive integers not exceeding the lengths of sequences i and j, respectively. Note that this is a very liberal interpretation of what is counted as a pairwise alignment. In other contexts, one of our pairwise alignments might be called "a set of local alignments between two sequences" or a "dot plot".
Given these pairwise alignments, our goal is to infer a set of multi-matches, i.e., matches involving more than two sequence positions. By analogy with our notion of an entry of a pairwise alignment, we understand "multi-match" to mean a list of sequence-position pairs, e.g. which asserts that position p1 in sequence sr , . . . , position pn in sequence s, are mutually related. Without loss of generality, we require the list to be in lexicographical order. That is, (hi, pi) precedes (sj, pj) if either (1) si < sj or (2) si = sj and pi < pi, Intuitively, each multi-match gives a column of a multiple alignment; indeed, we call each multi-match a column. We say that a column intersects sequence s n times if exactly n of the si equal s. The uniform column restriction is the requirement that each column intersect each sequence exactly once or, equivalently, that sj is the ith original sequence for 1 < i < n = k.
Several criteria for constructing the multiple alignment have been investigated under the uniform column restriction. One approach [24] requires that one of the original sequences be singled out for pairwise comparison with each of the other sequences; a column consists of a position of the designated sequence that matches a position in each of the remaining sequences together with those matching positions. Other authors [25] assume a fixed permutation nt, 3,. . . , 71k of the integers 1 to k and require that the column's position in sequence rci be aligned with the position in sequence rti+l (in the corresponding pairwise alignment) for all i < k. Earlier [ 151 we assumed an arbitrary subset of the ik(k -1) pairwise alignments and considered columns meeting the criterion that if (1) a pairwise alignment is given between sequences St and sj and if (2) (si, pi) and (sj, pi) are in the column, then (pi, pi) is in that pairwise alignment. In another project [16] , we again assumed an arbitrary set of pairwise alignments, but investigated more permissive criteria for selecting columns.
Other authors have described procedures to construct blocks of "consecutive" columns that do not necessarily satisfy the uniform column restriction. Schuler et al. [20] considered columns that intersect each sequence at most once (but perhaps zero times); blocks are constructed by a process that begins with all ik(k -1) pairwise alignments and refines the blocks by various ad hoc and statistical criteria. A number of papers [14,18] present methods for direct construction of multiple-sequence blocks (i.e., without first computing pairwise alignments) that permit a column to intersect a sequence more than once. This paper presents a method that constructs columns solely from pairwise alignments (i.e., without further reference to the participating sequences) and that permits a column to intersect a given sequence repeatedly (or never). We assume that all ik(k -1) pairwise alignments are given. For each pair (si, pi) and (sj, pi) of column entries with si # sj, we require that (pi, pi) is in the pairwise alignment between sequences si and sj. Moreover, the column must be maximal in the sense that no other sequence position is aligned to all positions in the column. Near the end of this section we comment on the problem of assembling columns into blocks, i.e., runs where one column can be obtained from the previous column by adding 1 to each sequence position. Vingron and Pevzner [26] observed that it is natural to think of a set of pairwise alignments among k sequences as a k-partite graph, i.e., as a graph whose vertex set is a union of k pairwise-disjoint sets St,. . , Sk such that each edge (u,v) satisfies u E Si and u E Sj with i # j. In particular, let Si be the set of all pairs (i, p) such that 1 < p < Li, where Li is the length of sequence i, and let the edge ((i, p) , (j,q)) exist precisely when position p of sequence i is aligned to position q of sequence j in the relevant pairwise alignment, Let G denote the graph with these vertices and edges. A clique in G, i.e., a subgraph where every two distinct vertices are connected by an edge, contains at most k vertices, since it cannot contain two positions from the same sequence. Moreover, in practice G will be very sparse -the degree (the number of edges touched) of each vertex will be around k, assuming that each sequence position is aligned to approximately one position in each other sequence. The uniform column restriction corresponds to searching for k-cliques (i.e., cliques with k vertices) of G. The k-partiteness of G can be exploited to produce an efficient algorithm for enumerating these k-cliques [15] . Alternatively, this structure can be utilized for generating subgraphs containing exactly one vertex from each Si, but satisfying weaker connectivity conditions, e.g., biconnectivity [ 161.
The approach described in this paper is to enumerate maximal cliques (i.e., cliques not contained in a larger clique) in a graph G' on the same vertex set, but with additional edges. Namely, let G' consist of the vertices and edges of G, but with additional edges (i, p) -+ (i, q) whenever 1 < i < k and 1 < p < q 6 Li. In other words, we throw in all intra-sequence edges. (A completely reasonable alternative would be to infer intra-sequence edges from self-alignments of the sequences.) While it is possible to solve this problem using an algorithm designed explicitly for these extensions of k-partite graphs, our experience indicates that no time-efficiency is gained over the use of a maximal clique algorithm for general graphs. Since the number of maximal cliques can in theory be exponential in the number of vertices and edges, such an algorithm cannot be guaranteed to finish in time bounded by a polynomial in the graph size. However, a clever algorithm of Tsukiyama et al. [23] achieves "polynomial delay" [6] , i.e., the time before production of the first maximal clique, and the elapsed times between appearance of successive maximal cliques, are all bounded by the same polynomial in the size of the data. The Tsukiyama algorithm works as follows [13, 7] . Consider a graph G with vertices denoted 1, 2, . . . . V, and let E be the number of edges. For 1 < i < V, let Gi be the induced subgraph with vertex set 6 = { 1,2,. . . , i}. The algorithm performs a depth-fist search of a tree in which the nodes at level i are exactly the maximal cliques of Gi. The tree is not constructed explicitly. Indeed, one need only store G, the vertices of the clique corresponding to the current tree node, and an integer giving the current tree level, so the space requirement is O(E) (assume isolated nodes are discarded, so that V Q E). Given a clique at a particular level of the tree, the node's parent and its (at most two) children can be constructed in O(E) time. Thus, from a leaf of a tree (i.e., a maximal clique of G), the maximum time until the next leaf is reached is 0( VE), so we have a polynomial-delay enumeration procedure.
The following rule determines the children of a tree node at level i. Let C be a maximal clique in Gi, and let Adj(v) denote the (sorted) list of vertices adjacent to v in G. If C gAdj(i + l), then C's only child is C U {i + 1). Otherwise, C has at least the left child C, and it has the right child T = (Adj(i + 1) fl C) U {i + 1) if and only if (1) T is a maximal clique in Gi+l and (2) C is the lexicographically first maximal clique in Gi containing Adj(i + 1) n C. (For vertex sets X and Y of G, we say that X lexicographically precedes Y if and only if the smallest vertex in X u Y -X n Y is a member of X.) It follows that the parent of a clique C at level i > 1 is the lexicographically first maximal clique in Gi-1 containing C -{i}.
The procedures for moving up and down in the tree are based on the following observation. If D is a clique in Gi, then the lexicographically first maximal clique of Gi containing D can be found by the straightforward greedy procedure of Fig. 2 . Since this procedure runs in O(E) time, the parent and the children of a tree node can be computed in O(E) time, as claimed above.
For the blocking process, the underlying graph is very sparse, if i&a-sequence edges are ignored. For sparse graphs, lexicographically first maximal cliques can be computed as in Fig. 3 .
Suppose that R bounds the degree of each node, and hence bounds the size of a clique. The algorithm of Fig. 3 performs at most R -1 pairwise intersections of adjacency lists, where every given and intermediate list has length at most R, and so runs in O(R') time. Using Fig. 3 , Tsukiyama's algorithm runs with 0( VR2) delay. Moreover, for blocking, the bound holds even if a node's adjacency list does not contain the "trivial neighbors" corresponding to positions in the same sequence, though in that case the procedure must be modified to handle those "implicit" edges. 
A+-(AnAi)U(AnLi)
It is not hard to see that A's size begins at O(R') and is not increased by a for-loop iteration. Hence, the running time is O((DIR'). For any clique containing vertices of more than one sequence, the size of the clique is O(R'), so the revised algorithm runs in O(R") time.
A further improvement amounts to restructuring the depth-first search tree. Let C be a clique that appears in the tree that is traversed by Tsukiyama's algorithm and let i be C's largest element. Then C first appears as a node at level i. If there is no I > i with C C Adj (Z) , then C is a maximal clique of G. Otherwise, let I denote the smallest such value. Then nodes with clique C appear once at each level between i and Z -1, and nowhere else. For a sparse graph, almost all nodes with clique C will have only one child, which also represents clique C. Let Tc be the subtree of the Tsukiyama tree consisting of all nodes with clique C and their children. Instead for making I -i passes through the adjacency lists for nodes in C (one pass per level of the tree), given C we would like to compute "in one pass" the leaves of Tc, in effect collapsing Tc to one level. The approach is informally pictured in if Adj(d) n Vi::_, is empty then 3. ma+rlique( {i}, i) 4.
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Lemma 2. Let C be a clique in Gi and suppose DC C. Then LFMCi(D) # C if and only tf there exists an x d i such that (a) D C Adj(x) n C and (b) x < min(C -(Adj(x) f+ C)). Moreover, if D has the form Adj(d) n C where d $! C and d < i, then the equivalence remains true tf the condition x < i is replaced by x < d.
Proof. First As described above, Fig. 6 can be restructured so that the recursive call at line 6 is performed before the calls at line 15. Then at most R calls and 0(R4) time separate the reporting of two maximal cliques.
Indeed, further efficiency improvements are possible, including the following. The ultimate goal of blocking is to produce a collection of blocks, each of which is a tun of consecutive columns. The enumeration process can be modified to work directly with blocks from the pairwise alignments; this avoids decomposing the pairwise blocks into position-pairs, repeating several "off-by-l" enumeration steps, and assembling runs of columns. Earlier [ 151 we gave specifics of how this works in a similar context, so here we give no details.
The amount of speed-up that can be obtained by these implementation techniques depends on a number of factors, such as the lengths of sequences and of blocks. For problems of the size that we currently solve, use of graph spar&y lowers execution time of a straightforward implementation of Tsukiyama's algorithm by factors between 20 and 300. Adding block-wise enumeration, as mentioned in the previous paragraph, gains an additional factor of around 5.
Chaining
Chaining is the process of finding sets of blocks that can occur together in an alignment. Previous work on chaining dealt almost exclusively with uniform blocks. In that context, one block can appear before another in an alignment iff each row of the first block ends at a sequence position that precedes the position at the start of the corresponding row of the second block. A "gap penalty" is defined for each such block pair, and one seeks a chain of blocks that maximizes the sum of some appropriately defined block scores minus the inter-block penalties. Efficient chaining algorithms have been published for two sequences [5, 3] and for k sequences [28, 17] .
With non-uniform blocks, the problem is more difficult. In particular, it is unclear how to define conditions that permit two blocks to appear successively in an alignment, if the intervening portion of the alignment can contain sequence entries. This question is circumvented in this paper by requiring that the two blocks overlap (or at least "touch"). This approach makes it unnecessary to consider inter-block penalties.
The first goal of this section is to develop conditions under which a set of blocks can be embedded in an alignment. Second, we show that the problem of finding a maximum-cardinality embeddable set of blocks is NP-complete. Finally, we give a practical algorithm for enumerating maximal embeddable sets of blocks.
Embedding blocks in an alignment
A precise description of the block-embedding process requires that a substantial number of concepts be formalized. An alignment is a rectangular array of sequence positions and dashes such that each row consists of a run of consecutive positions from one sequence, together with zero or more interspersed dashes. Thus array entry (r,c) (i.e., row r and column c) is either sequence position (s, p) for some unique sequence s and position p or else "-". We also require that no row or column consists entirely of dashes. A(r,c) denotes the sequence-position pair or dash in row r and column c, where row and column indices start with 0. The number of rows of A is denoted rows(A) and the number of columns is c&(A). If A(r,c)=(s, p) , then we denote s as seq (A(r, c) ) and p as pos (A(r,c)); if A(r,c)= "-", then seq(A(r,c) ) and pos (A(r, c) ) are undefined. Since all (s, p) in a given row have the same sequence number s, seq(A, r) = seq (A(r, c) ) is well-defined. Note that a block is just an alignment without dashes. Alignment A is regular if no pair of its rows contain identical or adjacent sequence positions, i.e. there do not exist distinct rows containing positions (s, p) and (s,q) with (p -q1 < 1. Henceforth, we consider only regular alignments (and blocks). Also, we assume that the rows of the alignment are in lexicographical order. Thus, if A(r, c) = (s, p), A(r', c') = (s', p') and s < s', then r < r', whereas if s =s' and p < p', then r < r'. Finally, a simple alignment is one where no "-" entry occurs between non-dash entries, i.e., dashes occur only at ends of rows.
Consider a fixed m x n (i.e., m rows and n columns) block B and a fixed M x N alignment A. An embedding of B into A is a pair (y, p), where y E [0, N[ and p is a strictly increasing function from [O,m[ to [O,M[ such that the function e, from [O,m[ x[O,n[ to [O,M[x[O,N[, defined by e(r,c) (e(r,c) ) for all such row pairs. B1 and B2 touch inconsistently if they touch in more than one row pair and do not touch consistently. Let r-1 and r2 be row indices in blocks B1 and B2, respectively, and let el = (71,~~) and e2 = (~2, ~2) be embeddings of those blocks in alignment A. We say that el and e2 touch in rows rl and r2 if pl(rl) = pz(r2) and -coZs(Bz) < y2 -y1 d coZs(B1). (In other words, the embedded copies of rows rl and rz overlap or are immediately adjacent in the alignment.)
The basic idea behind the two notions of "touch" is that two blocks taken in isolation can be compared in terms of sequence positions, whereas two blocks embedded in an alignment A can be compared in terms of A's row and column structure. The following three lemmas relate these notions under the assumptions that A and B are regular and that A is simple. Proof. Let ei = (yi, pi) . Suppose B1 and B2 touch in rows r1 and rz and let those rows contain sequence-position pairs (s, p) and (s, q), respectively, such that Ip -q1 < 1.
Since those same pairs appear in rows pi(p) and ox(q) of A and A is regular, pi(p) = pz(q), and it follows readily from Lemma 5 and the definitions of "touch" that ei and e2 touch in rows r-1 and r2. The converse follows similarly. q
Consider the directed and weighted graph G = (V, E, W, F) where:
V is a given set of blocks, e.g., each block produced as in Section 1 is a node of G, E is the set of edges such that there is an edge from u to u if and only if blocks u and v touch consistently, W is the set of edge weights such that w(u + t.) (the weight of the edge from u to v) is ofSset(u,n) and F is the set of vertex pairs that touch inconsistently, called the "forbidden pairs."
Our next goal is to develop conditions on subgraphs of G that guarantee the set of blocks corresponding to the nodes of the subgraph can be embedded in a simple alignment A. (C2 implies Cl, and the last claim): We first consider the case that B is strongly connected in G, i.e., that any two nodes of /3 are connected by a path all of whose nodes are also in /3_ This is the only case of real interest to us, though we later show that the result holds for general B.
Pick any B_ 1 E /I, and let Bo be a block in /? that minimizes w(B_1, Bo), where w(B,B') denotes the total weight of a (directed) path from B to B' in p; w is welldefined since cycles in B have total weight 0. Each row of A contains a different contig of B, so completing the construction of A only requires defining the column position of the first entry of every contig. Thus, fix a contig and let B be a block having a row that contains the contig's first entry. That entry then goes in column o(Bo,B) of A. Note that the column position is well defined, i.e., that if there are two such blocks then the o value is independent of which one is chosen.
Pick a B E /I
; we need to show that B is embedded in A. Define y=w (Bo,B) . Because of the maximality of contigs, each row of B appears in a unique contig and hence in a particular row of A, so p is determined uniquely. The argument, below, that each B(r, 0) is embedded at column y of A shows that B is embedded in A.
Fix r E [O,raws(B) This completes the proof for the case that j? is strongly connected.
For general /I, let /It,. . . ,/?,, be strongly connected components of /3. There are no edges between nodes in different components, since edges come in pairs. For each pi, build Ai as described above, then stack them together to get the desired alignment. 0
N&completeness of chaining
This section proves that it is computational infeasible in theory to determine a maximum-cardinality set of embeddable blocks. Problem A is an abstraction of the conditions that were shown in Theorem 9 to be necessary and sufficient for embeddability. It is formulated in terms of strongly connected subgraphs because that is the case of interest for chaining. Problem B is related problem whose complexity is discussed in the literature.
Problem A. Given a weighted directed graph G = (V, E) and a set Ef of pairs where for each edge (x, y) of weight w there is an edge (y,x) with weight -w. Find a maximum-cardinality strongly connected induced subgraph G' = (V', E') such that all cycles of G' have weight zero, and where (x1,x2) @ Ef for all x1,x2 E V'.
Problem B.
Given an undirected graph G, a set of forbidden vertex pairs and integer k, determine if there is a connected induced subgraph of G of size at least k which has no cycle and no forbidden pair. 
Enumerating maximal chains
Although finding a largest set of consistent, connected blocks is computationally infeasible in general, for alignment problems involving, say, only a few hundred blocks, we can hope to solve the problem by a carefully crafted enumeration procedure. This section develops an algorithm that gains orders of magnitude improvement in efficiency over blind enumeration for practical problems.
The basis of our algorithm for enumerating chains is a method that solves a rather general class of enumeration problems. Fix an undirected graph H and let C be a subset of the induced subgraphs of H that is closed under the operation of forming subgraphs. In other words, if G is a subgraph in C and G' is a subgraph of G, then G' is in C. Subgraphs in C will be called consistent, and a consistent, connected subgraph is a chain. The general problem is to nonredundantly enumerate all chains that contain a given vertex 6.
The enumeration process consists of the depth-first search of a tree whose nodes are the desired subgraphs. The straightforward approach would be to initiate the call The following procedure attains non-redundant enumeration of chains containing b, with an initial call uisit({b}, { }), w ere "{ }" denotes the empty set. It uses an h approach taken by a number of authors [2, 16] . In particular, efficient processing of the loop at line 2 has been discussed [16]. 
I 7. )
Before proving the procedure's important properties, let us resolve a question that may have occurred to the discerning reader. Implicit in the above pseudo-code is the assumption that the procedure argument No is handled in call-by-value fashion. In other words, each instance of the procedure has a private copy of No, so the set's contents are not changed by the recursive call at line 4. Actually, this calling convention was already assumed tacitly by the use of an expression, B U {cc}, in line 4. . . . . U {x1,x2,. . . ,x,-l}).
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is empty, and B U {xi} C B', so by the induction hypothesis B' is visited.
To prove non-redundancy, suppose that two calls visit the same B'. Consider their least common ancestor in the procedure call tree. That ancestor has the form uisit(B", No"), where B 2 B" c B'. Let x be the vertex that is added for the ancestor of the first visit of B', so x E B'. Since x belongs to the second argument in the call to the ancestor of the second visit of B', x $ B', a contradiction. 0
The procedure that we use to chain blocks, Fig. 7 , uses the above technique to avoid duplicate chains. Moreover, it attains substantially greater efficiency by utilizing the fact that not all chains need to be inspected since we are only interested in maximal chains. Proof. The first claim follows from the previous discussion, in particular Lemma 11. Define D (B,No) to be the class of chains visited by a call of visit (B,No,depth,offset) . It is sufficient to prove for all B and No that
T(B, No) C D(B, No). (1)
When B is a maximal chain of V -No, (1) is satisfied. Assume that for a call of visit (B, No, depth, oftset) , the procedure makes k recursive calls: however, this need not be the case. If we remove the dashed edge in Fig. 8 , then the invocation with arguments ({ 1,4}, (2)) is a maximal chain of { 1,3,4,5}; in Fig. 9 it is a leaf but not a maximal chain. Even worse, we can have a large subgraph G connected with node 4, but no nodes of G adjacent to nodes 1,2,3, and 5 (see Fig. 10 ).
Then the node ({ 1,2,3,4}, { }) will become the root for a subtree that contains all the maximal chains of G U { 1,2,3,4}, and when ({ 1,4}, { 2)) is visited, the algorithm will again find all the nodes of the subtree rooted at ({ 1,2,3,4}, { }), except that each chain misses vertices 2 and 3. This does not find any new maximal chain, and when G is large, the size of that tree can be exponentially large, showing that this is not a polynomial-delay algorithm.
Flattening
The previous section discusses conditions under which a set of blocks can be embedded in a simple alignment. The alignment's rows are the contigs of the set of blocks, with a possible gap at each end of each row; no dashes appear between sequence entries. In practice, such an alignment contains more rows than is desirable, so we seek ways to reduce the number of rows by permitting rows that contain sequence entries that are not in any block and/or gaps between sequence entries. Fig. 11 gives an example of flattening. Panels (A-D) use capital letters to indicate four blocks in four hypothetical sequences. To the left, the sequence number is followed by the position in parentheses. Chaining those blocks using overlaps produces an alignment with six rows; (E) displays the blocks, while (F) is lexicographically sorted. (G) shows that the first two rows can be merged by adding a sequence entry (shown in lower case) to row 1 and a dash to each remaining row, and (H) shows that the rows from sequence 2 can be merged by adding a (lower case) sequence entry and two dashes to the resulting row.
To motivate our approach, consider the example of Fig. 11 . Four blocks (panels (A)-(D) chain into the simple alignment (F). The first two rows of(F) can be replaced by a single row containing the two contigs from sequence 1, i.e., the AA in positions 0 and 1 and TT in positions 4 and 5. The definition of "alignment" requires that the row also contain the intervening two characters of sequence 1, whereas only one column separates them in alignment (F). This forces the first T to move from column 3 of (F) to column 4 so, to preserve intra-column relationships, a gap of length 1 must be introduced in each other row. In (G) the gaps are put in column 3, though column 2 would work as well. Further flattening, from five rows to four, is attained by merging the two rows for sequence 2. This time the number of columns in (F) between the contigs (3) is larger than the number of intervening sequence positions (1 ), resulting in the introduction of a gap of length 2 =3 -1 into the merged row. The resulting alignment (H) retains all intra-column relationships of (F). Note that the size of the gap in row 2 of (H) is the sum of the sizes of the gaps introduced at the two flattening step.
In the general case, consider a fixed alignment. Let ai denote the run of consecutive sequence positions in row i. For each contig ui, let ai and bi denote the starting and ending sequence positions and let ci and di be the columns of the alignment containing those respective positions. Then rows i and j can be merged so as to preserve all intra-column relationships if and only if: The last condition says that the order of contigs within the sequence is preserved in the alignment.
Form a directed acyclic graph (DAG) whose nodes are the Vi and place an edge from Vi to vj if conditions 14 hold and bi < aj. We want to give each edge a nonnegative weight reflecting some appropriate "cost" of merging the two rows. For the current discussion, we use the weight ](aj -bi) -(cj -di)J. AS illustrated in Fig. 11 , this value is the length of the gap that must be introduced into either the merged row or all other rows. At first glance it might appear odd to weight a gap in one row the same as equal gaps in all but one row, but they are indeed equivalent if one uses the popular sum-of-pairs alignment scores.
The problem of minimizing the number of alignment rows is reducible to the minimum path cover problem, i.e., to finding a minimum-cardinality collection of vertexdisjoint paths that contain every node of the DAG. More generally, we want to solve a "semi-dynamic" path cover problem where we update the solution as edges are added to the graph in order of increasing weight. The computed relationship between maximum allowed edge weight and the size of a path cover precisely quantifies the tradeoff between alignment quality (here measured by the sizes of gaps) and the alignment height. See the next section for a realistic example of how this information can be used.
To solve the problem, we utilize the widely known reformulation of the minimum path cover problem in terms of bipartite matching [4, Exercise 27-21, which can be solved using the Ford-Fulkerson algorithm. In brief, for a DAG with vertices vi,. . . , u,, construct a flow network with the following vertices and edges:
v' = {s,x,,x* ,...,xn,yl,Yz,...,Y,,t}, E' = { S+Xi: 1 <i<n}U{JJj+t: 1 <j<n} U{Xi + yj : Di -+ Uj is an edge of the DAG}.
Each edge has capacity 1. A maximum flow in the network corresponds to a maximum matching (set of vertex-disjoint edges of the form xi --) yj) [4] , which in turn gives a minimum-cardinality path cover of the DAG. Thus, the original path cover problem with Y vertices and E edges can be solved in time 0( V'E') = 0( VE), assuming that isolated vertices are discarded from I'. (The 0(V2.5) algorithm of Hopcroft and Karp [lo] does not appear useful for our semi-dynamic variant.) Solving the problem from scratch with the addition of each new edge would take O(E') time. However, a few simple observations reduce the time to O(VE) . (In what follows, we assume familiarity with the Ford-Fulkerson algorithm as applied to bipartite matching.) Consider a stage where a maximum flow has been determined for the first m edges of the form xi -+ yj. Let S be the set of all vertices that can be reached from s in the residual network and let T be the set of all vertices from which t can be reached in the residual network. Then S and T are disjoint because there is no (residual) path from s to t. As new edges are added, the sets S and T are updated. Whenever they are found to intersect, the maximum matching is updated. The process of updating S and T between two successive updatings of the matching takes O(E) total time. Since the matching can be augmented at most V times, the total running time is O(E).
Implementation
We have implemented procedures to perform blocking, chaining and flattening, as described above. The blocking program is intended to be run "off-line", while the others are executed interactively through a prototype graphical user interface. Figs. 12-14 are snapshots of our prototype user interface for those procedures.
For this example we considered the problem of analyzing five protein sequences that contain two families of "motifs", called SH2 and SH3 domains [l] . This example is germane to the current paper because the domains appear in different multiplicities and relative orders in the various sequences, similar to Fig. 1 sequences began by computing all possible pairwise alignments using the sim program [ll] . Blocking was then performed using a program called blocks3 that implements the procedure of Fig. 6 , modified to work directly with pairwise blocks, as discussed at the end of Section 2. Blocks3 computed 310 blocks (each a run of "consecutive" maximal cliques) in around half a second on our SparcS workstation.
A set of multiple-alignment blocks was computed from pairwise alignments among five protein sequence, as descibed in Section 2. Our prototype user interface permits the user to "filter out" unwanted blocks. In Fig. 12 we have retained only blocks that intersect at least four of the five sequences; 47 blocks met that criterion. The background window in Fig. 12 displays a graphical representation of the projections of those blocks onto two of the five sequences. Sequence positions correpond to grid points along the horizontal and vertical axes, respectively. A block that intersects those two sequences is depicted as one or more diagonal line segment covering planar points corresponding to sequence positions that are aligned in the block. One block has been selected (by clicking on its line segment). Because the block intersects each of the two sequences twice, it corresponds to four line segments. The other windows depict the selected block in a "schematic view", showing the locations of the block's rows in the sequences, and a "text view" of the actual sequence entries.
Our chain program finds a largest chain consisting of 32 of these blocks in a fraction of a second. Fig. 13 shows a set of 32 blocks that can occur within the same alignment, as determined by the method described in Section 3. The chained blocks are drawn in both the background window and the schematic-view window using darker lines.
For the flattening program, maximum gap size of 5 was selected from a table relating gap size to number of alignment rows, which is displayed by the user interface. The table was computed as described in Section 4. The program takes no pains to optimize the alignment; note that the R on the right side of the first gap in the next-to-last row aligns better if moved to the other side of the gap. The interface allows the user to invoke a program [22] to improve the alignment. The flattening program presents the user with the following profile for that chain:
Gap sizeNumber of rows 0 16 1 10 2 9 5 8 The "schematic" diagram of the chain (Fig. 13) suggests that the "right" number of rows is 8, and specification of 5 as the gap size yields the alignment of Fig. 14. 
Discussion
This paper considers one component of a particular software architecture for complex alignment problems, namely (1) pairwise alignment, followed by (2) construction of blocks, followed by (3) multiple alignment of selected regions of the original sequences. Naturally, other architectures are worthy of consideration. For example, Vingron and Argos [25] propose interpolating a step between (1) and (2), in which improperly matched regions are filtered from the pairwise alignments by removing matches that are "mutually inconsistent" in a precisely defined sense. We prefer to eliminate low-scoring matches from individual pairwise alignments using semi-rigorous statistical criteria [l] .
Even given our three-step architecture, the approach taken in this paper is only one of several viable strategies for step 2. For example, note that we are not making use of self-alignments, i.e., pairwise alignments of a sequence with itself. Instead, two positions in the same sequence are allowed to appear in a column if they both align to positions at the column's intersection with each other sequence. An alternative [ 151 would be to use self-alignments to determine graph edges between positions in the same sequence.
The results presented in this paper suggest several open problems. One interesting line of investigation would be to improve the blocking algorithms and/or their analyses. As a starting point, we note that our complexity claims for the algorithms of Figs. 5 and 6 are not sharp; a more careful analysis improves the respective bounds of O(R4) and 0(R3) for each procedure call to O(A-'R4) and O(A-'R3) , where A denotes the average size of the set D. It might well prove fruitful to try developing data structures that efficiently handle the subset queries in lines 9 and 14 of Fig. 6 . Another open problem is to develop a polynomial-delay algorithm for chaining.
