I. INTRODUCTION
T HE advantage of fuzzy control lies in its ability to mimic and implement the actions of expert operator(s) without the need of accurate mathematical models. The drawback, however, is that there is no standardized framework regarding the design, optimality, reducibility, and partitioning of a fuzzy rule set. A fuzzy rule base, be it generated from expert operators or by some learning or identification schemes, may contain redundant, weakly contributing, or outright inconsistent components. Moreover, in pursuit of good approximation, one may be tempted to overly assign the number of antecedent sets, thereby resulting in large fuzzy rule bases and problems in computation time and storage space. A formal approach to extracting the more pertinent elements of a given rule set is, hence, highly desirable. The present work is an attempt in this direction.
In this paper, a method to reducing a fuzzy rule set by capturing a large extent of its input/output characteristics is introduced. The method is based on conducting singular value decomposition (SVD) of the rule consequents and generating proper linear combinations of the original membership functions to form new ones for the reduced set. Instead of assuming certain specific shapes for the membership functions, here we characterize the membership functions by the conditions of sum normalization (SN), nonnegativeness (NN), and normality (NO). Algorithms to preserving the SN and NN conditions in the new membership functions are presented. Preservation of the NO condition, however, involves the solution to a convex hull problem and is not always achievable.
The proposed approach can be applied regardless of the inference paradigm adopted for the fuzzy rule base. For product-sum-gravity inference and singleton support rule base, output error bound between the original set and the reduced set is readily expressible as the sum of the discarded singular values. The method is applicable to fuzzy rule set with any number of input variables, but is illustrated here mostly with the example of a two input fuzzy system. Three specific cases of fuzzy reduction are discussed. They are fuzzy rule base with singleton support case, fuzzy rule base with nonsingleton support case (which includes the case of missing rules), and the Takagi-Sugeno-Kang (TSK) model [1] . These three cases represent situations where the output of a fuzzy rule is defined by one, two, or more parameters.
The present work constitutes a detailed investigation of the preliminary approaches outlined in the works of [2] - [4] , and gives rigorous solutions to the problems posed thereof. The algorithms to be utilized here are mostly developed in [5] for fuzzy approximation of general functions. Application of SVD to fuzzy reduction has been investigated recently by Wang et al. [6] . Their approach utilizes SVD to reduce the dimensionality of the input space and then performing system reduction based on optimizing a certain objective functions. Their work uses B-splines as the membership functions. The present work, on the other hand, applies SVD directly to the rule consequents of the given rule set, and works with the membership functions constrained only by the conditions of SN, NN, and NO. This paper is organized as follows. Section II first defines the various concepts to be used in the proposed method. Section III presents the basic operations of SVD reduction for the example of a two input fuzzy rule set. Section IV extends the SVD operations to fuzzy rule set of three input variables. Extension to fuzzy set with a general number of inputs then follows readily. Section V applies fuzzy reduction to the cases of singleton support, nonsingleton support, and the TSK model, with a numerical example for each. And finally, Section VI presents the conclusions.
II. DEFINITION OF BASIC CONCEPTS
This section introduces the basic concepts to be used in the ensuing SVD operations. These concepts are first utilized in [5] 
Normality (NO):
A set of function is NO if it is SN and NN and that each of the functions attains value one at some point within the domain of . Correspondingly, a matrix is NO if it is SN and NN and that each of its column contains the value one as an element.
For a set of membership functions, the NO condition implies a certain localization property, i.e., when one of the functions achieves membership degree of approximate unity, the remaining ones would yield close to zero membership degrees. Hence, the membership functions take turns dominating different regions within the domain of interest. As a result, linguistic labelings are readily assigned to membership functions satisfying the NO condition.
The above definitions enable the following result to be stated. 
III. SINGULAR VALUE-BASED REDUCTION
This section outlines the procedures to conduct singular value-based reduction in terms of SN and NN, and possibly NO, matrices. Details of the method can be found in [5] . The procedures are presented here with a two-dimensional (2-D) matrix and then extended to higher dimension in the next section.
Consider a 2-D matrix in SVD form (6) where 
and if , the by matrix satisfies SN, where (9) Theorem 2 characterizes the extra column one needs, if at all, to supplement the matrix so as to achieve the SN condition. The proof of the theorem can be found in [5] and is omitted here. Note that the theorem does not require to be invertible. In theory, may contain zero elements, which implies that some columns of are not necessary to satisfy the SN condition. If so, a noninvertible can actually be used for (8) or (9) . For the present work, however, we prefer to retain all columns of and so as to facilitate a close approximation of in (7 
2) Form a by matrix
3) The matrix product satisfies the SN and NN conditions. The subscript in is adopted to stress the dependence of on . To see that is SN, one notes that and, hence, as is SN to begin with. To see that is also NN, one notes that the th column of is given by the scalar multiplying a column vector that is the sum of and times the th column of , and the parameter ensures proper scaling to result in positive values for all entries.
Applying these results to (13), one has (16) with (17) (18)
The matrices and are by and by , respectively. They satisfy the SN and NN conditions. The same procedures can be applied to other cases of and/or . The resulting and will have or columns, depending on different cases.
The NO condition is now considered. Following the approach for SN and NN, we desire to have invertible matrices and of appropriate dimensions such that (16) can be expressed as (20) and that the matrix products and are SN, NN, and NO. However, while it is always possible to tailor the matrices involved to satisfying the SN and NN conditions, the same is not true for the NO condition. Successful incorporation of the NO condition depends very much on the specific matrix at hand. The following gives a set of procedures which conducts a tight bounding operation on the matrix and yields, if possible, a NO matrix or otherwise, a close-to-NO matrix. Here, a closeto-NO matrix is taken to be one that is SN and NN but not all of its columns containing the value one as element.
Take as an example and let its column dimension be , one first notes that each of the rows of corresponds to a point lying on a -dimensional space. Furthermore, since is SN, the points from the rows of actually lie on a hyperplane of dimension. The procedures then include the following steps.
1) Project the points in the -dimensional space onto the -dimensional hyperplane satisfying the SN condition.
2) Obtain the convex hull of the points on the -dimensional hyperplane. Algorithms to treat convex hull problem in a general dimensional space are discussed in, e.g., [8] and [9] .
3) Check the convex hull. If the convex hull has exactly vertices, successful incorporation of the NO condition by is possible. In this case the matrix can be obtained as inverse of the matrix containing the rows of associated with the convex hull. This is called the tightest bounding case. 4) If the convex hull has more than vertices, however, determination of to strictly satisfying the NO condition is generally not possible. In this case, we have to search for a relaxed bounding with vertices not all of which coming from the points of . The corresponding is then determined according to these vertices. This leads in general to a close-to-NO matrix product . A more detail discussions of these steps can be found in [5] .
Carrying out the NO procedures for and , the approximation (20) now becomes (21) where (22) and and are SN, NN, and NO, or close-to-NO. Several points are worth noticing here. First, The NO condition is always possible when equals to two or . For , the hyperplane is a straight-line and one can always find (in this case) a convex hull of two points. For , the full set of the points constitute the vertices of the convex hull. As such, and . This corresponds to the trivial case where there is actually no SVD reduction. In general, however, NO condition is not possible and one has to adopt a relaxed bounding and settle with closeto-NO condition. Moreover, the choice of a relaxed bounding is not unique and exact choosing will depend on the matrix at hand. One may even consider a bounding convex hull which slightly violates the NN condition at a few points in exchange for readily bounding on a majority of the points. Note that the scheme of testing various combinations of taking out of rows of works only if a tightest bound of the points do exist. The scheme would not be applicable for the relaxed bounding case.
Second, the reduction , , and of (22) is not unique. In fact, given that and are SN, NN, and NO, the choice of is another valid reduction if the invertible matrices and of appropriate dimensions are SN, NN, and NO.
Third, one observes that the choice of constructing and to satisfy the SN and NN conditions is not unique. An issue of interest is whether there exists and in what way a more efficient method to choosing them. In this regards, choices with better results do exist. The point to note, however, is that no matter the initial choices of and , they could actually yield the same final result after the bounding procedures, as topology would dictate similar relative distribution of the points and bounding convex hull. Interested readers may refer to [5] for more detail discussion of the above issues.
As a final topic in this section, we derive an expression for the error due to the SVD reduction. One notes here that incorporating the SN and NN conditions and carrying out the NO procedures do not actually change the approximation of by . This is because
Hence, the approximation error can be expressed as
Absolute value is not required for in (24) as singular values are always positive. Since the columns of and are having Euclidean norm of unity, absolute value of their elements must be bounded by one. Thus (25) where denotes the th singular value in . Hence, the error introduced into each elements of using the approximation (21) is less than or equal to sum of discarded singular values.
IV. GENERALIZATION TO HYPERDIMENSIONAL MATRIX
The previous section gives the SVD-based procedures for constructing an approximation when is a 2-D matrix, with and being SN, NN, and NO, or close-to-NO. The approximation can be expressed in terms of the elements of the various matrices (26) where and are the number of columns of the matrices and . By previous results, and equal or , depending on the specific case at hand.
The procedures developed above can be readily extended to matrix of higher dimension. In [5] , extension of the procedures to a three-dimensional (3-D) matrix is given. The extended procedures convert a 3-D matrix into a sequence of 2-D ones where SVD can be applied. To provide a basic idea of the process involved, a pictorial depiction of the procedures is given in Fig. 1 Here, , , and are sum of the discarded singular values in the SVD reduction of matrices , , and . They represent the errors induced in the process of obtaining , , and . Interested readers are referred to [5] for the mathematical details of these results.
The above procedures structures a 3-D matrix so that SVD reduction can be performed in stages. At each stage, approximation and conditioning of the matrix is conducted for one of the dimensions and a certain singular value error is generated. With additional stages and proper indexing, the procedures can be extended to matrix of a general number of dimensions.
V. APPLICATION TO FUZZY RULE-BASE REDUCTION
The methodology developed above is now applied to the actual reduction of fuzzy rule bases. For convenience, fuzzy rule bases of two input variables are utilized for illustration of the various cases. As mentioned before, application can be readily extended to fuzzy rule base with a general number of inputs.
A. Fuzzy Rule Base with Singleton Support
Consider a fuzzy rule base with two inputs and and a single output , is NO as well, the new membership functions are also NO if the original membership functions are NO. If is only close-to-NO, however, , will only be SN and NN, but not NO in general. The new membership functions and rule consequents can be interpreted as the de facto fuzzy rule components embedded in the operation of the original rule base. These results apply to the nonsingleton support and the TSK model cases to follow as well.
The above scheme can be applied to any fuzzy rule base regardless of the adopted inference paradigm. Compact expression for the output error bound, however, can be obtained if product-sum-gravity (PSG) inference is adopted. Given that , , the output error is given by
where the fact that membership functions , , , satisfying the SN condition has been used. The first and second term on the right-hand side of (38) correspond, Hence, the sum of the discarded singular values constitutes an upper bound to the output error incurred by the reduction. If one is to include all nonzero singular values in the reduction, the reduced rule base would yield the same output as the original one with PSG inference. Error bounds for other inference paradigms can also be derived but the final form is not as pleasing.
Example 1: Consider one of the examples from [10] with a fuzzy rule base of input variables and . The membership functions of are overlapping isosceles triangles of basewidth 0.08 centering from to at separations of 0.04. The membership function of are similar but with basewidth of 0.6 and centering from to at separations of 0.3. The original example in [10] utilizes min-max inference paradigm and assigns triangular membership functions to the fuzzy outputs. In this example, however, we adopt the PSG inference to illustrate the reduction process. As a result, the fuzzy rules can be expressed as If and where 's are the center points of the output membership functions in the original example of [10] and are tabulated in Table I . They form the matrix on which the proposed reduction method is performed.
The singular values of are determined as 22.6767, 22.6767, 0.9835, 0.9835, 0.5523, 0.5523, 0.3433, 0.3433, 0 . Keeping only the two largest singular values and going through the SN and NN processes yield three membership functions for and for . The convex hull problem then amounts to finding a bounding triangle on a 2-D plane and can be readily carried out. Fig. 2 shows the membership function for . The membership functions of are similar except for the domain of interest. In this case, only close-to-NO condition can be achieved, leading to only two out of the three membership functions for and attaining value of one within their ranges. The rule consequents are given in Table II . The reduced rule base contains nine rules, as compared to the original set of 81, in the form of
If and
For comparison, Fig. 3 shows the PSG-inferred output using the original fuzzy rule base of 81 rules (top plot) and the reduced rule base of nine rules (bottom plot). To check how close the reduced rule set duplicates the output of the original set, the rule bases are applied to controlling an inverted pendulum given in [10] . The dynamics equation of the pendulum is (41) where is the angular position, is the angular velocity, and is the control input. Fig. 4 shows the closed-loop responses due to the original and reduced rule bases for the initial conditions (0.08, 0) and (0.12, 0.8). Here, and are used as fuzzy variables in the inference of . Note that the responses have been scaled down by a factor of 0.1 in the figure. It can be observed that closed-loop responses produced with the reduced rule base are quite close to that of the original one.
The present numerical example yields three membership functions for the reduced set. As a result, the bounding procedures is readily executed in a 2-D plane. In the case where the number of membership functions is larger than three, the bounding procedures require a solution to a hyperdimensional convex hull problem, which can be quite tedious. The SN and NN conditions, however, can always be achieved regardless the number of membership functions.
B. Fuzzy Rule Base with Nonsingleton Support
In the nonsingleton support case, each of the fuzzy rules in (32) is associated with a support factor , which can be interpreted as a firing strength or a reliability coefficient. Given that and , and assuming PSG inference, the inferred output is now generated as (42) Equation (42) indicates that reduction in this case involves a numerator part and a denominator part, in contrast to just the numerator part in the singleton support case. To proceed with the reduction, one forms a 3-D by by two matrix with elements (43) and then applies the extended procedures in Section IV as follows. Referring to Fig. 1 , one first carries out steps (i)-(iii) to obtain a by matrix for variable , and then steps (iv)-(vi) to obtain a by matrix for variable . In the remaining steps (vii)-(ix), however, one keeps both singular values of without any reduction, i.e., one has . As such, (30) becomes in this case (44) for where matrices and are SN, NN, and NO, or close-to-NO, and the matrix is by by two. One can now write a reduced fuzzy rule base as If and Again, the reduced set has fuzzy rules as compared to the original of rules. Two special cases are worth noticing here. First, when the supports are singleton, i.e., when , the results here reduce to that of the singleton support case. This can be observed from the fact that (44) with can be decomposed into the following two parts (45) (46) where one recognizes that (45) is the reduction problem for the singleton support case and, if one were to obtain the matrices and and values from (45) only, then (46) would automatically be satisfied with . This is because and are SN and NN so that the right-hand side of (46) would become one. In effect, (46) indicates that singleton support rule base would be reduced to another singleton support rule base and the reduction process would be dictated solely by (45), the same as for the singleton support case.
Second, the nonsingleton support case considered here includes fuzzy rule base with missing rules as special case. In this case, the support factor is assigned value zero for the missing rules and one for the included rules. This case is further explored by the use of following numerical example.
Example 2: Consider another example from [10] . The membership functions of are now isosceles triangles of basewidth 0.16 with the centers located from to at separations of 0.08. The membership functions for are also isosceles triangles but with basewidth of 0.12 and the centers going from to at separations of 0.6. The rule consequents are given in Table III , where the blank entries correspond to missing rules. The number of fuzzy rules in this case is 17. The rule set can be expressed as a nonsingleton support system, with for the missing rules and for the rest. Application of the SVD procedures yields the following singular values: 13.0860, 12.7475, 2.0633, 2.0, 0 . Again, keeping only the two largest singular values, one obtains three membership functions for and for . Fig. 5 shows the membership function of , . Membership functions of are again similar except for the different domain of interest. In this case, the bounding procedures are able to achieve the NO condition for the membership functions. The resultant rule consequents and support factor for the reduced set are given in Table IV. The reduced rule set in this case has nine rules and is expressed as
If and with support factor . Note that in this example negative support factors are obtained. To gain more insight, Fig. 6(a) shows the inferred outputs for the original and Fig. 6(b) shows the reduced rule base adopting the inference of (42). Because of the missing rules, the output surface of the original rule base is not defined in certain region on the domain. By comparison, the output surface for the reduced case is defined on a larger region in the domain. Furthermore, because of the negative support, the reduced rule base actually yields infinite outputs at certain values of . Fig. 6 has in fact been constrained to show only the output surface with values between 6. One may thus claim that the SVD procedures has extrapolated somewhat the original surface to a wider region than it is initially defined. There is, however, a limit to the extent of this extrapolation; the negative supports may cause the interpolated surface to go to infinity if one ventures too far out. The extrapolation property of the SVD procedures and how it relates to existing interpolation techniques, say, e.g., [7] , is a research topic of interest.
For further comparison, the two rule bases are again utilized to controlling the inverted pendulum of (41). Fig. 7 plots the closed-loop responses due to the original and reduced rule bases for the initial conditions of (0.08, 0) and (0.12, 0.8).
The first set of initial conditions and its subsequent responses lie inside the region where the original fuzzy rule base is well defined. The second set of initial conditions, however, starts at a region where the original output surface is not defined. To carry out the simulation, we let the output be zero in the undefined region. The idea here is to let the pendulum dynamics return itself to where the original output is defined. The response at around s shows a slight change in the decay rate which is indicative of this transition. On the other hand, both set of initial conditions and subsequent trajectories remain in the extended well-defined region of the 
C. Takagi-Sugeno-Kang (TSK) Model
The TSK model utilizes functions of the input variables as fuzzy outputs. For a fuzzy system with input variables and , the fuzzy rules are expressed as
If and
To illustrate application of the reduction procedures, we here confine to be consisting of only three terms, a constant term, and linear terms in and in , i.e.,
In this case, one forms a by by three matrix with elements (48) and applies the extended SVD procedures of Fig. 1 . Similar to the nonsingleton case, here we apply the reduction procedures to obtain the by and by matrices and , but in step (ix) we keep all three singular values for , i.e.,
. As a result, (30) becomes values of , as well as the two nonzero singular values of in step (vi), which are 13.3853, 3.6433 . This yields three membership functions for variable and two for . The top plot of Fig. 9 shows the membership functions for the first case study. The membership functions are the same as the original ones in Fig. 8 . The corresponding function is given by: , where the parameters , , and are shown in Table VI . The top plot of Fig. 10 shows the output surface of the reduced TSK model for the first case study according to the inference of (51). The output surface turns out to be the same as that due to the original rule set. Hence, the original TSK model of eight rules can be replaced by the presently reduced one of six rules without any output error.
Instead of retaining all nonzero singular values in the reduction process, the second case study keeps only the largest singular value of and in steps (iii) and (vi). As a result, two membership functions each for and are obtained. The bottom plot of Fig. 9 shows the membership functions for this case. Again, the corresponding membership functions are identical to in Fig. 8 . The reduced TSK model is now comprised of four rules instead of the original eight. The parameters , , and giving rise to functions in this case are tabulated in Table VII . The bottom plot of Fig. 10 shows the output surface of the reduced TSK model for the second case study using the inference of (51). Comparing the output surface of the first case study, which is the same as the original one, it can be observed that appreciable error is generated for the region and .
VI. CONCLUSIONS
This paper introduces a new reduction method for fuzzy rule base. The method calls for forming a matrix with the rule consequents and then applying singular value decomposition. The resultant singular values and orthogonal matrices are then tailored to form linear combinations upon which membership functions and rule consequents of the reduced set are generated from the original ones. Given that the original membership functions are sum normalized and nonnegative, the procedures guarantee that membership functions for the reduced set are sum normalized and nonnegative as well. Normality or closedto-normality condition for the reduced set, however, depends on the nature of the bounding solution to a convex hull problem. The proposed method is applicable independent of the inference paradigm. In the special case when PSG inference is being used and that the fuzzy rule base has singleton support, output error due to reduction is readily bounded by the sum of the discarded singular values. The method is presented here using a fuzzy system of two inputs but is readily extended to rule base with a general number of antecedent variables.
Three cases of fuzzy reduction are discussed in this paper. They include the singleton support case, the nonsingleton support case, and the TSK model case. These three cases represent situations where the number of parameters defining the fuzzy system is gradually increased. For the singleton support case, the output of each rule is determined by just one numerical value. For the nonsingleton support case two are needed, namely, the rule consequent and the support factor. As for the TSK model, the numerical example here utilizes a fuzzy output function of three parameters, but, in general, the function can include any number of parameters. From this perspective, the proposed method can be applied to a variety of other cases. Take the example where the output membership functions are trapezoidal; for instance, one may apply the reduction procedures using the characteristic points of the trapezoids as the parameters.
The present work aims at establishing a methodology in extracting the essential elements of a given fuzzy rule base. This is important as there is yet no uniformly accepted formulation for designing a fuzzy rule set efficiently and effectively. As illustrated by the numerical examples, the proposed approach manages to generate a reduced rule base which quite reasonably approximates the operation of the original one. This is the case especially in Example 1, when a fuzzy rule base of 81 rules is effectively replaced by one with just nine. Moreover, Example 2 demonstrates a certain ability in the present approach to extrapolate the original output to region where it is previously undefined. The third example in this work demonstrates that the proposed method is capable of eliminating certain redundancy in the fuzzy rule set. In this case, the method reveals that the original rule base of eight rules can actually be replaced by a rule base of six rules without any output error.
