We study simulations of the n +-n-n + diode, by means of higher moment models, derived from the Boltzmann equation. We emply such realistic assumptions as energy dependent mobility functions, with doping dependent low field mobility. It is known that a critical role is played in the hydrodynamic model by the heat conduction term. When the standard choiCe of the Wiedemann-Franz law is made for the conductivity, and constant low field mobility values are used, spurious overshoot is observed. Agreement with Monte-Carlo simulation in this regime has in the past been achieved by empirical modification of this law. In this paper, we consider the effect of representing the heat flux by the sum of two terms. It is found that the effect is negligible with respect to overshoot in comparison to that achieved by employing a doping dependent low field mobility. We also compare the hydrodynamic model to recently introduced energy transport models. Finally, in low temperature regimes, we study the dependence of shock formation on the momentum relaxation time representations and on the heat conduction term. The algorithms employed for both models are the essentially nonoscillatory (ENO) shock capturing algorithms.
INTRODUCTION
n previous work, we have demonstrated the robustness of an algorithm (ENO" Essentially NonOscillatory) designed for conservation systems admitting steep fronts and possible shock like behavior. The algorithm captures steady states by explicit time stepping and identification of characteristic directions. It is an apt choice for the simulation of the hydrodynamic model for semiconductors over a wide range of parameters. In [7] and [8] , n/-n-n / diodes in one dimension and MESFETS in two dimensions were simulated, for both the hydrodynamic model and an energy transport model (ET), introduced in [4] . Both of these models are characterized as self-consistent higher order moment models, expressing various conservation laws. The most significant difference between the hydrodynamic and ET models is that the former is based upon macroscopic and the latter upon microscopic relaxation time approximations. Also, the hydrodynamic model contains hyperbolic modes not Lee and Tang [9] . The authors of [13] convincingly demonstrated that the new flux gave far more reliable agreement with the rigorous flux as extracted from Monte-Carlo simulations.
The original goal of this work was to detail the effect of this use of the heat flux in the hydrodynamic model, with particular attention paid to alteration of the spurious velocity overshoot at the right junction. We felt that an extremely careful study was in order, and carried out simulations which included the effects of doping dependent low field mobility as a multiplier of a temperature dependent mobility. It was a surprising discovery that it is this low field mobility quantity, not the general structure of the flux, which most influences the overshoot. We were also interested in determining whether the flux contributed in any way to shock prediction. Although this seems unlikely from first principles, since it is the convective term in the momentum subsystem which, together with supersonic/subsonic transitions, determine shocks, we felt that such transitions might be inhibited if heat flux were correctly calibrated. Our simulations show that this is possibly the case. In the process, we also discovered the decisive part played by the momentum relaxation term in possible shock formation. Certain relaxation expressions do, in fact, inhibit the supersonic/subsonic transitions. Moreover, these are precisely the expressions employed in Monte-Carlo simulations. Our shock studies were carried out at 77 K, whereas the other simulations assume an ambient temperature of 300 K. All simulations are for Silicon. We coordinated our case studies at 77 K with the work of Gardner [5] .
In setting the goals of the paper, we felt it to be instructive to provide comparisons between models. The equations are given by: 
The form of Q is pivotal and is discussed below. The final step deals with the replacement of the collision moments. For a one carrier system, we define C n 0, and the momentum and energy relaxation times, "rp and z, respectively, in terms of averaged collision moments as follows.
1. The momentum relaxation time 'rp is given via f --:=-m uCdu:=-Cp. expressed as constant multiples of those of f of order one lower. The main ingredientof the ENO method is the adaptive choice of stencil: it begins with a starting point to the left or right of the current "cell"by means of upwinding, as determined by the sign of the derivative of a selected flux (or the eigenvalue of the Jacobian in the system case); as the order of the divided differences is increased, the divided differences themselves determine the stencil: the "smaller" divided difference is chosen from two possible choices at each stage, ensuring a smoothest fit. In all the calculations for next section, we use the third order ENO scheme with 300 uniformly spaced grid points. We have verified the resolution of the scheme by overlapping the results obtained by using 300 grid points with those obtained by using 600 grid points (not shown).
Convergence towards the steady state is obtained in a time asymptotic fashion. A continuation with vbias is used, with the steady state solution from a lower vbias used as the initial condition for a higher one.
SIMULATION RESULTS
We first simulate a standard n /-n-n / silicon diode with a length of 0.6/zm. The high and low dopings 136 JOSEPH W. JEROME and CHI-WANG SHU (Fig. 1) . We point out that the purpose of smoothing out the junction is to have it completely resolved by at least 5-8 grid points. The "shock capturing" ENO algorithm we use is capable of handling abrupt junctions without any smoothing, although a slight numerical kink is sometimes observed at the junction. We will not show results with abrupt junctions in this paper. The lattice temperature T O is taken as T O 300 K. The voltage bias applied is vbias 1.5V. We first compute with the standard Q given by (2.15) and a constant /x 0 -0.14. The result, as is well known, shows a large spurious velocity overshoot at the right junction (Fig. 2) . We plot this "standard Q, constant /x0" case (SQCM) as a solid line background for all the pictures from Fig. 2 to Fig. 5 , in which we draw the velocity v in Fig. 2 , the temperature T in Fig. 3 , the total energy W in Fig.  4 , and the heat flux Q in Fig. 5 . The concentration n and the electric fieldnth are not very sensitive to the changes we make, hence their graphs are not shown. Five cases are compared with the background case of "standard Q, constant/z0" (SQCM).
These are: standard Q with a variable /z0, which depends on the doping (2.13) (SQVM), in Fig. 2(a) through 5(a); the new Q as defined by (2.17) with a constant /z 0 (NQCM), in Fig. 2 Fig. 2(d) through 5(d) ; and the ET model with variable /x 0 (2.13) (ETVM), in Fig. 2(e) through 5(e) .
From Figures 2 through 5 we can observe:
(1) The variable/x 0 has the most significant effect upon reducing the spurious velocity overshoot at the right junction ( Fig. 2(a) ). The new Q even increases the spurious overshoot ( Fig.  2(b) ), although combined with a variable/x0, it does show a decrease of the spurious overshoot together with a decrease in velocity in the entire middle low doping region ( Fig. 2(c) ). (2) The differences in the concentration n (not shown), the temperature T (in Fig. 3 ), and the electric fieldb' (not shown) are relatively small; (3) The total energy shows a significant change near the right junction for all cases (Fig. 4) ; (4) The heat flux Q is significantly reduced at the right junction in all cases (Fig. 5 (Fig. 6 ). We plot this "standard Q, standard Zp" (SQST) case as a solid line background for all the pictures from Fig. 6 to Fig. 10 , in which we draw the velocity v in Fig. 6 , the temperature T in Fig. 7 , the total energy W in Fig. 8 , the electric field-'-th' in Fig. 9 , and the heat flux Q in Fig. 10 and the new Q with the nd-dependent p as defined by (2.14) (NQNT), in the star symbol. From Figures 6 through 10 we can observe that the changes are now much more significant than in the 300 K case. In particular, the shock seems to disappear in all the three cases.
CONCLUSIONS
We have demonstrated the robustness of a shock capturing algorithm (ENO) to simulate the hydrodynamic model, with convection, at 300 K and 77 K. The role of a new heat conduction expression, containing both convective and diffusive components, is analyzed for its effects upon the model. It is determined that the heat flux is accordingly more accurately represented throughout the device than with the Fourier law. However, this refined heat conduction expression has negligible impact upon the socalled spurious velocity overshoot at the drain junction which is most impacted at 300 K by the doping dependent low field mobility. The energy transport model, on the other hand, is more robust to such changes in low field mobility, and does not encounter the problem of spurious overshoot. At 77 K, the heat conduction and the momentum relaxation appear to influence decisively the formation of shocks in the hydrodynamic model. We did not employ the energy transport model in this case due to lack of parametric data.
