Discrete-event simulation almost invariably makes uses of random quantities drawn from given probability distributions to model chance fluctuations. This introductory tutorial discusses the basic ideas and techniques used to obtain such random variates. The two main points addressed are how appropriate distributions should be selected to model different quantities like arrival and service times, and how the variate values should actually be generated from the selected distributions.
INTRODUCTION
This tutorial is based on the tutorial that I gave at WSC92 (Cheng, 1992) . The main points that I gave then are unchanged, but t,o make this tutorial self contained I shall discuss them here again. To avoid being overly repetitive, I shall try to emphasise and focus on different aspects where possible, so that this tutorial can be taken as a supplement to the earlier one.
The first point is that, random variate generation, at least in discrete-event simulation, can be readily understood provided that, t,he user is clear about the basic stat)istical ideas; most, specific.ally about what constitutes a random variable and what is its probability distribution. Moreover most computer libraries contain subroutines for generating variate values from a wide range of distribut,ions. Thus it is not absolutely necessary for a user interested mainly in the simulation modelling to become too concerned with the technical details of variate generation. However as will be shown later, there are still potentrial traps and dangers in too unquestioning a use of such routines, and it is as well to have some idea of what problems can arise so that they can be recognised and handled properly.
There are t w o main aspects t,o be considered. The first is the problem of selecting appropriate distributions, or input models as they are often called, to represent the various random quantities to be used in the simulation model. This is the more interesting problem from the point of view of the practitioner; and it is also the more difficult one. The main difficulty is that there are no hard and fast rules that can be invariably followed in selecting distributions. Guidelines can be set down, but the precise steps to be followed may vary in any particular instance and these steps will need to be chosen in the light of the experience of the practitioner. As already mentioned, a fundamental requirement is that the user does need to have a clear understanding of basic facts about random variables.
The ot,her important, aspect is the mechanics of generating random variates from given distributions once these have been selected. This is usually fairly straightforward in that use can be made of known methods. Many excellent texts exist which cover the basic methods of variate generation in far greater detail than would be possible in this tutorial. I shall try to give a brief guide which will serve as a simple intaroduction to more advanced texts. It is worth pointing out that, as far as discrete event simulation is concerned, relat#ively few theoretical distributions are used in practice. The main continuous distributions are the uniform, normal, exponential, gamma, lognormal, Weibull, beta of the first and second kinds, the triangular and the inverse Gaussian. The main discrete distributions are the discrete uniform, Bernoulli, binomial, geometric and negative binomial. To these should be added those distributions which simply mimic the sampled distributions observed in past data. The idea here is that past records may exist of actual service times, say. If it is believed that the service time distribution has not changed, then an easy way of generating service times is to sample tthem so that, they resemble such past records.
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The next section reviews .the basic definitions of random variables that the user should be familiar with already. Section 3 discusses how to choose input distributions, and Section 4 discusses how to generate random numbers and random variates.
Good basic references which I have found useful are Law and Kelton (1991, 2nd Ed.), Lewis and Orav (1989) and Morgan (1984) . I stress below the dangers of uncritical use of random number generators. Though rather advanced to be recommended as an elementary introduction, the warnings given by 1'Ecuyer (1992) are well worth taking on board.
Finally it is perhaps worth repeating that variate generation in the context of simulation in statistics is a much more varied topic than when it is confined to discrete event simulation. This is because non-standard distributions are much more likely to arise, requiring in consequence more advanced techniques. Lewis and Orav focus on such problems, and the books by Devroye (1986) and Ripley ( 1987) are a rich mine of information on these statistical aspects.
RANDOM VARIABLES
This section reviews elementary facts about random variables that a user really needs to know if he/she is to use random variates meaningfully in a simulation.
A random variable, usually denoted by X , is simply a quantity that varies with the different possible outcomes of some experiment. For instance in a single server queue, X might be the total number of customers served in a given period, or it might be the waiting time of a given customer, or it might be the time of arrival of a given customer. Notice that X can be an input quantity (one used to drive the simulation) or it can be an output quantity (one that results from the experiment). In either case X will vary according to the outcome of the experiment] and because different outcomes occur with different probabilities, this means that X will take on different values also with different probabilities. We cannot say beforehand what the outcome of the experiment will be, and so we cannot predict the precise value of X that will be observed. The only thing that we can do is to say what the probability of occurrence of any particular value will be. In effect this is the only question that can be asked of a random variable: what is its distribution?
The cumulative distribution function (cdf), F ( z ) , is a very convenient way of defining probabilities:
( 1) where P ( X 5 z) means the probability that, as a result of the experiment, X takes on a value less than or equal to x . If X can take on a continuous range of values then it is called a continuous random variable, and F ( x ) is written as:
where f(z) is called the probability density function.
The value o f f at z is always positive and is a measure of the relative chance of X taking a value close to z. The larger f is the greater this chance. An important instance is the behaviour of f(z) when x is large. This determines how often large values of X are likely to occur -the so called 'tail' behaviour of the distribution.
The equation
can be viewed in two ways. It gives us the probability (often called the p-value) that X will be less than a given z. However it can be used in its inverse form
where F-' is the function inverse to F , to determine z for a given p value. The resulting zp is called the pth quantile or percentage point. An example is the exponential distribution which has cdf F ( z ) = 1 -e -a z , z > 0, when (4) becomes
Variate generation in cases like this where the inverse function can be written in closed form turns out to be easy.
If X can only take a fixed set of prescribed values zo,z1, 2 2 , ...,( for example when X is the number of customers served in a given period) then it is called a discrete random variable. In this case (2) becomes z,<z where pi =probability that X equals zi. The quantile is not uniquely determinable for all p values in this case. If p = c i = o p i for some j then a range of zvalues satisfies (6). However if we set
with F(z-1) = 0, then this fixes zp uniquely for all 0 < p < 1 so that (7) may be regarded as the analogue of (4). An example is the Bernoulli random variable defined by X = 1 with probability 8 , X = 0 otherwise. Here
The above definitions extend to random samples of observations. If the sample is ordered ~( 1 ) < "(2) < ..
(9) and this is the analogue of (6). The analogue of (7) is
SELECTING INPUT MODELS
Input models
Input models or distributions are the probability distributions of random variables used to drive the simulation. As already remarked, the selection of appropriate distributions to represent quantities like interarrival times between customers and service times of customers, as far as model building is concerned, is the more interesting as well as difficult step, compared with their actual generation. There are four main cases. Consider first the situation where substantial data already exists recording a quantity of interest such as a set of service times. This might be available from past records, or it might be gathered specifically for the simulation. This data can then be used directly in the simulation. An example is the simulation of electricity demand. This is known to depend heavily on daily air temperature. The observed daily temperature from past records can be used in the simulation. This is clearly a good approach especially if a period of observations is selected containing temperatures of special interest to the investigation, like periods of unusually low temperatures, say. This method is useful if comparison is to be made of the performance of different versions of a system.
The second case is when available data is sparse, but the user still wishes to make use of it in the simulation. Here the so called 'boot-strap' method can be used. The data is used to define the edf (9), and this is treated as being the population distribution. Variate values can then be generated using the inverse transform described in Section 4.2 below.
The third possibility is to fit a theoretical distribution to the data. This can be done whether the data is abundant or sparse. A distribution is selected that is fixed apart from a few unknown parameters. These parameters are then estimated from the data using some appropriate statistical estimation technique. An advantage of this method is that the theoretical distribution can be selected to have characteristics known to be possessed by the distributions to be modelled. For example, experience shows that many service time distributions are positively skewed, so it makes sense to select a theoretical distribution that is known to be positively skewed.
Using a theoretical distribution whose parameters have been estimated raises the question of how inaccuracies in the estimates affects the results. One possibility is to find confidence intervals for the unknown true parameter values and then carry out simulations at the upper and lower limits of these confidence intervals.
Finally, this last technique can be extended to situations where no past data is available at all. This situation occurs if a hypothetical system is being analysed. Theoretical distributions should be selected with enough flexibility to model the range of behaviour that might occur. Simulations can then be run at different parameter value settings. The appropriate way of reporting results in this case, is to make conditional statements: 'if the conditions are like this, then the system behaves like this'.
The two main aspects of fitting distributions are how to estimate parameters and how to assess the accuracy of the estimates, and we discuss them a little more fully.
Fitting Distributions
Suppose we have selected some particular type of distribution to be an input model. We can denote its pdf by f ( e , 8 ) , where 8 represents a vector of unknown parameters. A specific instance is the Weibull distribution with density f ( z , B ) = ~~p -~x~-~ exp(-(x/P)a), where B = (CY, p). This is a useful distribution for representing failure times in that it can be skewed in either direction depending on the value of CY. We wish to estimate 0 using a sample of observed failure times: 21, 2 2 , ..., 2,. An extremely powerful way of doing this is the method of maximum likelihood (ml) . In many well-known cases it is equivalent to the more elementary least-squares technique, but it is really more general. The likelihood is simply the product of the pdf's evaluated at the observed values, and then treated as a function of 8. It is usually easier to work with the logarithm of the likelihood (loglikelihood):
The maximum likelihood estimate, 8, is simply the value of 8 which maximizes the loglikelihood. In some cases an explicit formula for 8 can be obtained by setting the derivative of L(8) to zero. However I find that it is usually easier to use a general search procedure that evaluates L ( 8 ) at different 8 and then progressively improves the value of L based on comparisons of these different values.
Under general conditions the ml estimate has the important property that its distribution is asymptotically normal as the sample size n becomes large. This allows confidence intervals to be constructed which contain the unknown true parameters with prescribed degree of confidence. Various different ways can be used to do this. I find that the most reliable is based on the result that is approximately chi-squared with p degrees of freedom, where p is the number of unknown parameters being fitted. This result means that a given 0 is unlikely to be the true one if we find that the difference 2(L(#)-L(8)) is unusually large compared with a chi-squared variate witfh p degrees of freedom. We can thus form a (~100% confidence region for 8true by taking all those values of 8 for which (1 1) is less than X ; ( ( Y ) , this last quantity being the upper (Y quantile of the chi-squared distribution wit,h p degrees of freedom.
Goodiiess of Fit Tests
Law and Kelton give helpful descriptions of the general shape of different pdfs and in what applications they might be useful. Even if carefully chosen, when fitting a theoret,ical distribution to observed samples, it is usually advisable to check that the selected distribution matches the general characteristics of the sample.
The simplest non-technical methods are graphical ones. These compare the fitted and empirical distribution functions by plotting one against the other. These are known as qnantile-quantile (Q-Q) or probability-probability (P-P) plots, depending on the precise quantities being compared. In either case if the two functions are similar in shape the resulting plot will be a 45' straight line. Differences show up as deviations from this straight line. See Law and Kelton or Lewis and Orav for more details.
A more formal method is to use a so-called goodness-of-fit test. A good review of the many such tests available is given by D'Agostino and Stephens (1986) . The most well-known tests are the chisquared and the Kolmogorov-Smirnov tests. The former is in effect a comparison of observed and fitted densities and is usually easy to apply. Moreover the test makes an allowance for the case when parameters of the theoretical distribution have been fitted. The latter compares the difference between the empirical and fitted cdf's. Though simple it tends to be rather sensitive to differences in the tails. It is also less easy to allow for the when parameters are estimated than the chi-squared goodness-of-fit test.
The Anderson-Darling test also compares cdf's, but it gives particular weight to differences in the tails. It is a sensitive test and easy to apply. However as with the Kolmogorov-Smirnov test it is not so easy to make allowance for the situation when parameters are estimated.
RANDOM VARIATE GENERATION
Random Numbers
The term random number is always used to mean a random variate uniformly distributed in the interval (O,l), thus it has pdf f(z) = 1 if 0 < 2 < 1, f(z) = 0 otherwise. In computer simulations random variates from other distrbutions are always generated by taking random numbers and then converting these in some manner to the required variate. Thus random numbers play a fundamental role in random variate generation, and methods for producing them has been the subject of extensive study and review. Random numbers will be denoted by U , U1 or U,.
Most computer library routines contain what are called pseudo random number generators. These produce a sequence of numbers (lying between 0 and 1) using a fixed formula, but which give the appearance of being true random numbers. The definition of true randomness is difficult and this is reflected in the fact that there is no obvious single test that can be applied to check if a particular pseudo random number generator is always satisfactory or not. In fact, as such a generator is based on a deterministic formula, it is clear that one can always come up with a test (simply the formula itself!) that will predict the next number and which therefore shows that the numbers are not truly random. The big danger is that, in some appli-Cheng cation, one is unwittingly transforms the numbers in such a way that 'unravels' the generator so that the quantities produced are very obviously non-random. Ripley (1987) and Lewis and Orav (1988) give examples which show that these problems are not just mathematical niceties which can be ignored in practice. My advice would be to follow the suggestion of Ripley (1990) and check the following key features of a generator before relying on it too heavily.
One obviously desirable property is that the generator should produce numbers with little computational effort, i.e. it should be fast.
A good test of randomness is to treat consecutive blocks of k-numbers produced by a generator as being a k-dimensional point. Such points should be uniformly and independently distributed in the kdimensional hypercube. There is clear evidence (see for example l'Ecuyer, 1992) that most generators produce points that are too uniformly distributed, and that insufficient chance clustering occurs. Moreover in high dimensions the points no longer appear to be independent.
All pseudo random number generators produce a sequence of numbers which ultimately repeat. The number of values that one gets before the numbers start to repeat is called the perzod of the generator. To be useful the period has to be large. The first most widely used generators were of the linear congruential type. Such generators have periods that are of the order of several thousand million. With the increased power of modern computers simulations to use up all the numbers of such a seqnence very quickly. The most modern generators, particularly those of bitshift register type, produce sequences which are several orders of magnitude longer and should probably now be preferred.
If there is any doubt about the performance of a generator -and my advice based on personal experience is to be very skeptical of library generators -a routine should be used that one has selected oneself, taking into account the above considerations.
Assuming that a pseudo random number generator is available, we now consider how it can be used to produce variates from other distributions. There are only three methods of any generality, and we consider each in turn.
The Inverse Transform Method
This method can be applied to both discrete and continuous variables. Equations (4) and (7) give the 11th quantile zp in terms of the probability value p . If p is set equal to a random number, U , then xp becomes a random variable and its cdf is
Thus X produced in this way has exactly the distribution that we want. In the case of the Weibull distribution this gives the explicit formula
Note that the special case (Y = 1, corresponding to equation (5), gives an exponential random variable. Note also that (1 -U ) can be replaced by U as both have the same U(0,l) distribution. The same result works for a discrete variable using (7) instead of (4). The Bernoulli caSe (8) gives:
A very useful version of this result allows sampling from an observed data set. Clearly equation (10) is the sample analogue of (7), so use of (10) with p set equal to a U ( 0 , l ) random number is all that is required.
Coinposit iou Method
If the cdf of interest can be written as
where { p j } is a discrete probability distribution and the F j ( z ) are cdf's, then F ( x ) is called a mixture distribution. The mixture can arise naturally in the context of the problem or it can simply be an artificially constructed decomposition. In either case X can be generated with cdf F ( x ) by selecting the jth distribution with probability p j , generating a variate X j witfh distribution F j , and setting X = X j .
Usually one tries make F1 easy to generate from, whilst at the same time making pl as large as possible, so that F1 is chosen frequently. For instance in the Marsaglia and Bray (1964) 'convenient' method of generating normal variates over 86% of the time a linear combination of three uniforms is taken, the remainder of the time more elaborate cdf's have to be used.
Acceptance-Rejection Method
This is most easily applied to continuous variables though ingenious methods exist for certain discrete cases. Suppose that (i) we wish to generate variates with pdf f(z), (ii) we have a method of generating variates with pdf g(z), and (iii) we can find a scaling factor Ii' for which
Thus e(z) is an envelope whose graph lies completely above the graph of f(z). If we generate X so that it has pdf g(z) and take Y = l J e ( X ) where U is a random number independent of X , then (XI Y ) , treated as a point, will always lie underneath the graph of e(.) and in fact it is uniformly distributed in the area under this graph. If now we generate such points ( X , Y ) and discard those lying above the curve f (x), then the remaining points will have the property that the number with a given T value will be proportional to f(z). Thus the sequence of X ' s corresponding to these accepted ( X , Y ) points will come from the distribution with the required pdf f(x). becomes increasingly inefficient as (Y increases; but it is effective if a is less than 3, say. The method GB using a log-logistic envelope which I suggested (Cheng, 1977) has A' 5 1.47 for all (Y 2 1; so it is satisfactory for larger a .
Discrete Distributions
Various methods that we have discussed work well for discrete distributions. Indeed we have already mentioned that the method based on (10) is precisely the inverse transform method applied to an empirical (discrete) distribution. Because of the way it operates in practice, it is sometimes called the table-look-up met hod. A very neat and powerful general method for discrete distributions with a finite range is the alias method introduced by Walker( 1977) and improved by Kronmal and Peterson (1979) . A modified acceptance technique is nsed which tests a uniform variable. Depending on the outcome one or ot,her of t,wo variate values is produced so that no rejection ever occurs. A good description is given by Law and Kelton.
FINAL COMMENTS
Library routines usually implement fast, accurate methods with compactness considerations of secondary importance. A point worth bearing in mind is that many methods require the setting up of certain constants which actually depend on parameter values of the distribution. If such 'constant' values need changing for every variate produced then the cost of setting them up needs to be taken into account in assessing variate generation speed. A more important point is that, in complex simulations, the cost of generating variates is usually very small compared with the rest of the simulation. Thus speed is usually not of first importance. In this respect simple compact methods are very tempting for the user building 'one-off' simulation models, especially if they are reasonably efficient.
It should be realised that, though the general methods that we have considered are reasonably useful, many of the best techniques do make use of special properties of a distribution to achieve maximum speed and compactness. For instance a triangular distribution can be obtained as the sum of two uniforms, a beta variate can be generated as a ratio involving two gamma variates. A celebrated instance of this is the Box-Muller method of generating normal variates in pairs.
