An artificial-neural-network method, first developed for the measurement and control of atmospheric phase distortion, using stellar images, was used to estimate the optical aberration of the Hubble Space Telescope. A total of 26 estimates of distortion was obtained from 23 stellar images acquired at several secondary-mirror axial positions. The results were expressed as coefficients of eight orthogonal Zernike polynomials: focus through third-order spherical. For all modes other than spherical the measured aberration was small. The average spherical aberration of the estimates was -0.299 pum rms, which is in good agreement with predictions obtained when iterative phase-retrieval algorithms were used.
Introduction
Recently investigators in several fields have found new applications for artificial neural networks. The nonlinear nature of these networks along with their inherent flexibility and adaptability makes them good candidates for problems that are not easily solved with more conventional algorithms. During the past two years an artificial neural network has been developed to estimate the distortion of an optical wave front directly from the intensity information in focused images. Specifically this method uses two point spread functions (PSF 's) obtained near the best focus of a telescope to determine the total phase aberration of the system. The majority of work has been directed toward the development of a neural network that is suitable for real-time compensation of atmospheric distortion in large astronomical telescopes, both for monolithic telescopes 1 ' 2 and for array telescopes. 3 4 Recently, the first results using the neural network for real-time control of an array telescope have been reported for the Multiple Mirror Telescope. 5 We report on a neural network designed to recover the static aberration in the Hubble Space Telescope (HST) primary mirror.
The neural-network method was usful to NASA's Jet Propulsion Laboratory for its Hubble Aberration Recovery Project (HARP) because it provided independent confirmation of the HST aberration by using a method that is quite different from the iterative phase-retrieval methods used by other investigators involved in the project. 6 7 Iterative methods8 1 0 have the advantage of devoting detailed numerical effort to any particular image, and in principle the resolution in either image or Fourier space is unlimited. Sometimes, however, iterative methods lead to pathological results when they are applied to data from real optical systems because of their inability to model camera noise, jitter, and other sources of image distortion correctly. The neural network is complementary in that it spends little time considering a single image. Instead the network concentrates on learning a general rule or mapping for a given set of physical parameters, and therefore the performance of the network tends to depend less on the details of a particular image and more on the repeatable comprehensive features of the data. In addition, because the neural network is trained to learn general inputoutput mappings, one could use networks to predict some of the gross optical system parameters of the HST by using PSF data. Examples of parameters that might be estimated include secondary-mirror defocus, component misalignment, and jitter. Also, because of the speed at which the neural-network algorithm can be executed, the method could be valuable in the future as a diagnostic tool for the HST by providing the capability for on-line beam-quality monitoring from stellar images before science runs.
Neural Networks for the Recovery of Phase
As their experience with imaging systems increases, optical scientists develop the ability to recognize the presence of certain optical aberrations by the characteristic shapes and features that the phase distortion induces in the PSF. This process is analogous to that used in the neural-network method-in which a neural network is trained to correlate features in PSF data with aberrations in the pupil plane. The ability to learn a mapping or correlation from features in observed data to a quantitative description of the data is a property of neural networks that has been exploited for many applications and suggests the use of this method to determine aberrations across the pupil. The human ability is qualitative at best and often fails when the phase spectrum contains many aberrations that diffract collectively to form the image. The neural network, however, can be trained to recognize complicated aberrations even in the presence of high-spatial-frequency distortion that scintillates the image. The single-image phase-retrieval problem is nonlinear. Assuming uniform illumination of the aperture and ignoring all secondary effects occurring because of diffraction between optical elements of the system, we may express the angular PSF at the focal plane of a telescope as
where (r) is the phase distortion of the system projected onto the entrance pupil, r is a position vector in the plane of the pupil, X is the wavelength, w(r) is the pupil function, and the integral is done over all r for which the pupil function is nonzero. The exponential in Eq. (1) accounts for the nonlinearity of phase recovery. A neural network is an inputoutput information processor composed of parallel layers of elements or neurons, loosely modeled on biological neurons, which possess local memory and are capable of elementary arithmetic."' 2 It is the nonlinearity of the individual neurons that allows the neural network to learn nonlinear input-output mappings, and in this respect the neural network is a good choice for the inherently nonlinear phase-retrieval problem.
Notice from Eq. (1) that if an aperture that has an even pupil function [w(r) = w(-r)] is uniformly illuminated by a point source, the PSF intensity is the same for the two phase distortions +(r) and +'(r) if ¢'(r) = -4(-r). This ambiguity in the mapping from image data to phase distortion can lead to difficulties for the neural-network method, which uses PSF data from a single stellar point source as input. Strictly speaking few Author queried telescopes have pupil functions that are exactly even, and therefore in theory the ambiguity is no problem. Support structures for secondary mirrors and other optics usually break the symmetry of the aperture. This is true for the HST as it is for most groundbased telescopes. However, these structures are usually small and are designed so that diffraction will minimize their effects on the PSF of the telescope. Therefore reliance on features induced by a noneven pupil function to determine the correct solution can lead to pathological behavior by the network when data obtained near the best focus of the telescope are used, since the network must be trained to distinguish between two solutions that are quite different but that correspond to nearly identical input data. In our work with astronomical telescopes we have used a more practical method of resolving the near ambiguity described above. We have trained the network with the data from two simultaneous images obtained at different defocused image planes on opposite sides of the best focus of the telescope. The added information in the second image plane leads to a unique solution for the phase, which permits, for example, the sign of the defocus to be determined. 13 "1 4 The neural-network method of phase determination has several advantages for certain applications. Real-time operation (at rates in excess of 1 kHz) is possible because the computational architecture of the network is relatively simple and may be implemented in parallel. As mentioned above it is not iterative and does not dither parameters; rather the network learns an appropriate intensity-to-phase mapping. If the method is used as an on-line monitor of beam quality, the optics required for the neural network may be simpler than for most other wavefront measuring devices such as Hartmann sensors, since the focal-plane camera needed to acquire the input data for the network may be located near the entrance pupil of the telescope, which eliminates the need for a separate coud6 path. It is also well suited for imaging applications since it operates directly on the quantity of primary interest, namely, the PSF of the system. Finally, the approach is adaptable, since the network itself may be retrained or adapted to changing conditions. The neural network may be trained to estimate phase aberration in terms of a variety of representations. For example, we have generated networks that determine average phase and wave-front slopes over small subapertures of the entrance pupil, or alternatively we have trained networks that determine the phase aberration with respect to orthogonal functions defined over the entrance pupil. These representations may be suitable for use in a real-time atmospheric compensation system where a deformable mirror is used to control the wave front over subapertures, but for the HST phase-determination problem (where inspection of the data suggests mainly low-frequency distortion) the representation in terms of the orthogonal basis functions is simple since most low-order optical aberrations may be described with only a few of these orthogonal functions. Therefore we chose to train our neural network to estimate phase distortion in terms of a finite number of the well-known Zernike polynomials.1 5 In this configuration each output node of the network produced a coefficient Zi so that the phase aberration of the HST projected onto the entrance pupil could be accurately approximated by
where the Pi(r) is a radial Zernike polynomial orthogonal over the entrance pupil of the HST.1 6 The neural network does not require a high resolution to recover low-spatial-frequency distortion. For example, we have shown' that we can recover 18 Zernike modes from turbulence-degraded PSF data that are 20 times the diffraction limit by using pixels with 3 times the diffraction-limited angular resolution. This reduced pixel resolution may be achieved optically or by electronically binning adjacent pixels of a more highly resolved image. The use of pixels that are larger than the diffraction limit increases the signal-to-noise ratio of stellar data. It also reduces the number of inputs to the neural network, allowing the size and computational complexity of the network to be reduced. This shortens the training time required by the network and increases the throughput of the system.
Neural-Network Architecture
Several different neural-network architectures exist and are differentiated by the manner in which the processing nodes are interconnected, the arithmetic is performed by each node, and the method of training the network. The phase-recovery network used in the characterization of the HST aberration employed three layers of neurons called perceptrons. Its architecture is shown schematically in Fig. 1 . The first layer takes the pixelized intensity (camera data) from the two focal planes and passes these values to the second layer. Each of the k th input nodes is connected to thejth node in the second or hidden layer by a connection weight Wk, which multiplies the input intensity Ik. Similarly, the hidden nodes are connected to output nodes by a second set of weights Vij. Each neuron in the hidden layer performs the sum
and passes the result through a nonlinear sigmoid function:
The output of each hidden node or neuron, oj = f (sj), is then multiplied by Vij and passed to the ith output node. Finally the output nodes compute the sum zi = I Vyoj, i (5) where Zi is the output of the ith output node and represents the network's estimate of the distortion corresponding to the Zernike mode associated with that node.
We trained the network by adjusting the connection weights Wk and Vij using the externally supervised backpropagation algorithm described by Rumelhart et al.1 7 This technique consists of a fixed-stepsize steepest-descent gradient-search method that uses training data to minimize a function representing the error between the network's outputs and the correct solution. First, the training data are generated from many realizations of randomly chosen aberrations that fall within a range loosely corresponding with the conditions anticipated for the actual application of the network. Then these training data are repeatedly presented to the network, and the connection weights are adjusted to minimize the squared error between the network's outputs and the known solutions. The training data consist of a set of individual input images and the Zernike coefficients describing the aberration used to generate the images (i.e., the known solution). In principle the training data can be geneated either numerically or optically, but for most applications, including the HST, it is more practical to use the former method.
In the backpropagation algorithm the network weights are adjusted after each training iteration. An iteration consists of passing a single training image through the network and computing the gradient of the error function with respect to the connection weights given the present training image. The error function utilized in this study was simply the squared error between the network's outputs and the known Zernike coefficients: (6) where E is the squared error, and Zi are the Zernike coefficients corresponding to the aberration used to create the training data. Using Eqs. (3)- (5), we may derive the following training relations:
where (t) and (t + 1) indicate the training iteration number, a and u.' are learning rates that are prescribed by the user, and
8i= -Zi.
The learning rates determine how many training iterations are required for convergence of the network and how accurately the minimum of the error function is determined. In general small learning rates take longer to converge but produce a network with a smaller residual error.' 8 Experience with neural networks trained to recover phase aberration created by the turbulent atmosphere has shown that a neural network will typically converge to a small residual error after a few hundred thousand training iterations. However, for the present application where an extremely high degree of accuracy was desired, approximately 106 training iterations were used. Since the generation of training data requires the computation of a twodimensional FFT and is therefore quite time-consuming, the generation of 106 sets of training data is prohibitive. Instead a smaller number of training patterns are generated and passed through the network several times. There is a limit, however, to the minimum size of the training set. Care must be taken to include enough independent realizations of distortion to insure that the network learns a general functional input-output mapping for the phaseretrieval problem as opposed to memorizing the mapping for only a few patterns. By testing the neural network with data not in the original training set, we have found that 4000-6000 individual input patterns are all that are required to insure that no memorization occurs and that a general mapping is learned. For this size training set the process of generating training data and training the network could be accomplished in a 24-h period on a PC compatible 386 computer with a digital signal processing board containing a single Texas Instruments TMSC302OC30 digital signal processing chip.
Results for the HST
The major purpose of HARP was to produce estimates of the HST primary aberration with as much accuracy and confidence as possible. To achieve this goal we tested the neural network on simulated stellar images produced by the Space Telescope Science Institute (STScI), and we applied it to as many HST stellar images as possible. Testing the neural network against the STScI simulations permitted the accuracy and applicability of the method to be evaluated with data for which the exact answer was known. Obtaining as many estimates of the HST aberration as possible helped raise the confidence of the results and defined over what range of operating conditions any correction of the HST aberration would be effective. Another assessment of the accuracy and consistency of the neural-network results was obtained by tesing each network on 500 simulated images that we generated ourselves and by computing the rms residual error for each Zernike mode. These test images were similar to the data used to train the network and consisted of pixelized intensity data generated from aberrations with random mixtures of distortions, but they were not actually included in the training data.
All the neural networks applied to the HST images were trained on simulated stellar images computed with a simple one-step propagation code based on Eq.
(1). These images were generated on a 128 x 128 grid with a resolution that is equal to the resolution of the HST images. All HST images applied to the neural network were obtained with a single cameracalled the planetary camera 6 (PC6)-which is part of the wide field/planetary camera (14F/PC). This instrument consists of several cameras that are appropriate for different scientific applications. The WF/PC contains several narrow-band filters, which may be placed before the optical detectors. All stellar images used in this work were narrow band and were obtained through one of these filters. The resolution of PC6 is 0.043 arcsec, and its optical detector consists of an 800 x 800-pixel CCD array. We used a simple pupil mask, which was equal to the diameter of the HST aperture and which modeled the primary-mirror mounting pads and the secondary spiders as obscurations in the pupil plane. Diffraction from optics other than the primary mirror was ignored, as were the effects of telescope misalignment and jitter. We generated a diverse set of training data by using a different random mixture of Zernike coefficients for the phase distortion in each image. The average magnitude and the variance of the Zernike aberrations contained in the training set were chosen so that they would include any reasonable value of HST aberration.
We preprocessed both the simulated stellar images and the real HST stellar images before application to the neural network. This preprocessing consisted of choosing a region of interest centered around the centroid of the stellar image, subtracting off any background pedestal, binning adjacent pixels to the resolution required by the network, and normalizing the pixelized intensity pattern to its brightest pixel. The exact dimensions of the region of interest and the resolution of the input pixels for the neural network were determined empirically and varied with the wavelength of the filter used and with the position of the HST secondary mirror. In general the region of interest was chosen so that it was just big enough to include the stellar image. For example, the region of interest for images obtained with an 889-nm filter and a secondary position that corresponded to dz = 333 plm was 96 x 96 pixels (or 4.13 x 4.13 arcsec), while for a 487-nm filter and a secondary position of dz = 90 pm, a 48 x 48-pixel (or 2.06 x 2.06-arcsec) region of interest was used, where the quantity dz corresponds to the axial secondary-mirror position relative to an arbitrary origin determined before the HST was put in orbit.
Three of the simulated stellar images produced by STScI were used to test the neural-network method. The ambiguity of the phase-to-image mapping was overcome by using two 16 x 16 input images. The results are presented in Table 1 along with the Zernike coefficients used by STScI to generate the images. Two estimates of the aberration were computed by using two pairings of the three images. The results labeled A were obtained by input images simulating secondary-mirror positions that are equivalent to moving the HST secondary mirror +0 and -170 l.im from the point of best focus. The equivalent secondary-mirror positions for the results labeled B were +0 and +170 pim. Since the neural network does not require highly resolved images, and the STScI simulated images were produced with a resolution that is greater than diffraction limited, adjacent pixels were averaged to obtain square input pixels with dimensions of 0.258 arcsec for the images corresponding to secondary positions of ± 170 pim and 0.172 arcsec for the image at the secondary position of 0 [im. Coefficients for a total of eight Zernike modes were estimated (focus through third order spherical). The network's estimate of focus is not included in the table since it is dependent on the secondary-mirror position and does not represent an actual aberration in the HST. Sixty-four hidden elements were used in this network; the exact number of nodes in the hidden layer does not critically influence performance and is generally determined empirically. The small residual error of the network's estimates on the 500 test images indicate that the weights have converged. Also notice that the agreement between the neural network's estimates and the correct Zernikes coefficient are quite good. For all modes except spherical the aberrations are small, and the average value for spherical is within 0.0005 jim rms of the value used in creating the images.
After testing the neural network method on the STScI simulated images, we applied it to real stellar images acquired by the WF/PC. Initially we re- solved the ambiguity of the phase-to-intensity maping by using two input planes as described in Section 2. The neural-network parameters were similar to those used to estimate the phase of the STScI simulations (i.e., two 16 x 16 input images, 64 hidden elements, and eight Zernike coefficients). Six PC6 images were used to produce three independent evaluations of the HST primary mirror aberration.
As did the networks used on the STScI images, the networks trained for use on the real WE/PC images performed quite well on the 500 test images produced with the single-step propagation. However, during the course of HARP some questions were raised concerning the repeatability and accuracy of the HST secondary-mirror axial position, and this can potentially impact the neural network's accuracy. An error in the secondary-mirror position degrades the accuracy of the network, since we trained the network assuming that the two input images are located at planes that are displaced a fixed and known amount from the best focus. This rather stringent requirement may be relaxed by training the network to recognize focal aberrations. In this case the position of the secondary relative to the best focus of the system need be determined only within a constant offset, because the network will now measure any constant offset in the secondary-mirror position as an aberration corresponding to the focus Zernike polynomial. But even in this configuration we must still train the neural network assuming an accurate knowledge of the difference in secondary-mirror positions between the two required input images. Therefore the distance moved by the secondary between the acquisition of the two neural-network images must be repeatable and precise. From discussions with other investigators in HARP we felt that, while this may not be a problem, it would be better to develop a method of phase recovery that did not rely on exact knowledge of the secondary position.
As mentioned in Section 1 the neural-network method was originally conceived for use in a real-time adaptive optics system designed to compensate for the distortion caused by atmospheric turbulence. For this application the aberration at the pupil has a rapidly varying random shape with a spatial power spectrum determined by the atmospheric seeing conditions. Also the peak-to-peak distortion of the wave front may be several micrometers. This means that the neural network used for a ground-based adaptive optics system must be able to estimate the phase aberrations that are large when compared with the HST aberration and which may be much different from one realization to the next. In these conditions the near-ambiguity inherent in the phase-image relationship is a problem, and the neural-network method requires two planes to estimate the phase correctly. For the determination of the HST aberration the phase distortion is relatively small compared with that which can be expected from the turbulent atmosphere and it is also static in time. In this case the ambiguity may be resolved in another manner. It is possible to use the original two-input-plane network to obtain an initial estimate of the phase distortion that is sufficiently accurate to define a range of Zernike coefficients that are large enough to include all reasonable values of the HST distortion but within which no ambiguity is encountered. New networks can then be trained that use only one image plane as input and yet converge without ambiguity because the training data are constrained by the initial estimate of the two-input-plane network. Figure 2 and Table 2 illustrate the performance of a typical single-input-plane neural network. Figure 2 shows the input data for the network, a simulated image corresponding to the network's estimate of phase distortion, and a simulated interferogram of the predicted distortion. Table 2 lists the Zernike coefficients for seven of the modes computed by the network and the rms residual error on the 500 training patterns. Preprocessing was essentially identical to that described above for the two-input- plane network. All single-input-plane results were obtained with a 16 x 16 square array of intensity pixels, 32 hidden nodes, and eight output nodes. As with the two-input-plane method adjacent pixels were averaged to obtain the resolution appropriate for the network. The input image in Fig. 2 has 0.344-arcsec pixels that correspond to binning 8 x 8 PC6 pixels. A total of 26 estimates of the HST aberration was obtained. Three were made by application of a twoinput-plane network to pairs of HST images acquired at different secondary-mirror spacings. Twentythree estimates were made with single-input-plane neural networks. In Fig. 3 and Table 3 the estimates of the spherical aberration are summarized for all two-input and single-input results. We obtained the results by imaging through narrow-band optical filters with center frequencies indicated in the table. In all cases the Zernike coefficients for modes other than spherical aberration were small and were nearly zero mean when averaged over all 26 estimates. As mentioned above the two-input-plane results are viewed with less confidence because of the possible inaccuracies arising from errors in HST secondarymirror placement. The average spherical aberration predicted by the two-input-plane network was a -0.279-jim-rms wave-front error, and the average spherical aberration predicted by the single-inputplane networks was -0.299,jm rms. The secondarymirror position corresponding to zero Zernike defocus may be determined from the average focal aberration predicted by the single-input-plane neural network and was found to be dz = 110 jim. This value is similar to that calculated from the results generated by the other phase-retrieval methods used in HARP. 6 
Conclusions
The neural-network method of recovering phase distortions provided estimates of the HST primarymirror aberration that were well converged and selfconsistent, in the sense that the network predicted phase within only a small residual error when it was tested on trial data not in the training set. The network also performed well on the STScI simulated images for which an exact answer was known; it estimated the spherical aberration to within 0.0005 jim rms. On real HST stellar images the singleinput-plane neural network predicted a spherical aberration of -0.299 m rms, which corresponds to a conic constant of -1.01546 0.0008; when the two-input-plane results are included a conic constant of -1.01534 ± 0.0008 was predicted. This agrees well with the spherical aberration predicted by other investigators. For PC6 the average spherical aberration computed by all authors 7 was -0.2855 jim rms or a conic constant of -1.0148 ± 0.0005. Table 3 provides a list of all the neural-network estimates. As can be seen the results were quite consistent, which leads to great confidence in both the neuralnetwork estimates and the average estimates of HARP as a whole. However, the data suggest some comments.
The network trained and tested quite well on our simulated images, but the accuracy of the neural network and other phase-retrieval methods cannot be better than the simulations used to produce the results. This is evident from the fact that each individual network trained to an expected accuracy of approximately +0.01 jim rms, but the scatter in the neural-network estimates was larger than the 2or that might be expected. One source of this large variance in the measurements may have been the simple one-step numerical propagation used to create the training data for the neural network, which does not model multiple-surface diffraction. Other factors that limited the ability to simulate the HST exactly were off-axis effects caused by small misalignments between the HST and WF/PC optics and telescope jitter. The small residual error that resulted when the network was applied to the simulated trial data indicates that the neural-network method is capable of providing great accuracy and that improving the fidelity of the training data should improve the consistency of the estimated distortion. If the optical system cannot be modeled with the desired precision, it may be possible to train the neural network to ignore effects that cannot be predicted accurately. This might be accomplished by using training data in which the parameters that cannot be well characterized are varied throughout a range that includes all reasonable values. The training algorithm then tries to develop weights that will pick out the quantities of interest (in this case the spherical aberration) regardless of the values of the other parameters.
The neural network was used to obtain estimates of spherical aberration at some secondary mirror positions (dz = -10, -5, 0, 5, 10) not examined by other participants in HARP. These positions were nearer the best focus of the HST, and therefore the stellar images acquired were smaller and contained fewer features. This may impact the accuracy of the estimates since the neural-network method relies on image features to recover phase. Notice that the results for these points were at the edge of the predictions of spherical aberrations. Dropping them from the calculations of average spherical coefficient yields a value of -0.291 m rms or a conic constant of -1.0151, which is closer to the values obtained by other groups. However, the networks trained for these defocus points did no worse on the test images than did those networks trained to operate on more defocused images. This suggests that the larger spherical aberration predicted at these points may be attributable to the fidelity of the training data that may deteriorate near the focus of the system (because of off-axis or diffraction effects) or to a real dependence of HST spherical aberration on the secondarymirror position.
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