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SUMMARY 
In Chapter 1 we motivate the need for analysing extreme sea levels, 
and discuss the concept of a • return period'. To be able to do any 
rigorous analysis of extreme sea levels we require probabilistic and 
statistical theory to determine the distribution of maxima of a random 
sequence and to estimate unknown parameters of the resulting distribution. 
We briefly review the existing probabilistic theory that is of relevance 
to the thesis. 
In Chapter 2, Parts I and II, statistical techniques are developed 
and applied to univariate extreme sea level data. The techniques 
presented in Part I are generally applicable to environmental extremes, 
Whereas in Part II the techniques are more specific to sea level 
applications. In Part III, the method presented in Part II is presented 
in a more statistically rigorous way, from the more general view point of 
non-stationary sequences. 
Chapters 3 and 4 are concerned with bivariate and multivariate 
extreme value theory. These provide a rigorous basis for spatial analysis 
of extreme levels. Both chapters present results concerning the limiting 
joint behaviour of componentwise maxima, and also an alternative approach 
concerning the limiting joint behaviour of all large observations. As no 
finite parametric representation exists for the dependence structure, 
families of parametriC models are presented. In each chapter, statistical 
methods are developed for estimation of the parameters of models, and 
choice among models. The procedures are applied to sea level data. 
In Chapter 5 some connections are made between the results of 
Chapters 3 and 4 and those in Chapters 1 and 2. In particular, it is 
suggested that suitably adjusted dependence structures of multivariate 
extreme value distributions describe the type of serial dependence which 
causes large values to cluster together in the univariate case. 
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CHAPTER 1 
INTRODUCTION TO UNIVARIATE EXTREME VALUE THEORY AND THE THESIS 
1.1 Introduction to the Thesis 
In many environmental processes extremes are of particular interest. 
Here we will be pr~rily interested in sea levels. This is a 
particularly important process because, in the past, flooding, due to 
coastal defences being breached, has caused considerable damage lo 
property and on a few occasions resulted in many deaths. 
Throughout the thesis we will use the term 'sea level' to denote the 
instantaneous height of the sea, with respect to a datum, after waves have 
been averaged out. Therefore the sea level is the sum of the astronomical 
tide and non-tidal residual, which we call the surge. The surge sequence 
is a seasonal wit.h HPoria.1 dependence betweeu 
observations. 
coastal engineers involved in designing sea defences require 
estimates of the probability that the sea level does not exceed a given 
level in a given time period, discussed in Section 1.6. Therefore, a 
rigorous approach for obtaining the probability distribution of extreme 
levels is required. Such an approach requires probabilistic and 
statistical theory to determine the distribution of maxima of a random 
sequence and to estimate unknown parameters of the resulting distribution. 
In Chapter 1, Sections 1.1-1.5, we review results in univariate extreme 
value theory that are relevant to the thesis. 
In Chapter 2, parts I and II, statistical techniques are developed 
and applied to univariate sea level data. Both these parts are intended 
2 
to be access~le to, and the techniques applicable by, coastal engineers 
and oceanographers. The techniques presented in Part I are generally 
applicable to environmental extremes, whereas in Part II the techniques 
are more specific to sea level applications. In Part III, the method 
presented in Part II is presented in a more statistically rigorous way, 
from the more general view point of non-stationary sequences. Part III 
contains an analysis of sea level data for a port where the tine dna 
surge interact. 
At present, coastal engineers are not concerned with any spatial 
analysis of sea levels. spatial analysis of extreme levels is important 
in any assessment of the risk of flooding. Therefore, in Chapters 3 and 4 
bivariate and multivariate extreme value theory are presented. Both 
chapters present results concerning thp. limiti.ng· joint behaviour of 
componentwise maxi.ma, and also an alternative approach concerning the 
limiting joint behaviour of all large observations. As no finite 
parametric representation exists for the dependence structure, families of 
parametric models are presented. In each chapter, statistical methods are 
developed for estimation of the parameters of models, and choice among 
models. The procedures are applied to sea level data and various other 
data. In section 4.10 multivariate extreme value theory is proposed for 
use in regional modelling. At present oceanographers do not use regional 
methods. Hydrologists introduced regional methods to improve est~tion at 
individual sites in a region and to obtain estimates of the probability 
distribution of extreme events at other sites in the region where no data 
are available. possible oceanographic applications are suggested. 
In Chapter 5, connections are made between the results of Chapters 3 
and 4 and those in Chapters 1 and 2. In particular, it is suggesled Lha t. 
3 
suitably adjusted dependence structures of multivariate extreme value 
distributions describe the type of serial dependence which causes large 
values to cluster together in the univariate case. A consequence of this 
is that multivariate extreme value distributions can be used to model the 
time series within a storm. This also provides a theoretical basis for 
including the effect of waves into the sea level analysis of Chapter 2, 
Part II. 
1.2 Asymptotic Distributions for Extremes from Independent and Identically 
Distributed Sequences 
Let Xl' ... '~ be a sequence of independent and identically 
distributed (i. i.d.) random variables with common distribution function 
F( . ). Let 
and mn = min(X1' ... '~)· Here we shall concentrate on~, but results for 
~ can be obtained from results for ~ as ~ = -max( -Xl' ... ,-~). We have 
n 
pr{~~x} = pr{Xl~x, ... ,~~x} = F (x) (1.2.1) 
For a given x, ( 1.2.1) does nol provide any interesting asymptotic 
results, as n~, because the l~it is either zero or one. But, as with 
central limit theory non-degenerate limits arise when the sequence is 
suitably normalized. We shall be concerned with the case when 
n 
pr{(Hn-bn)/an~x} = F (anx+bn ) 
w 
~ G(x) 
(1.2.2) 
w 
for normalizing constants ~)o, bn such that G is non-degenerate. By ~ we 
mean that convergence occurs at all continuity points of G. We define F 
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to be in the domain of attraction of G if (1.2.2) holds. We are 
particularly interested in the class of possible limiting distributions 
and the set of F in the domain of attraction of a given G. 
The class of limiting distributions was discussed by Fisher and 
Tippett (1.928), and proved in complete generality by Gnedenko (1943). 
Gnedenko also gave many domain of attraction results which de Haan (1970) 
completed. A more recent simple approach for obtaining the class of 
limiting distributions was given by de Haan (1976). Leadbetter et al 
(1983) presented all these results, with most proofs, in a clear and 
simple way. Here we present just the key results. 
We say that two distribution functions G1 , G2 are of the same type if 
G2(x) = G1(ax+~) for some constants a>O,~. We also say that a 
non-degenerate distribution, G, is max-stable if for each n=2,3, ... there 
are constants an>O and ~n such that Gn(anx+~n) = G(x), i.e. Gn and G are 
of the same type. 
Theorem 1.1 
A non-degenerate distribution function G is max-stable if and only if 
there exists a distribution function F and constants ~>O and b n such that 
(1.2.2) holds for non-degenerate G. 
A consequence of Theorem 1.1 is that all non-degenerate distribution 
functions which are limits in (1.2.2) are in their own domai n of 
attraction. 
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Theorem 1.2 
Every max-stable distribution is equal to G(ax+b) for some a>o and b , 
where G( x) equa.ls 
-co < x < (J) (1.2.3) 
or 
{ 
0 
exp(-x-a ) 
x ~ 0 
(1.2.4) 
x > 0 for some a > 0 
or 
x ~ 0 for some a > 0 
(1.2.5) 
x > 0 
Conversely, each distribution of this form is max-stable. 
The distribution functions given in equations (1.2.3)-(1.2.5) are 
called the extreme value distributions. Equations (1.2.3) I (1.2.4) and 
(1.2.5) correspond to lhe Gwnbel, Frechet and Weibull distributions 
respectively. The following theorem 
Theorems 1.1 and 1.2. 
Theorem 1. 3 (Extremal Types Theorem) 
, .. ~ 
., an immp.oiate consequence of 
Let Mri = max(X1""'~) where ~ arp. i,i.o. ranoom variahlns, Tf for 
some constants ~>O, bn we have 
w 
pr{(~-bn)/~~ x} ~ G(x) (1.2.6) 
for some non-degenerate G, then G is of the same type as one of the three 
extreme value distributions (1.2.3)-(1.2.5). COnversely, each 
6 
distribution function G, of extreme value type, may appear as a limit in 
(1.2.6). 
The three extreme value distributions can be parametrized such that 
they are special cases of a Single distribution, 
1-k(x-~)/a>0, a>O. This dislribulion was inlroduced 1ndependently by von 
Mises (1954) and Jenkinson (1955) and is called the Generalized Extreme 
Value distribution (GEV). The three cases (1.2.3), (1.2.4) and (1.2.5) 
are of the same type as the cases k=O (taken as the limit as k-+o), k<O and 
k>O respectively. 
This dete~ines the complete class of possible limiting distributions. 
It is also of interest to know which, if any, of the three types of limit 
law applies for a given distribution function F. This depends on the 
'tail behaviour', 1-F(x) as x increases. Let xF = sup{x: F(x)<l). 
Theorem 1.4 
Necessary and sufficient conditions for the distribution function F 
to belong to the domain of attraction of each of the three types are: 
(1.2.3) if: 
(1.2.4) if: 
xp = 00 and [1-F(tx)]/[1-F(t)] + x-a 
as t ~ 00, a>O, for each X>O. 
as h ~ 0, a>O, for each x>O. 
(1..2.5) if: 
Corollary 
00 I (l-F(u)]du < 00, let 
o 
XF 
g(t) - J (1-F(u)]du/[l-F(t») 
t 
then 1-P(t+xg(t» -x -~---'-- ~ e 
1-P(t) 
as t ~ xF ' for all real x. 
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The constants ~,bn in the convergence (1.2.6) in each case above may 
be taken to be 
(1.2.3): ~ = Yn , b n = 0 
(1..2.4): an = xF - Yn , b n = Yn 
(1..2.5): an = g( Yn ), b n = Yn 
-1. 
with Yn = f' (1 - a) - inf{x: F(x) ~ 1-a} . 
1.3 Asymptotic Distributions for all Large Values from an Independent and 
Identically Distributed Sequence 
Two approaches have been presented for obtaining the asymptotic 
distribution of all the large values from an i.i.d. sequence. We will 
briefly discusn these. The first is based on the distribution of 
exceedances above a threshold and the second is based on the joint 
distribution of a fixed number of extreme order statistics. In Chapter 2 
the second of these will be applied. 
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Let Xl , ... ,xn be an i.i.d. sequence with common distribution function 
F( . ) . Let u denote the threshold. The conditional distribution of X-u 
given X ~ u is given by the distribution function 
F(u+X)-F(u) 
1-F(u) 
We also define the Generalized Pareto distribution (GPO) given by the 
distribution function 
* G (x;a,k) = {l
l 11k (l-kx/a) 
- exp( -XI a ) k=O 
where a > 0 and -Q) < k < 00 and l-kx/a > O. Pickands (1975) showed the 
importance of the GPo: for fixed k, we have 
lim inf sup 
u-+xp O<a<oo O~~Xp-lJ 
if and only if F is the domain of attraction of the GEV (with the same k). 
Therefore, exceedances above a suitably high threshold have approximately 
a GPO and are independent. Smith (1904) and Davison (1984) discuss 
statistical properties of the GPO. 
(ii) r-largest Order Statistics 
Let Xl, ... ,xn be an i.i.d. sequence with common distribution function 
F( . ). d d f · (i) - +b '-1 f d Let X1~x2~'" ~Xz- an e ~ne un -. ~xi n' 1.- , ••• , r or ~ >0 an 
b . (126) Then the levels u(1)~ u(2)~ ... ~u(r) satisfy n as ~n .. . n n n 
(i) 
n[1-F(un )] ~ ~i 
as ~ for i=1, ... ,r where 0 ~ ~1 lIit ~2 ~ ... ~ ~r ~ 00. 
(1.3.1) 
It follows lrom 
Theorem 1.3 that ~i = -logG(xi) i=l, •.. ,r. Also, define s~m) to be the 
ed f (m) b X Y and M(k) to be the kth largest number of exce ances 0 un y 1"" '--0' --n 
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of (Xl." .. ,~). 
Theorem l..5 
Suppose that XI""'Xn is an i.i.d. sequence and that (U~m)} 
m=l., ... ,r satisfy (1.3.l.). Then for ml~o, ... ,mr~O, 
as n~. 
As we also have 
r 
11 
i=2 
-" e r 
{ 
(1) (1) (r) (r)} { (1) (2) (r)} 
pr ~ ~un , ... ,~ ~un = pr Sn =0, Sn ~l"",Sn ~r-1 
(1.3.2) 
(1.3.3) 
combining (1.3.2) with (1.3.3) gives the asymptotic joint distribution 
function of the r largest order statistics, given in (2.2.1). The joint 
density can be shown to be 
r 
• n {G (xi)/G(xi )} 
i=l 
where G is GEV. This is given in (2. 2 .2) and (2. 2.3) for GEV and Gumbel 
cases respectively. 
The question of which method is optimal, in terms of asymptotic mean 
squared error, has received some recent attention. Husler and Tiago de 
Oliveira (1986) compare using the r largest values with r maxima from 
separate subsets for the Gumbel case. The latter of these was found to be 
best. In unreported work, the author has extended these results to the 
GEV case with similar conclusions. Smith (1987) compared the threshold 
and largest order statistics approaches and found that the difference in 
10 
mean squared error between the two approaches depended on the original 
unknown distribution function, P. 
~.4 AsymptQ~ic DistrLbutions for Maxima of stationary Sequences 
In this section the key results of Section 1.2 are extended to 
stationary sequences. A sequence X1""'~ is stationary if the 
distribution of (Xi "",Xi ) and (Xi +m"",Xi +m) are identical for any 1 s 1 s 
choice of s, i~, ... ,is and m. 
We are interesLed in lhe asymptotic behaviour of ~ = (X1 , ... ,xn) 
where {xi} is a stationary sequence. Let Pi ... i (x~, ... ,xs ) denote the joint 1 s 
d.1.stribuLion function of (Xi~"" ,Xis) and write Pi1 ... is(X) and P(x) for 
P.1.' .1.' (x, ... ,x) and p),(x), j=l, ... ,n respectively. An example of a 
~ ... s 
stationary sequence for which ~ does not have an interesting behaviour is 
X~= ... =~. Then 
pr{~ < x} - F(x) 
for all n. To avoid such pathological cases the dependence between Xi and 
Xj jR assumed to decay in some specified way as !i-j! increases. The 
simplest examples of this type of restricted stationary sequence are 
m-dependent sequences for which Xi and Xj are independent if ! i-j I ) m. 
watson (~954) and Newell (~964) consider asymptotic theory for maxima from 
m-dependent sequences. 
Loynes (1965) was the fi1:st 'to consilJeL a distributional mixing 
condition for extremes from general stationary sequences. His results 
have since been extended to a tail mixing condition D(un ): 
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The condition D( Un) is said to hold i f for any integers 
1 ~ i 1 <·· .<ip < jl<···<jm ~ n for Which jl - ip ~ 1n we have 
(1.4.1) 
where an,ln ~ 0 as n ~ 00 for some sequence 1n = o(n). 
This condition is covered in detail by Leadbetter et al (1983). This 
tail mixing condition asserts that extreme values far enough apart in the 
sequence are approximately independent. An addilional condition, of less 
• importance, is D (un): 
• The condition 0 (un) is said to hold for the stationary sequence 
X1, ••. ,xn and the sequence {un} of constants if 
ltm sup 
n~ 
(where [ ] denotes the i nteg(-~r part). 
as 1 -+"00 
This condition was introduced by watson (1954) and Loynes (1965). rt 
is a short range tail independence condition, asserting that lhe 
probabi"lity of two extreme observations close to each other in the 
sequence is asymptotically negligible. 
-rileorem 1. 6 
Let x1, ... ,xn be a stationary noqucmr.e and ~ ) 0 and bn given 
constants such that pr{(~-bn )/~~x} converges to a non-degenerate 
distribution function G(x). Suppose that condition D(Un ) is satisfied for 
un = anx+b
n 
for each real x. Then, G( x ) has one of the three extreme 
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value forms given in Theorem 1.3. 
It is of great importance to know if the limit law in Theorem 1.6 is 
exactly the same as for an i. i.d. sequence that has the same marginal 
distribution function as the stationary sequence. Let y l' .•. , Y n be an 
i.i.d. sequence with the same common distribution function, F, as each 
member of the stationary sequence x1 ' ... ,xn . We define {Yn } to be the 
associated i.i.d. sequence for the stationary sequence {xn} and define Mn 
-= max( Y l' •.• , Y n ) • 
Theorem 1.7 
, 
Suppose that D(un ), 0 (un) are satisfied for the stationary sequence 
Xl' .• ·,xn when un = ~x+bn for each x. Then pr{( ~- bn )/~~ x} ~ G(x) for 
... 
some non-degenerate G if and only if pr{~ - bn )/~ ~ x} ~ G( x). 
, 
Provided that conditions D( un) and D (un) hoJd, Thf!()rf~m 1.7 gives 
that the maximum of a stationary sequence has the same asymptotic 
distribution as the associated independent sequence. Conditions D(u
n
) and 
, 
o (un) hold for most theoretical sequences. For example, for normally 
distributed sequences D(un ) holds i~ xnlogn ~ 0 as n~, wh0.rn 
, 
rn = cov(Xi,Xi +n ). Condition 0 (un) holds without additional constraints. 
, 
Theoretical examples where 0 (un) does not hold are given in Chapter 5, 
also Smith (1989) and O'Brien (1974a,b) give a comprehensive set of 
, 
examples. In practice, the 0 (un) condition often fails to hold because 
large values tend to cluster together in the fonn of "stonns". 
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Theorem 1.8 
... 
Suppose that pr{(Kn- b n )/~ ~ xl -+ G(x) as ~, where G is a non-
degenerate distribuL~on lunction. Suppose that D( un } ho Ids and 
pr{(~- bn)/an ~ x} ~ H(x} for non-degenerate H, as n~, then there exists 
9, O<9~1, such that H(x} = Ga(x). 
I Leadbetter et al (1983) named 9 the extremal index. If D (un) holds 
H(x} and G(x} are of the same type. Therefore, the effect of dependence, 
in the sequence, on the asymptotic distribution is to change only the 
location and scale parameters. 
Leadbetter (1983) gave an intuitively appealing interpretation of the 
extremal index, namely: 
9-1 equals the l~it, as ~, of the expected number of 
observations of the sequence above the level un= ~x+bn' 
on each independent excursion above that level. 
In particular, 9-1 gives a measure of the degree of clustering of large 
values of the sequence. Note 9 does not depend on x. 
O'Brien (1987) gave an alternative approach which shows that, under a 
slightly weaker condition than D(un }, e may also be defined by 
9 = lim pr{max(X2"'.,XPn) ~ ~x + bn lX1 ) anx + h n } 
n~ 
for some Pn = o(n). This representation for 9 will be discussed in 
Chapter 5. 
(1.4.2) 
~.5 Asymptotic Distributions for the r-largest Order statistics (rom 
~tationary Sequences 
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Although there bas been much recent work on this topic many issues 
are still open. Here we pL-esent only a review of the existing results, 
but in Chapter 5 discuss connections between these results and those of 
multivariate extreme value theory. 
In the previous section the results show that, provided a long range 
dependence condition, D(un ), is satisfied, the class of possible l~iting 
distributions for the maxima. of a stationary sequence is unchanged from 
the i.i.d. case. This is not in general true for the asymptotic 
distribution of the r largest order statistics from a stationary sequence. 
Let u~ i), i=I, ... , r, be as in (1.3.1). Here we need to generalize 
D(U
n
) to D(M
n
), Leadbetter et al (1983, Chapter 5). Leadbetler et al show 
that if D(M
n
) and D'(U~i» i=I, ... ,r hold for a stationary sequence then, 
the asymptotic distribution of the r largest order statistics is as in the 
i.i.d. case. In fact, this is true provided the extremal index, a, for 
the sequence, equals one. Thus, this is the case for normally distributed 
Ht:at:ionnry sequences that satisfy o as ~, where 
When 0<9<1 the asymptotic distribution of the r largest order 
statistics is different from the 1. i.d. case. Welsch (1972) approached 
this problem. He obtained the asymptotic joint behaviour of the two 
largest order statistics for a strongly mixing sequence. This result has 
since been extended to the case when only D(Mn ) holds, given below. First, 
( . ) ·th recall that~] denotes the] largest: of (Xl _,· .. ,~). 
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Theorem .1.9 
Suppose that D( Jdn ) is satisfied for the stationary sequence 
Xl' ... , x , when un( 1 L .. a_X+bn, un( 2)= i1Ly+bn . HOb --0 II 11 ere ~), n are sequences 
of constants such that pr{(~lL bn)/~~x} ~ G(x) for some non-degenerate 
G. Then 
where 
{
G(X) 
H(.1,2)(x,y) = 
G(y) (l-p[logG(x)/logG(y)]logG(y)} , 
if y~x 
if y<x 
Here p( s), O~s~l, is a concave, non-increasing fUnction which satisifes 
O~p(s)~l-S. 
To obtain more general results it is useful to consider the point 
process, N( x), on (0, 1], which is the limi t of the point process, N~ x) , 
with points {j/n : .1 ~ j ~ n for whi ch Xj )\In}. Here un = anx+bn such that 
Fn(Un ) ~ G(x), with G non-degenerate. Mori (1977) was the first to take 
this type of approach. More recently, HSing et al (1988) have also used 
this technique. We follow their approach. 
Let Xn,j be the indicator function of the event (Xj ) un}. HSing et 
al introduce a further extension to D( Jdn ) which lhey denote A( un) . They 
subdivide the sequence X1""'~ into k n subsequences of lengLh Pn , where 
Pn = o( n). The choice of k n depends on 6( un). The distribution of the 
length of clusters above the threshold un' in each subsequence, is defined 
by 
"n( i) X -=i n, ] 
Pn 
1: Xn,j 
j=l 
i=l, ... (1.5.1) 
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The result of Leadbetter (1983), concerning the interpretation of the 
extremal index, can be expressed in the present notation as 
-1 
e = lim 
For such a situation HSing et al (1988) show that if N(x) ~ N(x) in n 
distribution, then N( x) is necessarily a compound Poisson process, with 
intensity -logG(x) and with atom sizes having distribution 
1T(1) -= lim 1Tn(i) 
n~ 
i=1, ... 
Smith (1988) has given an example of a stationary sequence for which 
t 11T(i) ~ lim t i1Tn(i), 
i=l n~ i=l 
so the mean of the limiting distr~ution of the cluster size is only 
restricted by Fatou's lemma, 
1: 
i=l 
-1 
iTT(i) ~ e 
From the limiting compound poisson process representation various 
probabilities of interest can be calculated. Rsing et al (1988) show: 
Theorem 1. 10 
Suppose that ~(un ) holds for Xl' •.• I ~ and that N~ x) ~ N( x) , in 
distribution, where N( x) is a non-trivial point process. Assume that 
~>O, b
n 
are constants such Lhat pr{~1)- b n )/an ~ x} ~ G( x) for some 
non-degenerate G. Then, for each fixed k 
~ 
[ 
k-l k-l j j 
{ 
(k) } + t'" t'" (-logG(x» TT*j(i)/jl 
pr Hn -bn )/Cln U ~ G( x) l. j~l i~j 
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*0 
where, for j~l, TT ] i.s the j-fold convolution of the distribution fr. 
Also using the compound Poisson process representation HSing (1987) 
obtains the jOint limiting behaviour of {(~ l)-b
n
)/anl (~k)-bn)/~}, 
whereas Alpuim (1987) obtains the joint limiting distribution of 
{(M~/)-bn)/~,···,(~r)-bn)/~}· As the result is complicated it is not 
given here. The jOint density of the r largest values is yet to be 
found. 
Note, combining the results in Theorems 1.9 and 1. 10 gives that 
p( 0) = 1T( 1 ) . 
1.6 Return Periods 
Engineers involved in the design of structures such as coastal 
defences, oil rigs etc, require estimates of 'return periods' for various 
levels of interest. A return period of an event is traditionally defined 
as the expected waiting time between such events. Therefore, if the event 
of interest is that the level x is exceeded by the process X, then the 
return period, T(x), is 
T(x) = l/pr{X>x}. (1.6.1) 
X is usually taken as the sequence of annual maxima. 
This definition is fine provided that the sequence we are interested 
in is independent and identically distributed and only the observations of 
the process X are of importance. In pract ice at least one of these 
conditions will fail to hold. If the sequence is not identically 
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distr1buted, i.e. is non-stationary then an alternative definition is 
required. Middleton and Thompson (1986) suggested that the return period, 
T(x,to )' of level x relative to a starting time to could .be such that the 
expected number of times the level x is exceeded in (to' to + T( x, to) ) 
equals one. 
Because it is possible that the second, third largest etc in a year 
could also exceed a level x this should be accounted for in the 
calculation of the return period. This was done by Suthons (1963) and 
calculated more rigorously in the N.E.R.C. Flood Studies Report (1975). 
This gives the relationship 
T( x) = -1/10g(pr{X < x}], (1.6.2) 
with the notation as above. Equations (1.6.1) and (1.6.2) give almost 
identical results for large x, whereas 'for T( x) < 25yrs there is a 
significant difference. 
importance of this. 
Beran and Nozdryn-Plotnicki (1977) discuss the 
How to define a return period in the case when the sequence is 
dependent is not as clear. The approach of Middleton and Thompson 
( 1986) could be followed but, this does not really inform us as to how 
often events occur and how long th(·~y 1 ast . Here we suggest a more 
informative approach. We define the return period of level x to be the 
expected waiting time between independent events that exceed x, and also 
give the expected length of the dependent exceedance, a- 1 . Here, a is the 
extremal index of the sequence. Both these factors are of importance in 
designing structures. 
Whether engineers should be interested in return periods is an 
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important consideration. For many reasons considering the return period 
as a design criteria is misleading because there is a risk that at least 
one such event will occur in a time span the length of a return period. 
This risk, or encounter probability, ri(x), is related to the return 
period T(x) and the design length, L, of the structure by 
ri(x) = 1 - exp(-L/T{x» 
~ L/T(x) for small ri(x) . 
Even if we use this as a design criteria it is still important to obtain 
return period estimates. On the other hand, we should present engineers 
only with ri(x) and its associated standard error. The importance of 
obtaining estimates of long return periods is illustrated by considering 
T(x) associated with given ri(x) and L: 
ri(x) = 0.01 implies we need T(x) = 4975yrs. 
for example, L=SOyrs, 
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CHAPTER 2 
APPLICATIONS« AND EXTENSIONS« OF UNIVARIATE EXTREME VALUE THEQRY 
PART I 
2.1 Introduction to Largest Order statistics Method 
In the analysis of extreme value data, such as sea levels, wind 
speeds and river flows/heights, the extreme value distributions play a 
fundamental role. The extreme value distributions arise in the following 
way. Let where Y.l"'" Yq denote a sequence of 
independent and identically distributed (i.i.d.) random variables. Suppose 
there exist sequences of renormalizing constants {~ > O}, (bq } 
such that 
as q ~ 00, for some proper nondegenerate distribution function G. In other 
words, (Zq- bq)/aq does not converge to a constant, and the probability 
that the variable is less than infinity is one. Then G must be one of the 
extreme value distributions. These can be summarized by the Generalized 
Extreme Value (G.E.V.) distribution, with distribution function 
G(x;~,a,k) = pr{X ~ x;~,a,k) 
x-~ k 
= exp{-( 1-k( -"--» } 
u 
(2.1.2) 
where u > 0 and x has the range determined by 1-k( x-~ )/u > O. There are three 
particular forms of G corresponding to k > 0 (Fisher-Tippett Type III), k 
< 0 (Fisher-Tippett Type II) and k = 0 (Gwnbel/Fisher-Tippett Type I). In 
t.ho pcirtiC'!ular c!C'tse k = 0 the limit as k 7 0 is taken. 
G(x;~,u) = 
x-~ 
exp(- exp(-(~)} 
u 
-00 < X < 00 (2.1.3) 
It is worth noting that the results which hold for Zq can easily be 
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extended to Wq = min (Y1, ... ,Yq ), by using the relationship 
min (Y l' ... , Yq) .-
In practice, as the original distribution of the Y's is unknown so 
are a q and bq , hence the need for the location (IJ,) and scale «(T) 
parameters in the representation (2.1.2). The parameters lJ"o and k have 
to be estimated from the data and this is done by the method of maximum 
11kelihood using a quasi-Newton numerical maximization routine. Prescott 
and Walden (1980), (1983) give an account of maximum likelihood using 
Newton-Raphson for the G.E.V. 
Smith (1986) proposed a method for extending the classical analysis 
for the case when the r largest values are available for each year. The 
method was based on the limiting joint distribution of the r largest order 
statistics. In his paper, Smith only developed these ideas for the 
limiting joint Gumbel distribution. Here, the procedure is extended by 
considering the more g(~nera 1 1 i mi ting joint Generalized Extreme Value 
distribution. Particular attention is given to comparing this modelling 
procedure with those already in the literature. 
When the original sequence of random variables is dependent, as is 
the case in all environmental applications, the extraction of the r 
largest independent values is not straightforward. For sea level data a 
stmple procedure for doing this is suggested, which involves the 
introduction of the concept of a standard storm length. Various tests of 
fit of the model are used to investigate dependence between the extracted 
extremes, as well as checking whether asymptotic arguments are holding. 
These tests are based on probability plots; comparison of the observed and 
expected variance-covariance matrices; comparison of quantile estimates; 
and a test based on spaCings. The tesls are importanl for chOOSing a 
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suitable standard storm length. 
The estimation procedure is illustrated with sea level data ft:'OUl 
Lowestoft. With lhis data the standard storm leagth is found to differ 
significantly from the dependence length of the original sequence. 
Dependence between extreme sea levels at neighbouring sites is used to 
improve the estimation procedure. This is Lllustrated by using annual 
maxima data from Great Yarmouth. 
Empirical comparisons of quantile estimates and the corresponding 
estimation errors are used to show the improvement of the proposed 
estimation procedure over the traditional annual maxima approach. 
2.2 Theorv 
The method is based on an extens ion of (2. 1 . 2) to the asymptot ic 
joint distribution of the r largest values, from a sample of q independent 
and identically distributed random variables, where r is fixed and q ~ 00. 
suppose y~, ••• , Yq are i. i.d. as earlier, then let M&j) denote the jth 
largest of the y~, ... ,Yq' In particular, with the previous notation ~1) 
Then by arguments in Weissman (1978) or by 
Leadbetter et al (1983, Chapter 2), the l~iting joint distribution 
function for the r largest order statistics for Xl ~ ~ ~ .... ~ xr is 
~ 2-S~ r-l-S - ... -S 2 S1 Sr-l -A ~ r- (A2-~!) ... ( Ar -Ar:-1 ) e r 
~ I: I: ...... I: 
5 1=0 5 2=0 5 1=0 
SI' Sr-1' (2.2.1) 
r-
Here Ai = -log G(xi;O,l,k) and (~},(bq} are the same renormalizing 
sequences as before. The k parameter is independent of r and hence is the 
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same k parameLer as appeared in (2.1.1). In practice the (aq }, (bq } 
sequences are unknown, hence the need for the parameters ~ and a. Also 
in practice q is finite, but if q is sufficiently large by comparison to 
r, then ~ and a can be treated as independent of r. 
From equation (2.2.1) the limiting joint density of the r largest 
order statistics is found to be 
x -~ ,_ 1 r Xj-~ 
= a-r exp{-[1-k(_r_)]x + (- -1) r log(1-k(-----7]} 
a k j=.l a 
(2.2.2) 
valid over the range xl~x2~···~xr such that 1-k(xj-~)/a ) 0 for j=l, ... ,r. 
Smith (1986) considered in detail the limiting joint density 
(2.2.3) 
valid for xl~x2~",~xr' This corresponds to the case when G is given by 
(2.1.3), and also can easily be seen as the special case of (2.2.2) when 
k=O(k -+ 0). 
TO est~te the parameters ~,a,k the data is sUbdivided into N 
subsequences consisting of the observations within each calendar year. 
From each year the r largest independent order statistics are extracted 
and assumed to have a conunon limiting joint G.E.V. distribution. As the 
calendar year splits the storm season pa.rticular care must be taken not to 
include dependent storms from year to year. For the asymptotic arguments 
to hold approximately, r has to be small by comparison to the number of 
independent observations within each year. This is related to a point 
raised in smith (1986), namely that as r increases the rate of convergence 
to the limiting joint distribution decreases sharply. The choice of r for 
the extreme sea levels problem will be discussed later. 
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Suppose that the r largest values for each of the N years of data are 
I t is worth noting that r can be varied 
from year to year to include, for example, historical records of annual 
mrlximn. AnnuJnP. t.hat ( 2.2.2) approximates the joint density of 
Xl, n' ... ,~( n), n in terms of the parameters J.Ln,<Tn,kn.. If the data from 
year to year are considered to be independent and identically distributed 
take J.Ln= J.L, <Tn= <T and kn= k. The product of all these joint densities can 
then be regarded as the joint density of all the observations. 
N N· 1 r( n } x . - P. 
<T- t r(n} exp{- l: [(l_k(Xr<n>.n-lL»x + (,b-l) l: l09[1-k(~.-----)]]) 
n~l ~ ~ ~ n~l v j=l v 
(2.2.4) 
Equation (2.2.4) can be treated as a likelihood function and the 
parameters estimated by the method of maximum likelihood. No closed form 
expressions are obtainable for the estimators, but they are easily fQund 
numer~cally. 
For the sea level data at Great Yarmouth this model is found to be 
inadequate. Here two alternative assumptions about the trend are 
proposed, these being that the trend is linear or quadratic. 
n 
ILn = a + {3 (-) , <Tn = <T, k=k N n 
n n 2 
ILn = a + {3 (-) + y(-} , <Tn= <T, kn= k. N N 
In these cases the likelihood in (2.2.4) has J.L replaced by ILn· 
.... .... .... 
Again, maximum likelihood can be used to obtain estimates /In,<T,k. 
The usual methods of trend analysis are either based on the whole of 
the data or just the annual maxima, in each case estimation of the trend 
is independent from est~tion of the model. In the proposed procedure 
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the trend is based on the r largest annual extremes, and is estimated 
simultaneously with the model. 
advantages because:-
The proposed procedure has some 
1) The mean sea level trend measures changes in the whole sea level 
process and not just in the extremes. This reason is strongly suppoLted 
by empirical analysis in Blackman and Graff (1978), where comparisons in 
the mean sea level and extremes based trends are made for various ports 
around the British Isles. 
2) As the proposed method estimates the trend using the r largest order 
statistics from each year, the method is more robust against outliers than 
using just the annual maxima. In particular, this method of estimating 
trends makes the results of Walden and Prescott (1983) on using weighted 
least squares less important. 
3) Testing for the presence of a trend is simple in the likelihood 
approach. A maximized likelihood ratio test requires the fitting of the 
model with and without a trend. For more details of this test and its 
asymptotic distribution see Cox and Hinkley (1974). 
Smith (1986, p.31) gives an account of the role of the 'observed' and 
'expected • information matrices in asessing the accuracy of the maximum 
likelihood estimators (m.l.e.). For the joint G.E.V. distribution the 
elements of the observed and expected information matrices are given in 
section 2.8. In the joint Gumbel distribution casn, Smi t:h unes the 
expected information to illustrate the reduction in asymptotic variances 
for the m.l.e. as r increases. In the G.E.V. case this is not so easily 
done, because the information matrix depends in a non-trivial way on k and 
u. Empirical illustration is also slightly difficult because the variance 
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of estimators are sensitive to changes in k. The sensitivity of quantile 
variances to changes in k is well illustrated in Walden and Prescott 
(1980) . 
In most practical situations it is not the est~tion of the. 
parameters of the model that is of interest, but the quantiles of the 
distribution. In particular, in year n the level xp, which corresponds 
to the sea level which is exceeded by the annual maxima with probability p 
in that year is 
a k 
XP=IL +-n k [1- [ loge 1-p)] ] 
The estimator of ~ is 
A ... 
... A a k 
Xp = ILn + [1-[- loge 1-p)] ] (2.2.5) ... 
k 
The associated standard error may be obtained approx~tely, by the 
'delta method', see Rao (1973, p.388). In this paper the standard errors 
for quantiles are based on the observed information matrix. 
Provided ILn= IL, then an important concept is that of the return 
pc~ri on. 'rh(~rnf"ore Ii n~ 1 iit: i onsh i.p between rnt:urn period (T) and 
exceedance probability for the annual maxima. (p) is required. Varying 
definitions of return period lead to the following relationships p = 
l-eXP(_l/T ) and p = lIT' Since interest is mainly in long return periods 
the difference between these is negligible. As the first relationship is 
based on all large values of the process, whereas the second is based just 
on annual max~, this illustrates that annual maxima govern the 
relationship between exceedance probability and return period. In other 
words, for long return periods only the distribution of the annual maxima 
matters. For simplicity, here the second relationship will be used. Then 
i is the estimated return level corresponding to a return period of T 
lIT 
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years. 
Ideally, if a structure is built needing to withstand the T year 
return period event, it should be built to the design level 
(2.2.6) 
where 'a' is a percentage point of the standard normal distribution. For 
example, if a = 1.65 the structure has approx~tely a 95% chance of the 
true T year return event being less than the design level. This high-
lights the need to obtain an accurate estimate of the return level with 
small standard error. 
For completeness, below are given the densities which correspond to 
the l~iting joint density being censored above or below. First, consider 
censoring above, this is particularly useful when analysing sea level 
data, for there is a tendency for the gauges to break down at extreme 
levels. suppose that in year n it is known that 1 ~ h < r values greater 
than some level d occurred, but their magnitudes were not observed, the 
r-h values d > xh + 1 ~ xh+2 ~ ... ~ ~ being recorded. Then, for that year, 
the l~iting jointing density conditionally on h, is obtained as follows. 
X( (0) 
I ... 
X(oo) I f( Xl' ••• , Xr ) dxl.'" dxh . 
Xh X2 
'!'hen 
I g*(Xh+l,···,~lh) g(Xh+l."" ,xr h) = ---------~~--~~----------
Jd J~+l r~-l * I 
where x( (0) _- {+ 00 a 
Iln '" k 
J g (xh+l"",Kr h)dxy ... dxh+l 
x( -«> ) x( -«> ) x( -00 ) 
if k ~ 0 if k < 0 
and x(-oo) 
if k > 0 if k ~ 0 
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So 
g( Xh+1' ..• , Xr h)==o- exp (l-k( - -» -( 1-k( .L._I}) )x+( lk-1) L log( 1-k( __ .. __ ) I h-r { d-Iln it x -J.L 1. r ~-J.Ln l 
C1 CJ j=h+l C1 
(2.2.7) 
valid over the range d ~ ~+1 ~ Xh+2 ~ ... ~ x r ' and l-k(xj-Jln)/CT > 0 for 
j = h+1, ... ,r,0 with xo=d. censoring below is required when records are 
only available for sea levels greater than some high level c. Suppose in 
year n there are 1. ~ m < r values x1~~~"'~ greater than c. Then for 
that year the limittng censored density conditionally on m, can be 
calculated in a similar way to (2.2.7), giving 
-m C-J.Ln _~ m Xi-J.Ln:it -1 g( Xl' ... , xm 1m) = m I CT (l-k(---) ) . 11 (l-k( -.~- » 
CT i=l CT 
(2.2 .8) 
valid over the range xl ~ x2 ~ ... ~ ~ > c and 1-k( xi -J.Ln )/CT > 0 for i = 0, ... ,m 
with Xo = c. 
For the case m ~ r then the density is just given by (2.2.2) with J.L 
replaced by J.Ln; whereas when m=0 then standard censoring in the G. E . V. 
applies. Clear ly , both pairs (d, h), ( c, m) depend on the particular year 
considered. When estimating the parameters of the model by maximum 
likelihood the distribution of m could be taken into account. This is 
not entirely necessary because, if m ~ 1, the information, about the 
parameters, given by the exceedance values is large by comparison to that 
given by m, i.e. m is approximately ancillary. 
2.3 Connections Between This Method and others 
In this section, the use of the joint distr~ution of the r largest 
annual events is related to two existing methods for handling extreme 
values. 
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First, the relationship between the r largest annual events method 
and the classical annual maxima method is examined. In the previous 
section it was argued that provided q is sufficiently large by comparison 
to r, then thp. pCirCimet:(~rn IL,cr,k nr<~ inde'p<md(~nt: of r. Therp.forp., the! 
parameters are precisely the parameters estimated by the annual maxima 
method. So the r largest annual event method is a natural extension of the 
annual maxima method. Provided the r largest independent annual events 
can be extracted, then, more relevant data than the classical method is 
being used. Therefore parameter and quantile estimates using the r 
largest annual events method are more accurate than from the classical 
method. 
Now, consider the connections between the r largest events method and 
the "peaks over thresholds" method. There are many references for the 
threshold method, including t:hp. N.E.R.C. Flood Studies Report (1975) and 
Smith (1984). suppose the r largest annual events are censored below at 
some high level c. If Xl ~ X2 ~ ... ~ ~ > c ~ xm+1 ~ ... ~~, the suitable 
joint denSity, conditional on m, is given in (2. 2.8). 
i=l, ... ,m and removing the ordering on the y's gives 
1 m ky1· ~-1 
n (1.- )J\.-=-
( a-k( c-J.L »m i=1. ( a-k( c-p. ) ) 
m 
n 
i'=-l 
Let y.= x·- c 1 1 
So the Y i are i . i • d . with a Generalized Pareto distribution with 
parameters k and a-k(c-J.L). This is precisely the distribution obtained by 
Pickands (1975) for exceedances of a high level and proposed for use in 
the threshold method by Smith (1984). What lhis result shows is that in 
many respects these two methods are equivalent. 
The key reason why here the r largest annual events method is used is 
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because it easily handles historical and censored data. 
2.4 The Data 
Estimates of extreme sea levels were required for Lowestoft because 
previous analysis had given contrasting results, see Alcock and Blackman 
(1985), (1986). The data available at Lowestoft consists of a series of 
annual maxima for 1953-1983, as well as hourly sea level measurements for 
1970-78, 1980-2 inclusive. The reason for the 1979 hourly values not 
being used was due to gauge failure; whereas the 1983 hourly values are 
yet to be processed. A particular feature of data from the east coast of 
Britain is the 1953 outlier, which is responsible for motivating much work 
since, noteworthy references being Rossiter (1959) and Suthons (1963). At 
Lowestoft no gauge was erected until after 1953, so this flood was 
visually estimated. The queslion of the reliability of this observatl.on 
is fundamental to thp. analysis. The analysis is performed with and 
without this observation to assess the stability of the estimates to 
outliers. The Lowestoft annual maxima are plotted in Fig.2.1. The data 
available at the neighbouring port of Great Yarmouth are just a sequence 
of annual maxima for 1899-1953, 1959-76 inclusive. As at Lowestoft the 
1953 flood value was visually estimated. 
Since a sequence of i.i.d. random variables is required the standard 
approach is to remove the non stationarity and examine the extremes of the 
remaining stationary sequence. In the sea level application 
C(t) - Zo(t) + X(t) + Y(t) 
where (t),Zo(t),X(t),y(t) are the sea level, mean sea level, tidal level 
and nurgn lnvp.l at time t respectively. Unfortunately, interaction has 
31 
been found between the tidal and surge Components at the east coast ports. 
The interaction takes the form of reducing the surge level when the tidal 
level is high. Theoretical explanation and modelling of this interaction 
are important to the understanding of exlremes. For papenl on the 
theoretical side, noteworthy cxampl(~n are Prandle and Wolf (1978a), 
(1978b), whereas, Keers (1968) gives an important empirical study. Because 
interaction is not fully understood, particularly for extreme levels, the 
r largest annual values were extracted from the sea level sequence instead 
of from the surge sequence. What this discussion gives is a method for 
observing interaction by comparing results obtained by each of the two 
procedures. 
this chapter. 
The alternative method is presented in the second part of 
The effect of using the sea level sequence is to reduce the sequence 
to 705 sea levels a year corresponding to the high waters. Ideally, as 
interest is in maxima of the sequence, the maximum hourly values should be 
adjusted to the maxima corresponding to the turning level of the sea. 
Although this was not done in the analysis that follows, it can be 
achieved by fitting a quadratic spline over hourly values either side of 
the maxima. 
2.5 Tbe MOdel and Its Justification 
The justification of the statistical model was considered in some 
detail in Smith (1986). It is worth streSSing the three points made. 
1 ) The number of observations of sea levels in a year has to be very 
large. 
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2) The observations within the year should he independent and 
identically distributed. 
3) The common distrLbution of the sea level is such that the annual 
maxima obey the Generalized Extreme Value distribution. 
Clearly, (1) and (3) are approximately satisfied, if t~ese 
assumptions are questioned then so must the same assumptions in the annual 
maxima method. F:qually c:lnarly (2) is not satisfied, as there is 
seasonality, and dependence between observations 'sufficienLly close 
together' . What is meant by sufficiently close together is most eastly 
explained for a stationary process. Suppose a suitably high threshold 
is chosen, then observations are sufficiently close together if they are 
from the same exceedance. 
Extreme levels arising from a sequence of dependent variables are 
considered by Galambos (1978) and in great detail by Leadbetter et al 
(1983). Here it is known that there is dependence in the data, so it 
must be decided Whether it is sufficiently ~rtant to affect the 
results. If the dependence does affect the analysis then it must be 
decided how to handle it. 
An essential point in the following development of the model is 
that made in the N. E . R. C . Flood studies Report (1975, Sect ion 2. 7.8 ) . 
Effectively, this is that the dependence between separate storms only 
appears in the stochastic point process generating the storms and not 
between the sea leve Is in separate storms . If a model for obtaining 
estimates of low return period events was required, the stochastic process 
of storms would be necessary . Similar conclusions were obtained in 
Beran and Nozdryn-Plotnicki (1977). 
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The particular feature of the stochastic process which would 
require modelling for low return period floods is the clustering of 
storms. This area of research has received much attention, a particularly 
good review being Cox and Isham (1980). In the extreme values literature 
Smith (1984) considers a simple clustering model for the exceedance times 
of wave heights above a threshold. 
In sea level applications estimating the level corresponding to 
given long return periods is only of interest, so the stochastic process 
of storm times is of little importance. For the remainder of this part 
of the chapter the form of the dependence considered is between levels and 
not their associatncl t.lmes. Her~ a simple and intuitively pleasing 
filtering procedure to extract the r largest 'independent' annual events 
is presented. 
Consider the time series of sea levels comprising of a sequence of 
separate independent storms, each having a standard storm length T. Then 
if only the maximum value within each storm is extracted, the r largest 
such values for the year are the required r largest independent annual 
events, under the T hour storm length assumption. 
Some of the methods to be presented for estimating the storm 
length are based on the data extracted for various guessed storm length 
values. Before considering the estimation of T the extraction procedure, 
for a gi von nt.onn 1 ength T, will be made rigorous. The following 
inductive scheme is proposed. 
(i) Pick out the largest remaining hourly value from within the year 
of interest. 
(ii) Discard values with a lag of ~ and less from either side of the 
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value chosen in (i). 
(iii) Repeat until the r largest are extracted. 
Clearly, it is important to estimate T accurately, because if the 
estimate is too small then events which are actually dependent may be 
included; whereas, if the estimate is too large then events which are 
actually independent may be excluded, and so reduce the precision of the 
procedure. 
The effect of removing extreme order statistics is unclear because 
of two conflicting effects. The median extreme is obviously lowered if 
extremes are removed, whereas the empirical tail of the density is 
lengthened. These conflicting results, with the additional estimation 
error, make the resulting return periods have a complicated relationship 
with storm length T. 
Any autocorrelation function of sea levels shows that the standard 
storm length assumption is not valid for the sea level process. storms of 
any kind are entirely governed by the surge process, for which the 
standard storm length model is a realistic possibility. This point is 
especially valid at Lowestoft where the tidal range is small by comparison 
to the surge range. This is because of the proximity of an amphidrome (a 
place where there is no semi-diurnal lunar tide) in the North Sea, so the 
surge process is dominant. 
A good exploratory technique to get an initial feel for T is to 
consider a moving average MA( m) process. 
wh {} 1·S a sequence of i.i.d. normal zero mean variables, and {~1·} a ere Ei 
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sequence of constants. It seems reasonable to assume this as a model of 
the surge process, despite the empirical probability density function of 
the surge process having thicker tails than a normal distribution. If Ps 
is defined to be the autocorrelation of an MA(m) process at lag s, then 
Ps= 0 if s > m. The samplp. iiut.ocorrelat.ion (Rs) for the surge process at 
Lowestoft is given in Fig. 2.2. Also on the figure are 95% confidence 
bounds for Rs s > m = 66 hours, assuming m = 66 to be the correct storm 
length. These are based on an asymptotic result in Bartlett (1946). For 
comparison purposes the 95% confidence bounds for various other m are 
given in Table 2.1. 
Table 2.1 Autocorrelations and COnfidence Bounds for the Hourly Surges. 
m/hours Rut 95% COnfidence Bound 
1 0.9703 ± 0.036 
15 0.2455 ± 0.076 
30 0.0955 ± 0.078 
66 0.1225 ± 0.082 
174 0.0009 ± 0.085 
-~----
These bounds remain reasonably constant over large changes in m. 
As a result, an estimate of m is the lag for which the autocorrelation at 
only a few lagt; groat.er than m exceed the confidence bound. A rough 
estimate would be in the region of 70-100 hours. This procedure is not 
valid for estimating dependence in extreme storms because it models the 
whole storm process. What this result gives though is an upper bound on 
the storm length for extremes. From now on the only considered initial 
guesses for Tare 1 hour, 15 hours, 30 hours, 66 hours and 174 hours, the 
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last four correspond to storms lasting 1,3,5,15 high waters respectively. 
These are the only guesses needed under our assumption that storms are of 
standard length with the storm peak at the centre. 
Given these initial guesses, a simple technique for estimating T 
could be based on the following motivation. Provided the storm length is 
approximately correct the estimates of quantiles should not change too 
much by making small changes to this length. The basic reason for this is 
that only a few of the r largest values would change. This procedure is 
illustrated later in the results section. 
Consider the more general topic of testing the fit of the model. 
Effectively, two properties are simultaneously being lested. Firstly, 
that the number of independent observations in the year is sufficiently 
large, in relation to r, for the asymptotic arguments to hold. Secondly, 
that the observations which constitute the r largest are i.i.d.. The two 
considered methods of assessing the fit are direct extensions of the two 
possible methods suggested in Smith (1986). The first is a probability 
plot based test. If Xj,n is the jth largest order statistic from the nth 
year let 
j-1 
E 
i=O 
(l-k (Xj,n- ~»i/k Xj,n- ~n k 
____ ....;::a~ exp(-(l-k(---~-»} 1 ~ n ~ N. 
r(i+1) a 
where, for fixed j, Uj,n l~n~ are independent uniform (0,1) variables 
if the model is correct. If Uj,n = Uj,n I(~,~,k) the probability 
plot, for fixed j, is the plot of the i'th largest Uj,n against i/(N+1), 
the plotting points. Deviation from linearity expresses deviation from the 
model. Smith (lQ8F,) suggests that this graphical method can be used to 
choose an optimum r; but, as is shown by empirical evidence in the next 
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section dependence plays an influential role as well. 
An alternative test of fit, although not used in this application, 
is to use a spacings result of Weissman (1970). N 1 of arne y, 1 Yl~ Y2~"'~Yr 
are the r largest order statistics with a joint Gumbel density then d
i 
= 
Yi - Yi +1 1 ~ i ~ r-l are independent and exponentially distributed, with 
mean 1/ i. So we have 
1 ~ i ~ r-1 
Where iDi are i.i.d. exponential with unit mean. Hence 
iOi = iDi I (~n,;,i) can be used as test statistics for the fit of the model. 
2.6 bPplication To the Lowestoft Sea Level Data. 
The data analysis of this section is purely to illustrate the 
application of the methods developed in this chapter. The results should 
not be taken as final estimates of return levels because, the hourly data 
has not been converted to maxima as suggested earlier, but they should not 
differ greatly from the corrected results. 
The first step must be to justify the use of the G.E.V. 
distribution instead of the Gumbel model. To the sequence of Lowestoft 
an al ° both the G E V and Gumbel models were fitted. For the nu max1Il\a • • • 
G.E.V. model 
A 
I.L = 1.942 
A A 
a = 0.221 k = -0.188 
( 0 • 044, 0 • 045 ) (0.035,0.035) (0.133,0.143 ) 
w1lh log l~elihood = -5.645. 
38 
For the Gumbel model 
A A 
~ = ~.965 a = 0.242 
(0.045,0.046) (0.036,0.034) 
with log likelihood = -6.776. 
IQ each case the figures in parentheses are standard errors, the 
first calculated from the observed information matrix and the second from 
the expected information matrix. The good agreement in these suggests 
that the asymptotic results are approximately obtained with only 33 
values. For each model a linear trend was found to be not significant. 
Hosking (1984) has considered many tests of the Gumbel model 
against the G.E.V. model, i.e. testing k=O. He suggests the use of the 
likelihood ratio test with a Bartlett correction factor of (1. - 2. 8/N ). 
Although using this test k was found to be not significantly different 
from zero, it is still necessary to consider the case k<O because, if this 
case were in fact the correct one, it is liable to have a serious effect 
on the return levels. Later the results will be compared with those 
obtained using the Gumbel model. 
It is worth noting that the Bartlett correction depends on r and 
so the correction factor would be different when testing k=O based on an 
analysis of the r largest annual events. The r dependent correct ion 
factor has not yet been calculated. 
As a starting point for illustrating how effective the methods of 
this chapter are when estimating return levels, Table 2.2 gi ves some 
estimated return levels based on only the annual maxima, for both the 
G.E. V. and Gumbel models. 
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Table 2.2 Est~ted return levels, based on annual maxima only. 
Return Period/ 
Years 
50 
100 
250 
Return Level 
(GEV)/metres 
3.22 (0.43) 
3.56 (0.62) 
4.09 (0.98) 
Return Level 
(Gumbel )/metres 
2.91 (0.16) 
3.08 (0.18) 
3.30 (0.22) 
Here the figures in parentheses are standard errors calculated 
from the observed information matrix. 
Earlier the importance of the 1953 flood and the doubt about the 
correctness of the value was emphasised. A simple method to help 
understand the effect of this value is to re-est~te the G.E.V. without 
this value. The resulting return levels 2.92 (0.31), 3.14 (0.43), 3.46 
(0.65) correspond to 50,100,250 year return periods respectively. These 
results are very similar to those obtained from the Gumbel model when the 
1953 value is included. The large change in estimates shows the large 
influence of the 1953 maxima on the return level estimates. It is to be 
expected that rather different estimates would result if a mor.e 
conservative value wan 1Jm~n in p 1 iic!C~ of thn vi nUii 1 m.t i mntn . ·rh(~TP. fore, 
there is strong evidence for censoring the 1953 maxima at some suitable 
value, perhaps the second largest recorded level. The results of censoring 
will not be given here, but the question of the 1953 outlier will be 
returned to after fitting the model developed in this chapter. 
As with the Smith (1986) paper, the analysis will concentrate on 
the values r = 5 and 10. In Tables 2.3 and 2.4 are given the parameter 
and return level est~tes foe various storm lengths. Table 2.3 
corresponds to results based on r = 5 whereas, Table 2.4 corresponds to 
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Table 2.3 Estimated parameter values and return levels, based on the 5 
largest annual events and various storm lengths. 
,/ 
A Return level/metres 
'" '" hours IJ. a k 50yrs 100yrs 250yrs 
~ 2.050 0.237 
-0.119 3.23 3.50 3.90 ( 0 . 040 , 0 . 04~ ) (0.028,0.028 ) (0.090,0.090) (0.33 ) (0.46 ) (0.66 ) 
15 1.986 0.247 
-0.36 3.02 3.22 3.49 
( 0 . 042 , 0 .043 ) ( 0 . 02£0, , () . O;"b ) (0.073,0.084) (0.23 ) (0.30 ) (0.42 ) 
30 1.986 0.258 -0.036 3.05 3.26 3.55 
(0.01-1-,0,044) ( 0.027 , () . 0;"" ) (O.CrlH,O.084) (0.25 ) «(). 33 ) (0.46) 
66 ~.963 0.266 -0.033 3.07 3.29 3.58 
( 0 . 046 , 0 • 046 ) (0.028,0.028) (0.081,0.084) (0.27 ) (0.35 ) (0.48 ) 
174 ~.947 0.27~ -0.057 3.13 3.37 3.70 
(0.047,0.049) (0.029,0.030) (0.009,0.004) (0.31 ) (0.41 ) (0.58 ) 
Table 2.4 Estimated parameter val~es and return levels, based on the 10 
largest annual events and various storm lengths. 
,I 
A 
'" hours IJ. a 
~ 2.100 0.222 
(0.035,0.036) (0.020,0.020) 
~5 1.984 0.241 
(0.039,0.039) ( 0 . 025,0.025 ) 
30 1.957 0.255 
( 0 . 041 , 0 .042 ) (0.029,0.028) 
66 ~.964 0.263 
( 0 . 043, 0 • 043 ) (0.027,0.027) 
174 1.948 0.270 
( 0 . 044,0.047 ) (0.027,O.O:iO) 
'" k 
-0.015 
( 0 . 049, () . Ob:i ) 
-0.053 
(0.059,0.065 ) 
-0.092 
( 0 . 070, () . Ob" ) 
-0.042 
(0.065,0.0&~) 
-0.057 
(0. Ob" , O. Obb ) 
Return level/metres 
50yrS 100yrs 250yrS 
2.99 3 . .15 3.37 
(0.17) (0.22 ) (0.29 ) 
3.03 3.24 3.53 
(0.23 ) (0.30 ) (0.41 ) 
3.15 3.42 3.79 
( 0.31 ) (0.41 ) (0.57 ) 
3.08 3.30 3.60 
(0.26 ) (0.34) (0.46) 
3.13 3.37 3.70 
(0.29 ) (0.37 ) (0.51 ) 
---
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The results show the importance of taking T into a~eount, hut th(!y 
are not sensitive to the precise value of T. In particular, the results 
show that provided T is not too small (r=1), or not too large (r=174) then 
the estimates are insensitive to the chosen value of T. In addition, 
varying r seems to make as much difference as varying T. The quantile 
test would lead to more conclusive results if more hourly data was 
available. Although, for 15 ~ T ~ 66 these quantiles do not differ 
seriously, we need to be able to choose a particular value for T because 
quantile estimates are required for longer return periods. 
The other feature Tables 2.3 and 2.4 illustrate is the success of 
the m. 1. e . pL·ocedure. For all values of r and T the 'observed' and 
'expected' estimated standard errors are very close, suggesting that there 
are enough data to accept the asymptotic properties of the estimators. 
Despite this, some of the parameters do not seem stable with respect to r, 
although ttes in the data could be one reason for this. 
Now consider the probability plot method of asseSSing fit 
discussed earlier. Figs. 2.3-/'.1/' contain the probability plots for the 
combinations of r and T exami nPod in t:he quant:i lc tP.flt:. The probability 
plots are for the r'th order statistics derived from the model fitted 
using the r largest values each year under the T hour storm length 
assumption. The plots illustrate particularly well the reasons for 
departures from linearity. From the plots the following conclusions were 
drawn:-
(a) T=l hour in Figs. 2.3 and 2.4. The failure of the model must be 
entirely due to dependence between the order statistics. Clearly the 
as~otics are not failing, because under the T=1 assumption we have 8766 
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independent observations in a year. 
(b) ,=15 hours in Figs. 2.5 and 2.6. There is a reasonable fit for 
r=5, but the fit for r=10 is less good. The reasons for this are 
probably dUf~ t.o n(~pnnn(~n(x~, bc~(!iiu:m undnr the ,=15 assumption and some 
tidal influence, there are approKUnately 705 independent observations in a 
year. Therefore the 10'th largest corresponds to the 0.014 quantile which 
is sufficiently extreme to suggest that the asymptotics are holding. It 
is particularly interesting to note that the Venice data analysed in the 
Smith (1986) paper are high water values, which corresponds to a ,=15 
extraction policy. 
(c) T=30 hours in Figs. 2.7 and 2.8. For both r=5 and 10 the fit is 
very good, especially considering there are only 12 points. Under the 
;=30 ass~ion there are approx~tely 235 independent observations in a 
year, so the 10'th largest corresponds to the 0.043 quantile. 
( d) For ;=66 hours, in Figs. 2 . 9 and 2. 10. Again the fit is good, 
although inferior to ,=30. In view of the ,=30 probability plots the 
only reason for discrepancy from linearity must be due to the asymptotics 
failing, as the data seems to be independent. Under the ;=66 assumption 
there are approximately 140 independent observations in a year, so the 
10'th largest corresponds to the 0.071 quitntile, which is possibly 
slightly out of the tail of the original distribution. 
(e) ,=174 hours in Figs. 2.11 and 2.12. Clearly the fit worse than 
for ,=15,30,66, also the fit is noticeably inferior for r=10 than for r=S. 
The order statistics are surely independent, so only the asymptotics are 
likely to be failing. Un~er the ;=174 assumption there are approxtmately 
only 47 independent observations in a year, so even the case r=5 must be 
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out of the tail of the original distr1bution. 
In addition to the results which were obtained by the quantiles 
test, the probability plots seem to give evidence that T=30 hours is the 
correct storm length for extreme s Lorma . The evidence for r=30 is not 
conclusive, but recall that this is based on only 12 years of hourly data. 
It would be desirable to have an approx~te acceptance region for a test 
01 ull.l.fuLuLity. Such a rp.gion c:ould he based on the Kolmogorov-Smirnov 
test, but that would not take into account the large effect of fitting the 
model. To take fitting the model into account would require a large 
simulation study, which was not considered necessary here because of the 
inte~retability of the plots. 
From now on, assume that T=30 hours is the correct value for 
Lowestoft. A topic worthy of further research is to examine whether T 
varies around the British Isles. It is interesting to compare this result 
for T with that based on the autocorrelation of the whole process. From 
the autocorrelation it is noticeable that the dependence for a 30 hour lag 
is weak, although significant. 
For practical purposes it is important that the return level 
esttmates are reasonably constant over the valid range of r. For 
r=2,3, •.. ,10 the 250 year return level estimates are 4.01 (0.92), 3.59 
( 0.51), 3.55 (0.47), 3.55 (0.46), 3.57 (0.47), 3.62 (0.49), 3.65 (0.49), 
3.72 (0.54), 3.79 (0.57). The results for r=3 to 7 are very stable, 
showing that provided r is not too large the method gives self consistent 
results. In the rest of the analysis only r=5 will be considered. 
Now return to the issues of the sensitivity of the model to the 
1953 outlier, and the question of whether a Gumbel model should have been 
fitted. 
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Taking r=5 and r=30 hours the Gumbel model, and the G.E.V. model 
without the 1.953 value were fitted. The asnoc!iab~d rc~t:lJrn levels for 
these models are given in Table 2.5. 
Table 2.5 Estimated return levels, based on the 5 largest annual 
events. 
R,.;eI'lJWN ,.,,.;H roo RETURN LEVEL/M RETURN LEVEL/M RETURN LEVEL/M 
YEARS (GEV OMITTING 1953) (GEV) (GUMBEL) 
50 2.81. (0.1.9) 3.05 (0.25 ) 2.96 (0.1.2 ) 
1.00 2.94 (0.24) 3.26 (0.33 ) 3.1.4 (0.1.4) 
250 3.1.2 (0.32 ) 3.55 (0.46 ) 3.37 (0.1.6 ) 
The effect on return levels of the 1953 flood is still large, but 
is less than when using the G.E.V. model. Despite the down weighting of 
this observation, it should be censored. The estimates based on the 
Gumbel model do not differ greatly from those based on the G.E.V. model. 
Although k is close to zero (-0.036) the use of the Gumbel model is not 
suggested as the restriction in the tail of the distribution gives an 
improper idea of the precision of the method, see the standard errors in 
Table 2.5. 
As this is as far as this step of the analysis can take us, it is 
interesting to compare the results obtained with those based on the 
classical approach. Two features arise from the comparison. The standard 
error of the estimated return levels is approximatp.ly halvAd, and the 
estimates are lower than those from the original analysiS. The latter is 
not a feature of the estimation procedure, but the new estimates are more 
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likely to be closer to the true value as they are based on more relevant 
data. 
2.7 Further Analysis 
In the case when data are available from two neighbouring ports, 
the strong inter-site dependence can be used to transfer data from one to 
the other. This is particularly useful in the case of Lowestoft and Great 
Yarmouth, where the latter has a long sequence of annual maxima and the 
former has hourly data for recent years. 
For Great Yarmouth est~tes of the parameters of the G.E.V. were 
obtained us ing the annual maxima method . The model was fitted with 
various trends, J.Ln constant, linear and quadratic, with corresponding 
loglikelihoods -18.38, -18.35, -15.04. Using the likelihood ratio test 
the trend is clearly not constant or linear. From this analysis the trend 
is not necessarily quadratic, but a quadratic trend is a reasonable fit 
over the range of the data. Under the quadralic lrend assumption the 
parameter est~tes and their standard errors (based on observed 
~ ~ ~ 
information) are a = 2.062 (0.083), ~ = -0.908 (0.359), Y = 0.965 (0.352), 
A ~ 
a = 0.243 (0.250), k = -0.068 (0.101). 
In order to assess whether the dependence is strong enough to 
transfer the data from Great Yarmouth to Lowestoft the estimated 
parameters were used to transform the data at each port to a common 
distribution. The Gumbel distribution is particularly suitable, in which 
case if Xi is G.E.V. with parameters (J.Li,a,k) then Yi are i.i.d. standard 
Gumbel. 
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~ ... X--#L-~ - A log(1-k(~ ... ~» 
k (J 
Por the data from the overlapping years the sample correlation 
gives a gu ide to the inter-s i te dependence . In the Lowestoft-Great 
Yarmouth case the sample correlation is 0.971 from 19 years of data. Using 
the LQlwestofL estimated parameters the transformed Great Yarmouth 
1899-1952 values were transformed to the Lowestoft sr~le. The new 
extended Lowestoft annual maxima are shown in Fig. 2.13. 
The 1953 value can still be seen to be an outlier, but an 
important result arose during the transfer of data. In the Gumbel scale 
the 1953 values for Lowestoft and Great Yarmouth are equal, removing the 
uncertai.nty of this value at each port. 
Using the extended data sequence the parameters were re-estimated 
under the assumptions T = 30 hours and #L is constant. USing just the 
... ... 
extended annual maxima sequence gave #L = 1.955 (0.030), (J = 0.239 (0.023), 
.... 
k = -0.086 (0.093). The corresponding 50,100,250 year return levels are 
3.06 (0.21), 3.30 (0.30), 3.64 (0.45) respectively. The reduct ion in 
est~tion error obtained by extending the sequence with 54 annual maxima 
is comparable with that obtai.ned by using 48 extra order statistics 
discussed earlier. 
To Obtain final est~tes the above analysis was repeated with r = 
5, giving ~ = 1.966 (0.029), ~ = 0.253 (0.017), k = -0.019 (0.058). The 
corresponding 50,100,250 year return levels are 2.99 (0.15), 3.18 (0.20), 
3 44 ( 0 28) pect - el Therefore a further reduction of approximately . . res l.V y. 
two-thirds, in the return level standard errors is obtained. Using the 
above analysis the est~tes of the 1,000 and 2,500 year return levels are 
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3.83m (0. 43m) and 4.1.0m (0. 55m) respectively, a marked improvement over 
the initial analYSis using the annual maxima method. 
Omitting the 1.953 value and repeating the estimation gave 
estimated return levels 2.88 (0.1.4), 3.04 (0.1.8), 3.25 (0.25) for return 
periods 50,1.00,250 years respectively. The change in estimates is again 
reduced, removing the need to censor this observation. 
2.8 Appendix to Largest Order Statistics Methods 
First, consider the contribution made by a single observation 
vector (Xl""'~) whose joint density is given by (2.2). Since the 
analysis covers cases where the data is non stationary let = 
The log likelihood is therefore 
1 r XJ.-~ Xr-J.! It 
= -rlog u - (l-k(--» + (k- 1 ) r. log( l-k( » 
u j=l u 
For simplicity write L = L(e1., ... ,ep ,u,k) and Zj = (Xj-~)/u, then, 
the components of the observed information matrix are 
(1.-k) r -1 1: (l-k Zj) 
aeiaem j=l 
+ 
r -2 k(1-k) aJ.! 
r. (l-k Zj) 
ae i aem j=l 
k( 1-k) 
r;. 
1 
atJ. (l-k) 1{- - 2 
--- Z (l-k Zr) 
atJ. 1 r -1 
+ - L (l-k Z-) 
ae1.- u - 1 J J= 
(1-k) 
u 
a2L r 2 
- a;?- =- -;; - ;2 Zr 
as- uk r ~ 
atJ. r -2 
L ZJ- (l-k ZJ-) 
ae- -1. J=l 
1 2 
(l-k Zr)K -
2(1-k) r -1 - k(l-k) 
+ u2 L Zj (l-k Zj) + ~2 
r 2 
L Z-J 
-2 
(1-k Z - ) J j=l v j=l 
a2L 1 k-1 l-k i -2 
_ __ = _ ~ (l-k Zr) Zr loge 1 -k Z ) - (--) Z 2 (1 -k Zr) 
akaa ak~ r xu r 
1 r -1 
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a j=l J J 
r ( 1-k) 
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-2 
(l-k Z - ) J 
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+ 
( l-k) 
k 
-2 
(1-k Zj) 
Changing variables to Zj=(Xj-~)/a, the jth reduced variahlp., thp.n 7.j 
j 1 
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1 'k-1 
has the density f~( z) -= -r( j) (l-kz) exp{-( l-kz)K) over the range l-kz>o. 
Now, for a and c integers 
1 -b c k c - a a a ( c ) 
E{Zj a( 1-kZj )x log (1-kZj )} = r( " -) r: (-1) (~) r (j-bk+ak+l) 
J a=O 
where r(C)is the c th derivative of the gamma function, and(~)=ar/[ar(a-a)r] 
In finding the expected information matrix the following properties of the 
gamma and its related functions were repeatedly used. 
r(x+l) = x rex); ~(x) r' (x) = ---; 
rex) 
1 
~(x+l) ~ ~(x) + -
x 
( l-k) 
r(2)(r) 2 
-= ~'(r) + ~(r) ; 
r(r) 
r 
1: ~(j) = r (~(r+l)-1) ; 
j=l 
r r( j-k) 
1: r()" ) j'=1 
= 
r( r+l-k) for ~ < k < 1, r an integer. 
r( r) 
50 
Where \&I and \&I" are the digamma and tL-igamma functions. The last 
two identities can easily be proved by induction, despite this no 
statement of the final identity has been found in the literature. This 
identity plays a key role in considerably s~lifying the expected 
information, as it removes all the summations from the result. The second 
last identity played a similar role in obtaining the final simplification 
for the Gumbel expected information in Smith (1986). Por simplicity let 
GR(j) = r(r-jk+1 )/r(r), j=1,2, then in the G.E.V. case the elements of 
the expected information matrix are 
= a~ 1 {(1_k)2 GR(2) _ (1-2k) GR(1)} 
ae· a 2k(1-2k) 
.1. 
2 
1 { k -k+1 (1-2k) GR( 1) (-k\&l( r-k+l) + ~--} -
crk 2 (1-2k) l-k 
= 1 {r(1.-2k) _ 2(1-2k) GR(l.) + (l-k~ GR(2)) 
a 2k 2(1-2k) 
-a2L 1 
2 
1+(1-k) 
rk( 1-2k )\&I( r+l) + (1-2k) GR( 1) (-k\&l( r-k+l)+ l-k } 
E{akoa}= ak3(1-2k) _(1_k)2 GR(2) - r(1-2k) 
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The functions '" and '" t may be evaluated by 
n-l 
"'(n) "; - Y + I: l/j n=l, 2, ... 
j'=1 
n2 n-l t 1/j2 
'" (n) -= L 6 j=l n=1, 2, ... 
where y = (). b'/,/:'. 157 ... is Eulers' constant. To evaluate '" when the 
argument is not an integer Bernardo (1976) can be used. 
The above result can be checked in two special cases: firstly, if 
k = 0 then for the relevant terms the results of Smith (1986) are 
obtained; secondly, if r = 1 the results agree with those in Prescott and 
walden (1980) for the standard G.E.V. 
The variance-covariance matrix can easily be obtained by inverting 
the symmetric expected infonnation matrix. Smi th (1986) shows how to 
extend this to the case when there is a linear trend. An important L-esult 
that arises is that the trend parameters are asymptotically independent of 
the a and k parameters. As a and k are unknown the esttmated values were 
used in the preceeding analysis for evaluating the · expected • standard 
errors. 
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PART II 
2.9 IntroductLon to the Revised Joint Probability Method 
The inCreasing need to exploit coastal areas has resulted in a 
growing demand for accurate estimates of the probabilities of extreme sea 
levels. Unfortunately, the sites where the estimates are required are 
frequently where long data sets are unavailable. In particular, it is 
common that such sites have anything from a few months up to twenty years 
of continuous hourly readings. sometimes there are also a few historical 
values known for the site. The traditional annual maxima method, as 
described by Gumbel (1958) and Jenkinson (1955), clearly will not give 
accurate, or maybe even sens1ble, estimates for such data sets. This is 
because there are insufficient annual maxima to estimate the parameters of 
the distr1bution accurately. 
The extensions to the annual maxima approach proposed by Smith (1986) 
and developed in the first part of this chapter enable estimates to be 
obtained using a fixed number of independent extremes from each year of 
data. Such approaches require at least ten years of hourly observations 
to obtain accurate estimates and they do not use any knowledge of the 
dynamics of sea level processes. 
Middleton and Thompson (1986) have proposed a new approach ('the 
exceedance probability method') for obtaining estimates of the occurrence 
of extreme sea leve Is for short data sets. The approach is based on 
theory, in Rice (1954) , deve loped for random variables wi th a nonnal 
distribution. weaknesses with this approach are that it: models the 
h extremes, makes highly restrictive assumptions, whole process not just t e 
t " and does not give good results in is ad hoc in its construc 10n, 
applications. There seems to be no way to revise this method to over-come 
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these problems. As a result th -~s approach will not be considered here. 
Therefore, the only suitable existing approach to handle short data 
sets is the joint probability method, introduced by Pugh and Vassie (1979, 
1980). This will be reviewed in Section 2.10. A number of shortcomings 
with the joint probability method have been identified. These will be 
discussed in detail in Section 2.11. Some new statistical techniques, 
which use all the extreme values, are being developed to overcome these 
shortcomings, but on the whole, these are overly complicated for 
engineering applications. Instead, the approach taken here is based on the 
joint probability method with refinements, presented in Section 2.12, 
which correct the key shortcomings of the existing approach. With these 
corrections, the method is more logically and statistically correct and 
only slightly more complicated for use by practising engineers. The new 
estimates can be similar to those obtained by the existing method, but 
there should be more confidence in these, because in obtaining them no 
artificial assumptions were made. 
In the cases of sites with very short records these modifications 
will give an improvement, but the results are still subject to large 
sampling error. Therefore, in Section 2.13 a method of transferring data 
from site to site is suggested and outlined. In Section 2.14, the new 
methods are illustrated, and compared with the existing approach, for the 
east coast ports of Lowestoft and Immingham. The extreme value theory 
required to understand the modifications is given in Part I and Section 
2.16. 
Throughout the remainder of the chapter only maxUna will be 
considered, t for ml.
- n';",~ can easily be obtained using but resul s ~.-
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modifications of the joint probabilities method, which are analogous to 
those for maxima. 
2.10 Outline of the Existing Joint Probabilities Method. 
At any time the observed sea level ((t), after averaging out waves, 
has three components: mean sea level Zo{t), tidal level X{t) and 
meteorologically induced surge level Yet). 
((t) = Zo{t) + X{t) + yet) 
Much has been written about estimating mean sea level, see for 
example Thompson (1. 980 ) . The tidal component is the part of the sea level 
which is coherent w.lth asLLOnoltUCal forcing. The tidal sequence can be 
written as 
M 
X(t) - 1: 
i=1. 
f· H- cos (u.t + v· + u· - g. ) 1 1 1 111 ( 2 .10.1 ) 
where Hi is the amplitude of the ith constituent, ui is its angular speed 
defined astronomically, Vi is its equilibrium tidal phase at t=o, gi is 
the phase lag of the constituent on the equilibrium tide, and fi and ui 
are the nodal COL Lee lions. The value of M is chosen depending on the 
length of the data set, commonly M=60. Since {fi,ui,Vi,ui} are all known, 
only {Hi,gi} have to be estimatr.d from thp. data. This is usually achieved 
by fitting the model in equation (2.10.1) to the data by least squares. 
Because the tidal sequence is dete~inistic the prObability distribution, 
for the tidal levels, can be generated for a full 18.61. year cycle, 
irrespective of the length of the original data set. The surge sequence 
is the time series of non-tidal residuals, which is q,ssumed to be 
stationary. Pugh and vassie (1979) give an account of how spurious surges 
can appear due to t~ing errors and other tide gauge malfunctions, and of 
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the need for careful editing of the data. From the residual time series 
the probability distribution of the surge sequence can be obtained. 
The probability distribution of the sea level can be obtained by 
combining the tide and surge probability density functions. Exactly how 
the combination is done depends on whether there is dependence between the 
surge and tidal sequences. From empirical and dynamic model studies, see 
Keers (l.968) and Prandle and Wolf (1978a), it is seen that tide-surge 
interaction is only really significant in shallow water areas. Therefore, 
for many ports the tide and surge can be assumed independent. Then 
00 
p(z) = J PT(z-y)ps(y)dy 
-0;> 
where PT( .), Ps(·) and p(.) are the probability density functions for 
tidal, surge and sea levels respectively. 
In shallow water when tide-surge interaction is present the effect of 
quadratic friction is to damp the surge at high tide levels, whereas other 
non-linear shallow water terms produce surge amplification on the rising 
tide. In such cases, Pugh and Vassie (1980) suggest modelling this by 
banding the tidal levels, into classes of equal width, then calculating 
the surge distribution within each class. Then, in each class the tide 
and surge are assumed independent, and the probability density of sea 
levels is obtained by convolution and combining the results for each 
band. 
The probability that the sea level is less than x is 
x 
F(x) .:= J p(z)dz 
--(J) 
This is the distribution function of hourly (instantaneous) sea levels. 
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From this, G(.), the dintrihut:ion function of the annual maxima. is 
required. Pugh and Vassie (1980) discuss the relationship between F{ .) and 
G( .). If hourly values were independent then 
G(x) = pN{x) 
where N is the number of hourly observations in a year, (N=8766). If the 
return period, T( x), of a level x is defined to be the expected time 
between independent storms exceeding this level, then T(x) = -1/109 G{x), 
so T(x) = [l-G(X)]-l approximately. In the case of hourly values being 
independent the corresponding return period of the level x is 
T(x) = [1-G(x)]-1 = [l-~(x)]-1 ~ [N( 1-F(x) )]-1 . (2.10.2) 
Aware that consecutive hourly values are dependent Pugh and Vassie also 
examined the equivalent relationship when the sea levels are assumed to be 
1-dependent. The corresponding return period for the level x is 
( 2 .10.3 ) 
where qi(x) denotes the probability i consecutive levels are greater than 
x. So, in this case, the effective number of independent hourly 
observations is reduced by a correction factor [ 1-q2( x )/q1 ( x) ] . Both 
Q1(x) and Q2{x) were estimated using the original hourly sea level data, 
whereas F( x) was estimated by the joint probabilities method. In all the 
examples Pugh and Vassie examined, the correction factor was found, by 
extrapolation, to be close to unity for extreme levels. 
2.11 Deficiencies of the Existing Method. 
Two key inadequacies with the existing method are identified. These 
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were, to some extent, known by Pugh and Vassie but were not considered 
influencial. Recent:ly, Mi.ddleton and Thompson (1986) have presented 
results suggesting that at least one of these i nadequ(oJc:i en ha.s 
considerable effect. In addition, some less important aspects which were 
not cQvered by Pugh and Vassie are noted. 
The first of the key deficiencies with the existing approach concerns 
the empirical surge distribution. The problem stems from the fact that 
only a sample of surges are used, thi s being a subset of the true 
population. The number of observaLions is large, so the empirical 
distribution is very close to the true distribution, except at the 
extremes where the probability of surges is very small and the observed 
number is subject to large variability. 
The joint probabilities method will not produce probabilities for sea 
levels greater than the sum of the largest observed surge combined with 
the highest astronomical tide. It is conceivable that higher levels 
could occur, and should be taken into account. As an example, Lowestoft 
when analysed using 1970-1983 data gave that the 1953 maxima was 
impossible. These problems are accentuated in the convolution of tide and 
surge, and in the interaction case. 
The other key deficiency concerns the dependence in the sea level 
sequence, and its effect on return period estimates. Problems result from 
the misrepresentation of this dependence. certainly independence is not a 
valid assumption, because of the tidal influence, as was pointed out by 
Walden (1981). Equally clearly, and for the same reason, the 1-dependence 
assumption used by Pugh and Vassie (1980) is incorrect. An additional 
problem is that the correction factor foc 1-dependence, obtained by 
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Cartwright (1958), comes from truncating an infinite series expansion. 
If, in fact, the sea level time series is 1-dependent the truncation will 
be entirely valid because qi(x)/ql(x) ~ 0 as x~, i=3,4, ... ; whereas if it 
is not 1-dependent then the expansion will not be applicable. 
Taking 1-dependence to be the correct form of dependence Pugh and 
Vassie (1980) calculated the correction factor term Q2(x)/ql(x) and found 
this to be insignificant at extreme levels. This result is surprising, 
but was severely influenced by the extrapolation and fitting approaches 
used. The principal weakness being that this factor was calculated using 
all the levels from mean sea level to the highest observed level. Clearly, 
levels less than the highest astronomical tide are governp.d a 1 rnof;t 
entirely by the sinusoidal tidal behaviour, whereas extreme levels are 
obtained from large surges with tide. Also, no account is taken of the 
increased variability of the estimate of Q2(x)/Ql(x) as x increases. 
The influence of the sampling period on the return period estimates 
i.s important. For example, if the process is systematically sampled at 
intervals longer than the time for the process to become independent, then 
not all independent storms are observed so the return period cannot be 
estimated. On the other hand, if the process is sampled at intervals 
shorter than this time, then the dependence between the observations must 
be taken into account. Therefore, provided the sea level is sampled 
frequently enough, then return period estimates should be obtainable 
irrespective of the sampling period. In parlicular, a method for 
obtaining return periods which ace i.nvaciant to sampling period is 
required. This is not thc c:anr. uning (~.10.2), because F(·) is invariant 
to sampling period. In the I-dependent case changing the sampling period 
changes the dependence structure, for example, if it is doubled the 
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sequence becomes independent. Despite this weakness, the resulting 
correction factor is remarkably robust against such changes, because q2( . ) 
varies with sampling period. It turns out that [1-q2(X)/q1(X)]-1 equals 
the mean time the process spends above the level x on each excursion above 
that level. The relevance of this factor will become apparent in the next 
section. 
Some issues not discussed by Pugh and Vassie (1980) are the effect of 
seasonality on return period and how, and when, historical values should 
be included in the analysis without introducing bias. 
2 • 12 The Revised Method. 
The revised method will be presented for the basic non-interactive 
case, then the adaptations to cover seasonality, historical values and 
interaction will be discussed. For s~licity of presentation the revised 
method is broken up into several steps. 
(i) Converting the hourly (instantaneous) distribution to return periods. 
The problems identified in the last section suggest that a more 
general dependence structure is required, such that the effective number 
of independent observations is invariant to the sampling interval. 
A sensible approach is to apply some recent (1964-83) ideas from 
extreme value theory for dependent. nnqunnces. The ideas stem from the 
theorem given in Section 2.16. The following notation is required. Let 
Y1 , ••• , Yn be hourly sea level observations, with distribution function 
F( .). In a similar fashion to the theorem in Section 2.16. 
n9n (X) 
P{max(Y1, ..• ,Yn)<X) = F (x) ( 2.12. 1 ) 
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This holds for any form of dependence in the sea level sequence. Here 
a n{ x) can be treated as the finite sample approximation of the extremal 
index a. In (2.12.1) the finite version of a varies with level. Despite 
this difference, for large x the interpretation of a holds for an(x), 
namely 
-1 
an{ x) = the expected number of observations of the process above 
the threshold x on each independent excursion above x. 
Therefore a real and very important physical interpretation can be given 
for an(x). In particular, a~l(x) is the mean overtopping time of level x 
for each independent storm which exceeds x. Because large values tend to 
cluster together, in the form of storms, it should be expected that 
-l. 
an (x) > 1, so an ( x) < 1. 
From the above, it follows that the effective number of independent 
observations, in a year, is Nan(x). Therefore, the return period of level 
x can be obtained from 
T(x) = [Nan{X)(l-F(X»]-l . (2.12.2) 
The ~iate advantages of this modification are: firstly, that it does 
not require any restrictive assumptions about the local dependence of the 
process. Therefore the result is not subject to bias. Secondly, the 
equation (2.12.2) is invariant to the sampling frequency. In particular, 
if there are cN, instead of N, observations in a year, let a~l(x;c) and 
T(x;c) denote the mean number of observations above x and the associated 
return period of level x respectively. But a~l.(x;c) = ca~l.(x) and F( .) is 
i.nvari.ant to sampling frequency, so 
T(x;c) = [CN 9n(X;C){1.-F{X»]-1 
= [N 9n(X){1.-F{X»]-1 = T(x) 
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Thus e n( x) is an appropriate correction factor as it makes the return 
period estimator invariant to sampling frequency thereby overcoming the 
problems identified by Middleton and Thompson (1986). In Section 2.16 it 
is shown that the finite version of e for a 1-dependent process is the 
correction factor used by Pugh and vassie (1980). 
(ii) Estimation of e n(·) 
The correction factor en(x) has. an intuitive and physically simple 
interpretation, as it is reciprocal of the mean t~e spent above the level 
x on each independent excursion above thin lnvp.l. Using the original 
time series of hourly sea levels e~l(x) can be estimated for different 
values of x. 
An important issue is deciding what constitutes an independent 
excursion. In addressing this issue much help can be gained from a 
knowledge of the basic dependence structure in the separate surge and 
tidal sequences. Large surges tend to last any time from 6-60 hours. On 
the other hand, in the tidal sequence it is known that approximately 6 
hours after high tide, low tide follows, etc .. So if a large surge lasts 
longer than 12 hours then due to the tidal influence the sea level is 
likely to fall below a high level, x say, and return above x at the next 
high water from the same surge. Therefore, to obtain the total number 
of observations above the level in an independent excursion, the lengths 
of the associated dependent excursions should be combined. In Part I of 
this chapter it was found that extreme storms at Lowestoft last 
approximately 30 hours. 
Adapting the approach in Part I leads to examining en asSuming storms 
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last a standard length, T. stonos lasting any number of high waters can 
be examined by vaLying T. In particular, when storms last 1 high water 
only, then 9n (X) = l-q2(X)/Ql(X) For levels above the highest astronomical 
tide. When storms last more than two high waters the diurnal inequality 
plays an important role in the decision of what constitute independent 
storms. The inequality in consecutive tidal high water levels is due to 
the diurnal constituents of the tide. Therefore, it is possible that for a 
storm lasting three high waters, the inequality may be entirely 
responsible for the sea level not exceeding a high threshold on the middle 
high water of the stonn. This feature must be taken into account 
otherwise a single storm could be counted as two independent storms. It 
was decided to treat such cases as independent storms only if the middle 
high water did not exceed a lower threshold. The difference between the 
two thresholds being the value of the diurnal inequality. For bot.h 
Lowestoft and Immingham the diurnal inequality is approximately O.3m. 
Clearly the shape of the tidal profile will play an important role. 
If the surge range divided by the tidal amplitude is small, the site is 
called tidally-dominant, whereas when this ratio is large the site is 
ciillnd l1urgPo-clominant. The two types of site lead to considerably 
differing estimates of Eh ( ), because at surge-dominant sites the sea 
level can stay above high levels for much longer than at tidally-dominant 
tli.tes. The difference is well illustrated with the ports considered 
later, Lowestoft being surge dominant., whnrm'Hl rmmingham is 
tidally-dominant. More specifically, it is not unusual for sea levels at 
Lowestoft to be above a high level for 5-6 hours on one high tide, whereas 
only very rarely does the sea level at Immingham stay above a high level 
for more than two hours. Fig. 2.14 shows the tidal probability density 
functions for the two ports. 
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As the process that causes extremes can only be identified for levels 
above the highest astronomical tide then it is only suitable to calculate 
9 n(X) for x greater than this level. Unfortunately, en(x) is required 
for x beyond the range of the data, as was the case for the correction 
factor in Pugh and Vassie (1980). Clearly, e~1( x) can be estimated at 
regularly spaced levels, and some function fitted to these estimates and 
extrapolated. The choice of a suitable function is not immediately 
obvious, but if the range of levels is restricted, to being sufficiently 
extreme, then the results of the theorem in Section 2.16 suggest that a 
constant is the correct function. As a rough guide, the lowest 
appropriate level is such that the total number of hourly exceedances is 
at most equal to the product of the number of years, the number of 
independent extreme storms per year, and -1 en (x). The nlJm~r of 
independent extreme storms per year will be taken as equal to five, which 
is consistent with empirical results found in Smith (1986) and ·Part 
I of this chapter. 
When fitting the constant, to the estimates e~l(x), account must be 
taken of the increased variability of the estimates as x increases. USing 
a s~le weighted least squares, the estimator 
is obtained, where ki is the number of independent exceedances of the 
lnvel Xi' and the sununation is from tho l(~v('!l dofinC'!d above, to one 
Which has no exceedances. 
In Section 2.17 a simple sequence which has e< 1 is simulated. Th1S 
sequence has the s~lifying property that each excursion above a level is 
indopendent. The resulls show that e can be reasonably accurately 
64 
estimated from the equivalent of a year of hourly observations. 
(iii) Handling the inadequacy of the surge sample. 
The following modification enables probabilities for levels beyond 
the present range of the surge data to be obtained, in addition to 
smoothing the empirical tail of distribution. Such modifications are not 
required for the tidal distribution, which is taken as before. 
The method is based on the idea, of Weissman (1978), to use all large 
values to estimate probabilities of extreme events. For Weissman's 
results to hold, the sequence is required to be approximately independent 
at extreme levels. This is unlikely to be true for the surge sequence but 
the sequence can be filtered to give independent extremes. The filtering 
process requires independent storms to be identified and then only the 
maximum within each storm extracted. More details are given in Part I. 
From the whole filtered time series the r largest are selected and ordered 
x( 1)~ x( 2 )~ ... ~ X( r)' The choi (!n of r is important. It has to be large 
enough to ensure that there is enough data to obtain reasonable estimates, 
but small enough so that X(r) is still in the extreme tail of the surge 
distribution. A rough guide is r=51, where I is the nwnber of years of 
data. For s~licity, only the Gumbel extreme value distribution will be 
conSidered, as closed form maximum likelihood estlmatoJ':"S for the 
parameters are obtainable. With the e independent suege observations, the 
parameters, a and ~, of the Gumbel distribution can be estimated by using 
the formulae 
logr + X( r) 
This gives an estimate of Gs (')' the distribution function of the 
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maxima·of 1 years of surge data, 
Using the ideas for dependent sequences discussed in section 2.12(i), G
s
(.) 
can be related to Fs( .), the distr~ution function of hourly surge levels, 
by 
Here, Bs is the extremal index of the surge sequence which is estimated 
using exactly the same approach as discussed in Section 2 .12( ii). For 
sufficiently large levels, x > X(r)' Fs(x) can be obtained from 
FS(x) 
1/(Nl9S ) 
= Gs (x) 
In addition, the surge density for large x is 
-1 {[X-"']} fs(x) ~ (aNl9s ) exp - ~ . 
So, for x > X(r) the empirical density function can be replaced by fs(x). 
The surge density will now not sum to exactly one, but correcting for this 
only has an insignificant effect. 
The convolution is performed as before, except that as the surge no 
longer has an upper endpoint some truncation of the integration/summation 
is required. This truncation level should be large enough not to 
influence the return level est~tes. If theze was no tide then ~~9s. It 
follows that the correction factors cancel, so the method reduces to a 
standard analysis using the joint distr~ution of the largest order 
statistics, this method being the natural choice in stationary sequences. 
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(iv) Seasonality. 
By the arguments of carter and Challenor (1981) it can be shown that 
if there is seasonality, which is ignored, the effect is to under-
estimate the level for a given return period. As there is a definite 
storm season from October to March, seasonality is an important aspect of 
the process. But, for a two season year it can be shown that seasonality 
only has a second order effect on return level estimates for return 
periods longer than a year. The resulting adjustment is negligible. 
(v) Historical data. 
The need to include historical data has already been discussed. If 
the historical surge values are simply added into the surge sample this 
effectively treats the historical value as the next in the sequence, 
whereas in fact it is highly likely that no surge levels as large have 
occurred in the intervening years. Therefore, some censoring technique is 
required to downweight the influence of historical values. Suppose all 
that is known about the data from the intervening years is that it was all 
less than the maximum observed during the continuous period. Let 
f~-H)(X), f~+H)(X) be the surge density estimated as in Section 2.12(i1i) 
excluding and including the historical value respectively. In addition, q 
is defined as the number of missing years of data and f~C)(x) as the surge 
tail corrected for the historical value, then 
(2.12.3) 
(c) . t A . Here fs (x) is a simple, ad hoc, tail estJ.ma or. more r1gorous fonn is 
given in Section 2.19. For x > X( r) the empirical denSity function 
can be replaced by ~ c)( x), obtained from (2.12.3). Two special cases of 
f~C)(X) are noteworthy. These being when q=O, i.e. there are no missing 
years, f~C)(x) = f~+B)(X) and when q is very large, f~C)(X) ~ f~-B)(X). 
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These cases correspond to the two approaches for handling historical data 
presently used, namely including or omitting them. 
(vi) Handling tide-surge interaction. 
Some statistical techniques have been developed and are presented in 
section 2.20. These enable tests of interaction to be performed, as well 
as give a dependent form of the convolution integral. As these techniques 
are not very simple, banding the tidal range is still recommended for 
practising engineers. Banding should only be performed after an initial 
examination of the data, of the kind discussed in Walden et al (1982). 
The modified version of the joint probabilities method should be followed 
except for the following changes. 
(a) The tidal range should be subdivided into bands of equal probability, 
not of equal width, thus there are the same number of surge observations 
per band. As the number of bands increases, this should give a more 
stable surge distribution. 
(b) The correction method, suggested in Section 2.12(iii) should be 
applied to the tails of the surge distribution for each tidal band. 
2.13 Transferring data. 
Often return levels are required at sites where only a very limited 
amount of data are available. An adequate tidal analysis can be 
performed on such data giving tidal predictions and hence a tidal 
distribution. But the data is of insufficient length to obtain an 
accurate surge distribution, particularly in the tails. In such cases it 
can be advantageous to make use of short data sets by relating them to 
some neighbouring port for which an extensive sea level record is 
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available. S~ple versions of this type of approach are used by 
practising coastal engineers, see, for example, Chaplin (1986). 
In this respect the Response method of tidal analysis, see Munk and 
cartwright (J.966), can be beneficial as it relies on a reference series 
which can be in the form of a tidal prediction from a nearby port. Into 
this reference series can be built the seasonal and longer term 
modulations of the harmonic constants. Once the so called ' response 
weights' are evaluated they can be applied to the 19 year reference series 
to produce a predicted t~ series for the related port. This provides a 
means of determining a more accurate tidal distribution. 
A similar approach can be adopted with the surge time series. 
Although the surge series are non-linear, the response method can be 
applied provided the relationship between the surge series at the two 
sites is linear to a first order. The figures in Davies and Flather 
(1978), showing corresponding surge sequences for many ports, illustrate 
that the surge process is spatially coherent and that the a relationship 
between the surge sequences at two sites may be linear. Let YR( t) and 
Ys(t) be the reference and short surge series respectively. The Response 
method gives that 
a 
1: 
i=-a 
where the Wi are the response weights, estimated by least squares, and the 
parameter a is associated with the dependence between the surge series. 
The time lag between the surge series at the two sites, denoted by ~, can 
be obtained from a cross-correlation analysis. 
There are a number of constraints which are particular to this 
application of the Response method. Firstly, the number of weights should 
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be small to avoid over-smoothing extreme observations. secondly, just the 
tail of the surge density function is of interest and not the time series 
itself. Therefore, only the observations Ys{ tj ), that are above a high 
threshold, are used in the estimation of the response weights. This is 
consistent with the emphasis in the rest of the chapter, in only modelling 
the surge tails. Also, there is good reason for separating the large 
surges for all others because different dynamical processes generate them. 
It would consequently be unwise to expect that the same response weights 
would represent both cases equally. 
The estimated response function is used to transfer the reference 
surge sequence, extending the surge sequence at the port with the short 
data set. Using these refined surge and tidal distributions the approach 
discussed in Section 2.12 gives more accurate return level est~tes. It 
is important to note that, this transferring technique should not be 
applied directly to sea levels as the tidal and surge components have 
different forms of spatial coherence. Under these conditions only a joint 
probability method is suitable for est~ting probabilities of extreme sea 
levels. 
As an example, Fig. 2 .16 shows the tails of three empirical density 
functions for Lowestoft surges. One is based on transferred data from 
Immingham. For this the response weights were estimated using only data 
from 1983 with a threshold level of 0.8m. The time lag was found to be 3i 
Pram Fig.2.16 it is clear that the transferred surge data gives a better 
approximation to the empirical density tail, based on 1970-83 Lowestoft 
surge data, than was obtained using only the 1983 surge values at 
Lowestoft. 
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2.14 EJcaJn2les 
In t.his section the revised method is applied to Lowestoft and 
Immingham. Available data at Lowestoft are, annual maxLma for 1953-83 and 
continuous hourly records for 1970-78, 80-83, whereas at Immingham are, 
annual max~ 1920-83 and continuous hourly records for 1964-83. 
It is generally accepted, a.nd confirmed by dynamical studies, see 
Wolf (1978), that there is no tide-surge interaction at Lowestoft and only 
a limited amount at Immingham. Here principal interest is in the 
Lowestoft data because previous analysis has given inconSistent results, 
see Alcock et al (1987). In addition, for Lowestoft improved estimates 
have been obtained by using the five largest independent extremes in each 
year, see Part I. 
Table 2.6 shows how 9-1 , the mean time the sea spends above extreme 
levels in each independent storm varies as the definition of storm length 
changes. These were estimated using the techniques suggested in Section 
2.10(i). The proposed estimator of 9-1 and the correction factor of Pugh 
and Vassie (1980) correspond to the storm length being taken as 3 and 1 
high waters respectively. At each port these factors are obviously far 
from unity and the difference between them is significant. As the 
existing joint probability method takes this factor as unity, this 
misrepresentation is critical in the case of the surge dominant port of 
Lowestoft, but not as important for the tidally dominant port of 
Immingham. Using similar techniques for the surge sequence, e;l was found 
to be 5. 70 hours at Lowestoft and 3.51 hours at Inmingham. For both ports 
and for both surge and sea levels the estimates "'-1 "'-1 e , 9 s and the 
point estimates for each level are given in Figs.2.17-2.20. 
Table 2.6. 
PORT 
T 
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Estimated mean time, 9-1 , the sea level spends above extreme 
levels in each independent storm (lasting T high waters). 
LOWESTOFT IMMINGHAM 
2 3 >3 1 2 3 >3 
e-1(hours) 2.59 2.88 2.90 2.90 1.28 1.40 1.49 1.49 
In the analysis of the surge tail both Gumbel and Generalised Extreme 
Value ( GEV) distributions were fitted . For both Lowestoft and Immingham 
there was very little statistical evidence in favour of the GEV as k = 
... 
0.006(0.149), k = 0.044(0.114) respectively. In each case the figure in 
parentheses is the associated standard error. The shape of the surge tail 
detenDines the shape of the port diagram curve. The theoretical details 
are covered in Tiago de Oliveira (1976). Therefore, if there is 
statistical evidence for the GEV, then the GEV must be used. Figure 2.15 
shows the quality of the Gumbel fit to the empirical surge distribution, 
at Lowestoft. In addition this figure shows that the 1953 surge of 2.41m 
was not impossible, as is implicit when using the empirical surge 
distribution. 
For Lowestoft the port diagram curves, given by various estimation 
techniques, are shown in Fig. 2.21. The Gumbel analysis USing the five 
largest independent storms each year is taken as the baseline method. 
other estimation methods should, at least, give estimates that lie in the 
associated 95% confidence region. The existing joint probability method 
qives return level estimates that are abovejbelow this region at 
shon/long return periods. The revised joint probability method lies 
inside the confidence region for all return periods. 
Table 2.7. 
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Stability of extreme level estimates, from the revised joint 
probability method, at Lowestoft, to historical data 
inclusion and length of data. 
RETURN PERIOD 
(YEARS) 
RETURN LEVEL ESTIMATES USING THE DATA (METRES) 
A B c D 
1 
10 
50 
100 
250 
1,000 
A 1970-78, 80-83 
C 1970-76 
1.94 
2.47 
2.84 
3.00 
3.22 
3.54 
1.95 1.95 1.92 
2.50 2.50 2.42 
2.88 2.89 2.76 
3.05 3.06 2.91 
3.27 3.28 3.10 
3.60 3.61 3.40 
B 1953, 1970-78, 80-83 
D 1977-78, 80-83 
Annual maxima type methods are known to be unstable to historical 
outliers. If the Gumbel baseline analysis was repeated, excluding the 
1953 outlier, the estimated 100-year return value decreased by 0 . 1m. 
Similar instability is a feature of the existing joint probability method. 
Including the 1953 outlier increased the 100-year return value by 0.39m. 
Table 2.7 illustrates the increased stability of the revised method 
against historical outliers. In this case the key reason for the 
increased stability is that the 1953 outlier resulted from the largest 
observed surge occuring at a high tide, equal to mean high water springs. 
The difference between this outlier surge and the second largest 
independent surge is much smaller than the corresponding difference for 
total sea level. The resulting influence on the tail of the surge 
distr1bution is far less than on the tail of the sea level distribution. 
This illustrates the great advantage of joint probability type 
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techniques. 
Whichever estimation procedure is used, the length of the observed 
data is ~portant for the accuracy/stability of the resulting estimates. 
Table 2.7 shows that if the Lowestoft data is divided, into 7 and 6 year 
periods, reasonably conSistent results a.re obtained. The instability of 
the results increases as the length of the data reduces. Fig. 2.22 shows 
port diagram curves obtained by various estimation techniques based on 
just the 1983 Lowestoft data. This year was biasedly chosen to be a year 
with greater than average surge activity (1983 has the largest annual 
maxima in the period 1970-83). Therefore, it would be expected that the 
return level estimates Should be higher than those obtained by using all 
the available data. This was the case for the revised jOint probability 
method, but not for the existing joint probability method which gave lower 
return levels for return periods longer than 100 years. In Section 2.13 a 
method of transferring surge data was proposed. That procedure was 
applied in this case by letting Immingham be the neighbouring reference 
series. The response weights were evaluated from the 1983 extreme surge 
data and the 20 years of surge data for Immingham were transferred to 
Lowestoft producing the empirical surge denSity shown in Fig.2.16. USing 
the extended surge sample the revised joint probability method was applied 
giving vastly ~proved est~tes, shown in Fig.2.22. 
Finally, Fig.2.23 gives the port diagram curves for Immingham. The 
Gmnbel annual maxima analysis is again taken as the baseline method. 
Estimates from both the existing and revised joint probability methods lie 
inside the 95% confidence region, so the improvement of the revised 
estimation procedure is not immediately obvious. The existence of weak 
tide-surge interaction at Immingham suggests that joint probability method 
estimates, which do not take interaction into account, 
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should 
over-estimate return levels for all return periods. This is the case for 
the revised method, but the existing jOint probability method again 
appears to over/under estimate return levels for short/long return 
periods. USing the revised method interaction could be taken into account 
to give improved estimates. 
2.15 Conclusions. 
In Alcock et al (1987) the existing methods of estimating 
probabilities of extreme sea levels were compared. It was stressed that 
the choice of method was really determined by the availability of data. In 
addition, the authors concluded that despite the introduction of new 
techniques only the joint probability method could be applied, with any 
accuracy, When just short sets of hourly data were available. 
This part of the chapter presents a revised jOint probabilities 
method which corrects key statistical and physical weaknesses in the 
existing joint probabilities method. Particular issues discussed being, 
the dependence in the sea level sequence, smoothing the tail of the surge 
denSity, including historical values and seasonality. The corrections for 
these are simple and are physically understandable. The effect of the 
corrections is to change the shape of the port diagram curve to give very 
s~ilar results to those obtained by annual maxima type methods, which use 
much longer data sets. In addition, the return level estimates from the 
revised method are more robust to outliers than annual maxima. methods. 
Procedures have been developed to give standard errors for the revised 
method, see Section 2.19, these are smaller than those from annual maxima 
methods since more relevant data is included in the analysis. 
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Despite the increased accuracy of the revised method, there are still 
problems associated with obtaining stable estimates from very short data 
lengths. In this part of the chapter a method is proposed for extending 
short data sets by transferring surge data from a neighbouring port that 
has a longer data set. The transferring technique was based on a simple 
linear response function. Results in Section 2.14 show that this can lead 
~o more accurate return level estimates being obtained. 
For two Canadian ports, Middleton and Thompson (1986, Figs 10 and 11) 
illustrate the poor agreement of return level estimates from the joint 
probabili ties and annual maxima methods, based on one and over sixty years 
respectively. The change in shape of port diagram curves to improve the 
agreement is exactly of the type the revised joint probability method 
gives at Lowestoft. This clearly supports the case for the revised joint 
p~bability method. 
As the true occurrence rates of extreme sea levels are unknown, the 
estimates given in Part II are obviously not conclusive. Despite this, 
the revised method has considerable advantages over all existing 
~echniques for handling short data sets because only very weak physical 
and statistical constraints are ~sed. 
2.16 Appendix: Relevant Extreme Value Theory Results. 
Let Y1" .. 'Yn be a dependent stationary sequence, with distribution 
function F(·), satisfying only a long range dependence condition, see 
Leadbetter et al (1983, Chapter 3). Also let X1 , •.. ,xn be an independent 
and identically distributed sequence, with the same distribution function, 
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P(.), as for the Y sequence. 
Theorem. 
Let the X and Y sequences be as above, and suppose that there exist 
sequences (an) and (bn ) such that 
and 
as n ~ oo. Then H(.) is one of the three extreme value distr1butions, and 
G(x) = a9(x) with 0 ~ 9 ~ 1. 
For more details see Leadbetter et al (1983, Chapter 3). Leadbetter 
(1983) named 9 the extremal index and gave a phYSical interpretation for 
9, namely 
9-1 equals the limit, as n ~ 00, of the expected number of 
observations of the process above the level anx + b
n
, on 
each independent excursion above that level. 
In particular, 9-1 gives a measure of the degree of clustering of 
large values of the process. 9 can be equal to one in cases other than 
independent sequences. This occurs when the process behaves like an 
independent one at high levels. This is the case for most analytical 
sequences. In particular, 9=1 for any normally distributed sequence 
satisfying rnlogn ~ 0 as n ~ 00, where rn is the covariance at lag n. This 
should act as a note of warning for anyone attempting to simulate the 
surge/sea level process using normally distr1buted time series models. 
If the process was, in fact, 1-dependent, then the results of Newell 
(q2/q1)* = lim pr{Y2 > un' Y1 > un)/pr{Y~ > un) n~ 
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and un = ~x + b n · So the finite version of this is exactly that used as 
a correction factor by Pugh and Vassie (1980) in equation (2.10.3). 
For e < 1 the standard annual maxima approach is unchanged, because 
for suitable a e and be' so it only changes the location and scale 
parameters. As these are unknown it is clear that approach is unchanged. 
The effect on large values, other than the maximum, is more substantial. 
This will be discussed in Chapter 5. 
2.17 Appendix : A Theoretically Based Example 
This example is of a sequence for which the extremal index, a, is 
less than one. It is included to show how well the estimation procedure, 
suggested in the chapter, does for estimating a. 
where Z1'" .,Zn are independent and 
identically distributed, with distribution function F(z)= exp{-z-a). Then 
if interest is in max (X1 , .. ,xn), a n= n1/ a (1_pa)-1/a, bn=O and a = ~_pa. 
This sequence has the simplifying property that every jump above the 
threshold is independent. The sequence was simulated with p = O. 9, a = 
10, so theoretically 9 = 0.651, 9-1 = 1.536. USing the estimation 
procedure described earlier, and using levels only greater than the ~ in 
1000 level, estimates of 9-1 were obtained for various values of n. For 
each n, the simulation and estimation procedure was repeated 10 times, so 
an average estimate and standard error (s. e.) could be obtained. For n = 
10,000 a-1= 1.567 with s.e.= 0.44 and for n = 100,000 a-I = 1.505 with 
s.e.= 0.13. 
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PART III 
2.18 Introduction to Extremes from Non Stationary Sequences 
In this part of the chapter we give a more mathematical formulation 
of the method presented in Part II. Here this will be presented from the 
general viewpoint of extremes from a non-stationary sequence, (t). The 
theory for general non-stationary sequences is given in Husler (1986) for 
variable exceedance levels. Here we differ from Husler in that we 
consider exceedance levels that vary only with sample size. We require 
the sequence of interest, (t), to satisfy 
g( ( t» = X( t) + Y( t, X( t) ), (2.18.1 ) 
where X(t) is a deterministic periodic function, y(t,X(t» is an 
interactive stationary sequence and g(.) is a suitable monotonic 
incT.p.asing • separating' function. The case Y( t; X( t » = Y( t) is considered 
in Section 2.19, whereas the more general case is considered in Section 
2.20. The sea level process considered in Part II is in this class of 
sequences: namely, g(u) = u, X(t) is the tidal sequence and y(t,X(t» is 
the surge sequence. The results in Sections 2.19 and 2.20 correspond to 
the no-interaction/interaction cases respectively for the tide and surge. 
In section 2~21 we apply the methods in Section 2.20 to Sheerness sea 
level data which are known to be highly influHnced by intoraction, see 
Alcock and Blackman (1985) and Prandle and Wolf (1978a). 
2.19 No-Interaction Case 
In this section we develop the mathematical formulation for the n 
year return level estimate for sequences of the form given in (2.18.1) I 
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When Y{t,X{t» ~ Yet), i.e. there is no-interaction between the 
deterministic and stationary sequences. The advantages of making the 
approach of Part II more formal are that standard errors can be obtained 
and censored and historical data can be handled in a rigorous way. 
The notation we use is similar to that in Part II. Namely, F{ .), e 
and F s{ . ), as are the marginal distribution functions and the aSSOCiated 
extremal indices of g( ( t » and Y( t) respectively, N is the number of 
hourly observations in a year, qn is the n year return level for g{({t», 
sn is the n year return level of yet), To is the period of X{t) and 1 is 
the number of years of hourly data available. 
so 
It follows from Part II that 
NG 
F (q) - 1 - n- 1 n 
-1 
1 - F(qn) ~ (NGn) (2.19.1) 
Here we take the maximum of the Yet) sequence for Nl observations to have 
an extreme value distribution. The r largest independent values 
Y(l»"')Y(r)' over this period, are used to fit the joint distribution of 
the r largest independent order statistics (from a stationary sequence) by 
mle, as discussed in part I. Thus, we have for y ) ~(r) that 
. ~7( ;';, a,i) or Gumbel(;';, a) depending on whether k differs where Gs ( Y) ~s uuv ,.. ,.. 
significantly from zero. It follows that 
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(2.19.2) 
t:or y > Y ( r ) . • Therefore if f(x) = F (x), i x(·) is the density of X(t) and 
XL and XU are such that xL ~ X(t) ~ XU for all t, then 
XU 
fez) ~ J fx(x) fs(z-x)dx 
xL 
because there is no interaction. Alternatively, 
TO 
fez) = J fs(z-X(t»dt/To 
o 
For z > XU + Y(r) we can replace fs(z-X(t» in (2.19.3) by the 
approx~tion given in (2.19.2), so we have 
f( z) 
Now it follows that 
00 
1 - F(qn) = r f(z)dz J 
CIn 
To 
-1 
-
r (Nesl) Gs(qn-X(t»dt/To J 
0 
(2.19.3) 
(2.19.4) 
for qn > XU + Y(r)' Combining (2.19.1) with (2.19.4) enables an estimate 
of CIn to be made for large enough n. Closed form estimates can be 
obtained if Gs is Gumbel because 
-1 
(Nen) 
imp~ies that 
where 
-1 -1 
qn = J.I. + alO9(nl e s ereCT)} (2.19.5) 
To 
I(a) = I exp{x(t)/a}dt/To 
o 
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(2.19.6) 
50 I(a) has to be calculated by numerical integration. In cases when G
s 
is GEV qn has to be calculated entirely numerically. It follows that the 
n year return level of (t) is g-1(qn)' For simplicity, for the rest of 
·this part of the chapter we will refer to the n year level of g( ( t ) ), and 
not C(t), unless we indicate otherwise. 
Much understanding of extremes from non-stationary sequences can be 
obtained by examining the structure of (2. 19.5 ) • First ly, cons ider the 
case when X( t )=0 for all t, i . e . the original sequence is stat ionary . 
Then, (2.19.5) becomes 
the expected result for a stationary sequence. secondly, consider the 
case when X(t) changes slowly, then, 9;1 ~ 9-1 because the expected length 
of an extreme event is the same for each sequence. Thus 
qn = J.L + alog(nl-1 I(a» (2.19.7) 
which is the form obtained by Smith (1984) for a sequence which is 
stationary except for long term seasonality. 
required in ( 2 .19. 7 ) only when the length of storms depends on the 
seasonality. We also obtain the form (2.19.7) if Yet) is a sequence with 
extremal index equal to one. Thus, it is clear that 9;1/9-1 accounts for 
extreme observations of the q( ( t » sequence which need not be a local 
extreme in the stationary sequence. I n other words, the peak of the 
stationary sequence does not give rise to the peak of the non-stationary 
sequence in cases where the deterministic component increases quicker than 
the stationary sequence decreases. 
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The only known application of this theory is to extreme sea levels, 
although there could possibly be applications to wind speed data. In the 
sea level application X( t ) , given in (2.10.1), is the sum of sinusoidal 
terms, so lea) is 'associated' with the modified Bessel function of order 
zero. By use of Simpson's rule, with ordinates at each hour in the ~8.6~ 
A 
year cycle, rea) can be calculated. Return level estUnates are obtained 
from (2. 19 . 5 ) . For Lowestoft and Immingham, these are ident ical to the 
results obtained in Part II. 
Estimation of 9;1 and a-1 was discussed in section 2.12(ii) where a 
simple weighted least squares estimator was proposed. Clearly, there is 
dependence between e-1(xi) and e-1 (Xj)' as can be seen in Figs.2.17-2.20, 
so this should be accounted [or. In each case we have for X1)X2)"')~ 
= 9-1 + E· 1 (2.19.8) 
where .€ is a zero mean random vector with covariance matrix r: that has 
entries {aij}· We define r:-1 to have entries {a
ij }. 
weighted least squares theory 
and 
.... -1 9 [ 
p p 
= r: r: 
i=l j=l 
From general 
(2.19.9) 
(2.19.10 ) 
Therefore, it remains only to calculate t-1 . Let Ni be the number of 
let kl.· be the number of independent excursions observations above Xi and 
above leve 1 xi· 
Also let Ni (j) be the number of observations above the 
level Xi on the j'th independent excursion above ~, SQ 
~ 
r: 
s=l 
(S) 
N· 1 
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As before we take e-1 (x_) = N-~- 1.-=1 P 1. ~~1.' , ... ,. Both Ni and Ki are random 
variables, but, for s~plicity, we wor~ w1.-th th 
.... e conditional distributton 
-1 -e 1.=l, ... ,p 
Similarly, although 
if i<j we work with 
(s) (s) * 
are the non-zero Ni ' Nj respectively and aij = 
* We estimate a - - by ~J 
(s) 
N-1. 
(s) 
N-] (2.19.1.1) 
Let {~*ij} be the elements of the inverse matrix of {~~j}' So the 
estimate and variance in (2.1.9.9) and (2.1.9.1.0) can be obtained by 
replacing a ij by ~*ij. From (2.19.1.1) it becomes apparent that there 
should be at least one observation between consecutive levels, i.e. if 
x- >x- then N- <N-. Also, we need K1 >1. 1.] 1.] 
A special case of (2. 19.8) is when the mean number of exceedances 
over different levels are independent, then ~rj =- 0 if i~j, and ~~i = 
C/ki" So, we have 
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wherec= (.)"_ .... -1 
var(Ni ), 1-1, ... ,p and 9 is the estimator given in Section 
2 .12( ii). 
From the formulation of the n year reI-urn level, standard errors can 
be obtained for estimates by use of the delta method, see Rao (1973, 
p.388). Standard errors can be found for estimates corresponding to C(t) 
or g«((t». Here, as interest is primarily in sea levels, we only 
conside~ the case g(u) = u. 
In the case when Gs is GEV the standard errors can only be found by 
using numerical differentiation techniques. For S~licity, here we will 
consider only the Gumbel case. We treat the parameters of X(t) as known 
so qn varies only with ~,a,9;1 and 9-1 . Here ~ and a are dependent so are 
9;1 and 9-1 , but we tak.e the extremal indices to be independent from 
(IL, a). So, 
.... 
var(qn) A 2 A .... .... = var(~) + vn.var(a) + 2vnCov(~,a) 
.... 2 .... 2 .... -1 ........ ....-1 .... -1 .... 2 .... -1 
+ a [9s var( 9s ) - 29s 9 cov( 9s ,9 )+9 var( 9 ) ] ( 2 . 19. 12 ) 
-1 .... -1.... A .... ,.... .... 
where vn = log{nl 9s 9 l(a)} + al (a)/l(a) . 
Here the variances and covariance of (~,~) are obtained from the inverse 
, .... 
observed information matrix, as in Smith (1986). The term I (a) is easily 
calculated numerically. The variances of the extremal index can be 
9 10) Clearly 9s-1 and 9-1 are highly correlated so calculated as in (2.1. . 
tak th 1 t " to be one There fore, the 1 as t for convenience we e e corre a .l.on . 
factor in (2.19.12) becomes 
which is neglig£ble by comparison to the other terms in (2.19.2). Here we 
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... 
take var(qn) as the first three terms of (2.19.12) only. 
We illustrate these results using the Lowestoft (1970-83) and 
Immingham (1964-83) data. We can compa.re the accuracy of the procedures 
given in Parts I and II by comparing standard errors for the 100 year 
surge and sea level return levels. Fdr Lowestoft .... the surge s100 = 
2.384(0.177) and the sea level Ql00 = 2.99(0.165), whereas for Immingham 
A 
the surge s100 ;. A 2.204(0.134) and the sea level Ql00 ~ 5.102(0.083). Here 
the figures in parentheses are standard errors and the unit of measurement 
is metres. Clearly, there is no improvement in the estimation of 
quantiles for Lowestoft but there is a large reduction in standard errors 
for Immingham. The difference between the two cases is due to the 
different tidal distributions. In the convolution step of the estimation 
procedure there is a degree of averaging which reduces the estimation 
errors. The amount of averaging is determined by the range of the tidal 
distribution. l.owestoft has a very small tidal range whereas Immingham 
has a large tidal range, see Fig. 2 .14. The method proposed in Part II 
therefore has considerable advantages over that proposed in Part I as most 
ports have tidal distributions similar to Immingham, see other tidal 
distributions in Pugh and Vassie (1979, 1980). 
In Section 2.12(V) we dealt, in an ad hoc way, with the case when a 
historical surge value was known, but the values in other years were known 
only to be less than the historica1 value. suppose the r largest 
independent surge values in the 1 years of recorded data are Y(l) ~ Y(2) 
~ ... ;. Y(r)' AI$o suppose the large historical value is y and there are Q 
known to have no surge value greater than y. In the GEV case the years 
likelihood is 
From this the mle can be calculated. 
satisfy 
and 
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In the Gumbel case ('" '" ) J.Lc'O'c 
where s = Y-Y(r)' Standard errors can be obtained from the inverse of the 
observed information matrix evaluated at ~c'~c' The terms of the observed 
information in the Gumbel case are: 
2 2 ... 2 
- 8 L/8p. = {r+1)/O'c 
8
2
L/8a8p. = {.~ Y(i) 
1=1 
2 2 ... 2 
8 L/80' = (r+1)/ac + 
Here L denotes the log likelihood. The Lowestoft data is an example of 
when the inclusion of a historical value is important. This is because 
the 1953 surge is O. 35m greater than the largest observed surge in the 
1970-83 period. USing the above analysis, with q=16, we obtain the surge 
A A 
s100 = 2.469(0.177) and the sea level Ql00 = 3.07(0.165). It is also of 
interest to examine the effect of including the knowledge that no surge as 
large as the 1953 outlier occurred in the previous 100 years. The 
... A 
resulting surge s100 = 2.358(0.137) and the sea level Q100 = 2.965(0.126). 
Th correctly including censoring with historical values can reduce us, 
return level est~tes. 
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2.20 Interaction ~~se 
In this section we develop the mathematical formulation of the n year 
return level estimate for sequences of the form given in (2.18.1). Here 
we concentrate on the general case where the deterministic sequence 
influences the random sequence. This aspect of time series modelling is 
often ignored. 
In the case of sea leve Is this can be a very important feature to 
model. In shallow water areas surge values, that occur at high tidal 
levels, iir(~ damped, whp.r(~Cin nurge va1uon at the time of the rising tide 
are amplified. Thus, the effect on extreme levels can be large, and 
ignoring interaction could lead to considerably over-estimated return 
levels. On the east coast of Britain the southern North Sea from Harwich 
to Sheerness is a shallow water area and is severely influenced by 
interaction, Wolf (1978). other shallow water areas are estuaries. 
The method given in Part I has an advantage over that given in Part 
II Since it does not require any assumption a1:;x>ut interaction. But, in 
Section 2.19 we illustrated that in the no-interaction case the method in 
Part II has smaller standard errors and bias. So, if interaction can be 
t d f ;t;s advisable to use the revised joint probability accoun e or, A. .... 
method. 
One way of viewing this interaction situation is to consider the 
y(t,X(t» sequence as an interaction series with X(t) as a covariate. In 
the sea level application this corresponds to the surge sequence depending 
on the associated tidal level. Difficulties with interactive cases are 
similar to those for 'seasonal' series. Extreme values from ' seasonal · 
be dl.° scussed b v Challenor (1982), carter (1981) and Smith series have en ,6 
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(1984) amongst others. Challenor fits an extreme value distr~ution, with 
different location and scale parameters, to maxima for each month. Carter 
and Smith transform the wh01e sequence to a sequence which is stationary. 
Both Carter and Smith analyse the same Seven stones wave data. Smith 
removes a sinusoidal trend from the sequence of log wave height whereas 
Carter makes the wave height sequence stationary by removing a sinusoidal 
trend and correcting for a sinusoidal change in variance. 
In the above references the entire sequence was transformed to a 
sequence which is approximately stationary. This does not guarantee that 
the extremes will be stationary. Here extreme levels are of interest only 
therefore, we remove the effect of interaction from just the extreme 
values. This transformation will depend entirely on the application. See 
Section 2.21 for the transformation in the surge-tide interaction case. 
Assuming the sequence has been made stationary, a standard r-largest 
independent order statistics analysis can be performed to estimate the 
parameters of the extreme value distr~ution, see Parts I and II. 
The only new analysis in this section concerns the problem of 
obtaining return levels of the ( t) sequence for given return periods. 
First we consider the case where only the location parameter varies with 
the deterministic sequence. 
We use the notation of section 2.20. Recall that the deterministic 
"od T Using an extension of (2.19.3) the denSity 
sequence, X(t), has per1 o· 
* " 
of g«((.» for g«(( .» ) XU + Y(r) ~s 
TO -1 
f(S) = J (Nesla) 
1 x-I 
{l-k[S-X(t)-~(X(t»]/a} 
o 
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Here Y{;) is the rth largest independent value from the stationary 
sequence, i.e., the sequence after the interaction has been removed. Also, 
9S is the extremal index of the stat ionary sequence and, IJ.( X( t » == 
lJ.+m{ X( t » where IJ. is the location parameter of the GEV and m(·) is the 
covariate function used to remove the interaction. It followa that 
00 
1-F(qn) = J f(s)ds 
~ 
(2.20.1) 
If qn is the n year return level then (2.19.1) holds. Combining (2.20.1) 
with (2 .19.1) enables a numerical estimate to be obtained for qn given 
'" ...... IJ.{ • ),a,k. No explicit result can be obtained for the GEV case whereas, 
for the Gumbel case 
where 
qn - lJ.+a log{nl-1 9;1 9 I(a,m( .»} 
To 
I{a,m('» = J exp{[X(t)+m{X(t»]/a} dt/To' 
o 
( 2 .20.2 ) 
The result for the case where the scale parameter also varies with 
the deterministic sequence, a(X(t» = as(X(t», can be obtained similarly. 
In particular, in the Gumbel case, qn satisfies 
To 
9
s
1(9n)-1 = I exp{-[qn-X(t)-~{X(t»]/a{x(t»} dt/To 
o 
(2.20.3) 
As in section 2.19, standard errors can be found using the delta method. 
2.21 t;xamPle 
In this section the revised interactive joint probability method is 
applied to Sheerness sea levels. Available hourly data are 1965-75, 
1980-86 inclusive with 1966t - 67! missing. Annual maxima. are available 
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for 1819-23, 1827-29, 1832-54, 1857, 1867, 1870-1928, 1930-42, 1950-53, 
1955-78, 1981-83. ~cock and Blackman (1985) analyse the 1965-75 hourly 
data using the joint probability method. To enable us to draw comparisons 
between methods of obtaining return level estimates we ignore the recent 
hourly data. As with our ear lier analyses we use the annual maxima. 
analysis as a baseline. The Sheerness tidal distribution is shown in 
Fig.2.24. 
Prandle and Wolf (1978a,b) and Wolf (1978) show that interaction 
between tide and surge is a significant factor at Sheerness. The 
interaction takes the form of damping the surges on the high tide and 
amplifying surges that occur on the rising tide. In the present context, 
we are only interested in extreme surges. It is therefore of importance 
to see if interaction occurs for extreme surges. 
Figs.2.25 and 2.26 are plots of all hourly surge levels, greater than 
1.Om, with the associated tidal levels for Sheerness and Lowestoft 
respectively. Clearly the largest surges do occur on the mid-tide at 
Sheerness but there is no dependence on t ide for TJOwestoft . For the 
following reasons, the extent of interaction is difficult to assess from 
Fig.2.25. Pi rstly, the tide is not uniformly distributed so maxima in 
different bands of the tide may have different distributions. Secondly 
the figure shows c1npcmc1ent surge values and not just independent surge 
peak values. To overcome both these problems the tide was partitioned 
into 5 equal probability bands and independent surge storm maxima were 
extracted. F · 2 27 shows the 5 bands wi th the 20 largest independent 1.g. . 
surges in each band. From this data set we need to remove the interaction 
effect. A first step is to remove the effect on mean extreme empirical 
quantile. Therefore, initially we assume the surge values given in 
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Fig.2.27 have independent Gumbel distributions with location parameter 
m(X) and constant scale parameter. Here m( X) is a polynomial in the 
associated tidal level. Maximum 1 ikelihood estimation wi th the 
log-likelihood ratio test gave that a cubic representation was most 
suitable for m(X). The reSiduals, with tide, from such a fit are shown in 
Fig.2. 28. The fit is reasonable, except that all the largest residuals 
occur at low tidal levels. As extreme levels are of particular importance 
this could severely affect estimates. Therefore, the constant scale 
parameter was replaced by a linear function of tidal level, s(X). The 
resulting maximum likelihood estimation with the log-likelihood ratio test 
gave that the additional parameter was highly significant. 
Fig. 2 . 27 also shows the mean extreme quantile m( X) + ys( X), where y 
is Euler's constant and 
m(X) = 1.126 - 0.853(X/6.1) - 4.036(X/6.1)2 + 8.078(X/6.1)3 
seX) = 0.214 - O.225(X/6.1) 
The values in Fig.2.27 are transformed to remove interaction effects 
Yet) = [y(t,X(t» - m(X(t»]/s(X(t» . 
Figs.2.29 and 2.30 show the resulting residuals, yet), with tide and m(X) 
respectively. These plots show that the interaction effect has been fully 
removed. 
Using the full set of transformed independent surge peaks an r 
largest analys is was performed, wi th r=50. In this analysis of the 
transformed surge tail both Gumbel and GEV distributions were fitted. 
... 
There was little statistical evidence in favour of the GEV as k = 0.139 
with associated standard error 0.133. To show the influence of 
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interaction on return levels the surge tail analysis was also performed 
assuming that there was no interaction and assuming that interaction only 
affects the location parameter. 
before. 
Extremal indices were calculated as 
Fig.2.31 shows port diagram curves for the joint probabilities 
method, the revised interactive joint probabilities method and the annual 
maxima method. Also note that 9-1 = 1.3. For the Gumbel annual maxima. 
analysis, based on 133 years of data, asSOCiated 95% confidence bounds a.re 
given. The joint probability method with one band, i.e. assuming 
independence, seriously over-estimates levels whereas, with three bands 
the results over/under estimate levels for short/long return periods. 
These featu~es of the joint probability method are simila.r to the 
independent cases shown in Figs. 2.21 and 2.23. The revised independent 
joint probability method also seriously over estimates return levels 
whereas the revised interactive joint probability method, which corrects 
"for lTJ(~an and variance, lies within the confidence bounds for all return 
values. By contrast, accounting only for mean gives, for example, the 100 
year level as 4.86m. 
standard errors are of considerable interest for asseSSing the 
quality of the revised interactive joint probability method. Table 2.8 
shows that the revised method based on only 10 years of data gives 
standard errors almost identical to the annual maxima method, based on 133 
years of data. 
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Table 2.8 standard errors of Sheerness return level estimates, in metres. 
REVISED INTERAcrIVE 
RETURN PERIOD ANNUAL MAXIMA ANNUAL MAXIMA JOINT PROBABILITY 
(133 years) (10 years) (10 years) 
10 0.05 0.13 0.05 
50 0.07 0.20 0.07 
100 0.08 0.23 0.08 
250 0.10 0.27 0.09 
1000 0.11 0.30 0.11 
Note that the standard errors quoted for the revised interactive joint 
probability method do not take into account variation in m(x) and seX). 
It is standard practice in extreme sea level an~lysis also to quote 
return levels for the surge distr~ution. The key reason for this is that 
the surge distrLbution is more spatially transferable than the sea level 
distr~ution, see Section 2.13. In the interaction case this is not 
simple as the surge distr~ution depends on the tidal distrLbution. One 
method of overcoming this is to average over the tidal distr~ution. Thus, 
an approach similar to that in Section 2.19 and 2.20 can be used. When 
the stationary surge tail is Gumbel, then the n year surge return level sn 
satisfies 
TO 
9
s
1(9;n)-1 ~ J exp{-[Sn-~(X(t»]/a(X(t»} dt/To . 
o 
Here the notation is as in (2.20.3) with e; being the extremal index of 
the interactive surge sequence. It follows that for Sheerness the surge 
S100 = 3.12m with standard error 0.18m. 
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CHAPTER. 3 
BIVARIATE EXTREME VALUE THEORY: MODELS , ESTlMATIO~ AND ~SIO~~ 
3.1 Jntroduction 
Univariate extreme value theory is a well documented area, whereas 
bivariate/multivariate extreme value theory has, until recently, received 
surprisingly little attention. In the bivariate/multivariate case, no 
natural parametric family exists for the dependence structure, so this 
must be mode lIed in some way. In the analysis of environmental extreme 
value data, there is a need for models of dependence between extremes from 
different sources: for example at various sea ports, or at various points 
of a river. 
In this chapter we consider bivariate extreme value distributions. 
These arise as the limiting distributions of renormalized componentwise 
maxima/minima . We assume, without loss of generality, that we have 
exponential marginal distributions with unit means. The class of 
bivariate exponential distributions in which we are interested, satisfy a 
strong stability relation. Exponential variables (X,Y) satisfy the 
stability relation if and only if W = mine ax,bY) is also exponentially 
distributed for all a,b > 0; see pickands (1981). Therefore, the models 
we will consider have particular application in reliability and survival 
analysis. 
One approach to modelling the dependence structure is via parametr.ic 
models. This requires a flexible family of models which satisfy certain 
constraints. Models are of two kinds: either differentiable, or 
non-differentiable. All non-differentiable models give distributions 
which are singular, with non-zero probability concentrated on a certain 
subspace. The differentiable models have denSities, but existing models 
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are symmetric which leads to the variables being exchangeable. Here, we 
present two new non-symmetric differentiable models, which have increased 
flexibility. Properties of the differentiable models are examined. 
Estimation of the parametric models has previously been by ad hoc 
methods, because there is a nonregular estimation problem when the margins 
are independent. For the cases when margin parameters are known and 
unknown, this nonregular problem is resolved for the existing 
differentiable models, and for one of the new models. As a result, 
maximum likelihood is proposed for estimation of parameters, and tests of 
independence are developed. The ad hoc estimation procedures are also 
reviewed. Since many models for expressing dependence are presented; 
various methods are given to help decide between them. We present many 
examples of the application of bivariate extreme value theory to 
illustrate the estimation procedure, the flexibility of the new models and 
the hypothesis tests developed in the chapter. 
the chapter are of extreme sea level data. 
Most of the examples in 
Classical componentwise bivariate extreme value theory is extended to 
results involving the behaviour of more than just the largest/smallest 
order statistics in each margin. Also, the results are extended to cover 
cases where all large values, and the associated indices, of the bivariate 
process are available. In each case the additional information improves 
the procedures for estimating the dependence structure. 
Finally, there will be some discussion on various measures of 
dependence and the implications of bivariate dependence on the joint 
quantiles of the original process. 
1.12 
3.2 Bivariate Extreme Value The9~. 
We now cons ider ~i = ( Xi' Y i ), 1 ~ i ~ n to be independent and 
identically distributed vector random variables with distribution function 
F( .,.). The extension of univariate results is not entirely immediate. 
The obvious problem is the lack of natural order in high~r dimensions. 
This was considered in detail by Barnett (1976). 
componentwise ordering, so we define 
max ~i = (MI,n ' M2 ,n) 
l~i~n 
where M1 , n = max Xi and~, n:- max Yi · 
l~i~n l~i~n 
Here, we use 
A difficulty with this approach is that it may be impossible for 
(M1,n ' ~,n) to occur as a vector observation. Despite this problem, 
this is the approach most widely used in bivariate extreme value analysis. 
An alternative approach which avoids such difficulties is developed later 
in the chapter. 
As in the univariate case, we suppose that there exist sequences of 
renormalizing constants ai,n > 0, bi,n' i=1,2 such that 
(3.2.1) 
as n ~ 00, where G is a proper distribution function, nondegenerate in each 
margin. It can be easily shown that G must satisfy the max-stability 
relation: for all n ~ 1 there exist ai,n > 0, ~i,n' i=1,2 such that 
n 
G (a1 ,nx + ~l,n ' a 2 ,nY + ~2,n) = G(x,y) . (3.2.2) 
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Clearly, from equation (3.2.1) and univariate theory the marginal 
distr1butions must be Generalised Extreme Value. As all three univariate 
classes can be transformed into each other, there is no theoretical loss 
of generality in assuming the marginals are identically distr1buted. The 
choice of marginal distribution is arbitrary; Tiago de Oliveira (1962/63), 
(1980) and Galambos (1978) assume Gumbel margins, whereas de Haan and 
Resnick ( 1977 ) assume Frechet margins. We shall assume unit mean 
exponential margins, as do Pickands (1981) and Deheuvels (1983), (1985). 
The key reasons for this choice are the simplicity in the structure of the 
dependence and the simple extension to the multivariate representation. 
The general structure for bivariate extreme value distr1butions has 
been known since the work of Tiago de Oliveira (1958), Geffroy (1958/59) 
and S1buya (1.960). Only recently have similar results been obtained for 
the multivariate case: see de Haan and Resnick (1.977) and Pickands (1981). 
Via the corresponding bivariate representation theorem of Pickands, we 
will develop models which can be extended to the multivariate case. The 
extension to the multivariate case is given in Chapter 4. 
Let (X,Y) be a random vector and let G(x,y) = P{X>x, Y>y}. We say 
that (X,Y) follows an extreme value distr1bution with unit exponential 
margins if and only if 
pr(X>x) = e-x , pr(Y>y) = e-Y x>o, y>o (3.2.3) 
and, for any n ~ 1 Gn(x,y) = G(nx,ny) x>O, y>O. (3.2.4) 
Equation (3.2.4) is just the exponential form of (3.2.2). Pickands 
(1981) shows that (X, Y) follows such a distribution if and only if the 
joint survivor function can be written in the form 
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G(x,y) = exp{-<x+y) A [X:y]} x>O, y>O (3.2.5) 
where (3.2.6) 
Here H is an arbitrary positive finite measure on [0,1], subject to 
(3.2.7), in order that (3.2.3) is satisfied. 
1 1 
1 = J qdH(q) = J (1-q )dH( q) (3.2.7) 
o o 
Equations (3.2.7) give that iH is the distribution function of a 
random variable with mean i. In common with Pickands (1981) we shall call 
A( .) the dependence function of (X, Y). This must not be confused with 
dependence functions introduced by other authors. Good accounts of the 
connections between the various dependence functions are given in 
Deheuvels (1984) and Weissman (1985). An alternative result obtained by 
Pickands (1981) is that (X,Y) satisfy (3.2.3) and (3.2.4) if and only if 
W = min(ax,bY) is exponential for all a,p > O. 
Combining the dependence structure representation with unspecified 
univariate distributions gives the joint distribution function expressed 
in its most general form 
Here G1 and G2 are univariate generalize9 extreme value distributions. By 
the univariate version of (3.2.2) we see that the location and scale 
parameters of each of the marginal distribution vary as the measure is 
integrated over [0,1]. 
Returning to the unit mean exponential margins case, we now consider 
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properties of the -dependence function and its relationship with the 
measure. From (3.2.7) we have that A(O) = A(1) = 1. In addition, due to 
representation (3.2.6) we have that 
max(w, 1-w) ~ A(w) ~ 1 
and, most importantly A(.) is a convex function within this region. The 
structure of the dependence causes the variables (X, Y) to be positively 
associated. In fact, a stronger stochastic ordering condition, introduced 
in Lehmann (1966), must also hold: this is that the conditional 
probability pr(y>ylx>X) is increasing in x for fixed y. 
Two important examples of the dependence function are those on the 
boundary of the functional space. 
(a) If A(w) = 1 0 ~ w ~ 1 then (X,Y) are independent. The corresponding 
measure puts mass one at each of the endpoints 0 and 1. 
(b) If A(w) = max(w, 1~) then (X,Y) are completely dependent, i.e. 
pr(X=Y)=l. The corresponding measure puts mass two at i. 
The class of dependence functions is a convex set so, if A1 , ... ,~ are 
dependence functions, then A(w) = a1 A1 (w) + ... + ~(w) is a dependence 
function, if a1+"'+~ = 1. Some interesting properties of the variables 
can be formulated in terms of A(·). For example, the variables are 
exchangeable if and only if A(·) is symmetrical about i. The correlation 
between (X,Y) is given by 
p= 
1 
J - 1 dw 
o 
so P is always non-negative because A(w) ~ 1. An alternative dependence 
measure, which is independent of the marginal distributions, is 2{l-A(i)}· 
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This is zero in the independent case, and one in the completely dependent 
case. In the literature dependence measures have received much 
attention, see for example Tiago de Oliveira (1980). We will return to 
this issue at the end of the chapter, in Section 3.15. 
A notable feature of bivariate extreme value theory is that there is 
no finite-dimensional parametric family for the dependence function. We 
must therefore estimate the dependence function by some method. We have 
the usual option of using non-parametric or parametric methods. We 
concentrate here on parametric models, but for purposes of comparison we 
will also discuss a non-parametric estimator. 
3.3 Non-Parametric Estimation. 
An estimator suggested by Pickands (1981) was derived in the 
following way. If we have independent and identically distributed pairs 
from a bivariate extreme value distribution with 
. . -1 -1 . 
exponential marg~ns, let Zi(w) = m~n[(1-w) Xi,w Yi ] l~~~n, 0~~1. Then 
pr(Zi(w) ) z) = exp(-zA(w)} , 
so the maximum l1kelihood estimator is 
A(W) = n {.~ Zi(w)}-1 
1=1 
(3.3.1) 
There is no restriction on this estimator to be convex, as is seen in the 
example in Section 3.9. various methods based on this estimator have 
been proposed to ensure we obtain a convex estimator; see Pickands (1981), 
Smith (1985b), Smith et al (1987) and Yuen (1988). These are based 
on convex hulls, 
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finite difference methods and kernel smoothing 
techniques. These techniques are illustrated and reviewed in Smith et al 
( 1987 ). In forcing convexity, such methods often result in the joint 
distribution being singular. In addition to this weakness, the greater 
convenience and tractability of parametric methods lead us: to restrict 
ourselves to parametric models. Therefore, at this stage the role of the 
non-parametric estimator (3.3.1) is in illustrating the flexibility and 
suitability of the parametric models. We will return to non-parametric 
methods in Section 3.14. 
3.4 Parametric Methods 
Parametric models for the dependence function have been known since 
Gumbel (1960a), and have received much attention in Tiago de Oliveira'S 
work. The models can be separated into two classes: differentiable and 
those which are not everywhere differentiable. The differentiable models 
are those for which (X,Y) have a denSity, whereas the non-differentiable 
mode Is are s ingu lar . The existing non-differentiable models, are 
discussed in detail in Tiago de Oliveira (1984). These are the 
biextremal, natural and Gumbel models. The only distributions which have 
limiting singular distributions for the renormalized maxima are themselves 
singular. Since in most envi ronmenta.l applications, Singular 
distributions do not occur, we will concentrate on the differentiable 
models. The constraints on A for differentiable parametriC models now 
become 
A(O)=A(l)=l, -10.'(0)';0, 0Q.'(1)~1 and A"(w)~O for 0~~1 (3.4.1) 
The class of existing differentiable parametriC models contains two 
distinct models: the mixed and logistiC models, although more models can 
be generated via convex combinations. 
( a) The m.ixe~ model has dependence function A( w) -= ew2- ew+l, 0 ~ e ~ 1, 
with corresponding joint survival function 
G(x,y) = exp {-(x+y ) + exy } • 
x+y 
l18 
This model can easily be shown to be the complete class of quadratic 
functions satisfying conditions (3.4.1). Independence corresponds to 9=0, 
but we cannot have complete dependence. With this model the variables 
(X,Y) are exchangeable and have correlation 
(b) The logistic model has dependence function A(w) = {(I-W)r + wr}l/r, 
r ~ 1, with corresponding joint survival function 
- l/r 
G(x,y) = exp{-(x! +~) }. (3.4.2) 
Independence and complete dependence correspond to r=l and r=+oo 
respectively. With this model the variables are exchangeable and have 
correlation 
function. 
p = -1 r 1, where r is the gamma 
The logistic model has appeared in the survival analysis literature: 
see for example Hougaard (1986). Alternative parameterizations for this 
model are possibly advisable: for example v = l/r, 0 ~ v ~ 1. It is 
interesting to note, and of importance later, that independence and 
complete dependence correspond to parameters on the boundary of the 
parameter space: this is a direct result of these cases lying on the 
boundary of the functional space for dependence functions. 
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In some contexts exchangeability would not be a reasonable 
assumption, and the degree of non-exchangeability may be of interest in 
itself. So, we present two new models which have additional flexibility: 
the non-symmetric mixed and the non-symmetric logistic models. 
( c ) The non-symmetric mixed model has dependence function 
A(w) = ¢W3 + ew2 - (e+~)w + 1 
e ~ 0, e + ~ ~ 1, e + 2~ ~ 1, e + 3~ ~ O. 
with corresponding joint survival function 
G(x,y) = exp { -(x+y) + XY{X(~)+Y(2~9)}(X+y)-2 } 
This model is the complete class of cubic functions satisfying the 
conditions in (3.4.1). When ~ = 0 we have the mixed model. Independence 
corresponds to e = ~ = 0, a corner of the parameter space, but we cannot 
have complete dependence. 
(d) The non-symmetric logistiC model has dependence function 
with corresponding joint survival function 
- { r r r r l/r} G(x,y) = exp -(l-e)x-(l-~)Y - (x e +y ~ ) 
When e = ~ = 1 we have the logistiC model, but this model contains 
other existing mode Is. If e = ~ we get a mixture of logistiC and 
independence. If r ~ +00 we have 
A (w) = max (1-$W, 1-9(1-W)} 
00 
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(3.4.3) 
a new non-differentiable model with pr{Y~ = X9} = ~/(9 + ~ - ~). 
In (3.4.3), when 9=1 and 4>=<X we have the biextremal (a) model, whereas 
when 9=a and cl>=l we have the dual of the biextremal (a) model, which 
corresponds to X and Y being exchanged. If 9=4>=<X we have the Gumbel 
model. So this contains three of the existing models and therefore must 
be very flexible. Complete dependence corresponds to 9=cI>=l and r = +<0, 
whereas independence corresponds to 9=0 or ~-o or r=l. 
The non-symmetric mixed model is a crude model, but has the advantage 
of having a Single parameter clearly identified with non-exchangeability. 
On the other hand, the non-symmetric logistic model is flexible and simply 
expressible, but this model has identifiability problems. In small sample 
practical applications, a possible simplification, to the non-syrrmetric 
logistic model, without much loss of flexibility, could be to let either 9 
or ~ equal one. 
More complex models can be obtained from (a )-( d) by use of the convex 
set property of dependence functions. 
3.5 Est~tion In The Differentiable Parametric Models. 
In this section, we will only consider the case when all the margin 
parameters are known. The case when the margins are unknown will be dealt 
with in Section 3.7. 
17.1 
Previously, estimation has been by various ad hoc methods: see Gumbel 
and Mustafi (1967), Posner et al (1969) and Tiago de Oliveira (1975). 
These are reviewed in Section 3.10. None of these methods easily extends 
to multiparameter models, so maximum likelihood is considered. Maximum 
likelihood has previously not been used because of nonregular behaviour, 
as found in Tiago de Oliveira (1980). Since the problems are the same for 
each of the existing models, we will illustrate only the problem, and 
present the solution, for the logistic model. The same problems are 
identified for this model in Hougaard (1986). 
If (X1 , y 1)' ... , (~, Yn ) are independent and identically distributed 
with joint survival funct ion given by ( 3 .4.2 ) , and we let the 
corresponding denSity be g{x,y;r): then 
82(; 
g(x,y;r)= (x,y) = 
8x8y 
(XV )r-l(.r+r ik2 [( .r+r i~+r-l1eXP(-( .r+r) {) . 
(3.5.1). 
Let 
n 
I: log g(xi'Yi;r) 
i=1 
and 
dLn{ 1) 
= -- = 
dr 
n 
I: u{xi'Yi) where 
i=l 
u(x,y) = log(xy) + (x+y-2)log(x+y) - xlogx-ylogy + (x+y)-l (3.5.2) 
Here, U
n
(1) is the score statistic for independence in the logistic model. 
It can easily be shown that E{U(X,y)} = 0, but E{U{X,y)2} = + 00 • 
We let in denote the maximum likelihood estimator of r when the 
marginal distributions are known. In the independence case (r=l) the 
Cramer-Rao bound is zero and nvar(rn)-+o as n~, which shows that in has a 
nonregular behaviour at r=1. For 1 < r < + 00 the estimation problem is 
regular, but the expected information cannot be found in closed form. If 
the nonregular behaviour can be understood, maximum likelihood is a 
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desirable estimation procedure because in the case of independence, all 
other procedures have zero asymptotic relative efficiency. The exact 
behaviour of Un(l) has not been found, but the asymptotic distribution is 
obtained below. 
We require stable law theory, as we are dealing with sums of 
independent and identically distr1buted random variables, which have 
infinite variance. To apply such theory, we need the tail behaviour of 
the denSity function of u(X,Y). The only term in (3.5.2) with infinite 
variance is V = (X+Y )-1., so the upper tail behaviour of the denSity of 
u( X, Y) is dominated by the tail behaviour of V, whereas the lower tail 
yields regular behaviour. Changing variables to V and W=X we have the 
joint density -2 -l/v 1. fv,w(V'w) = v e 0 < w < v- < 00 • 
Thus fv(v) ~ v-3 for large v. 
To find the asymptotic distribution of Un( 1} under some suitable 
renormalizing, we now appeal to Peller (1.971, Section XVII.5) or Woodroofe 
(1972). Defining 
x 
~(x) = J v 2 fv(v)dv , 
-x 
then ~(x) ~ logx for large x. 
Now, by Feller (1971 ), 
distribution to a standard normal random variable . 
converges in 
Here c n ~ 00 and 
.1 
2 11 that c (!nlogn}2 . The asymptotiC c~ n~( cn ) ~.l as rHcI), so it fo ows n ~ , 
behaviour of the score statistic is therefore: 
_1. 
(in logn) 2 Un( 1) ~ Z 
(3.5.3) 
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where convergence is in distribution, and Z is a standard normal random 
variable. To obtain the asymptotic behaviour of the maximum likelihood 
estimator, we also need to know the asymptotic behaviour of 
n 
r: U(Xi 'Yi)2 = 
i=1 
By Feller ( 1971., Section VI I . 7 , Theorem 3, page 233) there exist 
The proof of 
the Theorem shows how to find suitable dn : in our case dn N 1n logn, so that 
(3.5.4) 
We now consider the asymptotiC behaviour of the maximum likelihood 
estimator, r n , defined to be the value of the parameter r Which maximises 
the likelihood within the parameter space r ~ 1. We are interested in the 
special case when r=1, which is the boundary of the parameter space. Such 
situations are considered in Moran (1971), but some of his regularity 
conditions fail here because the expected information is infinite. 
We first expand the log likelihood in a one sided (r>1) Taylor 
expansion. 
~(r) (3.5.5) 
where r* is in the interval (1,r). It can be shown that 
for all fixed M. 
For simplicity we consider toe cases Un(l)~O and Un(l»O separately. 
If Un(1.)~O then, from equation (3.5.5), we have ~(.1),1dr= Un(.1)~O so i n=1. 
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-.1 
Now suppose Un(1) > 0, if r=1+M{nlogn) 2 then by (3.5.3) and (3.5.4) 
d~(r) 
dr < 0 
with ~robability one for sufficiently large M: 
_ 1. 
hence rnE[~,1+M(nlogn) z). 
Thus 
where Wn ~p 1, so 
1. 
(~-1)( ~n logn)2 (3.5.6) 
From (3.5.3), (3.5.4) and the Yule-slutsky lemma, the asymptotic behaviour 
of (3.5.6) can be found for Un(l»O. Combining the above results we have 
the asymptotic behaviour of the maximum likelihood estLmator is 
.1. 
(rn-1)(in.logn)2 ~ S , (3.5.7) 
where convergence is in distribution and S is a non-negative random 
variable. Moreover, pr {S~s } = h( s) cz,( s ) , where h(·) is the Reavis ide 
function and cz,(.) is the standard normal distribution function. This is 
precisely the limit Moran (1971) obtains, but achieved with a different 
reno~lizing sequence. 
The development is similar for the mixed model. If we let Un( 0) be 
the score statistic for independence, then 
where 
n 
Un(O) = E u(Xi'Yi)' 
i=l 
-1 -3 -2 
u(x,y) = xy(x+y) + 2xy(x+y) - (~+y2)(x+y) 
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We obtain ident1.· cal lUll· . t . d· t ib t· 1. 1.ng 1.S r u 1.ons using renormalizing 
sequences differing from above only in the constant, with 1/15 replacing 
1/2. In the case of the new models the problem is more difficult. The 
non-symmetric mixed model has similar problems at independence, and a 
similar method of solution was used. The score vector converges to a 
bivariate normal, whereas the maximum likelihood estimators converge to 
truncated normal distributions determined by the configuration of the 
parameter space. In the non-symmetric logistic model, problems again 
arise in the independence case. This is unsolved, because there are 
additional identifiability problems. 
3.6 Tests For Independence 
The importance of independence as the asymptotic limit has been known 
since Geffroy (1958/59), Sibuya (1960) and Mardia (1964). They showed 
that the renormalized componentwise max~ are asymptotically independent 
for many distributions. In particular, independence arises if the 
following result holds: 
lim 
X-Nx 
y-Ny 
pr{X>x, Y>y} 
1-pr{X<x, Y<y} = 0 
where w
x
' Wy denote the upper endpoints of X and Y respectively. 'rhe 
generality of the condition shows that independence should play an 
important role in many applications. sibuya (1960) showed that the 
componentwise max~ of a bivariate normal distribution with correlation 
coefficient p, p<l, are asymptotically independent, with Gumbel margins. 
An interesting new approach to the asymptotic treatment of sample extremes 
from a multivariate normal population has been proposed in Husler and 
Reiss (1988). This approach is based on allowing the correlation 
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coefficient to vary with sample size. In particular, in the bivariate 
case p( n) IV l-a( logn )-1 for large n. The resulting asymptotic 
distribution is bivariate extreme value, but need not be the independence 
case. In this case, independence is again of ~rtance as it arises when 
[l-p( n)] logn -+ +a> as ~. 
Another interesting example arises for 
pr{x>x,Y>y}=exp{KV-(X1/ V + yl/V + K)v} a survival function suggested in 
Crowder ( 1988 ). It can be shown that componentwise minima are 
asymptotically independent if K ~ 0, but are logistic, with parameter ~, 
if K = 0, in each case with unit mean exponential margins. 
Ad hoc tests of independence have been presented by Gumbel and 
Goldstein (1964), Gumbel and Mustafi (1967) and Tiago de Oliveira (1984). 
Here we will present score and lLkelihood ratio tests. For simplicity, we 
let e denote the dependence parameter and c denote the renormalizing 
constant for the score, so c = 1, +s- for the logistic and mixed models 
respectively. 
The locally most powerful test is to reject independence at the 100 a 
~ level when 
independence. 
is the value of the parameter that corresponds to 
If we let ~ denote the likelihood ratio then we have 
.t 
P{21og~ ~ x) ~ hex) ~ (x2 ) 
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where convergence is in distr1bution and h{·) is the Heaviside function. 
An important question must be: how applicable are these asymptotic 
results? We will only consider this for the locally most powerful test. 
Because of the nonregularity, the Berry-Esseen bound is not applicable, so 
the rate of convergence may be very slow. By Hall· (1983, Theorems 2 and 
3) we have 
is the opt~l choice of renormalizing constants. As the theoretical rate 
of uniform convergence is so slow, it is particularly useful, for 
comparison purposes, to have small sample results. An appropriate way to 
measure the correctness of the asymptotic approximation is by comparing 
suitable percentage points. For the two existing models, percentage 
points for small samples were obtained by simulation. The simulation 
study involved generating 100,000 replications of the renormalized score 
(cnlogn) 
_.1 
z The results for the logistic and mixed models are 
given in Tables 3.1a and 3.Lb respectively. 
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Table 3.1a. Simulated and asymptotic results for the renormalized score 
statistic for independence in the logistic model. standard 
errors are given in parentheses. 
------_._--------------------- ------ -----
ASYMPTOTIC APPROXIMATION 
SIMULATED 
VALUE 
n=50 
n=100 
n=200 
n=500 
EXCEEDANCE LEVELS 
10% 5% 
1.282 1.645 1.960 
1.73(0.04) 2.55(0.06) 4.07(0.20) 
1.64(0.03) 2.43(0.07) 3. 82( 0 .12) 
1.53(0.04) 2.31(0.06) 3.15(0.18) 
1.41(0.04) 2.02(0.05) 2.67(0.05) 
Table 3.1b. Simulated and asymptotic results for the renormalized score 
statistic for independence in the mixed model. Standard 
errors are given in parentheses. 
EXCEEDANCE LEVELS 
ASYMPTOTIC APPROXIMATION 
SIMULATED 
VALUE 
n=50 
n=100 
n=200 
n=500 
10% 
1.282 
1.88(0.05) 
1. 69( 0.06 ) 
1.59(0.05) 
1.50(0.04) 
5% 
1.645 
2.88(0.08) 
2.70(0.07) 
2.44(0.09) 
2 .16( 0.06) 
1.960 
4.18(0.19) 
3.85(0.10) 
3.37(0.07) 
2.85(0.08) 
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Comparison of the simulated and asymptotic resul ts shows that the 
asymptotic approximation is poor for the sample sizes that occur in 
practice. We therefore recommend using the simulated values. Over the 
range of sample sizes conSidered, there is a good linear relationship, y = 
a + t310gn, between the empirical percentage points, y, and log sample 
size. In the logistic model, by standard regression we get (a,t3) = 
(2.26, -0.137), (3.47, -0.227), (6.63, -0.639) for the 10%, 5% and 21% 
percentage points respectively. The problems of testing independence in 
the non-symmetric mixed model are similar. Testing independence in the 
non-symmetric logistic model is even less straightforward, because of the 
identifiability problem mentioned earlier. Davies (1977) and Berman (1986) 
have shown that there is no immediate, easy general solution to such 
problems. A simple suggestion is to accept independence in this case, if 
we accept independence in the logistic model. 
3.7 Estimation when the Margins are Unknown. 
In Section 3.5 we obtained the asymptotic behaviour of the maximum 
likelihood estimator of the dependence parameter, when the marginal 
distributions were assumed to be known. Here, we cons ider the more 
complicated estimation problem of finding the joint asymptotic behaviour 
of the maximum likelihood estimators of the dependence and margin 
parameters, when the marginal distributions are known only to be 
Generalized Extreme Value distributions. 
Smith (1985a) showed that the asymptotic behaviour of the maximum 
likelihood estimators of the margin parameters depends on the true value 
of the shape parameter, k. In particular, different behaviour arises if 
k 1 k = ~ L < k < 1 or k~l. < i' 2.' 2. In the bivariate case, we have two shape 
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parameters, and for simplicity, we will assume both are less than .!. This z 
corresponds to the case when all the maximum likelihood estimators of the 
margin parameters behave regularly. 
Now, as in Section 3.5, if there is dependence between the variables, 
then the estimation problem is regular, so standard results follow. 
Instead, suppose that a model for dependence is fitted when the margins 
are actually independent. In Secti.on 3.5 we found that the resulting 
est~tion problem is nonregular. We will consider this problem only for 
the existing one parameter differentiable dependence models. 
Let e denote the dependence parameter and eo be the true value of e, 
which corresponds to independence, e ~ eo' Also let &P = (&P1 , ..• , &pq ) be 
the vector of margin parameters, with true value &Po' We will define the 
A A 
global maximum likelihood estimators by ( en' &Pn ) . This point need not 
satisfy the likelihood equations because of the restricted parameter 
space. For the special case when e = eo' i.e. independence, is known, 
we let in denote the maximum likelihood estimator for &p. The existence 
and consistency of ~n follows from Smith (1985a). Finally, for the 
special case when &p = &Po' i.e. the margins, are known, we let en denote 
the maximum likelihood estimator of e. The behaviour of en has been 
discussed in Section 3.5. 
Before we can state our main results, we require the following 
preliminaries. Let Ee,&p denote expectation with respect to the true 
o 0 
density. Then define 
(3.7.1) 
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and i=l, ... ,q (3.7.2) 
Also, w~ will write Yn p< sn for a sequence random variables {Yn } and 
positive constants {sn} if lim lim sup 
a~ n~ 
As discussed above, the following results are for both shape 
parameters less than ~. For both Theorems 3.1 and 3.2, similar results 
have been obtained for both shape parameters less than one, with the only 
difference being the jOint asymptotic behaviour of the estimators of the 
margin parameters. 
Theorem 3. 1 . Suppose the estimation problem is as stated above. 
Also suppose M is a strictly positive definite matrix with entries 
mij,i,j=l, ... ,q defined by (3.7.1). Then there exists a sequence of 
,. ,. 
maximum likelihood estimators (en,$n) such that 
Moreover, 
1 
(nlOgn)z(9n- en) ~pO 
Theorem 3.1 guarantees the asymptotic existence of maximum likelihood 
A A 
estimators. We now give the asymptotic distribution of (en' ~n ) . 
A " Theorem 3. 2 . Under the conditions of Theorem 1 let (en' ~n) denote a 
sequence of maximum likelihood estimators satisfying the conclusions of 
Theorem 3 . .1. Then 
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converges in distribution to a random vector (S,Z1, •.. ,Zq)' where S is as 
defined in (3. 5.7), and Z1' ..• ' Zq are zero mean normal variables. The 
covariance matrix of the random vector is 
where M is as defined in Theorem 3.1. 
{ a2L - 1 (9n • ... o ) }' Corollary (9n- 90 ) n ~ S (3.7.3) - 8fT 
9 0 ) { 
a2~ A A }' ... (9n , 4>n) Z (9n- - aer ~ s (3.7.4) 
where convergence is in distribution and S is as defined in (3.5.7). 
Proofs of these results are in the Appendix at the end of this chapter. 
Three interesting points arise from Theorems 3.1 and 3.2. Firstly, 
the results for the asymptotic behaviour of the maximum likelihood 
estimator of the dependence parameter have a strong resemblance to those 
for the endpoint of the Generalized Extreme Value distribution in the case 
when k = 1. 2· secondly, the corollary shows that the variance of the 
estimators may be estimated asymptotically by means of the observed 
information, in a case where the expected information does not exist. In 
regular estimation problems, Efron and Hinkley (1978) argued by second 
order approximations and conditional arguments that the observed 
information is superior to the expected information as an estimator of 
variance. It is therefore of interest that we have an important practical 
example in which the superiority of the observed information is very 
easily demonstrated. Finally, we see that the maximum likelihood estimator 
of the dependence parameter possesses all the desirable properties Cox and 
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Reid (1987) obtain, in regular estimation problems, via orthogonalization. 
so in our case, despite the expected information not existing, we have the 
benefits of orthogonality. For further discussion of orthogonality in 
nonregular problems see Tawn (1987). 
As in regular estimation problems, the asymptotic behaviour of the 
score and l~elihood ratio tests for independence are unchanged by having 
to estimate the margin parameters. 
3.8 Discr~inating Between Models 
So far we have presented, and referenced, many parametric models for 
fitting bivariate extreme value data, without any method of deciding which 
model fits the data best. 
First we deal with the four differentiable models presented here. 
These models fall into two separate families. The standard likelihood 
ratio test is appropriate for testing between models of the same family. 
In the logistic family, due to boundary problems, the limiting 
distribution of this is a suitably adjusted Chi-squared distribution. All 
that remains is to discuss testing between the mixed and logistic 
families. We could use the results of Cox (1961), (1962), but here we 
suggest using the convexity of the set of dependence functions. Thus, if 
we wish to discriminate between dependence functions A1 and Az, each 
having the same number of parameters, we fit the model with dependence 
function 
A(w) = yA1(W) + (l-y)Az(w) o ~ y ~ 1 (3.8.1) 
A 1 • 
and accept A1 if Y > i' otherwise accept Az. Problems only really ar1.se 
when the data are independent, because we then have non-identifiability. 
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In the case of the mixed and logistic models, we already know the 
asymptotic behaviour of the score statistics for independence. By similar 
methods, the joint asymptotic behaviour can be found. Let L ~ (xi' Y i ) 
and L uL ( xi ' Y i) denote the score for independence for the mixed and 
logistiC models respectively. Then, if we wish to accept independence 
with probability 1-a, and accept each of the logistic and mixed models 
with probability ~, the test becomes: 
accept independence if 
and 
Accept the logistiC model if 
.! n n 
and (2/15) z 1: uL (Xi' Y i) > 1: u~ xi' Y i) . 
i=l i=1 
Accept the mixed model if 
n .! n 
and 1: uM (xi' Y i) > (2/15 t 1: uL ( xi' Y i) . 
i=l i=l 
Examples of Ca being CO. 1 = 1.430, CO. 05 = 1.789 and CO. 025 = 2.100. 
To test between the differentiable and non-differentiable models, the 
non-symmetric logistic model is a natural tool, as it contains models of 
both kinds. As the non-differentiable models are asymptotically exactly 
identifiable, there is no need for asymptotic tests. A simple small 
sample test could be to reject non-differentiable models if r < C, for 
some suitable constant C. 
As the new non-differentiable model, given by (3.4.3), is just the 
bivariate Marshall-olkin (1967) distribution, transformed to have unit 
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mean exponential margins, we see that the non-symmetric logistic model 
leads to a differentiable generalization of this with exponential margins. 
The survival function corresponding to (3.4.3) only satisfies the 
Marshall-Olkin loss of memory condition if e ~ ~. Block and Basu (1974) 
develop an alternative generalization preserving the 103S of memory 
feature, but, as a result, have mixtures of exponentials for the margins. 
OUr model has the advantage that tests between it and the Marshall-olkin 
distribution can easily be constructed. 
3 • 9 An Example 
In this section we will give a detailed analysis of bivariate extreme 
value data using the methods developed in the earlier sections of this 
chapter. Further applications of these methods are given in Section 3.11. 
The data we will consider are annual maxima sea levels for Lowestoft 
and Sheerness, two ports on the east coast of Britain. The data, plotted 
in Fig.3.1, consist of 74 pairs of annual maxima. These correspond to all 
the years when there is a record of the annual maxima at both ports. 
The outlier corresponds to the 1953 flood. As this is the largest 
observation for each margin, we expect some dependence; but the dependence 
will be weak, because there are many cases where the values are large at 
one site but small at the other. The knowledge that the 1953 value 
corresponds to the same storm at each port shows that our analysis does 
not take into account all the relevant information. In this analysis, 
we shall not be concerned with such matters, as s~ilar information is not 
available for earlier maxima. But, this issue will be dealt with in 
section 3.14. 
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Por computational ease, we first estimated the parameters of the 
marginal Generalized Extreme Value distributions. For Lowestoft the 
,. ,.. ,. 
estimated parameters were ( "'; 0', k ) = (1.95, 0.24, -0.076), whereas for 
Sheerness, which has a linear trend "'n = a + I3n, the estimates were 
A A "" A (a,I3,O',k) = (3.22, 0.043, 0.19, -0.064). Using these, the data were 
transformed to unit exponential distributions. Then, the four models 
presented in the chapter were fitted by maximum likelihood and the ad hoc 
methods. Table 3.2 gives the relevant results for the maximum likelihood 
estimation of these models. 
Table 3.2. Estimation results for the differentiable models 
Model 
Independence 
Mixed 
N.S. Mixed 
Logistic 
N.S. Logistic 
with 4> = 1 
L 
-147.80 
-141.17 
-139.40 
-140.61 
-138.60 
standardised score 
for independence 
11.75 
10.04 
Estimate and 
Standard errors 
9=0.56(0.18) 
9=1.28(0.24),~.43(0.09) 
r=1.30(0.12) 
r=1.96(0.54),9=0.34(0.12) 
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Here N. S . denotes non-symmetric and L denotes the maximized log 
likelihood. In all the cases the standard errors are based on the 
observed information. For the non-symmetric mixed model the joint 
estimate is on the boundary (e ... 3q, = 0) of the parameter space. The 
likelihood based 95% confidence intervals for the logistiC and mixed 
models are (0.23, 0.85) , ( 1. .11., 1..52) respectively. These are 
su~risingly symmetriC considering the sample size involved. The profile 
likelihood based interval for the non-symmetric logistic model is slightly 
skew, but this may be overcome by using the parameterization v = 1./r. 
In the mixed, logistiC and non-symmetric mixed models we can test for 
independence. For these models, each of the tests developed in the 
chapter gives that we should definitely reject independence, even though 
the estimated correlation is "'0.24. As was mentioned in Section 3.6, 
testing independence in the non-symmetric logistic model is more 
difficult. It is interesting to notice however that, with this model, if 
we assume q, = 1 then the maximum likelihood estimates are not within two 
standard errors of independence (r = 1 or e = 0). 
The maximum likelihood estimators are invariant to the chosen 
marginal distribution, whereas nearly all the ad hoc methods are not. If 
ad hoc methods are to be used, experience suggests that estimation using 
Gumbel margins is preferable to estimation using exponential margins, 
because of the stability of the transformation. The ad hoc methods gave 
estimates which were reasonably close to the maximum likelihood estimates, 
but with much larger asymptotiC confidence intervals. See Sections 3 .1.0 
and 3.1.1 for further discussion on the ad hoc estimation methods and 
applications of them. 
Ii 
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We must now decide which model to use. The non-symmetric logistic 
model is significant at the 2!% level, whereas the evidence for the 
non-symmetric mixed model is not as strong, being significant only at the 
10% level. To decide between the separate families, the model in (3.8.1) 
was fitted, with A1 logistic and A2 mixed. '" We obtained y = 1 so we accept 
the logistic family and hence the non-symmetric logistic model. Because r 
is not very large in the non-symmetric logistic model, we need not 
consider fitting the non-differentiable models. 
In Fig. 3.2 we compare the non-parametric estimator, given by 
( 3.3.1 ), with the logistic and non-symmetric logistic models. Pickands 
(1981) proposes the convex hull of the estimator (3.3.1) as an estimator 
of the dependence function. This would give a much closer fit to each of 
the parametric models, but has the disadvantage of giving a 
non-differentiable model. The non-symmetric logistiC model appears to be 
a convex smoother of the non-parametric estimators. The quality of the 
fit illustrates the flexibility of the new models. 
Obtaining the significant non-symmetric result for extreme levels at 
ports along the east coast of England is pleasing, because it is supported 
by physical reasons. These are based on the dynamics of the North Sea and 
the knowledge of the weather systems that induce storms. An additional 
advantage in having the best fitting model for dependence could be in 
fitting covariates to the margin parameters, thus enabling predictions to 
be made at ports where only a limited sea level record is available. 
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3.10 Alternative Estimation Methods for the Differentiable Paramet~!Q 
!.1Odels. 
The first paper to consider estimation of the parameters of the 
bivariate extreme value differentiable models was Gumbel and Mustafi 
(1967). Since then, contributions have been made by Posner et al (1969), 
Tiago de Oliveira (1975, 1980) and Daldry (1976). All these estimation 
procedures are somewhat ad hoc so, in this chapter maximum likelihood 
estimation was suggested. It is still of interest to examine the existing 
ad hoc procedures for the differentiable models. 
( a) Corre lat ion Method. 
Gumbel and Mustafi (1967) suggested comparing the sample correlation 
coefficient with the population correlation coefficient. From this an 
estimate of the dependence parameter is obtained. More recently Tiago de 
Oliveira (1980) has suggested the use of other correlation coefficients, 
such as grade, difference-sign and Spearman. 
An immediate problem with using a correlation based estimator is 
that it is dependent on the choice of marginal distribution, although it 
does not depend on location and scale parameters. An additional problem 
is that there is no obvious extension· of the correlation coefficient to 
the multivariate case. This is needed because, unlike the normal 
distribution case, multivariate dependence is not described entirely by 
the bivariate margins; see Chapter 4. 
With Gumbel margins the correlation coefficient is 
for the logistiC model, 1 ~ r ~ +00 
for the mixed model 0 ~ e ~ 1 . 
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So 0 ~ p ~ 1 for the logistic model whereas 0 ~ p ~ 2/3 for the mixed model. 
If p* is the sample correlation then 
tv _1 
* z r = (1-p ) 
tv * 1 and e = 2{1 - cos(rr(P/6)z]} for 0 ~ * L P ~ 3 . 
With exponential margins the correlation coefficient is 
for the logistic model 1 ~ r ~ +00 so 0 ~ p ~ 1. Here r is the gamma 
function. Also 
1 1 
i(1-S/4)Z eZ(1-S/ 2 )} 
for the mixed model, 0 ~ e ~ 1 so 0 ~ p ~ 0.4728. These functions are not 
analytically invertible, but plots of these correlation functions, given 
in Figs. 3 • 3 and 3.4, enable parameter estimates to be obtained from the 
sample correlation coefficient. 
(b) Median (Quadrants) Method. 
Gumbe 1 and Mustafi (1967) suggested using the observed number of 
points in each of the quadrants determined by the median of the margins. 
From this an estimate of the dependence parameter may be obtained. USing 
this estimation method standard errors are also obtainable. This 
procedure has the additional advantage that estimates are invariant to 
marginal distribution. Below, we present the method. 
Let 
bivariate 
m· 1 denote the median 
extreme value distribution. 
i=1,2, where 
Let = 
a 
P2 = pr{Y1 <m1 , Y2)~}' P3 = pr{Y1 <m1 , Y2 <m2 } and P4 = pr{Y1 )m1 , Y2<~}· 
It follows, by symmetry about the medians, that P1.=P3 and P2=P4. Let ni 
141 
be the number of points in the quadrant which has probability Pi' 
i=l, ... ,4. As the problem is now reduced, to a simple multinomial one, 
the maximum likelihood est~tor and its asymptotic standard error can be 
found. 
" P1 = (n1+n3 )/(2n) , 
Now for parametric models P1=P( 9), where 9 is the parameter of the model, 
From the Cramer-Rao lower bound the 
" asymptotic standard error of e is estimated by 
" " For the mixed model e = 4(1+109 Pl/10g 4}, with estimated asymptotic 
1. _1. 1-
standard error = 4(n2+n4 )2(n1+n3 ) 2/(n
2log4}. 
" " For the logistic model r = 10g2/ {log( -logPi )-10glog2}, with 
1 1 1 ... 
estimated asymptotic error = ~2(n2+n4)2(n1+n3)-2/{n2(1092)2 21/ r }. 
( c ) Strip Method. 
This method was developed by Posner et al (1969) although the idea 
stems from Gumbel and Mustafi (1967). The method depends on the chosen 
marginal distribution. Here results for Gumbel margins will be given and 
results derived for exponential margins. 
Let (X, Y) have a bivariate extreme value distribution with Gumbel 
margins. Then the strip method is based on the distribution function, 
0(.), of the reduced difference W = Y-X. For a given 'a', D(a) - D(-a) is 
equated with Sn( a )/n, the observed proportion of points such that -a<y-x<a. 
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The choice of 'a' is somewhat arbitrary as no optimal value exists, see 
Posner et al (1969). 
For the mixed model 
N 
e = 4 COSh2(a/2)(Sn(a)Coth(a/2)/n-l]/(Sn(a)Coth(a/2)/n+1] 
and for the logistic model 
N 
r = 2 tanh-1 {Sn(a)/n}/a . 
In the mixed model case Posner et al (1969) give numerical efficiency 
comparisons for the strip method and max~um likelihood procedures. 
If (X, Y) have a bivariate extreme value distribution with 
exponential margins, then the strip method is based on the distribution of 
the 'crossover points' W = Y/ ( X+Y) . It can be shown that pr{W~w} = 
w+w( l-w)A • (w )/A( w) , where A(.) is the dependence funct ion. For a gi ven 
• a' pr{W ~ ~ + a}-pr{W ~ i-a} is equated with Vn( a lIn, the observed 
proportion of points such that i -a<y/(x+y)<t + a. 
For the mixed model 
but for the logistic model no closed form expression is obtainable. But r 
is easily obtained as it is the value of r which satisfies 
r-1 r-1 r r 
vn(a)/n = 2a + 2(i-a2)(i+a) -(i-a) ]/«i+ a ) +(i- a ) ] . 
( d ) oaldry Method 
This method, which depends on the chosen marginal distribution, was 
proposed by Daldry (1976). 
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Basically, the method is an extension of the 
strip method • For Gumbel margins, Daldry suggests fi tting the 
distribution of the reduced difference by maximum likelihood. This was 
done for the logistic model. A bias correction was included in the 
maximum likelihood iterative scheme to improve the fit for large values of 
the reduced difference. 
Ad hoc estimation procedures for the non-differentiable models are 
covered in detail in Tiago de Oliveira (1980, 1984). All the existing 
non-differentiable models, except the so called 'natural' model are 
limiting cases of the non-symmetric logistic model. Therefore, here we 
recommend fitting the non-symmetric logistiC model by maximum likelihood, 
even if the true dependence function is non-differentiable. An example of 
this is given in the next section. 
3.11 other Examples of the Application of Bivariate Models. 
There are only a limited number of applications of bivariate extreme 
value theory in the literature. More common is the use of the associated 
dependence structures in survival data analysis. Here some of the 
examples are re-worked using the new models and estimation procedures. In 
addition, some new examples are considered. 
( i ) The Swedish Oldest Ages Data. 
This data set was given in Gumbel and Goldstein (1964, p. 795). It 
consists of the ages of oldest men and oldest women to die in each year 
from 1905-1958 inclusive. It;;..s expected that such variables should be 
independent. An initial plot of the original data, see Fig.3.5, suggests 
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that our intuitive feel for the data is probably correct. 
To each marginal sequence a GEV with linear drift, ~ = a+~/N, was 
fitted. Here N=53 is the span of the data. For the mens' ages 
A A " A 
[a,J3,a,k] = [101.43(0.36),2.25(0.58),1.26(0.15), 0.08(0.13)], whereas 
for the wornens' A " A A ages [a,J3,a,k] = [102.81(0.34),2.32(0.56), 1.17(0.13), 
0.15(0.12)]. In each case the figures in parentheses are standard errors 
obtained from the observed information matrix. The present marginal 
analyses differ from those in Gumbel and Goldstein (19~4), as here linear 
drift is accounted for. In each case the drift parameter is statistically 
Significant. This is not surprising as the effect of ~roved medicine, 
healthier lifestyle, and increased population are likely to increase the 
mean oldest age over time. 
The data were transformed so that the margins were exponentially 
distributed. The transformed data are plotted in Fig-. 3.6. First, we 
examine what existing estimation methods give. The sample correlation is 
0.1012, so using the exponential correlation estimators the parameters of 
the existing differentiable models can be estimated. For the mixed model 
e = 0.278, whereas r = 1.108 for the logistiC model. The median estimator 
gives e = 0.157(0.375) and r = 1.061(0.158), where in each case the value 
in parentheses is the associated asymptotic standard order. The exponential 
form of the strip estimator gives e = 0.050, r = 1.023 for a=i and 
9=0, r=l for a= ! 0 • If instead the data had been transformed to Gumbel 
margins the correlation estimation method gives 9--O,r=l. 
All the existing, and new, bivariate roodels estimated by maximum 
likelihood give exact independence. In the mixed and logistiC models 
e = 0.0(0.271) and ~ = 1.00(0.098) respectively. 
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(ii) Ocmulgee River Data 
This data set was given in Gumbel and Goldstein (1964, p. 797). It 
consists of series of annual maximum river discharges at Macon 
(downstream) and Hawkinsville (upstream) over the years 1910-1949 
inclusive. Because of the spatial dependence of rivers, it is expected 
that these variables should be dependent. An initial plot of the origina.l 
data, see Fig.3.7, suggests that our intuitive feel for the data is again 
correct. 
,.. ,.. ,.. 
To each marginal sequence a GEV was fitted. For Macon (Il,a,k] = 
............ [27.23(3.32), 17.57(2.50), 0.064(0.167)]; whereas for Hawkinsville [Il,a,k] 
= [24.00(2.87), 15.28(2.17), 0.036(0.161)]. The data were transformed so 
that the margins were exponentially distributed. The transformed data are 
plotted in Fig.3.8. The sample correlation is 0.963. For the data with 
exponential margins the parameter estimates are given in Table 3.3. 
Table 3.3 Parameter Estimates for OCmulgee River Data (transformed to 
exponential margins) 
ESTIMATION METHOD MODEL 
Mixed, e Logistic, r 
MLE 1.0(0.270) 4.232(0.582) 
Correlation 1.0 8.674 
Median 1.0(0.192) 3.29(1.212) 
strip r=~ 1.0 +00 4.044 a=-'- 1.0 10 
With the data transformed to Gumbel margins the correlation 
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est~tion method gives 9=1, r=4.109. The choice of marginal distribution 
is ~rtant to the correlation est~tor. In this case, using mle as a 
baseline, the Gumbel margins correlation estimator does clearly better. 
Now, the question of the choice of model must be answered. Both the 
new non-symmetric differentiable models were fitted using mle. There was 
found to be no evidence of non-symmetry, as these estimated models gave 
the mixed and logistiC models exactly. Independence must also be rejected 
as the highly significant values of 11.406 and 9.094 were obtained for the 
renormalized score statistics for independence in the mixed and logistic 
models respectively. Finally, using the likelihood test given in section 
3.8 the logistic model is accepted. 
(iii) Fox River Data. 
This data set was given in Gumbel and Mustafi (1967, p.584). It 
consists of series of annual maximum river discharges at Wrightstown 
(downstream) and Berlin (upstream) over the years 1918-1950 inclusive. 
An initial plot of the data is given in Fig.3.9. The dependence structure 
associated with this data was est~ated using many non-parametriC 
approaches in Smith et al (1987). Using this data Smith et a.l also 
est~ted the parameter of the logistic model by mle. Here a more 
detailed account of the est~tion of the parametric loodels is given. 
,.. A ,.. 
To each marginal sequence a GEV was fitted. For Berlin (lJ"a,k] = 
... ... ... 
[3. 4.1( 0.31), 1. 51( 0.23), O. 28( 0.18)]; whereas for Wrightstown [JL, a ,k] = 
) 5 13(0 82) 0 45(0 17)] The data were transformed so that [12.02(1.03,. . ,. . . 
the margins were exponentially distributed. For the data with exponential 
margins the parameter estimates are given in Table 3.4. The sample 
correlation is 0.656. 
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Table 3.4. Parameter Estimates for Fox River Data (transformed to 
exponential margins). 
ESTIMATION METHOD MODEL 
Mixed, a Logistic, r 
MLE 1.0(0.162) 1.787(0.238) 
Correlation 1.0 2.330 
Median 1.0(0.308) 1.833(0.861) 
{a~ ! 1.0 1.803 Strip 
a=_1_ 1.0 1.710 10 
With the data transformed to Gumbel margins the correlation 
tv tv 
estimation method gives 9=1, r=1. 783. Again this gives a good 
approximation to the mle. 
As in the last example, the question of the choice of model must be 
answered. There is no evidence of non-symmetry because for each of the 
non-symmetric models the contained synunetric model was obtained. 
Independence must also be rejected as the highly significant values of 
8.722 and 7.046 were obtained for the renormalized score statistics for 
independence in the mixed and logistiC models respectively. Finally, 
using the likelihood test given in Section 3.8 the logistiC model is 
accepted. 
This covers the examples in the literature which have been 
re-worked. Other applications are to be found in Posner et al (1969), 
Daldry (1976), Buishand (1984) and Raynal-Villasenor and Salas (1987). 
Posner et al consider the mixed model, applied to communications data, to 
estimate the probability of getting a correct command into the receiver. 
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Daldry principally considers the logistic model applied to the joint 
behaviour of maximum ' average wind' and maximum • wind gust' speeds. 
Buishand applies the ideas of bivariate extremes to rainfall data whereas 
Raynal-Villasenor and Salas consider problems similar to the river flow 
examples given here. 
The next two examples are of extreme sea levels. Earlier in this 
chapter joint extremes at Lowestoft and Sheerness were analysed. In the 
next chapter other east coast ports will be analysed as part of a 
trivariate analysis. In all the sea level examples the unit of 
measurement is metres with respect to Ordinance Datum Newlyn (ODN). 
(iv) South coast of England Sea Levels. 
The subset of data considered consists of series of annual maximum 
sea levels, at the south coast ports of Newlyn and Newhaven, over the 
period 1916-1976 inclusive. An initial plot of the data is given in 
Fig.3.10. Because of the spatial dependence of the environmental 
mechanism that generates sea storms there should be some dependence, but 
it is expected to only be weak. 
... .... '" 
To each marginal sequence a GEV was fitted. For Newlyn [1l,CT,k = 
[2.98(0.02), 0.11(0.01), 0.25(0.09)]. For Newhaven there is a significant 
A "'" "'" A linear drift Il
n 
= a+t3n/N, N(=51) is the span of the data, [a,t3,CT,k] = 
[3.51(0.04), O. 30( 0.06), o .12( 0.01), 0.26(0.09)]. The data were 
transformed so that the margins were exponentially distributed. The 
associated parameter est~tes are given in Table 3.5. The sample 
correlation is 0.560. 
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Table 3.5. Parameter Estimates for Newlyn v Newhaven Data (transformed 
to exponential margins). 
ESTIMATION METHOD MODEL 
Mixed, e Logistic, r 
MLE 0.407(0.219) 1.191(0.118) 
Correlation 1.0 1.965 
Median 0.564(0.325) 1.281(0.224) 
{a=~ 0.432 1.229 Strip 
a=:- 0.338 1.181 10 
With the data transformed to Gumbel margins the correlation est~tion 
IV 
method gives e = 0.376, r = 1.144. The choice of model is simple in this 
case, as independence is accepted for both logistiC and mixed models. 
(v) East and South Coast of Britain Sea Levels. 
The subset of data considered consists of series of annual maximum 
sea leve Is at various east and south coast ports. The east coast ports 
considered are Sheerness, Southend, Holland-on-Sea, Harwich, 
Lowestoft/Great Yarmouth, Kings Lynn, lnuningham, Grimsby and Aberdeen. 
The south coast ports considered are Dover and Newhaven. The data 
available at each port is shown in Table 3.6. 
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Table 3.6. Available Annual Maxima for Various East and South Coast Ports 
PORT 
Aberdeen 
Dover 
Grimsby 
Harwich 
Holland-on-Sea 
Immi ngh am 
Kings Lynn 
Lowestoft/Gt Yarmouth 
Newhaven 
Sheerness 
Southend 
YEARS FOR WHICH DATA ARE AVAILABLE 
~908-45, ~947-75, 1980-82. 
19~2-24, 1926, 1928, 193~, ~934-36, 1938-62 
~964-75. 
~920-73 . 
1926--76. 
~934-78 . 
~920-83. 
1860-~978. 
~899-~983. 
~9~6-~976. 
~8~9-23, ~827-29, ~832-54, ~857, ~867, 
~870-~928, ~930-42, ~950-53, ~955-78, ~98~-83 
~929-47, ~949-83. 
If only one port has data for a particular year, then that data 
point gives no added information about the dependence structure although, 
it does influence the marginal parameter values at the particular port. 
To make the analysis simpler only data from ~870 inclusive were used in 
the following analysis. A GEV was fitted to each marginql sequence. In 
every case a linear drift #J.n = a+t3n/N, (N the span; of the data), was 
>' 
tested for. Parameter estimates, with standard errors are given in Table 
3.7. 
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Table 3.7. Estimated Parameters, and Standard Errors, of the GEV for 
Various East and South Coast ports. 
PORT '" .... a (3 (J' k 
Aberdeen 2.64(0.02) 0.13(0.01) 0.13(0.07) 
Dover 3.38(0.05) 0.35(0.07) o .15( 0.02) 
-0.15(0.12) 
Grimsby 3.77(0.02) 0.16(0.02) 0.05(0.09) 
Harwich 2. 32( 0 .05) 0.47(0.08) 0.17(0.02) 
-0.23(0.15) 
Holland-on-Sea 2. 59( 0.06) 0.41(0.10) 0.18(0.02) 
-0.23(0.14) 
Inuningham 3.82(0.05) 0.40(0.09) 0.18(0.02) 0.08(0.10) 
Kings Lynn 4.38(0.04) 0.31(0.06) 0.20(0.02) 
-0. 06( 0 . 07 ) 
Lowestoft/Gt Yarmouth 1. 96( 0.03 ) O. 24( 0.02 ) 
-0.09(0.09) 
Newhaven 3.51(0.04) 0.30(0.06) 0.12(0.01) 0.26(0.09) 
Sheerness 3.18(0.04) O. 34( 0.06) 0.18(0.02) 
-0.07(0.07) 
Southend 3.53(0.03) 0.20(0.02) 
-0.03(0.09) 
The four differentiable parametric models were fitted using mle. The 
choice of model was based on likelihood methods, described in Section 3.8. 
For all possible bivariate pairs this procedure was performed. The 
results are of importance in obtaining an understanding of spatial 
behaviour of sea level extremes. Initial interest in the data stemmed 
from an interest in south-east coast extremes. The more distant sites of 
Aberdeen, Dover and Newhaven were included to examine the influence of 
distant extremes on the sites of concern. 
Firstly, it was found that extremes at Aberdeen are independent from 
all other sites conSidered. In addition, extremes at Newhaven were found 
to be independent from all the other sites except Dover. The best fitting 
model for Newhaven and Dover was found to be a mixture of logistiC and 
... 
independence (ie a non-symmetriC logistiC model with e-~) with r = 4.00, 
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A 
e = 0.400. The best fitting model for each possible pair of remaining 
sites are given in Table 3.8. 
Table 3.8. Best Fitting Model and Parameter Estimates for East and South 
coast Ports. (LELogistic, NSLENon-Symmetric Logistic, LMI= 
Logistic Mixed with Independence, IEIndependence). 
PORTS 
Immingham & Grimsby 
Immingham & Kings Lynn 
Immingham & Lowestoft 
Immingham & Harwich 
Immingham & Holland-on-Sea 
Immingham $ Southend 
Immingham & Sheerness 
Immingham & Dover 
Grimsby & Kings Lynn 
Grimsby & Lowestoft 
Grimsby & Harwich 
Grimsby & Holland-on-Sea 
Grimsby & Southend 
Grimsby & Sheerness 
Grimsby & Dover 
Kings Lynn & Lowestoft 
Kings Lynn & Harwich 
Kings Lynn & Holland-on-Sea 
Kings Lynn & Southend 
Kings Lynn & Sheerness 
Kings Lynn & Dover 
Lowestoft & Harwich 
Lowestoft & Holland-on-Sea 
Lowestoft & Southend 
Lowestoft & Sheerness 
Lowestoft & Dover 
Harwich & Holland-on-Sea 
Harwich & Southend 
Harwich & Sheerness 
Harwich & Dover 
Holland-on-Sea & Southend 
Holland-on-Sea & Sheerness 
Holland-on-Sea & Dover 
Southend & Sheerness 
Southend & Dover 
Sheerness & Dover 
MODEL 
L 
L 
L 
L 
L 
L 
I 
L 
L 
NSL 
L 
L 
L 
L 
L 
L 
L 
L 
NSL 
L 
NSL 
NSL 
L 
L 
NSL 
NSL 
NSL 
NSL 
LMI 
L 
L 
L 
NSL 
L 
L 
L 
PARAMETERS (Std. Errors) 
2.02(0.27) 
1. 69( 0 .17) 
1.44(0.18) 
1. 32( 0 .17) 
1. 32( 0.16) 
1. 35( 0 .15) 
1.53(0.21) 
1. 59( 0 .16 ) 
,. A A 
(r,e,¢)=(2.40,1.00,0.50) 
1.33(0.16) 
1.26(0.15) 
1.25(0.13) 
1.23(0.11) 
1.48(0.19) 
1.35(0.13) 
1.63(0.17) 
1.48(0.17) 
A ,. A 
(r,e,¢)=(1.81,0.71,1.00) 
1. 35( 0 .11) 
A ........ (r,e,¢)=(5.88,0.49,0.32) 
,. ,. A 
(r,e,¢)=(3.52,0.42,1.00) 
1.80(0.21) 
l..6l.(0.2l.) 
......... (r,e,¢)=(2.08,0.29,l..00) 
........... (r,e,¢)=(2.30,0.65,l..00) 
.......... (r,e,¢)=(4.23,0.97,0.76) 
... ... " (r,e,¢)=(3.56,l..00,0.80) 
.... ,.. 
(r,e) =(3.99,0.66) 
l..40(0.l.6) 
2. 49( 0.36) 
l..98(0.32) 
............ (r,e,¢)=(2.60,0.52,l..00) 
2.64(0.3l.) 
l.. 69( 0.22 ) 
1.22(0.l.2) 
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(Note that the Lowestoft with Sheerness parameter estimates differ from 
those given earlier. This is because slightly different margin parameters 
were used to transform to exponentiality. ) 
The most immediate feature of Table 3.8 is that neither the mixed 
nor non-symmetric mixed models are the best fitting model for any pair of 
ports. Of these examples only for Grimsby with Sheerness does the mixed 
... 
model compete with the logistic family. In that case e = 0.55(O.~8). 
It was expected that this analysis should show a decay in dependence 
with increasing separation of ports. To aid such an analysis, Table 3.9 
gives the logistic mle in the cases where the logistic model was not the 
best fitting model. This is suitable because, in the earlier 
non-symmetric logistic model example, it was found that the logistic model 
captured the key feature of dependence in the data, also see Section 3.~5. 
Table 3.9. Logistic Model MLE for the Ports, in Table 3.8, that the 
Logistic Model Fails to Give the Best Fit . 
PORTS 
Grimsby & Lowestoft 
Kings Lynn & Southend 
Kings Lynn & Dover 
Lowestoft & Harwich 
Lowestoft & Sheerness 
Lowestoft & Dover 
Harwich & Holland-on-Sea 
Harwich & Southend 
Harwich & Sheerness 
Holland-on-Sea & Dover 
... 
r (Std. Error) 
~.58(0.~9) 
~. 54( o. ~5) 
~.44(O.~5) 
~. 64( 0.20) 
~.28(0.~2) 
~.62(0.~6) 
2.60(0.23) 
2.48(0.22) 
~.77(0.~8) 
1.64(0.23) 
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Tables 3.8 and 3.9 show results that on the whole, are consistent 
with the idea that dependence decays as the separating distance between 
the ports increases. Interesting exceptions are Kings Lynn with Lowestoft 
and Dover with (Sheerness, Lowes toft , Kings Lynn, Grimsby and Immingham). 
In the cases of Kings Lynn with Lowes toft , and Dover with Sheerness the 
dependence is surprisingly weak; on the other hand in the cases of Dover 
with Lowestoft, Kings Lynn, Grimsby and Immingham the dependence is 
greater than expected. Attempts have been made to understand these 
irregularities. The following are initial suggestions to explain these 
results. It is known that there is a strange phenomenon, associated with 
the surge process, in the change in interation of tide and surge between 
Kings Lynn and Lowes toft . This phenomenon could influence the joint 
behaviour of extremes at the two ports. It is also known that, due to the 
dynamics of the southern North Sea, storms are generated that only 
influence sea levels in that region. This is one of the reasons for the 
non-exchangeability of the ports on the southern east coast with more 
distant ports. It is conceivable that this type of storm does not 
influence Dover sea levels, but that the storms that propagate down the 
east coast of Britain do have an influence on sea levels at Dover. As a 
result, the dependence of joint sea level extremes of Dover with 
Immingham, Grimsby, Kings Lynn and Lowesto£t would be greater than nearer 
ports in the southern North Sea. A more rigorous explanation may be 
obtained by examining the original time series, of sea levels, at each of 
the ports concerned. In particular the date of each annual maxima would 
give considerably more information about the spatial dependence. 
Section 3.14 for more details of how this can be done. 
See 
Earlier in the chapter the non-symmetriC logistic model was shown to 
be a differentiable extension of the Marshall-olkin dependence structure. 
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The advantage of this generalization is illustrated in the final example 
of the section which is in a less serious vain than the previous examples. 
( vi ) American Football Data. 
This data was given in Csorgo and Welsh (1987). The data are 
, game-times' to the first points scored by kicking the ball between 
goalposts (X1 ) and the 'game-time' to the first points scored by running 
the ball into the end zone ( ~ ) . Such data are given for 42 matches. 
The clock is stopped at a touchdown, so if the first score is a converted 
touchdown Xl =~ . Also, if the first score is an unconverted touchdown 
X1)~' whereas Xl <~ corresponds to the first score being a field goal. 
The data are plotted in Fig.3.11. Only one point lies below the X1=~ 
line, ie only on one of the occasions when the first score was a touchdown 
was the corresponding conversion missed. 
The Weibull distribution is a natural candidate for the marginal 
distributions whereas, because of the degeneracy of the data, a 
Marshall-<>lkin distribution is most natural to describe the bivariate 
dependence structure. Csorgo and Welsh transform the margins to 
exponential and then fit a Marshall-<>lkin distribution. They suggest that 
1.2 1.2 I th t (X1 ,~ ) is closer to exponential than (X1 ,X2), but revea a 
(X~·2,~) gives the best fit to exponential. Transfor.ming the data to unit 
1.2 1.2 
mean exponential, (X,Y), gives (X1 /14.8, x2 /24.52) or 
(X~' 2 /14.8, ~/ 13.43) . In the first case we sometimes have 14. 8X.: 24. 52Y, 
so in the exponential(l) margins setting the non-symmetric logistiC model, 
with r = +00, is a natural model. In the second case the degeneracy has 
been destroyed, but the dependence structure should not differ much from 
that of the first case. 
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Por both marginal transforms, the non-symmetric logistic model was 
fitted by maximum likelihood. It is worth noting that such an estimation 
procedure is not immediate in the Marshall-olkin setting. For the first 
case we obtained: 
" r = 884.05(152.86), a = " 0.577(0.025), ~ = 0.957(0.042) 
with negative log-likelihood .: -45.78. 
For the second case we obtained: 
~ ~ ~ 
r = 8.04(1.99), a = 0.771(0.052), ~ = 0.947(0.058) . 
Clearly, in the first case the Marshall-olkin structure has been 
identified whereas, in the second case the structure is similar to the 
Marshall-Olkin structure without any ties. For each case, both the 
estimated non-synunetric logistiC model dependence function and Pickands' 
non-parametric est~tor are shown in Figs.3.12 and 3.13. 
One advantage of est~ting the parameters of the Marshall-olkin 
distrLbution as the limit of a non-symmetric logistiC model is the use of 
likelihood methods for parameter estimates and tests of hypotheses. 
Suppose, for example, we wish to test a = ~ in the non-symmetric logistiC 
model, ie. a mixture of logistiC and independence, which has the Gumbel 
model as a limiting case. Then, estimating this model gives exactly a 
logistiC model with: 
~ = 2.891(0.432) and negative log-likelihood = 57.90 . 
This is seen to be highly significant by using the likelihood ratio test. 
An alternative estimation procedure is baSed on assuming we have a 
non-symmetric logistiC model with r = +00, then pre ax = ~Y) :-= 4»9/( a + ~ - ~). 
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Using the observed proportion of X1=X2 {24/42} and that 9$-1 = 14.8/24.52 
leads to e = 0 . 583 , ct> = 0 . 966 . These estimates lie within a standard 
A A 
error of e and ct> respectively. 
In the second case the model cannot be transformed to Marshall-olk.in 
as the original jOint survivor is for the form 
where = { 1 
1.2 
y>x 
x<y 
Results involving the behaviour of more than just the 
largest/smallest order statistics are well known in univariate extreme 
value theory . In applications, such as in Chapter 2 and references 
therein, these results have been used successfully. Such methods have an 
advantage over classical methods as more relevant data is included in the 
analysis, leading to more accurate parameter/quantile estimates. 
In bivariate/multivariate extreme value theory there are few similar 
results. Two possible approaches can be taken. The first is based on the 
limiting joint behaviour of the p largest in one margin and the q largest 
in the other margin. In common with the work on bivariate extremes, 
discussed earlier in the chapter, this approach does not take into account 
whether the large values in each margin have similar indices. The second 
method is due to de Haan (1985). This is based on all large values of the 
sequence, which are actual observations. 
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In applications both these results will be of use. Most often the 
second method Wl." 11 be used, but t " th some J.mes e required additional 
information, for the second approach, is not available. Examples of 
applications where this is true are: early sea level records, as the 
associated time and date of large levels is not given, ann oldest ages 
data, because the original data are not paired. In the following 
sections these methods will be developed and discussed. Unfortunately, 
these results have not been applied here, due to lack of time. 
In this section the l~iting joint distr1bution and density will be 
obtained for the p largest order statistics in one margin and the q 
largest order statistics in the other margin. The line of development 
closely follows that for the equivalent univariate results in Leadbetter 
et al (1983). Checks of independence and complete dependence require the 
knowledge of these univariate results. Tests for independence were 
developed in section 3.6 for the logistiC and mixed parametric models of 
the dependence structure. These tests are extended to cover the present 
case where additional order statistics are known for each margin. The 
results of the test are somewhat surprising and illustrate that, as in the 
univariate case, the largest observation in each margin determines the 
parameters of the model. 
Let ~i = ( Xi' Y i) be a vector random variable. 
" "d random vectors then Xl"'" Yare i . i . d . and Y1 , ... , Y n are i. i . d . l. • 1.. • -'"11 
If the ~ have a common distr1bution function F(·,·) then the X's, Y's have 
common distribution functions F( .,+00), F(+OO,·) respectively. Define 
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(k) 
"l,n to be the kth largest of X1 , ... ,xn, and 
(k) 
M2,n to be the kth largest of Y1""'Yn . 
Theorem 3.3 
Let ~l""'~n be an i.i.d. sequence, as descrLbed above. Let 
o ~ T( x, y) ~ +00 and suppose that (u
1 
}, 
,n (u2 , n} are sequences of real 
numbers such that 
(3.13.1) 
as n~. Then, 
(3.13.2) 
as n~. Conversely, if (3.13.2) holds for some T(X,y), 0 ~ T(X,y) ~ +00, 
then so does (3.13.1). 
Proof:- Omitted, as it is an inmlediate extension of the equivalent 
univariate result. 
Theorem 3.3 can be set into the context of the earlier work in this 
-log G(x,y), where ai,n> 0 i=~,2. 
It is useful to consider this, and the other results in this 
section, from the viewpoint of 'exceedances' over levels. If we regard 
u1 ,n and u2 ,n as levels associated with each variable, then we say that 
there is an exceedance of the pair (u1 ,n,u2 ,n) at time i if Xi> u1 ,n 
or Yi ) u2,n' ie. either level is exceeded. The probability of such an 
exceedance is 1 - F( u 1, n' u2 , n ) , hence the mean number of exceedances by 
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~1' ... '~n is 
So, the choice of levels is such that the mean number of 'exceedances' by 
~l' ... '~n is approximately constant. Now, we define 
5 1 ,n to denote the number of exceedances of the level u 1 ,n by X1""'~' & 
52 ,n to denote the number of exceedances of the level u 2 ,n by Y1"'.'Yn' 
Using multinomial properties, and the results of Theorem 3.3, we have 
R k 
~ G(x,y) I: I: 
s=O r=O 
~ G(X,y~j miner,s) log~-----I: ~Xloo)G 00 
j=O jl 
G(x,oo) s-j 
log----
Gx 
(s-j ) I 
1. G(oo,y) log---___ G x 
(r-j ) I 
r-j 
( 3 .13.3 ) 
In the independence and complete dependence cases this gives the expected 
(k) (s) 
results. By definition the events {M1 ,n ~ u1 ,n' ~,n ~ u2,n1 and 
{5 < k, 52 < s} are equivalent. l,n ,n 
Theorem 3.4. 
If ~1' .. "~n is an i.i.d. sequence and {u1 ,n},{u2 ,n} satisfy 
n[l - F(u1 ,n,u2 ,n)] ~ -log G(x,y) 
for some 0 ~ G(x,y) ~ 1, then 
k-l i-l miner,s) 
~ I: I: I: G(x,y) 
r-o s-o j-O 
{ 
(k) (2) } 
pr M1 ,n ~ u1,n' ~,n ~ u 2 ,n 
G(X,oo) s-j 
log----
G x 
(s-j ) I 
[ lO~:-:: ;H r-j 
(r-j ) I 
( 3.13.4) 
(3.13.5) 
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k=1,2, ... ,R=1,2, .... Conversely, if (3.13.5) holds for some fixed pair 
(k,R), then (3.13.4) holds and so does (3.13.5) for all k=1,2, ... ,R=1,2, .. 
Proof: -
omitted, as it is an immediate extension of the equivalent 
univariate results, using property (3.13.3). 
Similar results to this have been obtained, in Galambos (1975), 
and extended to the multivariate case. Similar results have also been 
obtained by Srivastava (1967). 
We now extend these results to the joint distribution of the p 
largest in one margin and the q largest in the other margin. Let the 
(1) (2) (p) (1) (2) 
levels u 1 ,n ~ u 1 ,n ~ ... ~ u1 ,n' and u2 ,n ~ u2 ,n ~ ... ~ 
(q) 
u2 ,n satisfy 
(3.13.6) 
(i) (j) 
for i-l, ..• ,p, j=l, ... ,q. Here u1,n = a 1 ,n xi+b1,n and u2 ,n = a 2 ,n Yj 
We now define 
(k) (k) 
Sl,n to be the number of exceedances of u1 ,n by x1 , ... ,xn, and 
(k) (k) 
S2,n to be the number of exceedances of u2 ,n by Y1""'Yn . 
. 4 'II t ates the situation well. F~g.3.1 ~ us r In each cell the 
probability of an observation falling in that cell is marked, ie. there is 
Probability p. , of an observation falling in cell (i,j) . 
.1.,] The cell sizes 
are determined by the grid of levels 
( 1) 
u1 ,n 
(p) 
~ ... ~ u1 ,n' 
(1) (2) 
U 2 I n -- u2 , n ;.... ;. 
(q) 
u2 ,n' We are interested in the situation where the 
, the 1,th r~ 1'S S1' and the number of observations number of observations 1n ~w 
162 
. th ·th 1.n e] co lumn ;s r . ; 1 . 1 
,L ],,L=, ••• ,p, ]=, ••• ,q. Let k i , j denote the 
number of observations in the (i,j) cell, i=1, ... ,p+1, j=1, ... ,q+1. 
(0) (0) 
Taking u l , n = u2 , n = +<10 we have for 1 ~ i ~p, i ~ j ~q 
p .. 1.,] [ 
(i-1) ( j-1 )] [ (i) ( j-1 )] [ (i-1) ( j )] [ (i) ( j )] 
= F ul,n ,u2 ,n - F u l ,n,u2 ,n - F u1 ,n ,u2 ,n + F u1 ,n,u2 ,n . 
Hence by Theorem 3.3 and (3.13.6), 
as n~. Now, for 1 ~ i ~ P 
[ 
(i-1) (q)] 
Pi,q+l = F Ul,n ,U2 ,n 
as n~, and similarly for 1 ~ j ~ q 
as n~. Finally, we also have 
We will use the general result that the events 
so 
{ 
P ( i) ( i) q [( j ) ( j )]] n [M1 ,n ~ Ul,nJ, .0 ~,n ~ u2 ,n 
i=1 ]-1 
and 
(2) (p) (1) 
{ (1) 0 S1,n ~ 1, ""S1,n ~ p-1, S2,n Sl,n = , 
are equivalent. We need 
(2) (q)} 
; 0, S2,n ~ 1,·· .'S2,n ~ q-1 
[ 
q 
. IT 
j=1 
Where C = 
p 
So- [ ] 
P i=l p+1,j 
1,] k- -J 
q 
1.,) ko oJ 
p q p q 
n- [ r 1-- [ s]o+ [ [k--
o 1,] i=1 j=l i=1 ]=1 
Pp+l,q+l 
n 
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ie. the ways of arranging n objects in a (P+1) by (q+1) grid so that the 
column sums are and the row sums 
remain:ing objects in the (P+l,q+l) cell. 
* min(r1 ,s1) min(s2,r1-k1 ,1) [ = [ [ 
are sl' ... ,Sq, with the 
min(r2 'S1-k l,1) 
[ 
k 2 ,1=O 
min[sq-~1kl,q,rp-q~1kp'll 
1=1 1=1 
[ 
kp,q=O 
( 3 .13.7 ) 
~e. the summation is in the order indicated on Fig.3.14. Using techniques 
similar to those used in obtaining (3.13.5 0 ) we have 
{ 
P [(i) i 1 lim pr n s = t" r 
: 1,n ~ l' n~ 1=1 1=1 
q 
r) 
j=1 
k-j( 1 1,] 
k- .! 1,] 
q G{ ~y ). s -- L k· -
. II 1 ' j-1 ] _ 1,] Pi 
_ 09 -- - 1=1 P G{ X , Y ) [)-J [G( ~. Y j) II ( s . - l: k· .) J p q 
] 1,] 
i=1. 
What is this in the independent case, when G{x,y) = G1{x) G2{y)? 
{ 
p [(i) 
= lim pr n s 1, n = 
n~ ].=1 
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(3 .13.8) 
Here Si;j is the delta function. The result is a little more surprising 
than is at first apparent. Recall that G{.,.) is the limiting joint 
distribution of the renormalized componentwise maxima. As was discussed 
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earlier in the chapter, the margins of G can be independent although the 
original variables, with distribution function F, may be highly dependent. 
Thus, the above result gives that if componentwise maxima are 
asymptotically independent then all componentwise extreme order statistics 
are also independent. 
Now returning to the dependent case, we obtain the asymptotic joint 
distribution to the p largest in one margin and the q largest in the other 
margin. We define F(x1 ,x2 , ... '~'Yl"" ,Yq ) to be this asymptotiC joint 
distribution. Therefore, 
p-~ q-~ 
p-~- 1: ri q-~- 1: Sj 
~ i=~ ~ j=~ 
= 1: ... 1: 1: 1: 
r 2=O r =0 P s2=0 s =0 q 
( 3 .13.9 ) 
Substituting (3.~3.8) in (3.~3.9) gives the required asymptotic joint 
distribution. As with the univariate joint distribution of the largest 
order statistics this result is not particularly illuminating. In the 
univariate case the asymptotic density is for more simple, and this is 
what is used in practice. Here we develop the joint denSity. 
Therefore, the only terms in the joint distribution ( 3 . 13 .9) which 
contribute to the joint density are those which are functions of all 
x... y y After some inspection it can be seen that the only 
xl' ... , J:I' 1"'" q' 
such term occurs when ri= Sj= 1 for i=2, ... ,p and j=2, ... ,q. Hence 
where 
_~-2 F~!~ ... , ~, Y l.' ._~_=-,.!.g) = 
aXp-1" " "axl 8yq-1" " "8y1 
~-2 P 
---------------- ---- -~ -----
[ [ J
kO oJ 
= 1: IT IT log ... - .... _.J - . ** P q [G(X;_l.'Y,-_l.)G(X;,Yo)] ~,J 
i=2 j=2 G(xi'Yj-l)G(xi-1'Yj) 
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Here 1: ** is (3.13.7) with the relevant {r i' si} substituted in. By the 
structure of the summation we can write 
ap+q-2 p 
After considerable rearrangement the last factor can be shown to be equal 
to 
-
p-l p-s 
L L 
p-s+l 
L 
p-l 
L 
q-l 
L 
q-l q-l 
L ... L 
s=l m1=1 ~=m1+1 mS=mS- 1+1 n1=1 n2=1 
n2 ;tn1 
n =1 S 
ns;tnj 
s 
11 
i=l 
l~j~s-l 
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+ 1 . 
Unfortunately, there does not appear to be any significant simplification 
in the expression for the asymptotic joint density, but the simplicity of 
enables a computationally s~le form for the joint density to be 
obtained. By comparison with the case when just the largest observation 
from each margin is known the density is complicated, but the' gain in 
information is considerable. This makes the use of these extensions 
worthwhile as we have effectively pq-1 more pairs of bivariate data to 
estimate the dependence structure. 
Throughout this chapter the importance of the independence case has 
been stressed. In particular, tests of independence have been developed. 
Here we will develop the equivalent tests for cases when additional order 
statistics are known for each margin. Because of identifiability 
problems these tests have only been extended for the mixed and logistic 
models. 
[
(i) (i) (i) ( i )]- - - d d 
Suppose X(l)'" .,X(p)' Y(l)'" .,Y(q) 1.=1, ... ,n are 1..1. .. ran om 
vectors with joint density 
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f(X1 ""'XP'Yl""'Yq ) = ~ F(X1 ""'XP'Y1' ... ,yq)/OXp " ,oXl 8yq···8y1· 
Let 
n 
~(e) = 
(i) (i) (i) 
r: log f ( xl' . • . , Xp' Y 1 ,... , Y q i e ) 
i=l 
and 
Here eo is the value of e (the dependence parameter) that corresponds to 
independence, and Un( eo) is the score statistic for independence. After 
extensive working, which if required can be obtained from the author, the 
score statistics for independence were obtained for the mixed and logistic 
models. For these models U = u(x1 , ... ,xp 'Y1"" ,Yq ) is given below for 
mixed and logistic models respectively. 
U(O) 
p q 
U(1) = (~+Yq )109(~+Yq)-~109Xp-Yqlogyq + L log Xi + L log Yj 
i=1 j=1 
+ 
p q 
r: r: 
i=1 j=l 
In both cases 
( x-+y- ) 1. ] 
-1 p q 
r: log(Xi+Yq) - r: 10g(xp+Yj) 
i=l j=1 
and are extreme order 
statistics from independent unit mean exponential margins. In each case 
for p=q=1 the score statistics discussed earlier in the chapter are 
recovered. To obtain the behaviour of the score statistics we need to 
find E(U(O)}, E(U(O)2}, E(U(1)} and E(U(1)2}. To find these, we need the 
joint denSity of xp~ .. ,~xl' Yq~" '~1 independent extreme exponential 
order statistics. So, using the results in Smith (1986), with the margins 
transformed to exponential, the joint denSity under the null hypotheSiS of 
independence is 
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for 
After further lengthy calculations it can be shown that E{U(O)}=E{U(1)}=0. 
Now we need the variance of U(O) and U(1) under the nUll. But, we know 
that this is infinite since it contains the score statistic based on the 
largest observation in each margin. Therefore, what we must ascertain is 
whether any other term also has infinite second moment. USing Holder's 
inequality the dominant term was found to be as in the p--q=1 case. Thus, 
the locally most powerful test of independence is:- reject independence at 
the 1000% level if 
1 .1- -1 
Un(O) ) (-- nlogn)2 4> ( l-a) 
15 
for the mixed model, and 
..1 
-1 
Un(l) ) (~ nlogn)2 4> (l-a) for the logistic model. 
For each model, the term which dominated the test statistic in the 
case when only the largest observation is available for each margin in 
each year still dominates the test statistic in the present case. 
Therefore, asymptotically we obtain no extra information about 
independence by conSidering additional order statistics. Although this is 
asymptotically true, as the test is applied to a finite amount of data the 
inclusion of additional data must improve the stability of the statistic. 
It should also be noted that the likelihood ratio test of independence is 
also as in the p=q=1 case. 
There is an analogous result in univariate extreme value theory. 
Namely, if the maxima of a sequence converges in distribution to a GEV 
then the joint distribution of the r largest converges in distribution to 
a GEV joint distribution of the r largest order statistics, 
with exactly the same parameters as for the GEV. What 
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these two results show is the significant role of the largest order 
statistics in determining the shape, scale, location and dependence 
parameters of the model. 
3.14 Limiting Joint. Behaviour of Bivariate _~xt~emes, Based on_Actu~! 
Observations. 
OVer the years, the chief criticism of bivariate extreme value 
theory has been that it is based on analysing the joint behaviour of 
componentwise maxima. Componentwise maxima need not correspond to an 
observed joint event, and it may even be ~ssiblefor this to occur as 
such. One approach to overcome this problem, if the data are available, 
is to examine the convex hull of the actual joint observations. In this 
nection we consider the de Haan {1985} proposal {due to an initial 
suggestion by A.A. Balkema} to obtain the asymptotic joint behaviour of 
all large observations of the process. In addition, connections between 
this approach and the one adopted earlier in the chapter are discussed. 
An interesting practical analysis of this nature is in Hosking 
{1987}. He examines the differences between componentwise annual maxima 
river flows that are either from the same or separate storms. In 
particular, he finds that there is no significant difference in the 
correlation of the two types of pair. The results in this section imply 
that this is the case. 
Initially, we shall assume that the marginal distributions of the 
original data are Frechet, parameter 1. If they are not, then a 
preliminary estimation procedure would enable the margins to be 
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transformed to Frechet{ 1 ) . Let ~i = (Xi' Yi ) i=l, ... , n be a sequence of 
independent and identically distributed random vectors with Frechet(1) 
margins. NOw, due to de Haan and Resnick (1977) and de Haan (1985), the 
point process consisting of the points {~i/n}, i=1, ... ,n, restricted to R~ 
converges in distribution to a Poisson point process in R~\ {Q}, with 
intensity measure ~(.). Here 
~(A) = r J 
A 
dr 
---2 dH (w) 
r q (3.14.1) 
for all Borel sets A C R~\{Q}' where r = II~II, w = X/II~II and Hq is an 
arbitrary positive measure. The choice of norm is somewhat arbitrary: 
for example, de Haan uses the L2 norm. Here, we will use the Lq norm, so 
q q .! 
r = (x + y )q and w = X/r 
The measure representation (3 .14.1) arises from the max-stable property 
(3.2.2) for Frechet(1) margins. This leads to 
filI.L{mA) = ~(A) 
for all m>O and A C R~\ {Q}, from which de Haan and Resnick (1977) show that 
Taking A = A{u,t) = (~ E R~: II~II ) u, w ~ t}, then 
~(A{ u, t» 
t 
= J 
-1 
= u 
o 
Let~. , ... ,~. be those observations, from ~i' i=1, ... ,n, that exceed 
~(1.) ~(N) 
un, u > O. The de Haan estimation procedure is as follows. Construct the 
This gives a consistent estimator of Hq{t)/Hq{1). We will return to this 
choice of estimation later and make an alternative suggestion. 
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Using the Poisson point process result, we now can obtain asymptotic 
results about the observed joint events. For example, 
-1 
lim pr{n max( I 1~11 1,···,1 I~nl I} ( x) = exp{-~(A(x,l}}} 
n~ 
-. exp{ -Hq( 1 }/x} (3.14.2 ) 
The final step of the de Haan proposal concerns the estimation of Hq(l}, 
so that Hq( t} can be obtained from above. Clearly, Hq( 1} is just the scale 
parameter in the Frechet distribution in (3.14.2) and so can be estimated 
using standard methods. 
It is of interest to see how this Poisson point process result 
relates to the earlier work in the chapter. This has been done by R.L. 
Smith (personal communication) and is here given in the Lq norm form. 
-1 
lim pr{n max(X1 , ... ,xn} 
~ 
* {~ (x,y) Here A = = R2. E +. x ) sl or y ) s2} , so 
1 (l) dr 
* r r J.L(A } = J dHq(W} kin [~;, S2 ] r 2-0 
(l-wq }ci 
.1 
1 max[~- , {1-WQ)Q] r dHq(W} = J . 
0 sl s2 
The associated representation for Pickands' dependence function is 
~s) = J1 max[W{1-S), S{1-wQ)~1 dHQ{W) • 
o 
(3.14.3) 
o ~ s lit 1. In the particular case of the L(l) norm it can be shown that 
1-
A(S} = (1-S}[~(1) - H(l)(1-}] + J max[w(1-S},S] ~(w) . 
o 
Further, the dependence function does not depend on the choice of q. As 
earlier the independence and complete dependence cases are of importance. 
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Independence corresponding to the measure putting all its mass equally at 
the endpoints {O} and {1}. Complete dependence corresponds to the measure 
putting all its mass at {~}. 
From (3.14.3) we can see how to unify the measure representations of 
Pickands O( 1981) and de Haan and Resnick (1977). In particular, in the 
case q=1 (3.14.3) is Pickands' representation for the dependence function 
whereas, in the case q=2 ( 3.14.3 ) is the de Haan and Resnick 
representation. In addition, this representation provides a link between 
the earlier bivariate results and the de Haan proposal. Interesting 
questions are: can we use this result, with knowledge of results for 
bivariate componentwise maxima, to obtain Hq(1)? Is there a best choice 
for q? We will initially answer the first of these which in part answers 
the second. 
From (3.4.1) and ( 3 .14.3 ) we have 
1 
A(O) = 1 = r w dHq(w) J 
0 
1 
..1 
and A(1 ) "'" 1 = r ( 1-Wq )q dHq(w) J . 
0 
It follows that we can obtain Hq(1) in the case when q=1, ie H1(1)=2. For 
the more general Lq norm case there does not appear to be a tractable 
method for obtaining Hq(1). As Hq(1) is required in the de Haan 
procedure, and q is of no real importance, it is most sensible to avoid 
having to estimate Hq( 1) by working in the L1 norm. Therefore, we will 
take q=1 but will return to the question of choice of q later. 
Now, we examine the implications of the de Haan measure estimation 
proposal on the esttmation of the componentwise maxima dependence function 
of Pickands. Let Zi , ... 'Zi be those observations, from ~i' i=l, ... ,n, (1) (N) 
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that exceed un. Then, define w1.· = x· (x. + y. )-~ J.-~ N ( j ) 1.( j ) 1.( j ) 1.( j ) , -, ... , . 50 
taking the de Haan empirical estimation approach, in the L~ norm, this is 
equivalent to the measure H1 putting mass 2/N at each of w J. 1 N 
J.. i(j)' = .... , ... ,. 
* * * This is because H1{~)=2. Let W1 ~ w2 ~ ... ~ wN be the ordered Wi(j)' Then 
the dependence estimator is 
A(S) 
N 
2 * * 
= N L max [(~-s)Wj , S(~-Wj)] . 
j=l 
tv -1 N 
Properties of this estimator are: A( 0) = 2N L w~ = 
. ] 
J=~ 
(3.14.4) 
A is a piecewise-linear function and can be shown to be convex. It 
tv 
follows, from the result after ( 3.2.7), that A( 0) and A( ~) are both 
approximately equal to one. Thus, in the case when we have the full 
information about bivariate observations, the non-parametric estimators 
have desirable properties. This suggests that non-parametric smoothing of 
this estimator and testing independence non-parametrically must be far 
simple~ than in the case where only componentwise maxima are available. 
One problem with the dependence function estimator, given by 
(3.14.4), is that it is non-differentiable. In Section 3.4 the issue of 
whether to use differentiable or non-differentiable models was discussed. 
It was concluded that in most applications it is preferable to use 
differentiable models. We can use the parametriC models developed earlier 
to smooth this estimator. I n fact, two possible approaches can be taken: 
(i) Smooth the empirical measure before integration. 
(ii) Smooth the empirically estimated dependence function (3.14.4). 
There are advantages and disadvantages with each of these approaches, 
therefore, we will discuss each in some detail. 
Smoothing the measure can be done by scaled parametriC densities. 
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" suitable densities are A (s )/2. Here A( s) can be any of the parametric 
models, developed earlier in the chapter, or any convex combination of 
them. These parametric models for the measure have the advantage that a 
closed form for the dependence function of bivariate componentwise maxima 
can be obtained. Using the general representation (3.14.3) for A(s), in 
If 
the Lq norm, the reason why A (s )/2 is a suitable density in L1 norm can 
be seen. In particular, 
" q-l. q q - -q q q -q-1 Z [ 1 J 
A (s) = (1-s) [( 1-S) + s 1 hq s [( l-s) + s 1 
• If 
where hq(w) = Hq(W). As this is only simple in the case q=1, ie A (s) = 
h 1(s), this is more evidence for working with Pickands' representation in 
.. . 
the Ll norm. Recall A, A and A are invariant to q. For the 
non-symmetric mixed and logistic models we have, respectively 
Hl. (w) = 
and 
0 if w<O 
l-(9+CP) if w=0 
3CPw2+29W+l-(9+$.) if O<w<l 
2 if w~1 
o if w<O 
l-CP if w=o 
.1-l. [_er(l._W)r-l.+cpr~-l.](er(l.-W)r+cpr~)r +l.+9-CP if O<w<l. 
2 if w~l 
These models put mass at the endpoints: for example the non-symmetric 
logistic model puts mass l-CP at {O} and l-e at {1}. The results for the 
mixed and logistic models are contained in these. Namely, the mixed 
occurs when 4>=0, and the logistic occurs when 9=4>=1. 
using a suitable maximum likelihood approach, for handling data from 
a mixture of continuous and discrete distributions, the parameters of 
thes~ models can be est~ted from the data points wi(j)' j=l, ..• ,N. 
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using this measure estimation technique to obtain the dependence function 
two things come to light. Firstly, no asymptotic tests for independence 
are required as independence is asymptotically identifiable. secondly, 
choice between the mixed and logistic models is immediately obvious. This 
is because, the logistic model does not put mass at the endpoints (except 
in the independence case) ~hereas the mixed model puts mass 1-9 at each 
endpoint. 
The only disadvantage with smoothing the empirical measure seems to 
be in the extension to the multivariate case, where the dimension is 
greater than two. This will be discussed in the next chapter. 
The alternative smoothing procedure is to smooth the empirically 
estimated dependence function. The estimated function given by (3.14.4) 
can be smoothed by us ing a least squares method to fi t the parametric 
models to the function points A(Wi(j» j=l, ... ,N. This method has an 
advantage over the other smoothing procedure because it can easily be 
extended to the multivariate case. The disadvantage with this approach is 
that other probabilities cannot be obtained; thus, some of the gain in 
examining the original data is lost. Therefore, if we are interested only 
in working in the bivariate case, smoothing the measure is preferable. 
Having obtained the measure we can obtain various probabilities of 
interest. For example, R. L. Smith (personal communication) has obtained 
-1 -1 ** lim pr{n max(X1 , .. .,~) < sl or n max(Y1'·· .,Yn) (S2) = exp{-~(A )}. 
~ 
Here A** = {; = (x,y) E R~ 
1 [w 1-wj ~ (A**) = J min -- , ---
o sl s2 
Combining this result with that for componentwise maxima we have that 
where 
. { (n) (n) (n) (n) 
lun pr max(V1 'V2 )<s, min(V1 'V2 )<t, n~ 
(n) -1 
V1 -:;; n max( Xl' ••• ,~ ), V 2 = n max( Y l' • . . , Y n ) (n) -1 ] 
: exp{-Il [A***)} 
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Here R2+\A *** = {7.. = R2 
'" (X,y) E + max(X,y) < s, min(x,y) < t}, so it can be 
shown that 
II( A* * * ) r 1 { 1 1 } ,... = b max t mine 1-w,w), s max( 1-w,w) dH1 (w) 
Letting p(w) = max(l-W,w) it follows that 
"( A* * * ) r 
1 
{1 1} ,... = b max t (l-p(w», -; pew) dH1 (w) . 
This result will be used in Chapter 5. Other probabilities of interest 
can be obtained from (3.14.1) by use of numerical integration over a 
suitable subset of R~. In particular, convex hull type results are 
usually required in the original variable space not the transformed 
(Frechet margin) space. Therefore, the suitable subset in the original 
space can have a complicated form in the transformed 'space. Thus 
numerical integration is often required. It should be noted that 
rectangular regions (with sides parallel to the axes) transform to 
rectangular regions. So a closed form analysis is possible in such 
situations. 
A key problem in the application of the de Haan procedure is 
handling marginal sequence serial-dependence. This has not really been 
examined here but it is expected that such additional problems can be 
overcome in ways similar to the univariate filtering procedures adopted in 
Chapter 2. Note that, if the extremal index is one for each marginal 
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sequence then, without adaptation, the procedures described above for the 
independent case can be applied. 
So far in this section, the de Haan proposal has only been developed 
for the Frechet margin case. Here we give a brief account of the approach 
when the margins are exponential and the joint minDna are of interest. For 
exponential margins the results can be obtained from Frechet margin 
results. This is because the variables can be trans formed to each other 
by inversion. 
(e) 
Let ~i = (Xi,Yi ) i=l, ... ,n be a sequence of independent 
and identically distributed random vectors with unit mean exponential 
margins. Working in the L1 norm the Poisson point process result is as 
before, except that the intenSity measure ~(.) is such that 
~(A) = J w(l-W) dr dH1(W) . ( 3.14.5 ) 
A 
for all Borel sets A C R2\{~}, where r = x+y and w = y/(x+y). Equation 
( 3 .14.5) can be checked by examining 
lim pr{n.min(X1, ... ,~»s1' n.min(Y1"'.'Yn»s2} = exp{-~(A)} . 
~ 
Here A = (~ = (x,y) E R~ 
~(A) 
1 
= r J 
o 
1 
w( 1-W) dH1 (w) 
max --[
S1 
r 1-W' 
J 
o 
= J max[slw, s2(1-W)]dH1 (w) 
o 
s:] 
dr 
This gives Pickands' representation, so the measure (3.14.5) is correct. 
To be able to identify the measure we need a suitable threshold, as in de 
Haan (1985). In fact the suitable threshold is hyperbolic, resulting from 
an inversion of the de Haan threshold. An alternative threshold is II~II 
= r ~ s. Then, if 
A*(S,t) = {~ = (x,y) E R~: x+y < s, w~t}, we have 
t 
~(A*(s,t» = s I w(1-w) dH1 (w) . 
o 
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In the independence case ~E(A*(S,l» = 0, as the measure puts all its mass 
at the endpoints. 
In the procedures for examining the joint behaviour of all large 
observations the choice of marginal distribution is not of real Lmportance 
for the bivariate case. However, equivalent multivariate procedures are 
considerably more simple and tractable in the Frechet( 1) margin case. 
Therefore, we will not continue to develop the bivariate exponential 
case. 
3.15 Dependence Measures and the Implications of Bivariate Dependence. 
In Section 3.2 the topic of dependence measures was mentioned. There 
is also a nice review of dependence measures in de Haan (1985). De Haan 
introduces a new dependence function (proposed by J. Pickands III) which 
arises as follows. Consider the Poisson point process as developed for 
Frechet(1) margins in the last section. Let Ii be the index of the point 
in the point process with maximal i th coordinate, i=1,2. Then, the 
dependence measure is 
ie. the probability that there is a 'bivariate record': a point that is 
outstanding in both coordinates. It can be shown 'that 
1 -1 
pr{ll = 12} = J w(1-w)A(w) dH1(w) 
o 
( 3 .15.1) 
Th S O~pr{l - 1 } ~ 1 The lower bound is achieved in the independence u, q 1 - 2 ... · 
case, whereas the upper bound corresponds to complete dependence. This is 
a useful result for practical applications. 
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Suppose that, instead of observing the original process, only 
componentwise maxima are available. Then, the probability that these give 
a 'bivariate record' over n replicated observations is 
1 1 
= J W(l-W}A(W)- A"(w}dw (1 - n-1 ) + n-1 . 
o 
This is asymptotically equal to (3.15.1). These non-zero results are 
direct consequences of bivariate extreme value dependence. 
As we now have a class of models, and methods of estimation and 
deciding between models, we can illustrate the importance of conSidering 
dependence and non-exchangeability. To do this, we will examine the 
influence of these factors on the design heights of sea defences. In 
particular, we will compare the jOint quantiles required to protect 
against certain types of events. Let Pl denote an exceedance probability: 
then 
is the level, which is exceeded by the annual maximum, at site 1, with 
probability Pl' S~ilarly, let YP2 denote the level exceeded by the 
annual max~um at site 2 with probability P2' We will examine two 
examples. In---the first example Lowestoft und Sheerness are sites 1 and 2 
respectively. In the second example Lowestoft is replaced by southend as 
site 1. A minor problem is that Sheerness has a linear trend, so we will 
only consider quantiles for the year 1987. 
If the sea walls are of height (~ , yP ) we are interested in three 
different probabilities. 
( i) The probability, P , that at least one port floods, 
* 
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p 
* 
(ii) * The probability, p , of flooding at both ports, 
(iii) The probability, Pi, j' that the level at site j is less extreme than 
that observed at site i. 
= pr(Y < yplX = xp) . 
To obtain an optimal choice of XPl. and YP2 requires a loss function. 
As such a function is not easily available, we will consider only the 
choice Pl. = P2 = P for examining (i) and (ii). As 1. ~ 2A( 1) ~ 2, then for 
for fixed P*, the effect of dependence on quantiles is weak. In the case 
of Lowestoft with Sheerness it makes little difference if we assume 
independence instead of the estimated non-symmetric logistic model. In 
the Southend· with Sheerness case for p* = 0.01 and 0 . 001 then we have 
respectively, (~,Yp) = (4.68, 4.77), (5.24, 5.46) if independence is 
assumed, whereas (XP,Yp ) = (4.58, 4.65), (5.13, 5.32) if the dependence is 
taken into account with a logistic model. 
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Table 3.10(a). Comparison of quantiles under independence and the 
estimated model for various probabilities of joint 
flooding, for the ports of Lowestoft and Sheerness. 
MODEL 
p* Non-symmetric logistic Independence * if independence p 
is wrongly assumed 
~ Yp ~ Yp 
-------------, 
0.25 2.08 3.66 2.04 3.62 0.30 
5xl0-2 2.44 3.93 2.29 3.83 9.4xl0-2 
1Xl0-2 2.86 4.28 2.53 4.02 3.4Xl0-2 
lXl0-3 3.61 4.85 2.88 4.28 9.5Xl0-3 
lXl0-4 4.52 5.53 3.25 4.57 2.9xl0-3 
lXl0-5 5.61 6.32 3.65 4.88 8.9Xl0-4 
Table 3.10(b). Comparison of quantiles under independence and the 
estimated model for various probabilities of joint 
flooding, for the ports of Southend and Sheerness. 
MODEL 
* Independence * if independence p Logistic P 
is wrongly assumed 
~ Yp ~ Yp 
---.-.-.-.---~- -- -- ----- -- ----
------ .- . ---
0.25 3.72 3.73 3.60 3.62 0.41 
5Xl0-2 4.07 4.10 3.81 3.83 0.17 
lXl0-2 4.43 4.49 4.00 4.02 7.2X10-2 
lXl0-3 4.98 5.13 4.25 4.28 2.2xlO-
2 
lXl0-4 5.56 5.88 4.52 4.57 7.0xl0-
3 
lX10-5 6.18 6.76 4.79 4.88 2.2xl0-
3 
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For fixed p*, the effect of dependence on quantiles is very strong, as is 
seen in Tables 3 .10( a) and (b). In practice, the sea defences are 
designed with P1 ~ P2 and 0.001 < P1 < 0.01. At present, the design takes 
no account of sea levels at other ports, so present procedures effectively 
assume independence between joint extremes. An interesting associated 
probability is pi, j' the probability of flooding at site j given that 
flooding occurred at site i, because 
lim 
p+O 
lim 
p-x> 
The limit is the dependence function, introduced in Section 3.2. In the 
case of Lowestoft with Sheerness the limit is 0.28, for Southend and 
Sheerness is 0.70, whereas for independence, it is zero. The limit is a 
good approximation for p ~ 0.01. 
So far we have only identified the dependence. The influence of 
IV IV 
non-exchangeability is best illustrated by examining R = P1, 2/P2, 1 . If 
the data are symmetric then R = 1 (as is the case for Southend with 
Sheerness) , whereas for the estimated non-symmetric logistic model for 
Lowestoft with Sheerness, R = 0.819. This implies that if we observe a 
level at Sheerness with exceedance probability p, then the -probability 
that the level is less extreme at Lowestoft is greater than with the ports 
interchanged. 
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Chapter 3 Appenqix: Proofs of Theorems 3.1 and 3.2 and the Corollary. 
Before we give the proof of Theorem 3.1, we require the following 
lemma, which is a simple extension of Aitchison and Silvey (1958, lemma 
2) • 
Lemma. Let t be a continuously differentiable real valued function of q+l 
variables x, where the first variable xl is restricted to -co < e ~ Xl' 
Let T denote the gradient vector of t. Suppose that the scalar product of 
x and T(x) is negative whenever Ixl=1 and e ~ x1 . Then t has a local 
maximum for some x with Ixl<1 and e ~ x1 . 
Proof of Theorem 3 .1. Except for the problems associated with the 
restricted parameter space, the proof is similar to Smith (1985a, Theorem 
3( ii». Therefore, here we will only give an outline of the proof, 
emphasizing the boundary problems. The argument hinges on showing that 
A A 
9n ,$n are respectively near 9 n ,$n' Because of the boundary problem, we do 
not necessarily have aLn(en,$o)/ae = O. Therefore 
aLn (e,$) 
ae 
= aLn (e,$) _ ~Ln (en,$o) + ~~ (en,$o) 
: aLn (e,$) 
n ae 
ae ae ae 
q . . 
1: ($J-$oJ) mjo 
j=l 
with ~o defined by (3.7.2). Similarly for i=l, ... ,q 
(3.A.1) 
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q . - . 1 8~n (9,4» _ 
n 84>i 
-(e-9 )m. o -o 1 £ (4))-4>n)) mij + e 2 ,n(9,4» . j=l 
(3.A.2) 
_.1 
By Section 3.5, we have that 6 - 90 < (nlogn) 2, and from Smith n p 
_j j _J 
(1985a) that 4> 4> n 2 . 1 o - 0 ~ )= , ••• ,q. 
9 -' _L 
For y E R and x E R, constrained such that Eb+ xn 2 (nlogn) 6 ~ 6 0 , 
let 
f3( 9 ) _-1 -~ - _-1 --'-
= (logn) n Ln (9n + xn 2 (logn) 6 4>n + yn 2 (logn) 3} 
where 
~ if 3 9n > 90 
f3{ 9n ) = l_ if 9n 3 = 90 and x > 0 
~ if 9n = 3 90 and x = o. 
Here we will consider only the case x > 0: the case x = 0 is immediate. 
Now by (3. A. 1 ) 
8x 
-
+ ~ 8~ (9n ,4>0) 
n 86 
_1. _~ _ _J _1-
+ e1 , n{ 9n + xn ~ logn) 6, 4>n + yn ~ logn) 3 ) 
8Ln{9
n
,4>o)/86 < o. Also, it can be shown that 
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and so 
-x moo if en > eo 
ofn ~ (3.A.4) oX 
-z+ if en = eo 
where in the case en > eo convergence is in probability, and in the case 
en = eo convergence is in distribution. Here Z+ is a positive random 
variable, with distribution function 2 ~ (z) - 1, z ~ 0, obtained as in 
section 3.5. S~ilarly for i=l, ... ,q, by (3.A.2) 
q 
yj 1: m· . if en > eo 1] 
ofn 
j=l 
~ (3.A.5) 
oyi p 
0 if en = 9 0 
Combining (3.A.4) and (3.A.5) we have 
~fn q afn ~ { _~ moo - yMyT < 0 if en > eo , x + 1: yi ax i=l oyi 
-x Z+ < 0 if en = 9 0 
In the case en > 90 the result is obtained by the strict positive 
definite property of M and moo > O. When en = eo the result follows 
because x > 0 and Z+ is a positive random variable. By the lemma fn has, 
with probability tending to one, a local maximum within the truncated ball 
2 _.1 _L 
x2 + IYI ~ 8 SUCO that 9 n + xn ~ logn) 6 ~ 90 , for all n and any fixed 
,.. ,.. 
8 > O. Hence Ln has a local maximum at (en'~n) satisfying 
, --'-
< n ZC logn) 3 j=l.; ... , q 
p 
(3.A.6) 
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with probability tending to one. The results follow immediately from 
(3.A.3) and (3.A.6). 
Proof of Theorem 3.2. Since by Theorem 3.~ 
;n
j ) ~p 0 j=1, ... ,q, it suffices to prove the result ~ith en,;n 
" "" in place of 9 n ,$n' In Section 3.5 we found the asymptotic distribution of 
9n , whereas the asymptotic joint distribution of 4>n is found in Smith 
(1985a), Theorem 3( i ) ). Therefore, we only need to show the asymptotic 
independence of 9n and $n' By previous arguments, if 9n > 90 
.1 _ 
(cnlogn)z(9n - 90 ) = 
_.1 aL (9 .... ) z n 0' .... 0 ( cnlogn ) -- Wn 
ae 
where Wn ~p 1. So, unconditionally, the left hand side converges to the 
random variable 5, with distribution function given by (3.5.7). Similar 
arguments applied to $n - $0 together with the Cramer-Wold device and an 
adaption of lemma 6 of Smith (1985a) allow us to assert that 5 is 
J.. 
independent of the asymptotic distribution of nZ(4)n - $0) as required. 
Proof of Corollary. We can write (3.7.3) as 
-1 a2L n (cnlogn) ae2 
the product of two factors, the first converging to 5, defined in (3.5.7), 
and . the second to one; this gives (3.7.3). By a similar approach we 
obtain (3. 7 . 4 ) . 
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CHAPTER 4 
4.1 Int_roductioQ 
In the ana>lysis of environmental extreme value data theze is often a 
need for estimates -of joint inter-site e]ttreme behaviourl examples being: 
joint flooding at particular sea ports, or at various points of a river. 
In the previous chapter we examined pairs of sites using bivariate extreme 
value theory, here we extend the theory to cover cases where interest is 
in more than just pairwise dependence. 
In this chapter the class of multivariate extreme value distributions 
is considered, this being the family of limiting distributions for 
renormalized, componentwise maxima/minima. The marginal distributions are 
all extreme value distributions and so can be transformed to be 
identically distributed. This is especially useful when examining the 
structure of the dependence between the margins. Without loss of 
generality we will follow Pickands' (1981) approach in transforming the 
margins to unit mean exponential distributions. The resulting class of, p 
variable, multivariate exponentia.l distributions satisfy a strong 
stability relation. De Haan and Resnick (1977) and Pickands (1981) show 
that the resulting dependence structure is uniquely specified up to an 
arbitrary, multivariate, finite positive measure of Ir1 variables. In 
addition, pickands (1981) shows that a suitably defined dependence 
function of p-1 variables must be convex. 
Unlike the multivariate normal distribution, the multivariate 
dependence structure is only restricted, and not uniquely specified, by 
the dependence structure of all possible bivariate combinations. Only 
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when all possible bivariate combinations are independent is this not the 
case. As no finite parametric family exists for the dependence structure 
it must be modelled in some way. Here we will use parametric models that 
satisfy certain constraints. The above points show that true multivariate 
models are required, and also illustrate why the majority of the existing 
parametric models for the dependence structure only have bivariate forms. 
In particular, checking the convexity of functions of many variables over 
a region is difficult. Therefore, the method we will use to generate 
multivariate, p ~ 3, models will be different from those used in Chapter 3 
and Tiago de Oliveira (1980, 1984) which are only easily applicable in the 
bivariate case. using the most flexible bivariate model in Chapter 3 as 
a basiS, multivariate extensions are generated using a combination of 
ideas in Galambos (1987) , conditional independence and physical 
motivation. The resulting family of models is very flexible with 
hierarchical properties. AlsQ, physical interpretation can be given for 
the parameters. 
Estimation of the parametriC models by maximum likelihood and the 
choice between models are discussed. The proposed modelling procedure is 
illustrated with an application to extreme sea level data, at three ports. 
Other results, given in Chapter 3, are extended to the multivariate case. 
In addition we discuss the implications of multivariate extreme value 
distributions to regional modelling procedures presently adopted by 
hydrologists. 
4.2 MUltivariate Extreme Value Theory 
( _11) _1 p) ) 1 ~ i ~ n be independent and identically Let Zi = xl. ,... , xl. ' 
distributed vector random variables. There is a lack of natural order in 
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this multivariate case, but it is argued in Smith et al (~987) that in 
most applications componentwise ordering is most suitable and is already 
widely used in the literature. As with the bivariate case a more general 
approach can be taken, see Section 4.9. 
The multivariate extreme value distributions arise as the limiting 
joint distribution of renorrnalized componentwise maxima. For j=1, ... ,p we 
define ~ , n = max( xi j ) , ... , ~ j ) ) and aj, n > 0, b j , n to be suitable 
renormalizing sequences. Then 
(4.2.1) 
as n~oo, where G is a proper distribution function, non-degenerate in each 
margin. It can be shown that G must satisfy the max-stability relation: 
for all n ~ 1 there exist <Xi, n > 0, f3i, n' i=1, ... , P such that 
n 
G (<X1 ,n Y1+ f31 ,n,···,ap,n yp+ f3p ,n) = G(Y1""'yp)' (4.2.2) 
In particular, the marginal distributions must be of the extreme value 
type, and so can be transformed to be identically distributed. We will 
follow Pickands' (1981) approach in transforming the margins to unit mean 
exponential distributions. It follows that interest is transferred to the 
joint minima, ---and (4.2.2) becomes 
(4.2.3) 
with G the resulting joint survivor function. pickands (1981) has shown 
that a survivor function G satisfies (4.2.3) if and only if 
(4.2.4) 
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with H an arbitrary positive finite measure over the unit simplex, 
sp={qeRP: q1+· "+~1 ~ 1 and qi ~ 0, i=1, ... ,P-1} and qp=1-(q1+" .+qP-1)' 
In order that the marginal distributions of (4.2.4) have unit mean we 
require 
1 = J qi dH(q1""'~1) for i=1, ... ,p-1 and J dH(Q1, ... ,QP-1)=P 
Sp Sp 
In common with Pickands (1981), B will be called the dependence function. 
The properties of this multivariate function are s~ilar to those of the 
single variable dependence function, described in Section 3.2. Therefore, 
here only the essential properties· will be discussed. Namely, B is a 
convex function satisfying 
(4.2.5) 
where Wp=l - (w1+···+wp-1)' The dependence function attains the upper and 
lower bounds of its function space for the independence and perfect 
dependence cases respectively. The dependence function, B, given here is 
related to the bivariate dependence function, A(.) given in (3.2.6), by 
A( w) = B( l-w, w) • 
An important feature of multivariate extremes is that no 
finite-dimensional parametric family exists for the dependence function. 
Therefore this must be estimated by some method. Smith et al (1987) 
compare non-parametric and parametric methods for several bivariate 
applications and conclude that parametric methods are preferable provided 
the family of models is suitably flexible. Pickands (1981), de Haan 
(1985), smith et al (1987) and Yuen (1988) briefly discuss multivariate 
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extensions of some non-parametric methods. 
4.3 properties of the Multivariate De~ndence structure 
pickands (1981) identified some connections between properties of 
multivariate extreme value tiistributions and features that are desirable 
in multivariate survival analysis. Here we present these properties as 
well as identifying a new property. These points are most clear in the 
case when all the marginal distributions are unit mean exponential. Let 
y(1), ... ,y(P)- be unit mean exponential random variables with joint 
survivor function of the form (4.2.4). 
~a) Let U = min(ci y(i): i=1, ... ,p), then U is exponentially 
distributed for all ci>O' i=1, ... ,p. 
(b) Suppose that Y1"."Yn are independently and identically distributed 
with Yi=(y~1), ..• ,y~P», i=l, ... ,n and joint survivor function G, given by 
(4.2.4). Let W = (W1 ' ... ,Wp ) where Wj = min(yt
j ):i=1, ... ,n), so W is the 
vector of componentwise minima. Then, if W has joint survivor 
function Fw(Y1" .• 'yp) it follows that 
(4.3.1) 
Thus, the joint distribution of componentwise minima has exactly the same 
dependence structure as the Y's, with the only difference being the change 
in the marginal means. As (4.3.1) is the same as the stability relation 
(4.2.3) the only family of joint survivor functions which satisfy (4.3.1) 
are the multivariate extreme value distributions with exponential 
margins. 
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Both ( a) and (b) have long been known in extreme value theory , 
whereas property (C) is new. 
(c) Marshall and Olkin (1967) attempted to obtain a multivariate extension 
of the no ageing property that characterizes the univariate exponent ial 
distribution. The two possibilities considered can, for F the joint 
joint survivor function, be expressed in the form F(0-, ... ,O-)=1 and 
for all si,ti ~ 0,i=1, ... ,p, or 
(4.3.2) 
for all si ~ 0 and t ~ 0, i=1, ... ,p. The first of these leads only to 
independent exponential margins, whereas the second need not even lead to 
exponential margins, as shown by Ghurye and Marshall (1984). In the case 
when the margins are constrained to be exponential, only the 
Marshall-olki.n distributions satisfy condition (4.3.2). A major problem 
with the Marshall-olkin distribution is that it is Singular, in some 
subspace, which is not realistic in many applications. 'Therefore, here we 
will consider an alternative extension, which is slightly weaker than 
(4.3.2). 
(4.3.3) 
for all s,t'Yi ~ 0, i=1, ... ,p. This is a no ageing condition on any 
linear time scale for each variable. 
Lemma 4.1. If Xl' ... '~ are positive random variables and have joint survivor 
P, then F satisfies (4.3.3) for all s, t 'Yi ;. 0 i=1, ... ,p if and only if F is 
a multivariate extreme value distr:il>ution, with exponential margins, of 
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the form given in (4.2.4). 
Proof:- Suppose F satisfies (4.3.3) for all s,t'Yi ~ 0 i=l, ... ,p. Let site 
Z+, s+t = n, then by repeated application of (4.3.3) we have F(Yln, ... ,ypn).: 
This is of the form (4.2.3), hence F is a multivariate 
extreme value distribution, with exponential margins, of a form given by 
( 4.2.4) . USing the survivor function , given in the form of (4.2.4), the 
converse is immediate. 
In the recent multivariate survival analysis literature, Hougaard 
(1986) and Crowder (1988), an increasing need for multivariate Weibull 
distributions with flexible dependence structures has become apparent. 
USing suitable power transformations, such distributions can easily be 
obtained from the class described here. In the next section a flexible 
family of multivariate extreme value distributions with exponential 
margins is generated. In view of features (a), (b) and (c) it is hoped 
that this family will be a suitable model for dependence structures that 
occur in multiva.riate survival analysis. 
4.4 F~rametric Models 
Parametric models for the dependence function have been known since 
Gumbel (1960). Gumbel introduced a multivariate jOint survivor function, 
which satisfies (2.3). Tiago de Oliveira has named this the logistic 
model. This survivor function has a density, and a Single parameter 
governing association among the variates which are all exchangeable. Since 
then, the only proposed multivariate models are of the Marshall-olkin 
(1967) type, which are Singular, with non-zero probability concentrated on 
a certain subspace. On the other hand, much has been written about 
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bivariate extremes; see references in Chapter 3. 
The two existing multivariate models illustrate the two types of 
model, differentiable and non-differentiable, corresponding to whether the 
associated joint survivor function is everywhere differentiable or not. In 
Chapter 3 we argued that, in most environmental applications, the models 
for the dependence function should be differentiable. 
For the bivariate case, in Section 3.4 we gave an extension of the 
logistic model which is a flexible family covering a wide class of 
dependence functions. The model was called the non-symmetric logistic 
model, and had jOint survivor function 
o ~ 9, 4> ~ 1 and r ~ 1 . With this model the variables are not 
exchangeable, unless 4> = 9. Nonexchangeability is an important feature 
to model in the bivariate case. In multivariate applications 
non-exchangeability of the variables is an essential feature, so must be 
included in the model. Therefore, we attempt to obtain a multivariate 
extension of this model. In Chapter 3 convexity and (4.2.5) (with p=2) 
played a key role in obtaining new parametric models. In the more general 
multivariate case both constraints become difficult to use, or even check. 
We present a new model for the multivariate dependence function, 
given in (4.4.4). One method of obtaining this model is via a new 
modelling technique. This is motivated by some physical and spatial 
knowledge of the processes that generate environmental extremes. In 
particular, the max~um value at a given site can be considered to be the 
maximum of a mixture of various independent types of spatial storm. An 
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individual storm may affect just one site, or any subset of sites in the 
region. A feature which should also be included in the modelling process 
is that often there is additional information about the nature of the 
spatial storm, examples being knowledge of whether the maximum value at 
different sites was due to the same storm, knowledge of weather conditions 
and the relative positions of the sites. As this type of information is 
not fully recorded it can be regarded as unrecorded covariate information, 
which should be included in the modelling procedure. When covariate 
information is available then it is highly plausible that, with a suitable 
link function for the covariates, the inter-site dependence could be fully 
accounted for. In the case of unrecorded covariate information this 
suggests that we should require that the variables be independent 
conditionally on the unrecorded covariate information. 
This total unrecorded covariate information can be broken down into 
independent covariate information associated with each possible type of 
spatial storm at all possible combinations of sites. The distributions of 
the decomposed unrecorded covariate information must be modelled is some 
way. One possibility is to take the distribution to be identical up to a 
parameter. Motivated by the notion that the unrecorded covariate 
information can be considered to be a random effect arising from many 
additive contributions, here we consider the distribution to be positive 
stable. The characteristic exponent of the stable law will be taken to 
vary with the type of spatial storm and combination of sites. 
We now formulate the mathematical model to include these features. 
(j1,···,js) At site i, let Vi be the extreme spatial storm of the type 
that occurs only at sites jl, ... ,js. Also, for this type of spatial 
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(j1,···,jS) 
storm let a denote the unrecorded covariate information 
variable, which has a positive stable law distribution and characteristic 
exponent 0 ~ 1/r( j1' ... , js) ~ 1. (jl,···,jS) Finally, define e· to be ~ 
the probability that the maximum value at site i is due to a spatial 
storm of the type that only occur at sites j1, ... ,js' Clearly, if 
i=l, ••• ,p where the summation is over the same set as the minimization in 
(4.4.1). Recall that the margins have been transformed to be exponential, 
so interest has been transferred from maxima to minima. Thus we are 
interested in the joint behaviour of Y1 , ... ,Yp ' where for i=l, ... ,p 
min 
l~S~p 
min 
l~jl < ... <js~P 
(4.4.1) 
(j1,· .. ,jS) Here, the V· , k=l, ... ,s, are dependent unit mean exponential 
Jk 
( j l' ... , j s ) I (j l' ... , js ) 
random variables. But, by the earlier arguments V jk a 
k=l, ... ,s, are independent with conditional survivor function 
{ 
( j I' ... , j s) v r ( j I' ... , j s )} 
exp -a (4.4.2) 
f ~ 0 k 1 sand s-l p So g1'ven the covariate information, or v p , = , ... , - , ... , . 
the extreme spatial stopn of each type has a Weibull distribution, 
which from extreme value theory is not unreasonable. See Feller (1971, 
Chapter XIII, section 6) for details of the connection between (4.4.2) and 
V· being exponential. 
Jk 
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The joint survivor function, G, for the Y's cannot Unmediately be 
obtained, but conditionally on the total unrecorded covariate information 
the Y's are independent. So we have 
P 
G( Y l' ••• , y p) = J IT pr( Y i > y i I a) dC( a) 
X i=1 
where C( ) is the distribution of the total unrecorded covariate 
information, a, and X is the associated variable space. Then, from (4.4.2) 
and the decomposition of a into independent 
1~j(1)<···<j(S)~p and S=1, ... ,p, we have 
for y i~ 0, i=l, ... , p, and where 8 = {j l' ... , j sEN: 1 ~ j 1 < ... < j S ~p}. 
It follows therefore that 
- { P G( Y l' ••• , y p )=exp - 1: 1: 
s=18 
Yi~O for i=1, ... ,p. 
[i~J: ~ie? 1'···' js >j"(jl' ... , js > ]l/r( j 1'· .. , js >] 
(4.4.3) 
From (4.4 .. 3) it can easily be seen that all the 
marginal distributions are unit mean exponential. Because of the way 
(4.4.3) was obtained, it is certainly a valid joint survivor function. 
As (4.2.3) is inunediate for (4.4.3), it follows from Galambos (1987, Theorem 
5.2.4) that (4.4.3) is a multivariate extreme value distribution with 
exponential margins, and the ~sociated dependence function is 
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where wp ~ 1-(w1+·· ,+wp - 1 )' The model has 2P- 1 (P+2)-2(p+1) parameters. 
In view of Galambos (1987, Theorem 5.3.1), the structure of (4.4.4) 
is not too surprising. On the other hand, by comparison wi th the 
multivariate exponential distributions given in Johnson and Kotz (1972, 
Chapter 41) the dependence structure, assoc iated with (4. 4. 3 ) , has far 
more flexibility. This is even more so in the case of multivariate 
extreme value distributions, for which the existing models are very 
special cases of this model. In particular, the logistiC model occurs when 
(l, ... ,p) _ . (jl, ... ,jS) 
9i = 1, 1=1, ... ,p, w1th all other 9 i = O. On the other hand, 
the Marshall-Qlkin non-differentiable models are obtainable as limits of 
( 4.4.3 ), as r( j l' ... , j s) -+ + (X) for 1~j 1 < ••• < j S ~p and s=l, ... , p. In 
addition, by letting only certain r(j1, ... ,js) -+ + (X) then (4.4.3) can 
handle cases where there are combinations of variables that have singular 
and non-singular distributions. Other special cases of this model are 
the dependence structures given in examples 4 and 5 of de Haan and Resnick 
(1977). Also, the bounds on the dependence function, given by (4.2.5), are 
attained by (4.4.4) for suitable choice of the parameters. Finally, for 
p=2 the model reduces to the non-symmetric logistiC model. 
As a result of the physical motivation the new model has a 
hierarchical dependence structure. Such a hierarchy is often required in 
multivariate survival analysis modelling where the ideas of spatial storms 
may be replaced by individual, family and group effects. Therefore, this 
model may be very useful in enabling detailed identification and 
interpretation of the dependence structure to be made. 
So far this mode I has only been justified by physical arguments. The 
physical modelling involved two key steps, namely requiring the 
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conditional independence property and the choice of distribution for the 
unrecorded covariate information. The second of these has given a family 
of models which, in the bivariate case, have been found to be sufficiently 
flexible, Chapter 3 and Smith et al (1987). On the other hand, it is 
not immediately obvious whether requiring the variables to be 
conditionally independent reduces the class of dependence functions we aim 
to model. From the following argument, it turns out that this requirement 
causes no constraints in the class of differentiable models we are 
interested in. 
Consider the example, originally due to de Haan (1978), that Pickands 
(1981) gives to motivate the dependence structure representation in 
multivariate extremes. Let Zl"'" Zq bo tndependent unit mean 
exponential random variables, Cij be non-negative constants (0 ~ Cji ~ '1) 
such that c 1 i+"'+cqi= 1, for i=l, ... ,p. Define 
Then 
Xi = min (Zj/Cji) i=l, ... ,p. 
l~j~ 
(4.4.5) 
(4.4.6) 
which satisfies (4.2.3). The joint survivor function, given in (4.4.6), 
is a singular distribution which for suitable choice of q and c·· covers ]~ 
all the non-differentiable multivariate models in the literature. A 
noteable feature of the construction in (4.4.5) is that, provided p~, the 
X's are independent given that a different Z gives each X, i. e. the X 's 
are conditionally independent. NOW, any survivor function of the form 
(4.2.4) is the weak limit, as q ~ 00, of survivor functions of the form 
( 4.4.6). Thus, the conditional independence property must carry over to 
all dependence structures which correspond to differentiable models. 
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Therefore, the only constraints imposed by requiring condi tional 
independence are to the space of non-differentiable models where q < P, 
which is only of minor importance. 
The modelling procedures are associated with those used in many 
applications. The ideas can be related to the so-called · two component 
extreme value distribution' methods developed by hydrologists to handle 
regional outliers, see Rossi et al (1984). Similar modelling procedures 
have been used by Rodriguez-Iturbe et al (1985) in rainfall applications, 
except that, in our case, no emphasis is placed on modelling the original 
process as only extrema are of interest here. Also, the dependence 
structure has hierarchical properties similar to the log-normal linear 
mixed-effects models. Finally, from (4.4.1) the model is clearly seen to 
have connections with competing risks models. 
4.5 Estimation and Choice of Model 
As with the bivariate case, maximum likelihood is recommended as the 
estimation procedure. To use such an estimation procedure the joint 
density, at least, is required. Equation (4.4.3) gives the joint survivor 
function of the full model, so obviously the joint density 
is very complicated to handle. In 
addition, for many applications the likelihood also includes terms 
associated with missing data. This is one reason why previous multivariate 
survival data models are overly simple. But, with the development of 
computer algebraic manipulation packages, that produce Fortran code, more 
complicated models, like that of (4.4.3), can be handled. This is 
currently being examined. Also, the question of how large p can be taken 
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in practice remains open. 
The family of models presented in Section 4.4 is probably over 
parameterized for most applications, leading to problems with the maximum 
likel~nood estimation procedure. Therefore, some choice \"..tst be made to 
simplify the model. For choice between nested members of the same family 
of models the likelihood ratio test can be used. This is a simple test 
statistic to obtain, as the likelihood is a by product of the estimation 
procedure. The asymptotic distribution of the likelihood ratio test 
statistic is not as simple because, simplification of the model results 
from parameters being set equal to values on the boundary of the parameter 
space. In some cases this leads to a mixture of zero and a x2 
distribution being obtained, as in Section 3 . 8 • In other cases the 
distribution is unknown, as nuisance parameters are only present under the 
alternative, as in Section 3.6. This illustrates that if this approach is 
to be used to obtain a suitably simple model, from the full model, some 
care must be taken. 
An alternative approach is to use a combination of physical 
understanding and knowledge of all the estimated bivariate margins to 
restrict the choice to some sub-family of the full model. As an example 
consider a trivariate analysis of extreme river levels for sites on the 
same river. There should not be spatial storms that occur at the end 
sites but not at the middle one. As a result there is no need to include 
the associated term in the model. In effect, introducing the physical 
understanding gives information which was modelled as unrecorded covariate 
information. 
The knowledge of all the estimated bivariate margins enhances the 
physical/spatial understanding of the underlying process. But more 
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importantly, it gives information about bivariate exchangeability and 
independence. If there is bivariate exchangeability the model simplifies 
considerably. For example, if all possible pairs of variables are 
bivariate exchangeable then in the full model 
In this case, the dependence function becomes 
P (j1, ... ,js) [S r(j1, ... ,js)]l./r(j1, ... ,js) 
B(Wl.'" .,wp-1)= L L e L w-
s=l S k=l Jk (4.5.1) 
In Chapter 3 the independence case received much attention because in 
most analytical examples it arises as the asymptotic IUnit of renormalized 
componentwise maxima/minima, see Sibuya ( l. 960) . In particular, the 
renormalized componentwise maxima of a multivariate normal distribution, 
with no correlation equal to one, are asymptotically independent with 
Gumbel margins. Bivariate independence is of Unportance because if all 
bivariate combinations are independent then the multivariate variables are 
independent. 
For all the bivariate models considered in Chapter 3, there was a 
non-regular estimation problem in the independent case. For the family of 
models we are interested in here, this was resolved for the logistic model 
but not for the non-synunetric logistic model. For the model given by 
(4.4.4) there are non-regular estimation problems sUnilar to those for the 
non-synunetric logistic model. 
A special case When this non-regular problem can be resolved is the 
(i) (i) 
existing multivariate logistic model. Let Un(1) = L u(Y1""'yp ) be the 
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score for independence and we take p ~ 3. Then, as in the bivariate case, 
it can be shown that E(Un( 1 )}=o but that E(Un( 1 )2}= + 00. The term that 
dominates the tail behaviour of u(Y1""'Yp ) is T = r(P-l)/(Y1+"'+Yp)P-l, 
where r is the gamma function. We need the tail behaviour of T, in the 
independent case. By suitable change of variables it can be shown that 
the density, for large t, is 
-2 1-2p 1/(p-1) 
fTC t) ftI (p-1) { t r ( p-l ) } 
To find the asymptotic distribution of Un(l) under some suitable 
renormalization we now appeal to Feller (1971, Section XVII.S). Defining 
IJ,( x) rX 2 -1 p-2 1/(p-1) = J t fT(t)dt ftI [(p-1)(p-2)] (x r(p-1)} 
-x 
Then, by Feller Un(l)/Cn converges to a stable law, with distribution 
function S~( ), with ~ = p/{p-1), such that 
~ 
x [l-S~(X)] ~ {p-2)/p as x ~ +00 
(3 
Ixl S~(x) ~ 0 as x ~ -00 • 
C ftI n 
rl~~_l) [{P-l)(P-2)]-(P-1)/P n (p--1 )/p 
So, we have obtained the asymptotic behaviour of the score statistic. The 
asymptotic distribution can be used to obtain the critical region of a 
test of independence. In the bivariate case, the rate of convergence of 
the distribution of the score statistic to its asymptotic distribution was 
found to be very slow. By applying the results of Hall (1981) we have 
An= 
1 
sup Ipr{c~l Un(l) ~ x} - S~(X)lftI o(n-p ). 
-oo<x<oo 
The rate of convergence is faster than in the bivariate case, Where 
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~ ,., O( 1/logn ), but is slower than in regular cases. 
The above result is useful in that it shows the problems associated 
with tests for multivariate independence. In practice, a simple approach 
could be used to choose whether to include/exclude terms of the model 
based on a relevan~ bivariate test of independence. Such tests for 
independence can be based on either the asymptotic or simulated 
distribution of the score statistic for the logistic model, see 
Section 3.6. 
Using the diagnostic techniques, described above, a sub-family of the 
model can be chosen. The likelihood ratio test approach, discussed 
earlier in the section, can then be applied to help simplify the 
estimated model. 
4.6 An Example 
In the literature, the only example of multivariate, p~3, extreme 
value data is in Smith et al (1987). The example was of trivariate sea 
level data. In that paper, only a very elementary application of the 
model, developed in Section 4.4, was given. The model that was used has 
been given here a physical interpretation of which more details are given 
below. The example was used to illustrate the importance of multivariate 
non-exchangeability. 
case is given. 
Here a more thorough treatment of the trivariate 
The data are 40 years of trivariate sea level annual maxima at Kings 
Lynn (KL), Southend (So) and Sheerness (Sh). These are three ports on the 
southern east coast of England. For each port, the parameters of the 
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marginal Generalized Extreme Value distribution were estimated and the 
observations transformed to unit mean exponentiality. The parametric and 
non-parametric estimation of the dependence function for the bivariate 
combinations of 5h with KL and KL with So were discussed in detail in 
smith et al (1987). In both these cases, and for So with Sh, the logistic 
model was found to be the best fitting parametric model. In particular, 
for Sh with KL r=1.344(O.184), KL with So r=1.662(O.234), and for So with 
Sh r=2.462(O.316). The figures in parentheses are standard errors and, in 
the notation of the full model r=r(1,2). 
OWing to the relative locations of the ports we would expect 
considerably more dependence between So and 5h than the other pairs. Also, 
as So is closer than Sh to KL it is pleasing that this is picked up by the 
bivariate model, although the difference is not significant. Another 
feature the analyses give is that all possible pairs of variables are 
bivariate exchangeable so, without significant loss of generality the full 
model could be reduced to (4.5.1). On the other hand, for the Sh with XL 
data set, the non-parametric plots and the estimated non-symmetriC 
logistiC model show that there is some evidence for non-exchangeability. 
Therefore, the trivariate model should be flexible enough to allow for 
this. 
Two sub-families of the full model, suggested by the dynamics of sea 
level processes, are 
3 3 r(123) 1/r(123) 
L (1-9 i ) Wi + { L (wi9i) } (4.6.1) 
i=1 i=1 
where -1 (w +w) 9· = 9· ( 123) i=l 2 3 and the parameter ranges as for w3- - 1 2' 1 1 ' , 
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(4.4.4) • Here, the sites numbered 1,2 and 3 are So , Sh and KL 
respectively. Model (4.6.1) is the model fitted in Smith et al (1987). 
This has the physical interpretation of being, at each port, a mixture of 
independent and global spatial storms . A simplified version of this 
sub-family was found by using the likelihood ratio test, leading to 
A 
parameter est~tes (r( 123), = (2.590, 0.245 ) after constraining 
91=92=1. In· other words, there are no local storms at either So or Sh. 
When testing 9 3=1, i.e. model (4.6.1) against the existing logistic model, 
a highly significant value of 13.15 was obtained for twice the log 
li,kelihood ratio, which is distributed as a mixture (i,i) of zero and a 
2 Xl' Therefore, model ( 4.6.1) fits the trivariate data better than 
existing models, but giv·es signific... ... tly non-exchangeable bivariate pairs 
for Sh with KL, and So with KL. 
Model (4.6.1) arises by assuming that the only spatial storms are 
those that occur at all sites. OWing to the dynamics of the North Sea, 
storm surges are often generated in the southern North Sea, so it is 
plausible that there are regional storms occuring at So and Sh, leading to 
(4.6.2). As above, likelihood methods were used to simplify this model 
,. ,. 
leading to maximum likelihood estimates ( r( 12), r{ 123), = 
(2.308, 9.519, 0.197, 0.584) after constraining 92=91 , Model (4.6.1) is a 
,. 
sub-family of model (4.6.2), resulting from letting r(12)=1. A 
significant value for the log likelihood ratio test for regional storms in 
the southern North Sea was obtained. Thus, within the full family of the 
model ( 4.4.4), the sub-family (4.6.2) gave the best fit in terms of 
dynamics and likelihood. 
The estimated mode I (4.6.2) has some notable features. First ly , So 
with Sh are bivariate exchangeable whereas So with KL, and Sh with KL are 
significantly non-exchangeable. Thus the extra information from the 
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bivariate analysis supports the bivariate non-parametric results. Also, 
the trivariate model gives that the dependence between XL and the two 
other sites is somewhat less than was obtained by the bivariate analyses. 
These features possibly arise from the lack of available data. Here, 
despite this, the estimated family of dependence structure models have 
captured the key physical/spatial properties of extreme sea levels. 
Multivariate survival data, rather than extreme value data, may provide 
large data sets that would enable more thorough examination of the 
flexibility of the hierarchical dependence structure of the full new 
model. 
In the bivariate case plots of the dependence function and the 
non-parametric estimator (3.3.1) were illuminating. In the multivariate 
case these plots are not as useful. This is because, in the trivariate 
case only dependence function contour plots can be given, whereas in cases 
where p ) 3 only subregions of the dependence structure can be shown . 
These problems limit the use of multivariate non-parametriC procedures 
that require graphical methods to determine how much smoothing is 
necessary. 
For the present example the trivariate form of Pickands' raw 
estimator and the fitted estimates from (4.6.1) and (4.6.2) were 
calculated. Figs. 4. 1, 4. 2 and 4. 3 are the respect i ve contour plots of 
these dependence function estimates. In each figure, the profile along 
each of the three boundaries is just the bivariate dependence function, 
the w
1 
axis being for the KL with So data, the w2 axis for the KL with Sh 
data and the w1+w2=1 boundary for the So with Sh data. On the boundaries 
Pickands' raw trivariate estimator is exactly the same as the raw 
bivariate estimator for each corresponding pair. This is not the case for 
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either of the fitted models (4.6.1), (4.6.2). The corresponding plot for 
the existing multivariate logistic model ( not shown) is in fact very 
similar to Fig. 4.1. We have already found that model (4.6.2) fits the 
data significantly better than the existing multivariate logistiC model so 
it appears Pickands' estimator is not very accurate. 
contour plots on the simplex region are slightly difficult to 
interpret because of the distortion of the bivariate dependence function 
Yuen (1988) proposes alternative plotting 
positions in an equilateral triangle. The corresponding plots are not 
subject to any distortion - compare Fig.4.1 with the equivalent plot on 
the equilateral triangle, Yuen (1988, Fig.4.11). 
4.7 Alternative Multivariate Extreme Value Dependence structures 
( a) As a consequence of the work in Chapter 3 and this chapter Dr. H. Joe 
(personal communication) has suggested an alternative to the multivariate 
non-symmetric logistiC family for the dependence structure. With the 
present notation, his suggested family gives the dependence function: 
P 
I: 
s=2 
(4.7.1) 
T ~ 0, and 8~ j~, •.• ,jS)satiSty certain complicated constraints. It should be 
1 
noted that a simplified version of this model was initially proposed by 
Galambos (1975, p.679, example 2). There are two key differences between 
this and the non-symmetric logistiC family. Firstly, T does not vary with 
jl' •.• , js and, secondly, an inverted form of the logistic structure is 
used. We will concentrate on the second of these as clearly T can be 
replaced by T( j l' ... , js ). The inverted logistic structure seems to have 
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the following disadvantages compared with the logistic structure: 
(i) If there is missing data, i.e. in a particular year the k'th 
variable is missing, the corresponding wk=O. This leads to all the terms 
that contain wk to vanish from the dependence function, completely 
changing the dependence structure for that year. The effect is to cause 
the remaining terms to absorb unapplicable dependence. This does not 
happen in the non-symmetric logistic model. 
(ii) Problems similar to (i) arise when there are multivariate outliers. 
(iii) The form of the inverted logistic structure is computationally 
unstable. 
As of yet, there is no evidence that this model fits the data 
better, or even has the physical interpretability of the non-symmetric 
logistic family. On the other hand, there is a need for alternative 
families of models to help e~ine the flexibility of the multivariate 
non-symmetric logistic model. 
(b) Before obtaining the conditional independence property a model 
generation technique similar to those used in Chapter 3 was considered. 
The method was based on specifying the measure. This method is 
illustrated and discussed below. 
" The bivariate mixed model was obtained using the property A (w) = 
H~(W) = h 1(w), where the measure, H1 , is given by 
0 if w<O 
1-9 if w=O 
H~(W) = 
29w+1-9 if O<w<l 
2 if w~l 
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i.e. h1(w) = 29 for 0<w<1. The natural trivariate extension is 
with the measure putting mass 1-9 at each 'corner' (O,O), (0,1) and (1,0). 
Then, after extensive calculations using 
it was found that 
= The corresponding survivor function, with 
exponential margins, is 
It was proposed that a multivariate extension of this, with a more general 
dependence structure, is 
P 
1:: 
s (-1 ) 
(j1,···,jS) 
with 0 ~ e . ~ 1. At the time of this proposal it could not be 
shown that (4.7.2) was a valid dependence function. As a result of 
(4.7.1), due to H. Joe, this is ~diate. Because H. Joe developed the 
model (4.7.2) using the ideas of conditional independence, with a similar 
structure to models in Oakes (1982), it can be seen that the above 
multivariate mixed model _ family can be obtained in a similar fashion. 
This seems to confirm that the use of conditional independence is the most 
simple method of multivariate model generation. 
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Clearly, there is much scope for future models for the multivariate 
dependence function. 
4.8 Simulation of A Multivariate Extreme Value Distribution 
There are many situations when the multivariate d~stribution may be 
required: for example when testing the estimation procedures in this 
chapter and Chapter 3, or for obtaining realistic dependence structures in 
simulation studies for regional modelling, see section 4.10. R.L. Smith 
(personal communication) has proposed a procedure to simulate max-stable 
processes, and hence multivariate extreme value data, see Section 4.12. 
One drawback with such a procedure is that the associated multivariate 
distribution function is unknown, except in the bivariate case. 
Here we discuss how to simulate a multivariate extreme value 
distribution with exponential margins and the dependence structure model 
given by (4 . 4. 4 ) . Different marginal distributions can be obtained by 
suitable marginal transformations. Although the dependence structure is 
complicated the conditional independence property makes simulation 
relatively simple. In particular, given a realization of a positive 
stable law we need only simulate independent Weibull variables then take 
weighted minima. A simulated weibull variable, V, with survivor function 
(4.4.2) may be obtained from 
[ 
. . ll/r( j l' ... , j s ) (J1,···,J s ) V = -log U/a 
(jl,· .. ,jS) . 
where U is a simulated uniform (0,1) random variable and a .I.S a 
realization of a positive stable law with characteristic exponent 
It therefore only remains to discuss how to 
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simulate a positive stable law with given characteristic exponent. 
stable laws arise as the limiting distribution of surns of i. i. d. 
random variables. A special case is the normal distribution which arises 
when the variance of the original variables is finite. One approach to 
simulating a normal random variable is by simulating i. i . d. random 
variables with finite variance, Summing a large number of these and 
renormalizing. As neither the distribution or density function can be 
obtained explicitly for a positive stable law the summation approach seems 
most simple. Feller (1971, Section XIII. 6, Theorem 2) shows how to 
renormalize partial sums, of positive i.i.d. random variables which are in 
the domain of attraction of the positive stable law, to ensure 
convergence. If X1""'~ are i.i.d. random variables from a Pareto 
distribution, with density 
f(x) 
Then by Feller 
1+y 
= y/{l+X) x>O, O<y:S;l. 
tends to be a positive stable law with characteristic exponent, y. Thus, 
we only need to simulate i. i. d. Pareto variables and renormalize partial 
sums for suitably large n. We have that T is a simulated Pareto variable, 
with parameter y, if 
-l/y 
T = U - 1 
where U is uniform (O,1). 
222 
4.9 Limiting Joint Behaviour of Multivariate Extremes, Based on Actu~l 
Observations 
In this section we will discuss p-d~ensional multivariate extensions 
of results in Section 3.14. Again, we shall assume that the marginal 
distributions of the original data are Frechet(l). If they are not, then 
a prel~inary est~ation procedure would enable the margins to be 
transformed to Frechet(l). 
(1) (p). 
Let ~i = ( Xi ' ... , Xi ) 1=1, ..• , n be a sequence of i. i . d . random 
vectors with Frechet( 1) margins. As in Section 3.14, the point process 
consisting of the points {~i/n} i=l., ... , n restricted to R~ converges in 
distr~ution to a Poisson point process in ~\{Q} with intensity measure 
J.L( • ) 
IL(A) = J 
A 
for all Borel sets A C R~\{o}. Here r = II~II = x( 1 ~ + ... +x(p), 
W = (W1 , ... ,wp-1) where Wj = x(j)/r and H1 is a positive measure. Here we 
are working in the L1 norm because this proved to be the most simple 
in the bivariate case. From the l~iting poisson measure it follows that 
* exp{ -IJ.( A )}. 
P * (1) (p) RP 
Here R+ \A = {; = (x , ... , x ) E + 
( i) 
x (Si' i=l, ... ,p) so 
IL(A*} = J max (wi/si) dH1 (w1 ,···,wp-l) I 
Sp 1~i~ 
(4.9.1) 
(4.9.2) 
Wp = 1-(w1+···+wp-1)· Combining ( 4.9.1) and ( 4.9.2) gives Pickands' 
multivariate representation for Frechet(l) margins. 
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The multivariate analogue of the de Haan (1985) procedure is: Let 
Zi "",Zi be those observations from Z; i=1, ... ,n that exceed un, (1) (N) • 
u>O. Construct the empirical distribution function of 
As before we have the actual value of H1(l), = p, by working in the 
Thus, the de Haan procedure actually gives a consistent 
Now consider the implications of the de Haan 
measure proposal on the estimation of Pickands' dependence function. Let 
'crossover' 
point, j=l, ... ,p-l, k=l, ... ,N. So the de Haan empirical estimation 
approach for the measure, in the L1 norm, is equivalent to the measure HI 
i(k) 
putting mass PiN at each ~ , k=l, ... ,N. This gives the dependence 
function estimator 
tv p N 
1: 
k=l 
(4.9.3) 
where sp = 1-(S1+.··+sp-1)' This is a piecewise-linear convex function. 
The problem with this estimator is that it is non-differentiable. As in 
Section 3.14 there are two approaches to smoothing this using parametric 
models. 
(i) Smooth the empirical measure before integration 
(ii) Smooth the empirically estimated dependence function (4.9.3) 
Both these give convex estimators of the dependence function. In the 
bivariate case (i) seemed most suitable. At present, in the multivariate 
case, p>2, (ii) seems preferable. The reasons for this are as follows. 
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In the multivariate case, no connection between derivatives of the 
dependence function and the measure has been found. No obvious parametric 
family exists, for the measure, that can be integrated to give a 
parametric model for the dependence function. A potential research 
problem is to find such a connection. An analytical manipulation package 
may help in doing this. The alternative smoothing procedure is not 
affected by the extension to the multivariate case. I t is based on 
fi tting a parametric model for the dependence function to the function 
IV i( k) 
points B(~ ) k=l, •.• ,N. Although this procedure is not ideal it is 
simple and will give sensible results. 
4.10 Regional Modelling (Station-Year Methods) 
In some hydrological applications of extreme value theory regional 
modelling procedures have received much attention. The two main 
applications of this are river flood series and rainfall analysis. Recent 
references for these are Hosking (1987) and Reed and Dales (1988) 
respectively. Both these papers have comprehensive sets of references. 
Surprisingly, no regional procedures have been developed or applied to 
oceanographic applications. In this section we will discuss the existing 
regional procedures, use multivariate extreme value theory to develop the 
procedures, and finally suggest a possible application to extreme sea 
levels on the east coast of England. 
Regional methods have been developed for hydrological applications 
because at each site there were insufficient data to estimate the 
parameters of the annual max~ distribution with any degree of accuracy, 
and also to give est~tes for sites where no data has been collected. The 
usual lengths of data in hydrological applications are 20-30 years. By a 
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combination of practical experience and arguments based on the physics of 
the underlying spatial process it is claimed that the distribution of 
annual maxima at all sites, in a suitably defined region, should have 
similar characteristics. For regional methods to apply a characteristic 
that must hold for all sites in the region is that the cur~ .. ature of the 
Gumbel plot (port diagram curve) should be the same at each site. This 
implies that if a GEV is fitted to the annual maxima at each of the sites 
then the shape parameter, k, should not differ significantly from site to 
site. Such regions are called homogeneous. If k varies significantly 
from site to site then no regional procedure can be applied. At present 
only ad hoc tests are used to test for this, see for example Wiltshire 
(1986) . 
It is well known that the large standard errors for quantile 
estimates primarily result from uncertainty of the value of the shape 
parameter. Therefore, if the shape parameter could be more accurately 
estimated quantile estimation would also ~rove. Regional methods aim to 
obtain an estimate of the shape parameter by using the property that it is 
the same at all sites. To be able to do this, a 'suitable pooling' of all 
the data from each site is required. The pooling procedure should involve 
two steps: 
(a) At each site the data are standardized to have a common distribution. 
This distribution is known up to the shape parameter. 
(b) Account of spatial dependence is taken when combining the 
standardized data sets. 
The existing regional methods differ in how they handle these issues. 
Traditional methods, as reviewed in Hosking (1987), at each site 
standardize the sequence of annual maxima by just dividing by the annual 
maxima sample mean for that site. other procedures divide by the 
empirical five year level. Such methods take all the sites to be independent. 
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A different approach, which takes all the sites to be independent, is 
that given in Moore (1986). Moore suggests using a two parameter 
standardization procedure: location and scale. These parameters are taken 
as functions of covariates, namely catchment characteristics. Maximum 
likelihood is used to estimate the parameters. The advantage of such a 
p~ocedure is that estimates are obtained for Sites, in the region, where 
no data has been collected. 
other procedures seem to use the traditional one parameter 
standardization but take account of dependence. The spatial dependence is 
accounted for by using the concept of an 'equivalent number of independent 
sites at level x', Ne(X). Let Zl""'~ be the standardised variables for 
the N sites in the homogeneous region for a particular year. Therefore 
Zl""'~ are identically distributed. Define FST(X) and FR(X) to be the 
distribution functions of the annual maxima at each site and the regional 
annual maxima respectively. Then Ne(X) is defined by 
Ne(X) 
FR(x) = pr(Z1<x"",~<x} = {FST(X)} (4.10.1 ) 
If all sites are independent then Ne(X) = N. On the other hand, if all 
the sites are completely dependent then Ne(X) = 1. In addition, as the 
spatial dependence observed in practice leads to all pairs of sites being 
positively correlated we expect that 
It follOWS from (4.10.1) that 
log Ne(X) = lO9[-log FR(X)] - 109[-109 FST(x)]. 
So, log Ne(x) is simply the horizontal separation of the regional maximum 
and typical growth curves on Gumbel plots ( port diagram curves). This 
227 
leads to an empirical approach to estimating Ne { x). The concept of an 
equiva~ent number of independent sites was also given by Buishand (1984) 
for bivariate pairs. Even in this more simple case ad hoc procedures 
were used to estimate Ne{x). 
The question of whether Ne{x) varies with quantile x is of particular 
importance. This is discussed by Reed and Dales (1988). In particular, 
they found that in 72% of their experiments the most extreme events were 
less dependent than average extreme events, whereas in the other 
experiments these were more dependent. They conclude 
"The pattern of results is fairly erratic, suggesting 
that much of the variation arises from sampling error, 
possibly accentuated by the method of analysis used. II 
In fact, it was sometimes found that 1. ~ Ne{x) ~ N was violated. Dales 
and Reed (1988) suggest this may be due to the shape parameter, k, not 
being constant over the region. An alternative suggestion, by R.L. Smith 
(person~ cOlIURunication) that is connected to a point in carter and 
Ch~lenor (1981), is that this could also result from the single parameter 
standardization not leading to iQentical distributions. 
It seems that there is experimental evidence for Ne{X) to be equal to 
a constant N
e
, and 1 ~ Ne ~ N. It should be noted that a similar idea to 
the effective number of sites was used in Chapter 2 to describe the 
effective number of independent observations in a univariate sequence. In 
that application theoretical and experimental results suggested that this 
was approximately constant for sufficiently extreme levels. 
Dales and Reed suggest esttmating Ne USing the method of probability 
weighted moments. This results in an estimator of Ne which is dependent 
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on the shape parameter, so may not be very accurate. Having estimated N 
e' 
the shape parameter can be obtained by some method (probability weighted 
moments, maximum likelihood, etc.) using relationship (4.10.1). For each 
site the estimate of the shape parameter combined with the annual maxima 
sample mean enable quantile estimates to be obtained. 
The question of whether inter-site dependence really needs to be 
accounted for was addressed by Hosking (1987). He used a large sample 
simulation study to examine the influence of inter-site dependence on bias 
and mean square error of quantiles at each site. Unfortunately, he 
simulated from a multivariate normal distribution for which componentwise 
maxima are asymptotically independent, de Haan and Resnick (1977). So his 
conclusions, that inter-site dependence has only a small effect, need not 
be correct. 
Based on work given earlier in the thesis we will suggest possible 
improvements to these procedures. First we deal with the issue of at site 
standardization. If the distribution function of the annual maxima is 
taken to be G. E. V. then it is clear that no single parameter 
standardization will give a corranon distribution. It follows that a two 
parameter (location, scale) standardization is required. These parameters 
could be regressed on covariates, as in Moore ( 1986 ), or could be 
constrained: for example the scale and/or location parameters being fixed 
over the region. The obvious advantage of such additional constraints is 
that quantile estimates can be obtained at sites where no data has been 
collected. 
It would be useful if the at site marginal parameters could be 
estimated by maximum likelihood for then standard likelihood ratio tests 
could be used to test for region homogeneity, i. e. k constant over the 
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region, as well as other parameter simplifications. To do this we 
requi.re the multi.variate distribution of the annual maxima at all the 
Sites. We could follow the approach taken in Moore (1986) and treat the 
sites as independent. Although Hosking (1987) observes that ignoring 
inter-site dependence does not affect the bias of estimators in theory, 
this need not be true in practice. 
An example where bias is increased by ignoring spatial dependence is 
for east coast extreme sea levels. In 1953 there was a severe flood along 
the coastline from East Anglia to Kent. For ports on this stretch of 
coast the 1953 annual maxima is an extreme outlier. In particular, 
analysis at each site gives that this is the 250-1000 year event. From 
historical records this seems a reasonable estimate. On this coast six 
ports have data for this event. 'rhese ports have an average of 60 annual 
maxima per site. Treating these ports as independent makes the 1953 
annual maxima appear to be less extreme than is in fact true. Although 
this example appears slightly contrived this situation is likely to occur 
often because estimates are frequently required for coastlines that have 
recently suffered severe flooding. 
Having decided to take inter-site dependence into account the 
multivariate extreme value distributions seem natural candidates for the 
joint distribution of the annual maxima for all the sites in the region. 
Before we restrict ourselves to this class of distributions we must 
examine other possible candidates. We need a distribution function, for 
variables with identically distributed GEV margins, that satisfies 
N 
pr{Zl < x, ... ,~ < xl = [pr{Zl < xl] e ( 4.10.2 ) 
for all N and x, with 1 __ Ne __ N. It can be shown that the family of 
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distributions that satisfy (4.10.2) contains the multivariate extreme 
value distr1butions as a proper subset. I th It n e mu ivariate distribution 
literature, for example Johnson and Kotz (1972) 
, there is not an example 
of a member of this family which is not ;n the fam1" ly 0 f 
..L multivariate 
extreme value distr1butions. But a bivariate example of such a 
distribution has been given by Esary and Marshall (1974) for exponential 
margins. This is given here for Frechet margins. 
-1 
= p exp{-c[t1 
-1 
+ (l-p) exp{-c[t1 
-1 -1 
+ max(t1 ,t2 )]} 
-1 -1 
+ max(t1 ,2t2 )]} 
o ~ p ~ 1, c>O. It follows that (4.10.2) is satisfied with Ne = 1.5. this 
family of distributions is singular and not very realistic. Therefore it 
seems reasonable to restrict attention to multivariate extremes. It 
follows that 
where B is Pickands' dependence function for N variables, given in (4.2.4) 
for N=p. As N-1 ~ B(N-1, ... ,N-1 ) ~ 1 it follows that 1 ~ Ne ~ N, as 
required. By using the joint distribution other probabilities of interest 
can be calculated as by-products of the regional procedure. A general 
understanding of the multivariate spatial dependence structure is also 
gained which is of much interest by itself. 
Theoretically the multivariate extreme value distribution approach is 
Simple enabling simultaneous estimation of all margins and inter-site 
dependence parameters. In practice, this is not a simple procedure to 
implement as the member of the family (4.4.4), of dependence structures, 
is not known and there are many parameters to be simultaneously estimated 
by maximum likelihood. The problems are principally numerical although it 
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is known that maximum likelihood does not perform well in multiparameter 
cases. The location and scale marginal parameters at each site should be 
approximately orthogonal to similar parameters at all other sites. 
Therefore, the problem reduces in order, see Cox and Reid ( 1. 987 ) . A 
poss~le estimation procedure is as follows. 
( i) For all sites estimate all the margin parameters by maximum 
likelihood. Standard errors of the parameters can also be obtained from 
the observed information matrix. 
(ii) Check to see if shape parameters at each site do not differ 
Significantly. 
(iii) For each site use the parameters estimated in (i) to transform the 
data at that site to a common distribution. 
( iv) Use physical understanding and likelihood procedures suggested in 
Section 4.5 to simplify the full multivariate logistic model (4.4.4) to a 
suitable subfamily. 
(v) Obtain the joint denSity associated with this subfamily and general 
GEV margins. Fix the dependence parameters and re-estimate the margin 
parameters by maximum likelihood with and without all the shape parameters 
constrained to be equal. Take the estimates from ( i) as initial 
estimates for the maximization program. Test the hypothesis that all 
shape parameters are equal by using the likelihood ratio test. Obtain 
standard errors of all the parameters using the standard information. 
(vi) Repeat steps (iii)-(v) until convergence is achieved. In each step 
the updated parameter est~tes are used , but each time remain within the 
chosen sub-family of the non-symmetriC logistic model. 
This still may prove to be a complicated procedure to implement, 
particularly in the case When the number of sites in a region is large. 
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What is meant by large is unclear at the moment - possibly N ~ 1.0 may be 
the extent of this procedure. Simplifications of this estimation 
procedure could be developed, but the procedure (i) - (vi) should form a 
basis for regional methods. 
A possible improvement to this procedure can be obtained when all the 
data, and not just annual maxima, are available. In such a case, the de 
Haan measure estimation procedure with suitable smoothing ~nables the 
dependence function to be estimated, see Section 4.9. The dependence 
function can be treated as known because the de Haan procedure gives a 
very accurate estimate by comparison with that obtained by using just 
annual maxima. Then perform step (v) of above. It would be preferable to 
perform this step using all the largest order statistics at each site. 
Unfortunately, at present this is not possible as no extension of the 
bivariate results of Section 3.13 has been obtained. If point estimates 
are of particular ~rtance, then after completing step (v), the common 
value of k can be fixed and an r-Iargest order statistics univariate 
analysis, as developed in Chapter 2, be performed at each site. This 
enables improved estimation of the location and scale parameters at each 
site. 
These methods have possible sea level as well as hydrological 
applications. We will concentrate on the former here. In particular, the 
application to the east coast data discussed in example (v) of Section 
3.11. The locations of these ports are given in Fig. 4.4. The GEV 
parameters, and standard errors, obtained by maximum likelihood estimation 
using annual maxima at each individual site are given in Table 3.7. It 
is noticeable that the shape parameter, k, is approximately constant for 
ports on the southern east coast. On the other hand, k appears 
to be significantly Qifferent at Aberdeen and Newhaven. In all cases, the 
standard errors for k are unacceptably large. 
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Surprisingly the scale 
parameter, a, remains reasonably constant over this region as well, 
although it appears to differ significqntly at both Lowestoft and Dover. 
It might be possible to fit a conunon a for a suitable subset, of ports. It 
is not surprising that the location parameter varies with site, because it 
is highly correlated with tidal range, see Chapter 2. Locally this 
parameter is stable: 'for example compare Grimsby with Immingham, or 
Harwich with Holland-on-Sea. The key reason why this parameter 
increases in magnitude with distance from Lowestoft is because of the 
semi -diurnal lunar tide amphidrome near Lowestoft. Thus, the location 
parameter possibly could be modelled by covariates, but this may not 
explain the anomalous value at Kings Lynn. 
As there is a potential improvement for estimating the common shape 
parameter and obtaining estimates for sites that have no data, regional 
methods are advisable for the 8 or 9 south-east coast ports. Another 
possible application is to the many Humber estuary ports. In that 
application both shape and scale parameters could be fixed for all sites. 
Unfortunately, no numerical work has been done on these regional methods. 
Plots in Graff (1981) show that for ports around the British Isles the 
port diagram curves have regional features. Thus, it is probable that 
regional methods can be applied for other coastal regions. This is sure to 
be an area of active research in the future. 
4.11 Further Properties and Implications of the Multivariate Dependence 
structure 
In Section 4.3 the properties of the dependence structures that have 
a relevance to survival analysis were discussed. Here we will examine 
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other properties of the structure and discuss the implications to risk 
analysis. 
First we examine which multivariate dependence properties the 
dependence structure satisfies. In Section 3.2 it was stated that 
bivariate extreme value cistribution satisfy a stochastic ordering 
condition due to Lehmann (1966). The multivariate extension of this 
condition also holds. 
Lemma 4.2. If (IA,la) have a joint multivariate extreme value 
distr~ution it follows that 
is increasing in each component of !B for any fixed ~. 
Proof:- It suffices to prove that 
( 4.11.1 ) 
is increasing in Yl" .• ,Yp-l for any fixed yp' for exponential variables. 
We use the construction given in (4.4.5). Let 
(L) 
x· 1 = min 
l~j~ 
( Z ·/c·· ) ] ]1. i=l, ... ,p 
where Zj and Cji are as in (4.4.5). 
xC L) ~ I in distribution as L ~ 00. 
It follows from de Haan (1985) that 
Also from (4.4.6) we have 
(L) I (L) (L) 
log pr{xp ) Yp Xl ) Yl,···,XP-l ) Yp-l} . 
= 
L 
1: 
j=l 
[ max 
1~i~p-1 
( C·· y.)-J 1. 1. max l~i~p 
( c··y·)] ] 1. 1 (4.11.2) 
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Increasing any Yi' i-=l, ... ,p-1, increases (4 11 2) be " cause the c are ji 
non-negative. Hence, the result ( 4.11.1) is true for '1;( L ) . It only 
remains to show that limits of variables that t· f sa 1S y the condition 
(4.11.1) also satisfy it. Define 
and P(Yl, ... ,yp-1) to be equal to the expression in (4.11.1). If b ~ Q, 
using weak convergence we have 
p(y + b) p(y) - ~ 0 , 
#v #v 
and hence the result. 
Another property that variables with a multivariate extreme value 
oist.ribution satisfy is that they are associated, Marshall and Olkin 
(1983). It is not clear which of these properties is stronger. But, both 
these properties hold if a stronger property holds: 
(4.11.3) 
increases for each component of YB for any fixed YA' see Lehmann (1966) and 
#v #v 
Esary, Proschan, Walkup (1967). Using a similar approach to the proof of 
Lemma 4.2, the equivalent version of (4.11.2) has been shown to hold. By 
SWeeting (personal communication), it remains only to show that the 
equivalent version of PL(y) is equicontinuous. Unfortunately, this has not 
#v 
yet been shown. However, there is evidence to suggest that (4.11.3) does 
hold: namely (4.11.3) has been directly proved for the general bivariate 
case as well as for simple multivariate models. 
Bivariate marginals completely determine the mUltivariate dependence 
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structure for the multivariate normal distribution. Therefore, there have 
been several attempts to obtain bounds on the multivariate extreme value 
distributions given the marginal bivariate distributions, see for example, 
Tiago de Oliveira (1980) and Galambos (1987, Theorem 5.3.2). These bounds 
can be expressed in terms of the dependence function. In particular, the 
bounds due to Tiago de Oliveira become 
and 
Here w = 1-{w1+·· ·+w 1) and A- - is Pickands' dependence function for the p p- 1] 
i th and j th variables. The bound due to Galambos becomes 
where s = 2+ko and ko is the integer part of 
2 r. (wi+w)- ) [1 - Ai -[~-]] 
- ) w-+w-l~i<]~p 1 ) 
-1 -1 -d d In Section 4.10 the quantity Pe = p B{p , ... ,p ) was conS1 ere . The 
above bounds therefore help to restrict the possible range of this 
quantity. Also, after renormalizing Pe we obtain a multivariate measure 
of dependence, 
o ~ p[l - B{p-l, ... ,p-1)]/{P-1) ~ 1 
which is an extension of the bivariate measure of dependence given in 
Section 3.2. The lower and upper inequalities are attained for the 
independent and perfectly dependent cases respectively. 
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In Reed and Dales (1988) there is an interesting account of the 
implications of spatial dependence on collective risk assessment. For p 
sites Reed and Dales define the collective risk, r, of one or more 
exceedances of the T-year event to be 
for large T, where Pe is as above. If inter-site dependence is ignored r 
IV piT. Thus, the effect of spatial dependence is to reduce the annual 
risk r by a factor of p/pe~ An important consequence is that the expected 
number of exceedances given at least one occurs is PIPe times greater than 
if spatial dependence is ignored which, depending on the application, 
could be of great importance. 
4.12 Max-Stable Process 
An interesting generalization of multivariate extreme value 
distributions are max-stable processes. 'rhese are stochastic processes 
t E J} such that: if ( i ) {Yt ,t E J} i=l, ... ,n, are n independent 
replications of {Yt,t E J} then the process 
(i) 
{max Yt ' t E J} 
1~i~n 
has the same distributions, up to location and scale, as {Yt,t E J}. Here 
J is a general indexing set. By restricting the indexing set to be a 
finite number of points t 1 , ... , tp we obtain a p-dimensional multivariate 
extreme value distribution. This is true for any p points from the 
indexing set. 
The theory of such processes has been developed by de Haan and 
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Pickands (1984, 1986), also see de Haan (1985). They develop the 
representation 
pr{Yt~Yt for all tEl} ~ exp{- J max [f(s,t)/Yt 1 v(ds)} 
V tEl 
for Frechet marginals. Here v is a finite measure, V is a measureable 
set and {f(s,t),seV} are non-negative L1 functions for each tel. Clearly, 
this is max-stable. This representation arises by letting 
Yt : max (Xif(si,t)} 
i 
where Xi has a Frechet distribution and si are the points of a Poisson 
process on " with intensity v(ds). 
R.L. Smith (personal communication) has given the following 
motivation to this construction: Let the ith 'storm' be of 'size' ~ and 
at 'position' si' The function f( s, t) represents the proportion of the 
storm centred at position s which is observed at a point t. This appears 
to be a useful interpretation. A slight problem is that f(s,t) and v(ds) 
are not unique. 
R.L. Smith has also proposed taking f(s,t) = fO(s-t) and letting fo 
be the multivariate normal density function with mean Q and covariance 
matrix t. This yields a simple method of simulating a max-stable process. 
As the joint distribution of any choice of a finite number of sites in V 
has a multivariate extreme value distribution this also gives a simple 
method of generating multivariate extreme value data. Unfortunately, the 
associated multivariate distribution function has not been found except in 
the bivariate case: for which Smith has shown 
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this has exactly the same dependence function as Husler and Reiss (1988) 
obtain in what appears to be a completely different context: namely, the 
limiting behaviour of componentwise maxima from bivariate normal samples 
with correlation varying with sample size. A closed form result for the 
multivariate case has not been obtained by Husler and Reiss (1988). 
clearly there is much scope to develop theory, and find applications, 
for such processes. 
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CHAPTER S 
CONNECl'IONS BETWEEN MULTIVARIATE EXTREMEs AND UNIVARIATE PROC;ESSES 
5.1 Introduction 
In this chapter we observe some connections between th~ results for 
multivariate extreme values and univariate sequences that allow clustering 
of extreme values. It is not too surprising that there is some connection 
as both situations are associated with the extreme joint tail of a 
suitable distribution function. What is surprising though is that there 
has been no mention of any such conneotion in the literature. 
Consequences of the connection are that multivariate extreme value 
distributions can be used to model the time series within a cluster of 
extreme values in a univariate sequence, and also suggest suitable models 
for the univariate dependence structure. This also provides a theoretical 
basis for including the effect of waves into the sea level analysis of 
Chapter 2. To motivate the need for realistic univariate models, that are 
required for analysing surge values within extreme storms, in the next 
section we give a set of existing and new theoretical examples of 
univariate sequences which allow clustering of extreme levels. 
The new ideas in this chapter are yet to be fully exploited as the 
work is still at a prel~inary stage. Initial results show that there is 
much scope for further work in this area. 
5.2 sequences for Which Clustering of Extreme Values Occurs 
In this section we consider examples of sequences which have extremal 
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index, a, less than one. We have shown . st· 
, ~n ec ~on ~ .5, that such 
sequences have clustering of the extreme values, and that the asymptotic 
joint distribution of largest order statistics is different from the 
independent (or e=~) case. For some examples we also give the jOint 
distribution of the two largest order statistics. Throughout we use the 
notation ~i) to denote the ith largest of (X~, ... ,xn). 
(i) Markov Chains 
Unfortunately, some confusion in the literature has arisen for this 
case. The Markov property has been mis-represented in the following way: 
x1 , ... ,xn have been called Markov if 
pr(xn~ xlXj~ x, j=l, .•. ,n-l} = pr(xn~ xlxn-l~ x} , (5.2.1) 
see, for example Rosberg (1987). For a Markov sequence (5.2.1) is in 
general false, with the only sequence known to satisfy (5.2.1) being an 
independent one. The correct Markov property is: 
The stationary sequence x~, ... ,xn is Markov if 
pr(X~~~X+8X I Xj=Xj' j=~, ... ,n-l} = pr{x~xn~x+8X I xn-l = ~-1} 
The extremal theory of discrete time, continuous state space Markov 
chains and functions of Markov chains has received recent attention, 
O'Brien (~987) and Rootzen (1988). In particular, they concentrate on a 
sub-class, of Markov chains, called Harris chains. These are Markov 
chains which have a regeneration set. I f the chain is also posi ti ve 
recurrent then it is called Harris ergodic. O'Brien (1987) shows that if a 
chain is Harris ergodic and in its stationary distribution then it is 
strong mixing, so the D(u
n
) condition certainly holds. An expression for 
the extremal index, a, is given by Rootzen (1988) 
e = ~-1 lim* pr{Zi> x, Zi+1~ x}/pr{X1 > x} . 
x~x 
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(5.2.2) 
Here ~«+oo) is the mean length of a regeneration cycle, Zi the maximum of 
* a complete regeneration cycle and x = sup{x: pr{X1 > x} ) O}. Although 
(5.2.2) gives some insight into the extremal behaviour of Markov chains, 
it provides no real help in obtaining the extremal index for a given 
Markov chain, see section 5.4. 
(ii) Let ZO""'Zn be i.i.d. Frechet(l) random variables. For i=l, ... ,n 
let Xi= max(Zi,CZi-l)' 0 ~ c ~ 1. Note that this sequence is I-dependent 
and that 
pr{Xi~x} = pr{Zi~x, Zi-l~c} = exp{-(l+C)/x} 
Also 
(l) 
pr{~ ~ n{l+c)x} 
n+l 
= [pr{Zl< n(l+c)x}] 
~ exp{-(c+l)-l/x) x>O 
as n~. It follows that a = (1+c)-1. If 
then for x>y 
(1) (2) 
Hn(X,y) = pr{~ ~ x, ~ ~ y} , 
H(X,y) = l±m Hn(n(l+C)X, n(l+c)y) 
n~ 
So, in the notation of section 1.5 the function p, which determines the 
asymptotic dependence between ~ 1 ) and ~ 2 ) is 
p( s) = 1 - max( s , c ) O~s~l . 
Clearly this example can be extended to 
x· ~ -= max (C. z· .) ] ~-] j i-=l, ••• ,n 
with Co=l, Cj <l j-1,2, •.• and L Cj<OO. In this case, the extremal index 
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would change, whereas p would remain unchanged except for c being replaced 
by max (c1 , c 2 ' .•. ). We also have that 
00 
L i rr(i) = 9-1 
i=l 
where rr( .) is the cluster length distribution, see ~ection 1.5. 
(iii) Let Z~""'Zn be i.i.d. random variables and 
i=l, ... , n 
for m and R fixed. If R~ then Xl'" .,~ are i.i.d. If 2m< R~3m then 
Xi =Xi - 1 for all large Xi - 1 , so this is covered by example (ii) with c=l. 
Here we consider only the m< R~2m case. It follows that 9=m/l and 
pes) = (1-S)(2m-R)/m O~s~l. 
In addition, we have that L i rr(i) = 9-1 . 
( iv) Let x~, ... ,xn be identically distributed with d.f. Fl' Let 
Let un -= ~x+bn be such that 
for some non-degenerate G. Then, 
[n/2] Yn 
= F 2 ( un' un) F 1 ( un ) 
where [0] denotes integer part and Yn = 0/1 if n is even/odd respectively. 
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Then 
(1) ~ e 
pr{~ ~ Un} ~ G~(x,X) = G (x) 
Here G(·,·) is a bivariate extreme value distribution with identically 
distributed margins G(.) • Clearly, e = A( 1/2 }, where A(.} is Pickands' 
dependence function, see Ch3.pter 3. Thus, provided (~i-1 '~i) are not 
in the domain of attraction of bivariate independence then e<1. For this 
sequence 
with 
"(1) = 2-e-1 , "(2) = 9-1 - 1 and "(i) = 0 i=3,4, ... , so L i "(i) = 9-1 . 
This appears to be the first given example of a sequence not having a 
piecewise - linear form for p( .). The example can be extended to the case 
where X1'~1'X2m+1"" are independent but Xim+1 ""'X(i+1)m have a joint 
distribution. In this case 9 = B(m-1 , ... ,m-1 ), so m-1 ~ 9 ~ 1 but "( i) and 
p are complicated. Here B denotes Pickands' multivariate dependence 
function, see Chapter 4. When m=3 we have shown that 
"(1) = 3 - 2Sa(O)/(39] 
"(2) = -3 + (-3 + 4Sa(O)]/(3e] 
"( 3) = 1 -"( 1) - 1T( 2 ) , 
so E 1 "(i) = 9-1 , also 
pes) = 3 - (2+S)Sa(s)/(39]. 
Here, 
1 -1 -1) SaCs) = 8(S[2+S]-1,[2+S]-1)+8([2+S]-1,S[2+S]- )+8([2+S] ,(2+S] 
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The above equations illustrate that the "'S are not fixed, given e-1 is 
the mean, although they are restricted because of convexity results on 
B(·,·). 
(v) See Section 2.17. Here e :: 1._pa, O~p~1. and 
and the function p(.) is as in example (ii). 
(vi) Smi th (1.989, Section 3.2, example 3) gives an interesting example 
where the observed sequence X1., ... ,xn are independent conditionally on an 
underlying sequence, W1."." Wn , that is a Markov chain on a countably 
infinite state space. The {Wn } sequence has the property that large 
values tend to be followed by other large values. Large values in the X 
sequence are associated with large values of the W sequence. 
Here we consider extending the situation to the case where the 
underlying sequence is a Markov chain on the positive real line. Let 
W1 , ... 'Wn be positive stable law variables with characteristic exponent 
O<a<l. Let X1, ... ,xn be conditionally independent given {Wn } satisfying 
pr{xn~xIWj j=l, ... ,n} = pr{xn~x Iwn=W} 
= exp{-wx-r } x>O, r>O. 
It follows from calculations in Section 4.4 that 
pr{~~ x} = exp{-x-ra} . 
Dependence in the {xn} sequence is determined by dependence in the {Wn } 
sequence. Two simple examples are: 
( a ) W l' . • . , Wn are i . i . d . which implies X1 ' ... ' ~ are also i . i . d . 
~=n1/(ra)x 
(b) W1 '··· 'Wn are completely dependent, i.e. W1=·· '=Wn then 
as n~, i.e. 9--0, but 
In this case the joint distribution of Xl""'~ is n dimensional 
Prechet(ra) with logistic dependence _tructure, see Section 4.4. 
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If 
Examples of dependence between these two cases are presently being 
examined. 
(vii) Chain dependent sequences also can lead to 9<1, Denzel and O'Brien 
(1975). 
(viii) Much work has recently been concentrated on moving average 
processes, see for example, Rootzen (1978) and Davis and Resnick (1985). 
(ix) Lawrance and Lewis (1985), and references therein, have given many 
exponential time series that have extremal index 9<1. Extremal properties 
of such series have not been studied. 
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5.3 Comparisons Between Dependence structures 
To be able to address this problem we require a result on domains of 
attraction for bivariate extremes. This was not discussed in Chapter 3 
but is given below. 
Theorem 5.1 
F( .,.) is in the domain of attraction of G(x,y), with margins G1 and 
G2 , if and only if 
and 
n(l - F(U1 ,n'oo)] ~ -logG1(x) 
n(l - F(oo,U2 ,n)] ~ -logG2(y) 
I -1 prey > u2 ,n X > u1 ,n} ~ (1 - A(S)](l-S) 
Pickands' dependence function and s = lOgG2(y)/10g{G1(x)G2(y)}. 
(5.3.1) 
In the special cases of independence and complete dependence A( 1 ) 
totally determines A( w) , W E (0, 1] . Therefore, if the margins are 
identical, for both cases condition (5.3.1) can be replaced by 
= {01 for independence 
for complete dependence . 
The D'(u
n
) condition of Leadbetter et al (1983), discussed in Section 
1. 4, has similarities with the above independence case. The notable 
connection is most be~·· (5 3 1) and O'Br;en's striking \.ween .. .4 ( 1987 ) 
representation for the extremal index (1.4.2) . O'Brien introduced a 
condition 'rem)' which denotes the case when 
lim sup pr{max(~1" .. 'XPn) ~ UnIX1>~} = 0, 
n~ 
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with the notation as in Section 1.4. From Theorem 5.1 this just 
corresponds to the case when extremes at 1 east m apart are asymptotically 
independent in the bivariate sense. In particular the 'rem)' condition 
holds for R-dependent sequences, R~. Then 'rem)' holds then the extremal 
index is 
{
G( x, x, . . . , x ) } 
= log- /logG(x) 
G( 00, x, ... , x) 
Using the multivariate measure representation of (4.9.2) we obtain 
e = r J 
S· m 
where Stit CSm is such that w1 = max(w1 ,w2 , ... ,wp )' wp .= 1-(W1+·· .+wIr1 ). 
When m=2 then e = 2A(t)-I. Note that e depends on the distribution of the 
measure but not at all on x. Interesting questions are: how much does e 
depend on x for finite n? Can rates of convergence results for en ~ e be 
obtained? 
In Section 1.5, Theorem 1.9, it was shown that when the extremal 
index is less than one the dependence structure of the largest two order 
statistics is different from when the sequence is independent. The 
resulting dependence function p( .) satisfies certain constraints which are 
similar in nature to those satisfied by Pickands' bivariate extreme value 
dependence function. In Chapter 3 many models were suggested for the 
bivariate dependence function. Therefore, if a connection between the 
dependence structures can be obtained the bivariate models can be applied 
to the joint distr1bution of the two largest order statistics. 
,,\ 
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Recalling that TT( 1) = p{ 0), with TT{ i) as in ( 1.5.1), then Welsch's 
(1972) result can be represented as a mixture of the two largest Coming 
from the same/different exceedances of a high level. Th en, for x>y 
H(1,2)(X,y) = rr(1)G(Y)[1+109 [G(X)/G(Y)j] 
+ [1-rr(1)jG(Y)[1-P*[logG(X)/logG(Y)jlogG(y)j. 
* ) * *. * Herep {O =p {l)=O, P 1S concave and O~[l-TT{l)]p (s)~n(TT{l)s,(l-S)(l-1T(l»} 
* Let A1{S) = l-[l-TT] p (S)/TT{l) then A1(0) = Al (l) = 1, Al is convex and 
max{l-S, [2TT(1)-1 + (l-TT(l»s]/TT{l)} ~ Al(S)~l . 
When TT{l) = i the restrictions on Ai are identical to those on Pickands' 
dependence function. In general the region is highly non-symmetric so 
only models that can exhibit non-symmetry will be suitable. It follows 
that the function space of p cannot 00 Axactly transformed to that of 
Pickands' dependence function, but some of the bivariate models of Chapter 
3 can be adapted to the function space of A1 , and hence p. Of the 
differentiable models only the non-symmetric logistic model can be 
successfully adapted by changing the parameter space to 
O~¢~l, l~r<(X), 0 ~ e ~ [l-1T{l)]/1T(l) • 
This model for Ai can attain the boundaries of the function space for all 
o ~ TT{ 1} ~ 1. Note that Tiago de Oliveira' s (1980) natural model does not 
exist unless TT{l) = k. Examples of A1{·) can be obtained from the 
examples of p{ ) given in section 5.2. 
Extensions to the joint distribution of the r-largest order 
statistiCS are at a preliminary stage, for the case where the extremal 
index is less than one, see section 1.5. At present properties of the 
dependence structure are yet to be discussed. It is possible that models 
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for dependence in multivariate extremes could be adapted to give models 
for dependence among the r largest in a univariate sequence. The 
imPOrtance of such a joint distribution was seen in Chapter 2. In 
particular, using such a result would enable all large values within a 
storm to be used in an analysis of extremes, instead of just using 
independent storm peaks. Thus, more relevant data would be used for 
estimating the distribution of the maxima leading to more accurate 
results. 
A key difference between bivariate extremes and the joint 
distribution of the two largest order statistics is the non-symmetry of 
the dependence function. The effect of ordering variables from a 
bivariate extreme value distribution, with dependence function A( .), 
follows from Section 3.14. In particular 
1 
~ exp{- J max[t-1(1-P(W», s-1p(w)] dH1(w)} 
o 
as n~, where pew) = max(w,l-w). Standardizing the variables and 
reformulating in terms of Pickands' dependence function gives dependence 
function A(·) such that 
A(S) = 1-s for 
1 -1 
A(!) = J max{p(w)[l-A(i)], A(iH1-p(W)]} dH1(W){4A(iH1-A(i)]} 
o 
Thus, this exhibits the kind of non-symmetry observed in the result of 
Welsch (1912). sti 11 many fAatures of the dependence structure remain 
unexplained. 
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5.4 A Markovian sequence Motivated by Bivariate Extreme Value The~ 
For many environmental processes nume' 1 mod r~ca els give accurate 
results for given bounda.ry conditions. 'These models are of no use for 
obtaining return period curves unless suitable boundary conditions are 
imposed. Particular attention has been given to modelling extreme events 
in the North Sea, Flather (1987) and references therein. Thus, realistic 
time series models for surges, on the boundary of the region, are needed 
to use as input into the numerical method. 
As storms are of particular interest, time series that realistically 
model all the values within storms are required. It is especially 
important to model the height and duration of stonos correctly. In 
section 1.4 it was stated that for all normally distributed sequences the 
extremal index is one, i.e. there is no clustering of extreme levels. 
Therefore a new time series model, which has properties similar to 
sequences in Section 5.2, is required. In particular, we need a 
non-normal time series. 
Lawrance and Lewis (1985), and references therein, have examined 
various autoregressive exponential time series that are linear with 
variable coefficients. Such models have various degeneracies so do not 
seem very realistic for modelling .environmental processes. An alternative 
approach to non-normal time series modelling is credited to Linhart 
(1970) . This is based on the conditional joint density of non-normal 
random variables. If the sequence is Markov the joint density becomes 
n 
n 
i=2 
Lloyd and Saleem (1979) follow this approach with gamma marginals. The 
jOint density they considered is in the domain of attraction of bivariate 
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independence. It follows from Section 5.3 that no clustering of extreme 
levels occurs for such a sequence. 
Yuen (1988) considered this approach with exponential margins and a 
general bivariate extreme value dependence structure. Results in Section 
5.2 and 5.3 Show that, provided the variables are not completely 
dependent, the sequence satisfies the D( un) condition because it is a 
Harris chain, see Section 5. 2( i). In addition, for such a sequence the 
extremal index is less than one. Yuen (1988) gave various general 
properties of the time series, such as correlations, conditional m-step 
expectations etc. Unfortunately, such expressions are not analytically 
tractable, so these were given only as m-fold integrals. 
Although the pairs (Xi - 1 ,Xi ) and (Xi ,Xi +1 ) are bivariate extreme 
value for i=2, ... ,n-1, it is not clear whether (Xi~1'Xi'Xi+1) is 
trivariate extreme or even if (Xi - 1 ,Xi +1 ) is bivariate extreme. Yuen 
(1988) examined this issue numerically, and found that the distributions 
corresponding to the above vector variables appear to be min-stable. This 
is yet to be proved analytically. If this result is true it should be 
expected that (Xl' ... ,Xn) correspond to multivariate extreme value 
variables. An important consequence is that all autocorrelations are 
non-negative. 
Parametric models for the dependence function were discussed in 
Chapters 3 and 4. Here we concentrate on bivariate models as interest is 
in Markov sequences. Multivariate models for the dependence function are 
required for more general time series modelling. Yuen (1988) used the 
bivariate logistic and non-symmetric logistiC models as examples of the 
dependence function when simulating Markovian exponential extreme value 
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time series. The non-symmetric logistic model gives a series that is not 
time reversible. This is another feature which is observed in 
environmental time series but not exhibited by normally distributed time 
series. For simplicity, here we restrict attention to the logistic 
model. 
The dependence structure and extremal index are invariant to the 
choice of marginal distribution whereas this changes the autocorrelation 
function. Even with the restriction to a particular model theoretical 
results are still difficult to obtain. Therefore a large simulation study 
was carried out and various properties of the sequence were examined. The 
Markov logistic series was initially simulated with exponential margins. 
This did not provide much information except that it became clear that the 
autocorrelation function decreased far slower than geometrically. On the 
other hand, simulation of the logistiC series with Gumbel margins gave an 
autocorrelation function which appears to decay geometrically. 
conclusions have independently been obtained by carter (1988). 
Similar 
We also claim that (Xi'Xi+m) are also bivariate extreme with a 
logistiC dependence structure that has parameter r m, with r 1 >r2>··· >rm, 
r 1 = r. Numerical integration results for the joint distribution support 
this intuitive claim. COmbining the geometric decay and same structure 
claims for the Markov logistiC model gives 
Theoretical evidence to support this claim is very weak. 
dependence function shown to have this property 
biextremal model. For exponential margins we have 
The only 
is the Markovian 
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= exp(-(1-b)xl..°+1 - (1-b)max{xl..0 ,bx o+1 ) - max{xo bx- b2xo )} 1 1-1' l' 1..+1 
o ~ b ~ 1. Thus the dependence function of (Xi - 1 'Xi +1 ) is the same as for 
(Xi - 1 ,Xi ) except that b is replaced by b 2 . The correlation decays 
geometrically. Unfortunately, no help has been gained from multivariate 
domain of attraction results. Results for distributions have not been 
applied because a closed form expression for the distribution function 
could not be obtained. In addition, present results on domains of 
multivariate attraction for densities are not flexible enough to cover 
even the independence case, see Resnick (1987, Section 5.4.2). 
No theoretical expression has yet been obtained for the extremal 
index of the Markovian logistic series. Simulation studies using the 
estimation method described in Chapter 2, Part III, are still at a 
preliminary stage. An alternative approach, suggested by carter (1988) 
for Gumbel margins, is based on the concept of an effective sample size: 
Suppose there are N observations then· the expected value of the 
maximum of N independent observations is y + log N. The effect of 
dependence is to reduce the effective sample size to NkN say. Thus, the 
expected value of the maximum of N observations from the Markovian 
logistic model is y + log(kN N). 
In each case y is Euler'S constant. carter (1988) takes kN = k, i.e. 
independent of N, and estimates k by simulation. From extremal theory kN 
~ a, the extremal index. carter's results are surprisingly independent of 
N. He observes that a good ~proximation to simulation results for k is 
k = e = r~1.5. 
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There are many interesting theoretical results to still .be obtained 
for this class of sequence. A possible approach, which is currently .being 
investigated, is that of Section 5. 2( vi ) . It is hoped that use of the 
conditional independence property may lead to a simple method for 
obtaining properties of interest. 
5.5 Convolution of Positively Dependent Variables 
In Chapter 2 Part III we considered a method of convolving negatively 
dependent variables. More often, in environmental applications, extremes 
are required of the sum of dependent variables: an example being rivers 
meeting. other problems of this nature that have been considered are 
rivers meeting the sea, Mantz and wakeling (1979); currents, Pugh (1982) 
or carter et al (1987). Another situation where this approach is required 
is when combining waves with surge as a preliminary step to the analysis 
of Chapter 2 Part II. Clearly for these cases, an equivalent approach to 
that of Chapter 2 Part III can be taken. Alternatively the approach 
suggested below is theoretically motivated. 
In this chapter we have presented some connections between 
multivariate extreme value theory and ullivariate extre.-nes. Here, we 
propose using the methods developed in Sections 3.14 and 4.9 to give a 
dependent form for the convolution of surge and wave data. Let (X, Y) 
denote the surge and wave sequences. Filtering procedures, similar to 
those in Chapter 2, can be used to identify independent extreme events. 
For each event the largest observation for each variable is recorded. 
USing standard univariate extreme value theory estimation techniques the 
data in each margin can be transformed to Frechet(l). Let (XT,yT) denote 
the transformed variables. 
1It1 
Suppose we are interested in 
pr{ max (Xi+Yi ) ~ r} , 1~i~n 
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i.e. the probability (Xi,Yi ) i=l, ... ,n lie beneath the line y=r-x, then in 
the transformed space this equals 
(5.5.1) 
T T T Here, the curve rT ( w ) , w=Xi/(Xi+Yi } is the transfonnation of the line 
y=r-x. The problem can be considered a bivariate example and the 
procedures of Section 3. 14 applied. In particular, an estimate of. the 
underlying measure 81 can be obtained. In (5.5.1) C denotes the subset of 
R~ bounded below by r T (w ) • Now , 
u(C) 
1 
= I dH1 (w} 
o 
which can be calculated using numerical integration techniques. 
This procedure has not yet been applied to data, but should form a 
baSis of future analysis of this important problem. The procedure also is 
certain to give a greater understanding of the dependence between extreme 
waves and surges. 
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