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Abstract
Amorphous oxides are currently key materials in many technological applications, e.g. as
gate dielectrics in metal-oxide-semiconductor (MOS) devices, and as coating layers to protect
water-splitting photoanodes from corrosion. It is experimentally demonstrated that a sizeable
amount of impurities (e.g. carbon, nitrogen and hydrogen) are inevitably incorporated into
these amorphous films either intentionally or unintentionally, due to doping or to the growth
process. Defects, including both extrinsic and intrinsic, may induce some defect levels and
impact the performance of these oxides in special applications. To understand their under-
lying role, we conduct a detailed investigation of defects in two representative amorphous
oxides: amorphous Al2O3 (am-Al2O3) and TiO2 (am-TiO2), by combining ab ini t io molecular
dynamics (MD) simulations and hybrid functional calculations. Our results indicate that
oxygen vacancies and interstitials occur neither in am-Al2O3 nor in am-TiO2 due to structural
rearrangements which assimilate the defect structure, and that the injection of extra holes
can lead to the formation of O-O peroxy linkages. In am-Al2O3, hydrogen is found to be
amphoteric. Based on localized Wannier functions, we identify the nominal charge state and
the composition of the defect core unitis related to C and N impurities in am-Al2O3, which
are found to depend on the total charge set in the simulation cell. Through the adopted elec-
tron counting rule, we assess that carbon and nitrogen impurities are only found in neutral
and in singly positive charge states, respectively, indicating that none of them gives charge
transition levels in am-Al2O3. In addition, those defect core units are shown to incorporate a
varying number of oxygen atoms, by which their formation energy is dependent on the oxygen
chemical potential. After excluding the role of oxygen vacancies in hole diffusion processes
in am-TiO2, we focus on the formation of O-O pairs to accommodate extra holes and pro-
pose an exchange mechanism for hole transport in am-TiO2 that relies on the simultaneous
breaking and forming of O-O peroxy linkages that share one O atom. Through the use of
nudged-elastic-band calculations, a hopping path as long as 1.2 nm with barriers of 0.3-0.5
eV is demonstrated, suggesting that hole diffusion through O-O peroxy linkages is viable in
am-TiO2.
Water-splitting based on artificial photocatalysis at semiconductor-water interfaces represents
a promising technology for the clean production of fuel. The main hindrance to the success
of such a technology is the lack of highly efficient catalysts. When searching for the ideal
material, the alignment of the redox levels at semiconductor-water interfaces is considered as
an important criterion to assess the photocatalytic capacity of candidate semiconductor. In
this work, we determine the band alignment between various semiconductors and liquid water
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by combining MD simulations of atomistic interface models, electronic-structure calculations
at the hybrid-functional and GW levels, and a computational standard hydrogen electrode
(SHE). Our study comprises GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile and anatase TiO2. For
each semiconductor, we generate atomistic interface models with liquid water at the pH
corresponding to the point of zero charge (pHZPC). The MD simulations are started from initial
configurations, in which the water molecules are either molecularly (m) or dissociatively
(d) adsorbed on the semiconductor surface. The calculated band offsets are found to be
strongly influenced by the adsorption mode at the semiconductor-water interface, leading to
differences larger than 1 eV between m and d models of the same semiconductor. We then
assess the accuracy of various ab ini t io electronic-structure schemes in determining the
band alignment. Tuned hybrid-functionals, which reproduce the experimental band gap of the
semiconductor, give the most accurate prediction of the relative positions of the band edges
versus the SHE, showing a mean absolute error of 0.17 eV with respect to experimental data. In
this work, we also try to identify the optimal photocatalyst for water-splitting by considering
the surface coverage and the energy alignment. We determine surface concentrations of
water molecules, protons, and hydroxyl ions adsorbed at the semiconductor-water interfaces
mentioned above as a function of pH. This is achieved through the calculation of the acidity
constants at the surface sites, which are derived from ab ini t io MD simulations and a grand-
canonical formulation of adsorbates. Our method is validated by the excellent agreement
of the resulting pHZPC with experimental data. It is finally shown how the potential of a
semiconductor material as photocatalyst for water splitting can be inferred by combining
the nature of the surface coverage and the alignment of the band edges to the relevant redox
levels.
Keywords: Amorphous, defect, hybrid functional, hole diffusion, semiconductor-water inter-
faces, band alignment, acidity constant
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Les oxydes amorphes sont actuellement des matériaux essentiels dans de nombreuses ap-
plications technologiques, par exemple, comme diélectriques dans les dispositifs à semi-
conducteurs en oxyde de métal (MOS), et en tant que couche de revêtement pour protéger
les photoanodes qui séparent l’eau de la corrosion. Il a été démontré expérimentalement
qu’une quantité non négligeable d’impuretés (carbone, azote et hydrogène, par exemple) est
inévitablement incorporée à ces films amorphes, que ce soit intentionnellement ou non, en
raison du dopage ou du processus de croissance. Les défauts, qu’ils soient d’origine extrin-
sèque ou intrinsèque, peuvent induire certains niveaux de défaut et avoir une incidence sur
les performances de ces oxydes dans des applications spéciales. Afin de comprendre leur
rôle, nous menons une étude détaillée des défauts dans deux oxydes amorphes représentatifs,
Al2O3 amorphe (am-Al2O3) et TiO2 (am-TiO2), en combinant des simulations ab ini t io de
dynamique moléculaire et des calculs avec des fonctionnels hybrides. Nos résultats indiquent
que les lacunes en oxygène et les interstitielles d’oxygène ne se produisent ni dans l’am-Al2O3
ni dans l’am-TiO2, en raison de réarrangements structurels qui assimilent la structure du
défaut, et que l’injection de trous supplémentaires peut conduire à la formation de liaisons
peroxy. Dans am-Al2O3, l’hydrogène se révèle amphotère. Sur la base de fonctions de Wannier
localisées, nous identifions l’état de charge nominal et la composition de l’unité centrale du
défaut liée aux impuretés C et N dans am-Al2O3, dépendant de la charge totale définie dans la
cellule de simulation. Grâce à la règle de comptage des électrons adoptée, nous déduisons que
les impuretés de carbone et d’azote ne se trouvent respectivement que dans un état de charge
neutre et dans un état de charge positif, ce qui indique qu’aucune d’entre elles ne donne
des niveaux de transition de charge dans am-Al2O3. De plus, il est démontré que ces unités
centrales défectueuses incorporent un nombre variable d’atomes d’oxygène, grâce à quoi leur
énergie de formation dépend du potentiel chimique de l’oxygène. Après avoir exclu le rôle des
lacunes en oxygène dans la diffusion de trous dans am-TiO2, nous prenons en considération la
formation de paires O-O induites par des trous supplémentaires, et proposons un mécanisme
d’échange pour le transport de trous dans am-TiO2, reposant sur la rupture et la formation
simultanées de liaisons peroxy O-O qui ont un atome d’oxygène en commun. Par nos calculs,
nous avons démontré l’existence d’une trajectoire de longueur d’une 1,2 nm contenant des
barrières de 0,3 à 0,5 eV, ce qui suggère que la diffusion de trous via des liaisons peroxy O-O
est viable dans am-TiO2.
Le fractionnement de l’eau basé sur la photocatalyse artificielle à l’interface semiconducteur-
eau représente une technologie prometteuse pour la production de carburant propre. Le
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principal obstacle au succès de cette technologie est le manque de catalyseurs hautement
efficaces. Dans la recherche du matériau idéal, l’alignement des niveaux d’oxydoréduction
aux interfaces semiconducteur-eau est un critère important pour évaluer la capacité photo-
catalytique de semi-conducteurs candidats. Dans ce travail, nous déterminons l’alignement
des bandes entre divers semi-conducteurs et l’eau liquide en combinant des simulations de
dynamique moléculaire de modèles atomistiques d’interface, des calculs de structure électro-
nique au niveau de fonctionnel hybride et de GW , et un électrode computationnel standard
d’hydrogène (SHE). Notre étude comprend GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile et anatase
TiO2. Pour chaque semiconducteur, nous générons des modèles d’interface atomistique avec
de l’eau liquide au pH correspondant au point de charge zéro (pHZPC). Les simulations de
dynamique moléculaire sont démarrées de configurations initiales, dans lesquelles les mo-
lécules d’eau sont adsorbées de manière moléculaire (m) ou dissociative (d) sur la surface
du semiconducteur. Les décalages de bande calculés sont fortement influencés par le mode
d’adsorption à l’interface semiconducteur-eau, ce qui entraîne des différences supérieures à 1
eV entre les modèles m et d du même semiconducteur. Nous évaluons ensuite la précision de
divers schémas de structure électronique ab ini t io pour déterminer l’alignement des bandes.
Il est à noter que les fonctionnels hybrides ajustés pour reproduire la bande interdite expéri-
mentale du semi-conducteur donnent les prévisions les plus précises des positions des bandes
énergétiques du semiconducteur par rapport au SHE, montrant une erreur absolue moyenne
de 0.17 eV par rapport aux données expérimentales. Dans ce travail, nous essayons également
d’identifier le photocatalyseur optimal pour la séparation de l’eau en considérant la couver-
ture de surface et l’alignement d’énergie. Nous déterminons les concentrations en surface de
molécules d’eau, de protons et d’ions hydroxyles adsorbés aux interfaces semiconducteur-eau
mentionnées précédemment en fonction du pH. Ceci est réalisé par le calcul des constantes
d’acidité sur les sites de la surface, à partir de simulations de dynamique moléculaire ab
ini t io et d’une formulation grand-canonique d’adsorbats. Notre méthode est validée par
l’excellent accord du pHZPC résultant avec les données expérimentales. Nous montrons enfin
comment on peut déduire le potentiel d’un matériau semiconducteur en tant que photoca-
talyseur pour la dissociation de l’eau en combinant la nature de la couverture de surface et
l’alignement des bandes électroniques par rapport aux niveaux rédox correspondants.
Mots-clés : Amorphe, défaut, fonctionnel hybride, diffusion de trou, interfaces semiconducteur-
eau, alignement de bande, constante d’acidité
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1 Introduction
The alignment of defect levels with respect to the band edges of host materials and that of
electronic energy levels at a hetero-interface between two materials critically control the
performance of related electronic devices in such diverse areas as semiconductor electronics,
batteries, and electrochemical cells. The energy level alignment rests on the band edge energy
offset, and theoretical approaches at various levels have been developed to determine this
property. However, the corresponding energy level alignments in amorphous materials and at
solid-electrolyte interfaces still present fundamental challenges, due to the extreme complexity
of the structures. As a significant example, the alignment of defect levels in amorphous oxides,
determines the potential performance of these oxides in various applications when sizeable
concentrations of defects occur, which is of significance for the design of related devices.
The relative alignment of the semiconductor band edges and the redox levels in liquid water
corresponding to another representative example, clearly indicates the photocatalytic ability
of the semiconductor to promote the hydrogen reduction and water oxidation reactions and is
considered as a basic element in the design of highly efficient artificial photosynthesis systems.
Motivated by these issues, we develop in this thesis first-principles approaches to achieve the
alignment of energy levels in amorphous oxides and at semiconductor-water interfaces. We
investigate the influence of possible defects in amorphous Al2O3 and TiO2 on their electronic
properties and evaluate photocatalysts for water splitting through a combined analysis of the
surface coverage and energy-level alignment.
In the chapter of Introduction, we first report the current research status and challenge
of defect studies in amorphous oxides (Section 1.1). We then present the motivations for
conducting investigations of defects in am-Al2O3 (Section 1.2) and of hole transport in am-
TiO2 (Section 1.3). Next, the main processes in photocatalytic water splitting and the band
alignment requirement for the oxygen and hydrogen evolution levels of ideal photocatalysts
are reported in Section 1.4. In Section 1.5, we discuss the current research status of band
alignment at semiconductor-water interfaces, and point out that most of the computational
studies have been performed either neglecting the interactions at the semiconductor-water
interface or adopting various approximations to cope with them, which may lead to large
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errors and can affect the accuracy of oversimplified screening protocols. Finally, we present
the outline of this thesis in Section 1.6.
1.1 Defect study in amorphous oxides
Amorphous oxides are an important class of materials and have found numerous technologi-
cal applications, e.g., as electron collection electrodes in organic solar cells [1], channel layers
in transparent thin-film transistors [2, 3], high capacity negative electrodes in lithium batteries
[4, 5], and resistance switching layers in non-volatile memory devices [6]. It is experimentally
demonstrated that these oxides inevitably contain plenty of defects, either intentionally or
unintentionally as a result of the deposition process [7, 8, 9, 10, 11]. Therefore, there is consid-
erable interest in understanding how defects, either intrinsic or extrinsic, affect the electronic
properties, and consequently the performance of the material in the various applications. The
general understanding of defects in crystalline materials has progressed noticeably through a
profitable interaction between experiment and theory, the latter having evolved over the years
and grown into relatively standard protocols for evaluating defect energies and concentrations
[12, 13]. However, the study of defects in amorphous oxides has lagged behind. Two types
of approaches are typically followed. One approach consists in putting aside the disordered
nature of the oxide and taking various crystalline phases as suitable models for the amorphous
oxide. In an alternative approach, one adopts a truely disordered model structure of the
amorphous oxide, for instance, as generated by a quench from the melt through molecular
dynamics (MD). In the latter case, the actual defect investigation then follows the standard
protocol developed for studying defects in crystalline materials. However, neither scheme
fully captures the ability of the amorphous oxide to incorporate defects through structural
rearrangements.
The study of defects in a model structure of the amorphous oxide requires the consideration
of various aspects, which are not common to the study of defects in a crystalline solid. First, a
variety of sites needs to be taken under consideration to properly account for the different
chemical environments occurring in the amorphous system. This aspect is generally dealt with
in a statistical manner by considering a set of defect configurations that encompass the diver-
sity in the amorphous oxide. A second difficulty arises when extracting the proper energetics.
It is then necessary to disentangle the energy associated to the defect from the relaxation
energy of the amorphous structure, which is only partially captured in a model of finite size
and is subject to change upon defect generation or charge transition. To minimize this effect,
it has been proposed to introduce a cycling procedure to optimally capture the relaxation
energy of the amorphous structure [14, 15]. Third, the potential energy surface of amorphous
materials can be rather complex with plenty of local energy minima, so that the relaxation of a
defect created in an amorphous model generally leads to a local minimum, which may differ
significantly both in structure and in energy from the equilibrium configuration. The use of
MD and thermal annealing cycles facilitates the exploration of the potential energy surface
and generally leads to more stable defect configurations [14, 15]. Fourth, the nominal charge
2
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state of an extrinsic defect could differ from the charge added to the simulation cell, due to
its (partial) localization on intrinsic defects. All these considerations indicate that the study
of defects in an amorphous oxide requires particular care, which goes well beyond the trivial
extension of the procedure generally applied to defects in crystalline materials. In particular,
it also appears that it is recommended to have a deep understanding of the possible intrinsic
defects before considering the investigation of extrinsic impurities.
1.2 Motivation for investigating defects in am-Al2O3
Amorphous alumina (am-Al2O3), an earth-abundant oxide with a wide electronic band gap, a
low leakage current, and a modest value of dielectric constant. For these reasons, am-Al2O3
is widely used in a variety of technological applications. These include gate dielectrics in
metal-oxide-semiconductor (MOS) devices [16, 17, 18, 19, 20], coating layers for protecting
cathodes in lithium-ion batteries from corrosion [21, 22, 23], overlayers on hematite photoan-
odes for reducing the overpotential of the water splitting reaction [24]. In these applications,
the atomic layer deposition (ALD) technique is often used to deposit a-Al2O3 [25, 26, 27]. The
ALD procedure features metal-organic precursors which always undergo incomplete decom-
position, due to low-temperature growth conditions. This in turn leads to the incorporation of
a sizable amount of impurities [28, 29]. Concentrations up to 0.2 at. % of carbon [8] and ∼5.0
at. % of nitrogen [9] have been detected. ALD processes also make use of water, thus giving
non-negligible concentrations of hydrogen in the amorphous material [30].
However, despite clear evidence for the occurrence of such extrinsic impurities in am-Al2O3,
much less is known about the effects of these defects on the electronic properties of the
material and in turn on its performance in applied systems. Besides extrinsic impurities,
native defects such as the oxygen vacancy and interstitial in am-Al2O3 may also affect the
performance of MOS devices through leakage channels generated by deep levels in the band
gap of the channel materials. The experimental characterization of oxygen-related defect
states in am-Al2O3 has led to conflicting interpretations. Perevalov et al. [31] proposed oxygen
vacancies acting as electron traps in oxygen-deficient am-Al2O3 films produced via ALD on
the basis of electron energy loss, photoluminescence measurements, and density functional
theory (DFT) calculations. At variance, Århammar et al. [32] synthesized am-Al2O3 through
physical vapour deposition and investigated the defect states in the gap using X-ray absorption
and resonant inelastic scattering techniques. Supplementing their experimental results with
computational studies, they assigned the observed defect states to peroxy linkages between
two oxygen atoms (O-O) rather than to oxygen vacancies. Furthermore, the role of am-Al2O3
as an overlayer of hematite photoanodes has been debated. In fact, given the large band gap
of am-Al2O3 (6.1−7.0 eV [33, 34, 35]), photogenerated holes in the valence band of hematite
should not be able to migrate across the amorphous overlayer. A tunneling mechanism has
been invoked in Ref. [24]. Nevertheless, the interpretation of the experiments is still debated
and a possible role of defects in am-Al2O3, favoring or hindering the working mechanism of
these water splitting devices should be clarified.
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Up to now, extensive theoretical investigations of defects in am-Al2O3 have been performed
[36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51], but the vast majority of these studies
focused on crystalline phases of Al2O3. In particular, this applies to the impurities of carbon
and nitrogen in am-Al2O3. Given the significant difference in structure, density, and bandgap
between amorphous and crystalline Al2O3 [52], results concerning point defects in crystalline
Al2O3 cannot trivially be generalized to am-Al2O3. Therefore, a direct investigation of intrinsic
(e.g. oxygen vacancy and interstitial) and extrinsic defects (e.g. H, C and N impurities) in
am-Al2O3 is of great importance.
1.3 Motivation for investigating hole transport in am-TiO2
Titanium dioxide has been widely studied in the last decades due to its promising performance
in a variety of novel technologies, such as dye-sensitized solar cells [53], hydrogen storage
[54], photocatalytic water splitting [55], and sensors [56]. In this context, most of the ongoing
theoretical research has mainly focused on crystalline phases of TiO2, such as rutile, anatase,
and brookite, with a particular focus on the electronic structure [57, 58, 59, 60, 61], the sur-
face chemistry [62, 63], and the TiO2-water interface [64, 65, 66]. However, more recently
amorphous TiO2 (am-TiO2) has attracted the interest of a growing scientific community, due
to its possible application as switching material in resistive memory devices [67], blocking
layer in bulk heterojunction solar cells [68], and surface passivation layer in biosensors [69].
A deep interest in the electronic properties of am-TiO2 has arisen by recent unexpected ob-
servations [70, 71] of the performance of this material as a coating layer for photoanodes in
photocatalytic water splitting [70, 72, 73, 74, 75]. In particular, an am-TiO2 overlayer has been
used to stabilize Si, GaAs, GaP, and Fe2O3 photoanodes [70, 71]. Surprisingly, the insulating
overlayer of am-TiO2 does not only protect the photocatalyst from degradation, but it also
allows the photogenerated holes to diffuse through the amorphous layer showing a thickness
ranging from 4 to 143 nm and to reach the interface with liquid water [Fig. 1.1], thus behaving
as a leaky channel rather than as an insulating layer [70]. An attempt to explain this leaky
behavior in terms of oxygen vacancy hopping has recently been put forward [76], while a
possible role of extrinsic defects has been excluded due to the low estimated mobility of charge
carriers [77, 78]. However, the nature of intrinsic defects in amorphous materials has recently
been questioned and it has been proposed that oxygen vacancies may actually not occur in
amorphous oxides [15]. Therefore, it is of interest to investigate in more detail the possible
transport mechanisms of holes in a technologically revelant material, such as am-TiO2.
1.4 Water-splitting photocatalysts
Since the pioneering work of Fujishima and Honda in 1972 [55], large efforts have been devoted
to the study of photocatalytic water splitting, a promising and eco-friendly technology for fuel
production [79, 80, 81, 82, 83]. A key component of a photocatalytic system for water splitting
is the photocatalyst, a semiconducting material that harvests the artificial or natural light,
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Figure 1.1 – Cross-sectional schematic of a photoanode stabilized against corrosion in a 1.0
M KOH(aq) by a thick electronically defective layer of unannealed TiO2 deposited by ALD.
Instead of corroding the anode, the photogenerated holes are conducted through the TiO2 to
Ni electrocatalysts, where the holes are used to oxidize water to O2. [adapted from Ref. [70]]
Figure 1.2 – A schematic illustration of the photocatalysts and main processes in photocat-
alytic water splitting. Step (1): photon adsorption and electron-hole excitation; step (2):
electron-hole separation and migration to the surface; step (3): hydrogen and oxygen evolu-
tion reactions.
thus generating excited holes and electrons for the oxygen and hydrogen evolution reactions
respectively [Fig. 1.2], which take place at the interface with water [84]. An ideal photocatalyst
should have (i) a band gap Eg ≥ 1.23 eV, in order to straddle the hydrogen reduction and the
water oxidation redox levels in water, and (ii) Eg ≤ 3 eV to be able to capture the largest part
of the visible spectrum [85]. Moreover, a favorable alignment of the band edges with respect
to the redox levels of liquid water is crucial for the design of an efficient device. In particular,
the conduction band edge should be higher than the hydrogen reduction potential (H+/H2),
while the valence band edge should be lower than the water oxidation potential (H2O/O2), for
the overall reaction to be thermodynamically favorable [Fig. 1.3].
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Figure 1.3 – A diagram of the energetic requirements for the band edge positions of the
photocatalyst at the solid-water interface. Blue and red lines represent the valence band
maximum (VBM) and conduction band minimum (CBM), respectively. (a) Favorable band-
edge alignment with respect to redox levels; (b) unfavorable VBM position; (c) unfavorable
CBM position.
The search for the ideal photocatalyst has motivated the screening of candidate materials,
based on their physical properties [86, 87, 88, 89, 90]. In this context, electronic-structure
calculations have been deployed mainly for identifying materials with an adequate band gap
[86, 87]. Notwithstanding their general underestimation of the band gap [91, 92], density-
functional-theory (DFT) calculations have enabled the high-throughput screening of a large
number of candidate materials [86, 87]. Moreover, the recent development of advanced
electronic-structure methods going beyond DFT has largely improved the accuracy of calcu-
lated band gaps [93, 94], thus allowing also a more refined screening.
1.5 Current research status of band alignment at semiconductor-
water interfaces
The alignment of semiconductor band edges at the interface with liquid water has been
less studied. Most of the computational studies have been performed either neglecting the
interactions at the semiconductor-water interface or adopting various approximations to cope
with them. This has led to results of different levels of accuracy [95, 96, 97, 86, 87, 98, 99, 100,
88, 101, 102, 103, 104]. Castelli et al. calculated the band gap of semiconductors with DFT
calculations and used an empirical formula for connecting the position of the band edges with
the electronegativity of the material under consideration. This simple scheme was employed
to screen ∼19000 perovskites [86, 87]. Stevanovic´ et al. considered the band edges at the
semiconductor-water interface to be approximately equivalent to the ionization potential and
the electron affinity, which were then calculated at the GW level [98]. The same method was
employed to estimate the band alignment for monochalcogenides through the use of both
hybrid functionals and GW calculations [88].
The neglect of the atomic and electronic structure at the semiconductor-water interface may
lead to large errors and can affect the accuracy of oversimplified screening protocols [100].
6
1.6. Outline of the thesis
In particular, the orientation of the interfacial dipoles can only be accounted for through a
proper atomistic model of the semiconductor-water system. For this reason, a few studies
have recently incorporated such an atomistic description in the calculation of the band align-
ment. Cheng et al. aligned the band edges of rutile TiO2 and of InxGa1−xN with respect to
the standard hydrogen electrode, by combining ab initio molecular dynamics (MD) simu-
lations and the thermodynamic integration method [101]. In Refs. [100] and [89], the band
alignments were determined through the calculation of the electrostatic potential across
the semiconductor-water interface. Atomistic interface models were constructed by plac-
ing several layers of water molecules on a semiconductor slab. However, the structures of
these interface models were not equilibrated. Therefore, the calculated band offsets may still
suffer from the incorrect orientation of the dipoles at the interface. At variance, Kharche et
al. aligned the band edges of ZnO and GaN with respect to the vacuum level by combining
MD simulations of atomistic interfaces with self-consistent GW calculations of the band
gap [96]. However, it remained unclear whether the observed differences with respect to
experimental values should be assigned to the modelling of the interface structure or to the
electronic-structure method adopted for the calculation of the band gap and the band edges.
A similar alignment scheme was used to determine the band alignment of functionalized Si
surfaces in aqueous environment [105, 106].
As an outcome, available studies of the band alignment at semiconductor-water interfaces
have either screened a large set of materials through computational schemes of low accuracy
or focussed on few interface models at the atomistic level but subject to approximations, of
which the effect has yet to be fully understood. In this context, various electronic-structure
methods have been used but their accuracy in determining the band alignment has so far
not been assessed. However, this knowledge is fundamental to achieve band alignments
in a predictive way, especially when searching for novel materials with suitable electronic
properties.
1.6 Outline of the thesis
The present thesis is organized as follows. In Chapter 2, we give a description of the compu-
tational approaches used in this work. First, we introduce hybrid functionals such as PBE0
and HSE adopted in this research. We then discuss the formulation of defect charge transition
levels and defect formation energies, and describe the employed finite-size correction scheme.
After that, we introduce the thermodynamic integration (TI) method, which is used to calcu-
late the free energy difference between two given states. Subsequently, the theory behind the
computational standard hydrogen electrode (SHE) is presented. Finally, the computational
details in this work are reported.
In Chapter 3, we first study the electronic properties of the oxygen vacancy and interstitial in
am-Al2O3 and demonstrate that these defects do not occur, due to structural rearrangements
which assimilate the defect structures. The imbalance of oxygen is found to result in a nonstoi-
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chiometric compound in which the oxygen occurs in the form of O2− ions. Intrinsic oxygen
defects are concluded to be unable to trap excess electrons. Next, electronic properties of
carbon, nitrogen, and hydorgen impurities in am-Al2O3 are investigated. Hydrogen is found
to be amphoteric with a thermodynamic +1/−1 charge transition level lying at ∼4.6 eV above
the VBM. Hydroxyl groups are further shown to lead to the same defect states as observed for
hydrogen. Stable defect configurations related to carbon and nitrogen impurities are identified
through ab initio molecular dynamics and found to depend on the total charge set in the
simulation cell. Through the electron counting rule based on maximally localized Wannier
functions, we assess that carbon and nitrogen impurities are only found in neutral and in
singly positive charge states, respectively, which indicates that neither carbon nor nitrogen
give charge transition levels in the band gap. Moreover, the defect core units are shown to
incorporate a varying number of oxygen atoms, by which their formation energy depends
on the oxygen chemical potential µO. In oxygen poor conditions, both the carbon and the
nitrogen impurity favor bonding to Al atoms, while they tend to form single or double bonds
with oxygen atoms as µO increases.
In Chapter 4, an atomistic model of am-TiO2 consistent with the experimental characterization
is first constructed. We then demonstrate that the oxygen vacancies do not occur in am-TiO2,
as they can be assimilated by the amorphous structure upon structural rearrangement. Hence,
their role in hole diffusion is ruled out. Subsequently, it is found that O-O peroxy linkages are
formed in pristine am-TiO2 upon injection of excess holes. Finally, we show that such linkages
can provide a viable mechanism for hole diffusion in am-TiO2, as illustrated by a diffusion
path of 1.2 nm with energy barriers lower than 0.5 eV in our atomistic model of am-TiO2.
In Chapter 5, we first report the details of the electronic-structure calculations and present
the scheme used for the band alignment. Then, we determine the relative position of the
calculated SHE level versus vacuum by modeling the water-vacuum interface. The comparison
with the well-known experimental value (4.44 eV) allows us to assess the accuracy of the
obtained SHE level. Next, we discuss band gaps, ionization potentials, and electron affinities,
as achieved with the electronic-structure methods considered in this work, including various
GW methods and hybrid functionals. Then, we describe the protocol used to generate the
semiconductor-water interface models, to study their structural properties, and to determine
the relative stability of molecular and dissociated models. In the end, we present the calculated
band offsets, assess the overall accuracy of the employed methods, and compare our results
with previous work.
In Chapter 6, we study the acid-base chemistry and reactivity of eight different semiconductors
at the interface with liquid water: GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile TiO2 (r-TiO2), and
anatase TiO2 (a-TiO2). By combining extensive ab initio molecular dynamics (MD) simulations
with a grand-canonical formulation of adsorbates at the semiconductor water interface, we
determine the pH at the point of zero charge (pHPZC) and find excellent agreement with
the available experimental characterization for all considered semiconductors. Through
calculating the acidity constant (pKa) of the individual adsorption sites at the interface, we
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are capable of investigating for each material the stability of adsorbed protons, hydroxyl ions,
and water molecules at different values of pH. Furthermore, we align the band edges of the
considered semiconductors at the interface with water by applying a scheme based on the
use of potential offsets and of a computational standard hydrogen electron. Therefore, we
combine the acid-base chemistry with the alignment of the band edges with respect to the
redox levels pertaining to the water splitting reactions. This allows us to get fundamental
insights into the reactivity of potential photocatalysts, which would otherwise be inaccesible
with approximated computational schemes.
In Chapter 7, the conclusions of this thesis are drawn.
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2 Methodology
In Section 2.1, the hybrid functional approximations to density functional theory are discussed
focusing on PBE0 and HSE functionals. In Section 2.2, the methodology used to calculate
defect formation energies and charge transition levels as well as the adopted finite-size correc-
tion scheme are described. In Section 2.3, we introduce the thermodynamic integration (TI)
methods. In Section 2.4, the theory behind the calculated standard hydrogen electrode (SHE)
is presented. Finally, the basic settings for DFT calculations performed with the CP2K package
in this research work are described in Section 2.5.
2.1 Hybrid density functional theory
Density functional theory (DFT) is a widely used method for computing properties of materials
in many fields. This method is based on the Hohenberg-Kohn theorem [107] and on the Kohn-
Sham ansatz [108]. Although DFT is exact, the functional form of the exchange-correlation
(XC) functional is still unknown and thus has to be approximated. As the simplest class of
approximations to the XC functional, the local density approximation (LDA), in which the
exchange-correlation functional only depends locally on the electronic density, achieves
noticeable success in predicting properties of a wide range of systems, especially the ones
possessing slowly varying density, but generally fails in accurately describing the energetics of
chemical reactions. The generalized gradient approximation (GGA), in which the XC functional
depends on both the electronic density and its gradient, has been demonstrated to overcome
such deficiencies to a considerable extent. The GGA functional proposed by Perdew, Burke,
and Ernzerhof (PBE) is widely used due to its simplicity and accuracy [109]. However, it
suffers from significant band gap underestimations, as other local and semilocal functionals.
Generally, local and semilocal functionals underestimate the band gap of semiconductors
by 40% or even more [110], and tend to delocalize electronic states (including defects states).
Hybrid functionals [111], which combine the exchange of the GGA functional with a fraction of
exact-exchange derived from the Hartree-Fock (HF) method, overcome this problem to some
extent. They represent the forefront of density functional methods but are computationally
expensive. The most used hybrid functionals are the so called PBE0 and HSE functionals.
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2.1.1 PBE0 functional
The PBE0 functional [112, 113] mixes the Perdew–Burke-Ernzerhof (PBE) exchange energy and
the Hartree-Fock exchange energy along with the full PBE correlation energy, and is generally
written as:
EPBE0xc =αEHFx + (1−α)EPBEx +EPBEc . (2.1)
In this thesis, the range separated hybrid functional PBE0-TC-LRC [114, 115] is adopted with a
tuned cutoff radius. This functional has been implemented to allow for an efficient calculation
of exact exchange in CP2K. In this context, the PBE0-TC-LRC functional not only provides a
dramatical speedup of the calculations but also leads to no loss of accuracy. The exchange-
correlation part of this functional takes the following form:
EPBE0xc =αEHF,TCx +αEPBE,LRCx + (1−α)EPBEx +EPBEc , (2.2)
where EHF,TCx is the truncated Hartree-Fock exchange, E
PBE,LRC
x is the long range PBE exchange
with a truncated Coulomb potential, EPBEx is the PBE exchange and E
PBE
c is the PBE correlation.
The truncated Coulomb (TC) version of the Hartree-Fock exchange has the form:
EHF,TCx =−
1
2
∑
i , j
Ï
ψi (r1)ψ j (r1)g tc (r12)ψi (r2)ψ j (r2)d
3r1d
3r2, (2.3)
where the operator
g tc (r12)=

1
r12
for r12 <R
0 for r12 >R
. (2.4)
Here, R is the cutoff parameter. The long-range correction (LRC) is based on the PBE exchange
hole [114]. This functional is similar to HSE06 [116, 117] in that, unlike many other range-
separated hybrid functionals, it uses short-range exact exchange and a long-range semi-local
functional. In this work, the cutoff radius R is set to be less than but quite close to half of the
smallest lattice parameter of the supercell.
2.1.2 HSE functional
The HSE functional proposed by Heyd, Scuseria, and Ernzerhof [116], introduces a range
separation of the Fock integral by re-writing:
1
r
= erfc(ωr )
r︸ ︷︷ ︸
SR
+ erf(ωr )
r︸ ︷︷ ︸
LR
, (2.5)
where r is the electron-electron distance, erfc(ωr )= 1−erf(ωr ), and the parameter ω corre-
sponds to an inverse screening length and defines the extent of the exchange kernel in real
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space. In this way, only the short-range of the Fock-integral is added to the semilocal exchange:
EHSEx =αEFock,SRx (ω)+ (1−α)EGGA,SRx (ω)+EGGA,LRx (ω). (2.6)
In this context, the HSE functional reads as:
EHSExc = EHSEx +EPBEc =αEFock,SRx (ω)+ (1−α)EGGA,SRx (ω)+EGGA,LRx (ω)+EPBEc . (2.7)
It has been verified that the default setting of ω= 0.11 bohr−1 not only allows for a significant
speedup of the calculations but also preserves the accuracy of the HSE functional [116, 118].
As mentioned above, the parameter α is material dependent and can be tuned to reproduce
some properties of the material, such as the band gap in the case of a semiconductor. It
has been found that a linear dependence exists between the band-edge positions and the
parameter α [119]. In this thesis, all calculations within the hybrid functional scheme are
carried out with the freely available CP2K/QUICKSTEP package [120], with the auxiliary
density matrix method (ADMM) implemented [121, 114, 122]. This method, which features
the calculation of exchange integrals in a small auxiliary basis set, largely speeds up the
otherwise computationally expensive calculations at the hybrid functional level.
2.2 Defect study
In this thesis, defects in amorphous oxides are investigated by mainly focusing on the forma-
tion energy and on possible thermodynamic charge transition levels.
2.2.1 Defect formation energy
The formation energy Ef[X
q ] of a defect X in its charge state q as a function of Fermi energy
(²F) referred to the valence band maximum (²v) is given by the following equation [119, 13]:
Ef[X
q ]= Etot[X q ]+Eqcorr−Etot[bulk]−
∑
i
niµi +q(²F+²v+∆υ0/b), (2.8)
where Etot[X q ] is the total energy of the supercell containing a defect X in the charge state q ,
Etot[bulk] is the total energy of the pristine bulk supercell, ni is the number of added or sub-
tracted atoms of the species i needed to create the defect X , and µi is the respective chemical
potential. ²v is the valence band maximum (VBM) of the bulk model. In this thesis, unless
specified otherwise, the chemical potentials of hydrogen (µH), nitrogen (µN), and oxygen (µO)
are set to half the energy of an isolated hydrogen, nitrogen, and oxygen molecule, respec-
tively. The chemical potential of carbon is defined as µC = Etot[CO2]−2µO. Here, Etot[CO2]
represents the energy of an isolated carbon dioxide molecule. The potential alignment term
∆υ0/b accounts for the potential shift between the bulk and the neutral defect calculation. Fi-
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nally, Eqcorr corrects finite-size effects due to the long-range nature of the Coulomb interaction
which affects charged systems under periodic boundary conditions (PBC). In this thesis, the
total energy of a charged system is corrected according to the scheme proposed by Freysoldt,
Neugebauer, and Van de Walle [123]. When studying defects in a solid-state system, a crucial
quantity is the charge transition level. This is defined as the specific value of the electron
chemical potential ²F for which the formation energies of a defect in the charge states q and
q ′ are equal: Ef[X q ] = Ef[X q ′]. The expression of the corresponding charge transition level
reads as follows:
²(q/q ′)= (Etot[X
q ]−Etot[X q ′ ])+ (Eqcorr−Eq
′
corr)
q ′−q − (εv+∆υ0/b). (2.9)
2.2.2 Finite-size corrections
In the study of defects, it is often of interest to investigate the properties of an isolated defect
in an otherwise pristine crystal, due to the typically low concentration of defects reported
in experiments. Periodic boundary conditions (PBC) are ideal for the description of pristine
crystals and are thus often employed in density-functional-theory (DFT) calculations. Under
PBC, when defects are introduced in the computational cell, the cell should be sufficiently large
to eliminate the interactions of the defect with its periodic images. However, due to technical
constraints, the supercells are usually restricted to a limited number of atoms, resulting in
the impossible neglect of this unphysical interaction. In addition, supercell calculations for
systems containing charged defects must include a compensating background charge, since
the electrostatic energy of a system with a net charge in the unit cell diverges [124, 125]. The
occurence of unphysical electrostatic interactions of the defect with its periodic images and
the background charge causes the defect energy to converge only slowly with respect to the
supercell lattice constant L and to contain some spurious parts, which must be removed. In
this thesis, the finite-size correction scheme proposed by Freysoldt, Neugebauer, and Van de
Walle (FNV) [123] is adopted to eliminate these spurious energy contributions. This scheme is
shown to be robust and applicable to a large set of defects [13]. In the FNV framework, the
electrostatic finite-size correction energy (Eqcorr) is expressed as follows:
Eqcorr = Eiso−Eper−q∆Vq/0, (2.10)
where Eiso is the self-energy of the isolated charge distribution ρc , and Eper represents the
electrostatic energy of the system subject to periodic boundary conditions, including both the
self-energy of ρc as well as the interaction with the periodic images and with the background
charge. Here,
Eiso = 1
2
∫
Ω
Viso(r)ρc (r)dr, (2.11)
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and
Eper = 1
2
∫
Ω
Vper(r)ρc (r)dr. (2.12)
The integrals in eqs. 2.11 and 2.12 are carried out over the simulation cell Ω. The prefactor
1
2 is required to remove the double counting. The potential Viso is determined by solving
the Poisson equation for the isolated defect charge distribution ρc , while Vper is obtained by
solving the Poisson equation for the defect charge distribution ρc and the background charge
density n subject to periodic boundary conditions (the average of Vper is set to zero). The
potential alignment term q∆Vq/0 in eq. 2.10 is obtained by comparing the potential from the
model charge to the potential difference (charged vs neutral) in the DFT calculation:
∆Vq/0 = (V DFTq −V DFT0 )|far−V model|far. (2.13)
2.3 Thermodynamic integration
Thermodynamic integration (TI) is a widely used method to calculate the free energy difference
between two given states (e.g., A and B), whose potential energiesUA andUB show different
dependences on the spatial coordinates. Since the free energy of a system is a function of the
Boltzmann-weighted integral over phase space (i.e. partition function) rather than simply a
function of the phase space coordinates of this system, it is impossible to directly calculate the
free energy difference between states A and B . In the thermodynamic integration method, a
thermodynamic path between states A and B is defined first, which either corresponds to a
real chemical process or to an alchemical processes. An example alchemical process is the
Kirkwood’s coupling parameter method [126]. The free energy difference is then estimated by
integrating over ensemble-averaged enthalpy changes along this path.
It is known that the potential energy in either system A or B can be calculated as an ensemble
average over configurations sampled from a molecular dynamics or Monte Carlo simulation
with proper Boltzmann weighting. Here, we define a new potential energy functionU (λ) as:
U (λ)=UA+λ(UB −UA). (2.14)
where λ is a coupling parameter with a value ranging from 0 to 1. Therefore, the potential
energyU (λ) as a function of λ can vary from the potential energy of system A with λ= 0 to
that of system B with λ= 1. In the canonical ensemble, the partition function of the system
can be written as:
Q(N ,V ,T,λ)=∑
s
exp[−Us(λ)/kBT ], (2.15)
whereUs(λ) is the potential energy of state s in the ensemble with potential energy function
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U (λ) as defined above. The free energy of this system can be given by
F (N ,V ,T,λ)=−kBT lnQ(N ,V ,T,λ). (2.16)
When we take the derivative of F with respect to λ, we will find that it equals the ensemble
average of the derivative of potential energy with respect to λ.
∆F (A→B)=
∫ 1
0
∂F (λ)
∂λ
dλ=−
∫ 1
0
kBT
Q
∂Q
∂λ
dλ
=
∫ 1
0
kBT
Q
∑
s
1
kBT
exp[−Us(λ)/kBT ]∂Us(λ)
∂λ
dλ
=
∫ 1
0
〈
∂U (λ)
∂λ
〉
λ
dλ=
∫ 1
0
〈UB (λ)−UA(λ)〉λdλ (2.17)
The free energy change between states A and B can thus be calculated from the integral of
the ensemble averaged derivatives of potential energy over the coupling parameter λ [127]. In
practice, this calculation is carried out through the following four steps: (i) defining a potential
energy functionU (λ), (ii) sampling the ensemble of equilibrium configurations at a series of λ
values, (iii) calculating the ensemble-averaged derivative ofU (λ) with respect to λ at each λ
value, and (iv) computing the integral over the ensemble-averaged derivatives.
2.4 Computational standard hydrogen electrode
In this section, the theory behind the computational standard hydrogen electrode (SHE)
is presented [128]. Firstly, we express redox levels by developing a formulation based on
the grand-canonical approach [129], in analogy to that used for charge transition levels in
crystalline materials [12]. Then, the computational version of the SHE based on the reduction
of the hydronium ion (H3O+) into the H2 and H2O molecules is demonstrated.
2.4.1 Free energy of formation of solutes
We define the Gibbs free energy of formation of a solute X in the charged state q , Gqf [X ], as
follows [128]:
Gqf [X ]=Gq [X ]−G[bulk]−
∑
niµi +q(²v+µ)+Eqcorr, (2.18)
where Gq [X ] is the Gibbs free energy of the solute X in the charged state q , G[bulk] is the
Gibbs free energy of the pristine system, µi is the chemical potential of the added/subtracted
species i , ²v is the VBM of the bulk system, µ is the electron chemical potential, and E
q
corr is the
correction term taking into account electrostatic finite-size effects in periodic DFT calculations,
which is also estimated within Freysoldt-Neugebauer-Van de Walle (FNV) scheme, exactly the
same scheme as that used to study defects in crystalline materials [13, 123].
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The free energy difference associated to the reaction from the reactants (R) in charge state q to
the products (P) in charge state q ′ is given by the following expression:
∆G(q/q ′)=Gq ′ [P]−Gq [R]+ (²v+µ)(q −q ′)+Eq
′
corr−Eqcorr. (2.19)
The redox level can then be defined as the electron chemical potential for which the free ener-
gies of formation of X in the two charge states are equal, Gqf [R]=G
q ′
f [P], which corresponds
to
∆G(q/q ′)= 0, (2.20)
µ(q/q ′)= G
q [R]−Gq ′ [P]
q ′−q +
Eqcorr−Eq
′
corr
q ′−q −²v. (2.21)
2.4.2 Standard hydrogen electrode (SHE)
The standard hydrogen electrode (SHE), which is defined as a platinum electrode in a theo-
retical solution where aqueous protons have no interactions with other ions, is based on the
following half-reaction [128]:
H+(aq)+e−→ 1
2
H2(g). (2.22)
In this thesis, a computational version of the SHE proposed by Sprik et al. [101] is adopted,
which corresponds to the following modified half-reaction:
H3O
+(aq)+e−→ 1
2
H2(g)+H2O. (2.23)
Therefore, in the DFT-MD simulations, the solvated proton is approximated with the hydro-
nium ion. In this approximation, the transfer of protons from one water molecule to another
is neglected. The half-reaction associated with eq. 2.23 can be divided into the following two
consecutive reactions:
H3O
+(aq)→H+(g)+H2O, (2.24)
and
H+(g)+e−→ 1
2
H2(g). (2.25)
The respective free energies corresponding to these two reactions are expressed as:
∆G1(SHE)=Gq=+1[H+(g)]+Gq=0[H2O(l)]−Gq=+1[H3O+(aq)]−Eq=+1corr , (2.26)
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∆G2(SHE)=Gq=0
[
1
2
H2(g)
]
−Gq=+1[H+(g)]−²v−µ. (2.27)
Here, the free energy difference Gq=0[H2O(l)]−Gq=+1[H3O+(aq)] can be calculated from the
deprotonation reaction of the hydronium cation via a thermodynamic integral ∆dpAH3O+ of
vertical deprotonation energies ∆dpEH3O+ ,
Gq=0[H2O(l)]−Gq=+1[H3O+(aq)] =
∫ 1
0
〈∆dpEH3O+〉ηdη−∆zpEH3O+
= ∆dpAH3O+ −∆zpEH3O+ , (2.28)
where ∆dpEH3O+ is a zero-point motion correction, which accounts for the error due to the
classical treatment of the nuclei in DFT-MD simulations. This quantity ∆zpEH3O+ =
∑3
i=1
hvi
2
can be estimated by calculating the vibrational frequencies (vi ) of the related normal modes
associated with a proton in the hydronium ion. The free energies of the gas-phase hydrogen
(Gq=0
[1
2 H2(g)
]
) and proton (Gq=+1[H+(g)]) are calculated as follows:
Gq=0
[
1
2
H2(g)
]
= 1
2
(EH2 +µtransH2 +µrotH2 +µvibH2 )=µH, (2.29)
Gq=+1[H+(g)]= EH+ +µtransH+ =µH+ , (2.30)
where EH2 is the total energy of the hydrogen molecule in vacuum, evaluated from a DFT
calculation of an isolated hydrogen molecule. EH+ is the total energy of the proton in vac-
uum and vanishes (EH+ = 0). µtransH2 , µrotH2 , and µvibH2 represent the translational, rotational, and
vibrational contributions to the free energy of H2(g), respectively. µtransH+ represents the transla-
tional contribution to the free energy of H+(g). The translational, rotational, and vibrational
contributions to the free energy can be calculated from the respective partition functions,
Ztrans, Zrot, and Zvib [130]. In the calculations, we adopt the standard state of concentration,
corresponding to a temperature of T = 298 K and pressure of p = 24.46 atm (1 mol/l).
The free energy associated to the overall SHE reaction (eq. 2.23) is given by the sum of the free
energies expressed by eqs. 2.26 and 2.27,
∆G(SHE) = ∆G1(SHE)+∆G2(SHE)
= ∆dpAH3O+ −∆zpEH3O+ −E
q=+1
corr +µH−²v−µ. (2.31)
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From ∆G(SHE)= 0 [cf. eq. 2.20], we obtain
µ(SHE)=∆dpAH3O+ −∆zpEH3O+ −E
q=+1
corr +µH−²v. (2.32)
2.5 Computational details
In this research, all the calculations are carried out with the freely available CP2K suite of
codes, except the GW calculations of band gaps of semiconductors, which are performed
with the ABINIT code [131]. The CP2K code features a combined atomic basis set/plane-wave
approach: atom-centered Gaussian-type basis functions are used to describe the orbitals
and an auxiliary plane-wave basis set is employed to re-expand the electron density. Here,
analytical Goedecker-Teter-Hutter pseudopotentials [132, 133] are used to account for core-
valence interactions. We use a triple-ζ correlation-consistent polarized basis set (cc-pVTZ)
[134] for O, H, C, P, N, and S atoms, and the shorter range molecularly optimized double-ζ basis
set with one polarization function [135] for Al, Ti, Ga, As, Cd, Zn, and Sn atoms. For the plane-
waves, a cutoff of 500 Ry is employed. The Brillouin zone is sampled at the sole Γ point. In this
thesis, all structural relaxations are carried out with the PBE functional under a force tolerance
of 10−4 hartree/bohr. All molecular dynamics (MD) simulations are performed in the NVT
ensemble with the rVV10 functional [136] for systems containing H2O water molecules and
the PBE functional for the other systems. The temperature is controlled by a Nosé−Hoover
thermostat [137, 138]. In order to overcome the band gap underestimation associated with the
use of the PBE, the electronic properties of various defects in am-Al2O3 are finally evaluated at
the HSE level [116, 118] with the fraction of Fock exchange α= 0.44 and the range-separation
parameter ω= 0.11 bohr−1.
2.5.1 Molecular dynamics simulations of semiconductor-water interfaces
Molecular dynamics (MD) simulations of the semiconductor-water interfaces are performed
with the rVV10 functional, which accounts for nonlocal van der Waals interactions [139, 140].
The parameter b of the rVV10 functional is set to the value of 9.3, in order to correctly reproduce
the density and the structural properties of liquid water [136]. The MD simulations are carried
out in the NVT ensemble with a time step of 0.5 fs. The temperature is set at 350 K to ensure
a frank diffusive motion of liquid water and is controlled by a Nosé−Hoover thermostat
[137, 138].
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3 Defects in amorphous Al2O3
This chapter first introduces the method for generating model structures of the defects of
interest in Section 3.1. Then, intrinsic (e.g. oxygen vacancy and interstitial) and extrinsic
defects (e.g. interstitial hydrogen, carbon and nitrogen) in am-Al2O3 are discussed in Sections
3.2 and 3.3, respectively. Next, the possible electrical activity of the defect levels identified in
this work is discussed in Section 3.4. The conclusions of this chapter are drawn in Section 3.5.
3.1 Model generation
We use the model of am-Al2O3 generated in Ref. [52], which features an orthorhombic su-
percell containing 64 Al and 96 O atoms, with lattice constants of 11.47, 11.24, and 12.78
Å, corresponding to a mass density of 3.29 g/cm3 in accord with the experimental range
(3.05−3.65 g/cm3) [141, 142, 143]. This bulk model was produced via ab initio MD simulations
through a quench from the melt. The obtained structure shows good agreement with neutron
diffraction experiments [52, 141]. With the setting of the fraction of Fock exchange α = 0.44
and the short-range parameter ω = 0.11 bohr−1, the HSE functional reproduces well the exper-
imental band gap of 9.13 eV of α-Al2O3 and also gives a bandgap of 6.63 eV for this am-Al2O3
model in accord with the experimental range 6.1−7.0 eV [33, 34, 35]. For the native defects
(e.g. interstitial oxygen) and the extrinsic impurities (e.g. hydrogen, carbon and nitrogen),
defect structures are generated by a two-step procedure. First, we identify available voids in
the amorphous structure, in which the defect atom (O, H, C, and N) is placed. For this, we
carry out a Voronoi analysis, which determines the position and the size of the available voids.
For each defect atom and for each considered charge state, ten such voids with radii between
1.7 and 2.5 Å are selected and ten different initial configurations are generated by placing
the defect atom at their center. Next, each initial configuration is allowed to evolve through
ab initio MD simulations in the NVT ensemble for a duration of 3 ps. The temperature is set at
1000 K through a Nosé-Hoover thermostat [138, 137]. In this way, the defect atom can optimize
its structural configuration on an affordable time scale. It should be noted that the barriers
that can be overcome with such a temperature are just of the order of 0.1 eV. In our simulations,
these barriers are overcome in a couple of picoseconds. Hence, on the macroscopic time
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scales of typical experimental conditions, the system would easily undergo such structural
rearrangements, independently of the adopted growth method. We then sample structural
configurations at simulation times of 1, 1.5, 2, 2.5, and 3 ps of every MD trajectory and fully
relax the structures, until the forces are smaller than 10−4 Ha/bohr. Among these 5 relaxed
configurations, only the lowest-energy one is kept for further investigation, resulting in 10
models for each defect atom in a given charge state. During the MD runs, the structural
rearrangement induced by the defect is always accompanied by a general relaxation of the
amorphous structure. To minimize the influence of this effect on the defect formation energy,
we carry out a cycling procedure, as proposed earlier in the study of defects in amorphous
HfO2 (Ref. [14]) and Al2O3 (Ref. [15]). In this procedure, we first remove the inserted defect
atom from its relaxed configuration and relax the resulting structure. Hence, we reinsert the
defect atom and relax the structures again. The cycling is continued until the total energies of
both the defective and the pristine bulk systems converge within 10−3 eV. In this procedure, we
only retain the model when the final configuration for the pristine amorphous system shows
an energy that is lower than its initial energy and a band gap that does not differ by more than
0.2 eV from the initial one.
3.2 Intrinsic defects in amorphous Al2O3
3.2.1 Oxygen vacancy
We first focus on the oxygen vacancy (VO), which is found to be an important defect in
crystalline Al2O3, as well as in numerous other oxides [144, 145, 146, 147]. In our calculations,
VO is created by directly removing an O atom from the pristine bulk am-Al2O3 model. For
removal, we consider five threefold and five fourfold coordinated O atoms [Fig. 3.1], yielding a
distinct defect model for each case upon full structural relaxation. We do not find significant
differences among these ten models. The relative energies of the various charge states are
illustrated in Fig. 3.2(a) for the most stable VO model. As for crystalline oxides [36, 37, 39, 40, 41],
the neutral and the +2 charge states are the most stable ones with a +2/0 charge transition
level occurring in the band gap of am-Al2O3 at ∼5 eV from the VBM.
Figure 3.1 – Representation of (a) a threefold and (b) a fourfold O atom in am-Al2O3, prior to
vacancy formation.
To investigate the stability of the neutral oxygen vacancy (V0O), we then carry out an annealing
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Figure 3.2 – Relative energies of am-Al2O3 upon removal of one O atom, (a) before and (b) after
MD annealing. The energies are referred to the energy of the neutral defective system after MD
simulation. The extent of the defect state upon the removal of one neutral O atom is illustrated
(c) before and (d) after the MD simulation; (e) total energy during the annealing cycle of the
neutral O vacancy, obtained by full structural relaxation from configurations occurring during
the MD evolution; (f) corresponding evolution of the occupied single-particle energy level of
the system upon MD annealing.
cycle using ab initio molecular dynamics. Through the use of a Nosé-Hoover thermostat
[138, 137], the defect system is first equilibrated at 2000 K for 8 ps and then progressively
cooled down to 800 K over a period of 8 ps, corresponding to a cooling rate of 150 K/ps. Other
tested cooling rates (100, 200, 300 K/ps) produce final structures of equivalent total energy.
We here use a high annealing temperature to accellerate the transition of energy barriers in
the structural relaxation around the defect in order to restrain the process to time scales that
can be afforded in MD simulations.
To monitor the total energy during the evolution, the system is fully relaxed from MD config-
urations at regular intervals showing that a stabilization of almost 5 eV is achieved through
the annealing cycle [Fig. 3.2(e)]. The evolution is continued until the total energy has clearly
reached a plateau value. Recalculation of the defect energies in the various charge states
reveals that the charge state +2 now dominates throughout the band gap [Fig. 3.2(b)]. This
stabilization is accompanied by a complete disappearance of the void resulting from O re-
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moval. Interestingly, even the doubly occupied localized electronic state associated to the
vacancy [Fig. 3.2(c)] has evolved to a delocalized state [Fig. 3.2(d)], with a concurrent shift of
its single particle level from 2.8 eV above the VBM to the conduction band edge [Fig. 3.2(f)].
Starting the MD from the oxygen vacancy in the +2 charge state, we observe that the localized
unoccupied single particle level similarly disappears upon annealing. These results indicate
that the vacancy is completely assimilated by the amorphous structure, a property which has
previously also been observed for O vacancies in amorphous HfO2 [146]. Since any signature
of defect localization has vanished, the use of defect formation energies as defined in Eq. 2.8 is
inappropriate and the energies in Fig. 3.2 have been referred to the neutral configuration after
annealing. The stability of the +2 charge state and the occurrence of delocalized electrons in
the neutral charge state indicate that oxygen removal corresponds to the removal of an O2−
ion, whereby the amorphous is turned into a defect-free substoichiometric oxide, am-Al2O3−δ.
Thus, unlike in crystalline phases, the oxygen vacancy cannot serve as an electron trap in
am-Al2O3. The oxygen deficiency results in a release of electrons, which extra charge are likely
to be compensated by the formation of defect cores related to N and C impurities, especially
under the oxygen poor conditions [cf. Section 3.3].
3.2.2 Interstitial oxygen
Next, we investigate the interstitial oxygen (Oi) in am-Al2O3, with 3 different charge states:
0, −1, and −2 considered. For the charge state −2, the inserted O2− ion is found to be either
threefold or fourfold coordinated [Fig. 3.1], being thus indistinguishable from regular oxygen
configuratioins in pristine am-Al2O3. The same structural configurations are encountered for
O−. In the neutral charge state, we systematically observe the formation of an O−O peroxy
linkage with an average bond length of 1.51 Å. Here, two bonding patterns for this peroxy
linkage are observed: (i) the two O atoms in the peroxy linkage are bonded to different Al
atoms [Fig. 3.3(a)] and (ii) the O atoms form one bond to the same Al atom [Fig. 3.3(b)], which
are marked as (O−O)I and (O−O)II, respectively. We verify that the formation of this linkage is
robust against further structural relaxation at the HSE level. The occurrence of O−O linkages
is consistent with NEXAFS and EELS experiments [32].
Figure 3.3 – Representation of the O−O peroxy linkages formed upon the insertion of an
neutral oxygen in am-Al2O3.
The formation energy diagram of Oi in am-Al2O3 are shown in Fig. 3.4. The neutral and −2
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Figure 3.4 – Formation energy of Oi in various charge states as a function of Fermi energy. The
chemical potential of oxygen is set to half the energy of an oxygen molecule. Solid and dashed
lines correspond to the average and minimum values, respectively.
charge states are the most stable charge states with a 0/−2 charge transition level at ∼2.5 eV
above the VBM. The charge state −1 is metastable. A statistical analysis of formation energies
related to various configurations of O0 and O2− are summarized in Table 3.1. It is noticed that
the O2− ion bonding to four Al atoms is energetically more favorable (by ∼0.6 eV) than the one
bonding to 3 Al atoms, which can be attributed to the significant stabilization of the O2− ion
resulting from the extra Al−O bond. In addition, the (O−O)I configuration is found to be more
stable than the (O−O)II one by 0.56 eV, because of the significant distortion of the O−Al−O
angle occuring in the latter configuration.
Since extra or missing of O atoms in am-Al2O3 generally appear in the form of O2− ions, we
investigate whether the formation of an O−O peroxy linkage observed in the case of the neutral
Oi could be induced by electron depletion. To this aim, we introduce one or two holes (h+)
in the pristine am-Al2O3 model, and apply the same computational procedure employed for
Oi. Formation energies of holes in am-Al2O3 obtained before and after MD simulations are
comparatively shown in Fig. 3.5. Here, only the formation energies corresponding to the most
stable model structures are considered, given that they differ by less than 0.5 eV from the
average achieved over the set of ten model structures we have kept for each defect. Before
Table 3.1 – Formation energies (in eV) with standard deviations (σ) for various Oi defects in am-
Al2O3. The electron chemical potential is taken at the top of the valence band. Al3−n−O2−−Aln
and Al4−n−O2−−Aln configurations correspond to O2− threefold and fourfold coordinated
with Al atoms, respectively. (O−O)I and (O−O)II correspond to the peroxy configurations
shown in Fig. 3.3 (a) and (b), respectively.
Configuration
formation energy
σ
avg. min.
Al3−n−O2−−Aln 7.01 5.70 0.33
Al4−n−O2−−Aln 5.42 5.29 0.16
(O−O)I 0.53 0.26 0.28
(O−O)II 1.09 0.88 0.23
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MD simulation [Fig. 3.5(a)], the single hole is found to be bound with a binding energy of
∼2 eV, while the system with two holes does not lead to any localized state. However, upon
MD simulations, the energy diagram changes considerably [Fig. 3.5(b)]. In particular, the
system with two holes undergoes significant stabilization [Fig. 3.5(c)] with its unoccupied
single particle state moving from the valence band all the way to the conduction band [Fig.
3.5(d)]. These changes result from the rearrangement of the amorphous structure leading to
the formation of an O−O peroxy linkage. In view of these observations, the neutral state of Oi
should be interpreted as the occurrence of an O2− ion with two independent holes. Indeed,
this interpretation is also supported by the calculated formation energies. As illustrated in
Fig. 3.5(b), we find that the stabilization energy upon the formation of the peroxy linkage
is the same when the holes are introduced in the pristine am-Al2O3 or in am-Al2O3 with an
additional O2− ion, i.e. Ef[O0i ]−Ef[O2−i ] = Ef[2h+]. We remark that the formation of a O−O
linkage is a reversible process. When the two missing electrons are returned, they first go
into the conduction band but eventually their energy level returns to the valence band upon
structural rearrangements which break the O−O bond. Hence, we conclude that the formation
of the peroxy linkage is a direct consequence of electron depletion and that the associated
charge transition level at 2.5 eV corresponds to the binding of two holes in pristine am-Al2O3.
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Figure 3.5 – Formation energies of one and two holes in am-Al2O3 as a function of ²F with
respect to VBM, (a) before and (b) after MD simulations. The formation energy difference
between the charge states 0 and −2 for the Oi, Ef[O0i ]−Ef[O2−i ], is reported for comparison; (c)
total energy during the annealing cycle of the amorphous system with two holes, obtained
by full structural relaxation from configurations occurring during the MD evolution; (f) cor-
responding evolution of the unoccupied single-particle energy level of the system upon MD
annealing.
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3.3 Extrinsic impurities in amorphous Al2O3
3.3.1 Hydrogen
We first focus on hydrogen, which has been extensively investigated in crystalline Al2O3
[40, 39, 45, 42], as well as in numerous other oxides [45, 42, 148, 149, 14, 150, 151, 152, 153, 154].
In our calculation, three charge states are considered: +1, 0, and −1. Upon MD, the H+ is
found to bond either to a twofold [Fig. 3.6(a)] or to a threefold coordinated O atom [Fig. 3.6(b)].
On average, configurations with attachments to twofold coordinated O atoms are found to be
0.75 eV more stable than those involving threefold coordinated O atoms. Similarly, H− can
form single bonds to Al atoms [Fig. 3.6(d)], but it can also bridge two Al atoms [Fig. 3.6(c)],
with the latter configuration being ∼0.9 eV more stable.
Figure 3.6 – Relaxed atomic configurations of H+, bonding (a) to a twofold coordinated O
atom and (b) to a threefold coordinated O atom, and of H− (c) bridging two Al atoms and (d)
bonding to a single Al atom. Al atoms are shown in cyan, O atoms in red, and H atoms in
white.
In order to investigate the stabilization effect resulting from the MD simulations, the configu-
rations achieved by MD and by structural relaxation only are compared. For H+ and H−, the
achieved structural configurations show a similar first-neighbor coordination shell. However,
a different description applies to the case of the neutral hydrogen atom (H0). After structural
relaxation without performing any MD, H0 stays at the center of the void, minimizing the
interactions with the surrounding atoms, as previously found in other oxides [42, 45, 14].
At variance, upon MD, the H atom bonds to an oxygen atom [Fig. 3.6(a) and (b)]. This implies
that the neutral H atom undergoes oxidation and becomes positively charged (H+). The
missing electron has been donated to the conduction band (CB) of am-Al2O3, as attested by
the delocalized nature of the highest occupied Kohn-Sham orbital (HOMO). In experiments,
the detached electron may give rise to the formation of negatively charged defects. In any
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event, the present results clearly indicate that neutral H cannot occur in am-Al2O3.
Figure 3.7 – (a) Average formation energies of hydrogen in am-Al2O3 as a function of the Fermi
energy (²F) referred to the VBM, obtained with (solid) and without (dashed) MD simulations.
The +1/−1 charge transition level is marked by black arrows. (b) The calculated defect level is
compared with corresponding ones in κ-Al2O3 (Ref. [40]) and in α-Al2O3 (Refs. [42, 51]). The
band structures of the three phases of alumina are aligned through the 2s level of twofold
coordinated O atoms following Ref. [52]. The universal hydrogen level (red dotted) of Ref. [102]
is included through the alignment between GaAs and am-Al2O3 measured in Refs. [33, 34, 35].
The formation energies of H in am-Al2O3 are shown in Fig. 3.7(a) as a function of Fermi level
for the charge states +1, −1, and 0. For each charge state, we find that the average formation
energies upon MD are lower than those achieved without MD by ∼0.6 eV, indicating that the
MD runs significantly contribute to the stabilization of hydrogen impurities in amorphous
oxide models. As found in numerous semiconductors and oxides [102, 42], the stable states
correspond to the charge states +1 and −1. We also remark that when the Fermi level is in
the CB, the energy of H0 is higher than that of H+ upon MD, further supporting that H0 is
unstable. Upon MD, the +1/−1 charge transition level is found in the gap of am-Al2O3 at 4.63
eV above the VBM. Otherwise, when only structural relaxations are performed, this level is
found at 4.65 eV, barely different from the case with MD. For both H+ and H−, we also examine
the density of states (DOS) and do not observe any single-particle energy level in the band
gap of am-Al2O3. In Fig. 3.7(b), the calculated defect level due to hydrogen is compared with
previous calculations for crystalline phases of Al2O3 [40, 42, 51]. One notices that the level
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found in the amorphous oxide differs noticeably from both results obtained with crystalline
models. Interestingly, the former falls within 0.4 eV from the universal hydrogen level of Van
de Walle and Neugebauer [102], while the latter differ from this level by more than 1 eV.
Experimental work has revealed that an ultrathin layer of am-Al2O3 deposited on hematite can
greatly enhance its performance in splitting water [24]. However, hydroxyl ions in water may
penetrate into the voids of am-Al2O3, and corrode the overlayer. With the aim of clarifying
the nature and the potential impact of hydroxyl ions, we include this impurity in our study
and consider two charge states (OH− and OH0). Upon MD simulations, the interstitial OH− in
am-Al2O3 is found to merge with the amorphous network, the inserted O atom bonding to
two or three Al atoms. The obtained configurations precisely correspond to those of H+ in
am-Al2O3 [Figs. 3.6(a) and (b)]. The full assimilation of the OH− into the amorphous structure
is also supported by the energetics. Indeed, Fig. 3.8 shows that the formation energy of OH−
barely differs from the sum of the formation energies of O2− and H+. Insofar OH− is equivalent
to the combination of H+ and O2−, there are no single-particle energy levels in the band gap
associated with OH−. As far as OH0 is concerned, the same behavior is observed as for OH−.
The extra hole is found in a valence-band-like state in which it is shared by two O atoms of
the amorphous oxide, as can be inferred through the inspection of the lowest unoccupied
molecular orbital (LUMO).
Figure 3.8 – Average formation energies of interstitial OH−, H+, and O2− in am-Al2O3 as a
function of Fermi level referred to the VBM, as obtained upon MD runs. The sum of the
formation energies of H+ and O2− is also given (black) to be compared with that of OH− (red).
3.3.2 Carbon
We investigate carbon as a possible impurity in am-Al2O3, as metal-organic precursors are
often used in the ALD technique when growing this oxide [155, 30, 156]. In monoclinic HfO2,
carbon has been suggested to occur in various configurations with the charge imbalance being
compensated by an additional defect, such as an oxygen vacancy [157]. In order to explore
carbon-related configurations in am-Al2O3 broadly, the carbon impurity is positioned at the
centers of ten different voids after which the geometry is optimized by performing MD. This
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procedure is repeated for different total charges Q of the simulation cell. Since carbon atoms
assume even oxidation states in their oxide (e.g. CO and CO2) and hydride (e.g. CH4 and C2H4)
molecules, we start our investigation by first considering the total charge Q =+4, +2, 0, −2,
and−4. It is important to realize that the nominal charge q carried by the carbon impurity and
appearing in the definition of the formation energy in Eq. (2.8) does not necessarily correspond
to the total charge Q, as the added charge could localize elsewhere in the simulation cell.
Figure 3.9 – Carbon related defect configurations and their skeletal formulas, as obtained with
total charge Q =+4, +2, 0, −2, and −4. In the atomic configurations, Al, O, and C atoms are
shown in cyan, red, and blue, respectively. In addition, the centers of the relevant maximally
localized Wannier functions are indicated by small green spheres.
The configurations of the carbon impurity resulting from our investigation for each total charge
Q are shown in Fig. 3.9. For Q = 0, we identify two kinds of structures. In one of them, the C
impurity shows sp3 hybridization and bonds to two oxygen atoms and two aluminum atoms
[Fig. 3.9(d)]. In the other one, the C impurity is sp2 hybridized and shows a first-neighbor shell
with one double-bonded O atom and two single-bonded Al atoms [Fig. 3.9(c)]. ForQ =−2 and
Q =−4, we find carbon in sp3 configurations, with either three Al atoms and one O oxygen
atom or four Al atoms in the first-neighbor shell, respectively. For Q = +2 and Q = +4, the
carbon impurity is sp2 hybridized. In the case Q =+2, the first-neigbor shell of the carbon
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atom consists of one aluminum atom and two oxygen atoms, one of the latter being double
bonded, i.e. showing a pi bond in addition to a σ bond. For Q =+4, the defect configuration
corresponds to a planar CO3 structure, in which one of the O atoms is double bonded.
Figure 3.10 – Absence of charge transition levels of carbon and nitrogen impurities in am-Al2O3
compared with the levels for the same impurities in α-Al2O3 reported in Ref. [38]. The latter
include defect levels from substitutional sites to Al (red), substitutional sites to O (green), and
interstitital sites (black). The alignment between am-Al2O3 and α-Al2O3 is taken from Ref.
[52].
In order to rationalize the electronic structure of these defect configurations, we adopt an
analysis based on maximally localized Wannier functions (WF) [158], which yields a real-space
representation of the electron localization. The centers of these WFs are indicated by small
green spheres in Fig. 3.9. Such a WF analysis allows us to distinguish the nature of the chemical
bonds (single vs. double bonds) and hence to determine the nominal charge state of the C
impurity. The WF analysis enables electron counting, which reveals that four electrons can
be assigned to the carbon impurity in all defect configurations [Fig. 3.9], corresponding to
a nominally neutral defect state with q = 0. Since all the identified defect states are locally
neutral, there are no thermodynamic charge transition levels in the band gap. This important
result is illustrated in Fig. 3.10, where the absence of any charge transition level in am-Al2O3
is contrasted with the multitude of charge transition levels found for the carbon impurity
in crystalline α-Al2O3 [38]. These differences highlight that the properties of defects in an
amorphous oxide cannot be inferred relying on the study of crystalline counterparts.
From the configurations found in Fig. 3.9, we remark that the number of O atoms in the first-
neighbor shell reduces with Q decreasing from +4 to −4, suggesting a connection between
total charge and available O atoms. This is consistent with our results in Section 3.2 on intrinsic
defects in am-Al2O3, in which it was found that adding or removing O2− just produces a defect-
free nonstoichiometric oxide (am-Al2O3±δ) [15]. Following these lines, the charge imbalance
resulting from Q 6= q can be associated to the addition or removal of O2− ions to the core of
the defect, similar in spirit to the dopant compensation found in HfO2 [157].
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Figure 3.11 – Schematic representation of charge compensation induced by the insertion of
carbon in the simulation cell under the condition of total charge Q =+4.
Table 3.2 – Charge in the simulation cell Q, nominal defect charge q , inferred defect core unit,
and observed atomic structure for the carbon impurity in am-Al2O3.
Q q Core unit Atomic structure
+4 0 C4+⊕2O2− CO3
+2 0 C2+⊕O2− AlCO2
0 0 C0 Al2CO2 and Al2CO
−2 0 C2−ªO2− Al3CO
−4 0 C4−ª2O2− Al4C
Let us focus for instance on the caseQ =+4. In this case, a neutral defect with q = 0 is obtained
by considering that two O2− ions of the amorphous structure should actually be considered as
an inherent part of the defect, as illustrated graphically in Fig. 3.11. We therefore effectively
focus on a neutral defect core unit composed of C4+ and two O2−. The formation energy of
such a neutral defect unit can then be expressed with respect to a host consisting of Al2O3
with two missing O2− ions:
Ef[C
4+⊕2O2−]= Etot[Al2O3⊕C4+]−µC−2µO−Etot[Al2O3ª2O2−], (3.1)
where Etot[Al2O3⊕C4+] refers to the total energy of the simulation cell with the carbon impurity
and Q =+4, and Etot[Al2O3ª2O2−] to the total energy of a pristine amorphous system of the
same size from which two O2− ions have been removed. Following the same rationale, defect
core units can be established for the other values of Q and have been summarized in Table 3.2.
We give the corresponding formation energies explicitly:
Ef[C
2+⊕O2−]= Etot[Al2O3⊕C2+]−µC−µO−Etot[Al2O3ªO2−], (3.2)
Ef[C
0]= Etot[Al2O3⊕C0]−µC−Etot[Al2O3], (3.3)
Ef[C
2−ªO2−]= Etot[Al2O3⊕C2−]−µC+µO−Etot[Al2O3⊕O2−], (3.4)
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Ef[C
4−ª2O2−]= Etot[Al2O3⊕C4−]−µC+2µO−Etot[Al2O3⊕2O2−]. (3.5)
A general expression for Eqs. 3.1−3.5 can be cast in the form:
Ef[C
Q ªnO2−]= Etot[Al2O3⊕CQ ]−µC+nµO−Etot[Al2O3⊕nO2−], (3.6)
where n =−(Q −q)/2, with q = 0 and Q =+4, +2, 0, −2 and −4. In Eq. 3.6, all quantities are
known except the last term, Etot[Al2O3⊕nO2−], with n =−2, −1, 0, +1, and +2. Such terms
can be related to the formation energy of n O2− ions:
Ef[nO
2−]= Etot[Al2O3⊕nO2−]−nµO−Etot[Al2O3]−2n(²F+²v), (3.7)
where finite-size corrections and alignment terms have been omitted for clarity. Assuming
linearity, we further express the formation energy of n O2− ions in terms of that of a single O2−
ion:
Ef[nO
2−]= n ·Ef[O2−], (3.8)
where the formation of a single O2− ion can be expressed as [15]:
Ef[O
2−]= Etot[Al2O3⊕O2−]−µO−Etot[Al2O3]−2(²F+²v). (3.9)
Combining Eqs. 3.7, 3.8, and 3.9, we obtain the following expression in terms of total energies
that can explicitly be calculated:
Etot[Al2O3⊕nO2−]= n ·Etot[Al2O3⊕O2−]− (n−1) ·Etot[Al2O3]. (3.10)
Our analysis shows that the defect core units contain a variable amount of oxygen atoms.
Therefore, their defect formation energies show a different dependence on the oxygen chem-
ical potential µO, as can be seen from Eqs. 3.1−3.5. To study this dependence, we allow the
oxygen chemical potential to vary from oxygen-rich conditions to oxygen-poor conditions. In
oxygen-rich conditions, the chemical potential is set to half the total energy of an isolated O2
molecule: µrichO =
1
2Etot[O2]. In oxygen-poor conditions, µO is set by taking µAl from Al metal
and by imposing the equilibrium condition between µO and µAl in Al2O3. This gives:
µ
poor
O =
E futot[Al2O3]−2Eattot[Al]
3
, (3.11)
where E futot[Al2O3] is the total energy per formula unit for our bulk am-Al2O3 model and E
at
tot[Al]
the total energy per atom for Al metal, which we calculate using a face-centered cubic bulk.
Taking µrichO as reference, we determine µ
poor
O to be −5.33 eV.
In Fig. 3.12, we display the formation energies of C-related defects in am-Al2O3 as a function
33
Chapter 3. Defects in amorphous Al2O3
Figure 3.12 – Formation energies of various defect configurations related to the carbon impu-
rity as a function of oxygen chemical potential. The latter is referred to its value in oxygen-rich
conditions.
of oxygen chemical potential. As µO decreases from 0 to −5.33 eV, the most stable defect
configurations sequentially change from CO3 to Al3CO and Al4C. In particular, we remark
that the two configurations found for Q = 0, i.e. Al2CO and Al2CO2, which differ in formation
energy by only 0.18 eV, are both metastable. This result is consistent with experimental FT-IR
observations, which have identified the coexistence of C=O and O−C−O moieties [159].
For the carbon-related defects identified here, we further investigate the DOS to determine
the occurrence of single-electron energy levels in the band gap, which could be active on
short time scales. For the CO3 and AlCO2 configurations, there are no such energy levels
in the gap, in analogy to the CO3 defect in HfO2 [157]. At variance, the Al2CO and Al2CO2
structures give rise to an occupied defect state at ∼2.0 eV above the VBM. Similarly, two and
three occupied defect states occur in the range from 1.5 to 3.0 eV above the VBM for Al3CO
and Al4C, respectively. The occurrence of such states is consistent with the experimental
finding that photocurrents are induced by sub-band-gap photons in amorphous samples of
anodic-barrier Al2O3, which contain a sizable concentration of carbon impurities [159].
To complete our investigating of carbon-related defects, we finally also consider the case of odd
values of total chargeQ. Upon MD, we find for all odd values ofQ carbon defect states showing
an unpaired electron. Next, we investigate a double-sized simulation cell containing two such
carbon defects and perform further MD. In all cases, we observe disproportionation with the
two odd-Q-valued defects transforming to the carbon defect configurations found above for
Q−1 andQ+1 [Fig. 3.9]. This transition is accompanied by a significant decrease in total energy
certifying that 2EQtot > EQ−1tot +EQ+1tot for odd values ofQ. On this basis, the carbon configurations
resulting from odd values of Q can conclusively be ruled out as thermodynamically stable
defect configurations.
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3.3.3 Nitrogen
Nitrogen is often incorporated into am-Al2O3 either intentionally or unintentionally due to the
use of metal-organic precursors during growth. Therefore, we study this impurity in am-Al2O3
following the same protocol adopted for carbon. However, unlike carbon, the isolated N atom
carries five valence electrons and we thus start our investigation by considering odd values
of Q, i.e. Q =+5, +3, +1, −1, and −3. The nitrogen related configurations that are identified
as Q is varied are shown in Fig. 3.13. In particular, we find AlNO2, Al2NO2, Al3NO, and Al4N
for Q =+3, +1, −1, and −3, respectively. We remark that the nitrate-like NO3 configuration
does not occur. For Q =+5, we find the same AlNO2 defect configuration obtained for Q =+3
[Fig. 3.13(a)], the two extra holes being trapped through the formation of a peroxy linkage
[15]. More generally, one can note that the nitrogen defect configurations identified for a total
charge Q correspond to the carbon ones for Q ′ =Q −1, accounting in this way for the fact
that N possesses one extra valence electron compared to C. In the AlNO2 configuration, the N
impurity shows a sp2 hybridization, with a double bond between N and one of the O atoms
[see skeletal formula in Fig. 3.13(a)]. At variance, the nitrogen impurity is sp3 hybridized in
the other configurations. Inspection of the DOS reveals that the AlNO2 configuration shows
an unoccupied single-particle energy level at 4.8 eV above the VBM, corresponding to an
antibonding pi orbital. The Al2NO2, Al3NO, and Al4N configurations give rise to occupied
single-particle energy levels in the lower part of the band gap, within 1 eV from the VBM.
Figure 3.13 – Nitrogen defect related configurations and their skeletal formulas, as obtained
with total charge Q =+3, +1, −1, and −3. In the atomic configurations, Al, O, and N atoms are
shown in cyan, red, and purple, respectively. In addition, the centers of the relevant maximally
localized Wannier functions are indicated by small green spheres.
Adopting the electron counting rule based on a WF analysis, we find that in all configurations
four electrons are associated with the nitrogen impurity. This implies that the nominal charge
state of the impurity is always q =+1, and consequently no thermodynamic charge transition
level associated with the nitrogen impurity occurs in am-Al2O3. As for carbon, this conclusion
contrasts with results found for crystalline phases [Fig. 3.10] [38].
To account for the local defect charge q =+1, we define defect core units by including a suitable
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Table 3.3 – Charge in the simulation cell Q, nominal defect charge q , inferred defect core unit,
and observed atomic structure for the nitrogen impurity in am-Al2O3.
Q q Core unit Atomic structure
+3 +1 N3+⊕O2− AlNO2
+1 +1 N1+ Al2NO2
−1 +1 N1−ªO2− Al3NO
−3 +1 N3−ª2O2− Al4N
number of O2− atoms [Table 3.3]. Their formation energies are then calculated following the
same rationale used for the carbon impurity, through the following general expression:
Ef(N
Q ªnO2−)= Etot[Al2O3⊕NQ ]−µN+nµO−Etot[Al2O3⊕nO2−]+²F+²v, (3.12)
wheren =−(Q−q)/2 with q =+1 andQ =+3,+1,−1 and−3. In Eq. 3.12, finite-size corrections
and alignment terms have been omitted for clarity. Fixing the Fermi level at the VBM, we
display these formation energies as a function of oxygen chemical potential in Fig. 3.14. It is
seen that the most stable defect configurations rapidly loose O atoms from their first-neighbor
shell as the oxygen chemical potential moves away from oxygen-rich conditions. In particular,
for µO <−1.3 eV, the prevalent defect structure in am-Al2O3 is Al4N. This observation is quite
consistent with the conclusion reported in Ref. [38] that nitrogen incorporates into the oxide
by replacing O atoms (NO).
Figure 3.14 – Formation energies of various defect configurations related to the nitrogen
impurity as a function of oxygen chemical potential. The latter is referred to its value in
oxygen-rich conditions. The formation energies are determined for the Fermi level fixed at the
VBM.
We also investigate the nitrogen impurity in our model of am-Al2O3 by setting the total charge
Q to even values, i.e. Q =+4, +2, 0, and −2. For Q =+4, we find the same defect configuration
AlNO2 found in the case of Q =+3, but with an extra hole in the valence band. For Q =+2,
0, and −2, we find defect structures with unpaired electrons on the nitrogen impurity, but
all of them undergo disproportionation to structures pertaining to Q + 1 and Q − 1 when
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doubling the simulation cell, in an analogous way as seen for odd values of Q in the case of
the carbon impurity. Hence, we conclude that no other nitrogen defect structures occur than
those reported in Fig. 3.13.
3.4 Alignment to semiconductor band edges
In this section, we discuss the possible electrical activity of the defect levels identified in
this work. For this purpose, we first align the band structure of am-Al2O3 to the band edges
of three semiconductors (GaAs, GaN, and α-Fe2O3), which are relevant for technological
applications. The Fermi level is bound to the range that encompasses the band gap and its
position determines the stable charge states that can be found in the oxide. For GaAs and
GaN, we take the band alignment with respect to am-Al2O3 from photoemission experiments
[33, 34, 35, 160], which propose valence band offsets of 3.8 and 1.1 eV, respectively. For α-
Fe2O3, we rely on the band alignment put forward in Ref. [161]. The band alignment obtained
in this way is illustrated in Fig. 3.15.
Figure 3.15 – Band alignment between three different semiconductors, i.e. GaAs, GaN, and
α-Fe2O3, and am-Al2O3. The charge transition levels for hydrogen, carbon, and nitrogen,
found in this work, are indicated together with the double hole polaron (2h+), corresponding
to the formation of a peroxy linkage (Ref. [15]). The band alignment is taken from experiment
(Refs. [33, 34, 35, 160, 161]).
Additionally, we include the charge transition levels determined for hydrogen, carbon, and
nitrogen impurities in am-Al2O3. Since carbon and nitrogen do not give any defect level in
the band gap, this sums up considering only the −1/+1 charge transition level of hydrogen.
To complete the picture, we also include the +2/0 charge transition level associated with the
self-trapped double polaron, as inferred in Section 3.2 from the study of intrinsic defects in
am-Al2O3 [15].
For GaAs, only the −1/+1 charge transition level of hydrogen lies in the range of the band gap.
Hence, hydrogen impurities in am-Al2O3 may contribute to gate leakage currents and degrade
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the performance of MOS devices based on GaAs. For GaN and α-Fe2O3, the hydrogen defect
level in am-Al2O3 is found in the proximity of the conduction band minimum, and might
constitute a trap for free electron carriers. Furthermore, this suggests that hydrogen is in a
postively charged state for most Fermi levels in the band gaps of these materials.
Also, the+2/0 charge transition level associated with the peroxy linkage falls in the range of the
band gap for GaN andα-Fe2O3. This level might thus constitute a conduction channel for hole
leakage in p-type doping conditions for these materials. In particular, in the case of α-Fe2O3,
this level could explain the observations in Ref. [24], in which hole conduction was observed
across an overlayer of am-Al2O3 on hematite. The +2/0 level of the double polaron lies at only
0.25 eV from the VBM of α-Fe2O3. This alignment favors the injection of holes from α-Fe2O3
into am-Al2O3, which could diffuse across the oxide through the sequential formation and
breaking of O−O pairs, as proposed for hole diffusion in am-TiO2 [cf. Chapter 4]. Furthermore,
the small offset between the VBM of α-Fe2O3 and the +2/0 level would not affect significantly
the energy of photogenerated holes and thus preserve the catalytic properties of α-Fe2O3 in
the oxidation of water.
3.5 Conclusion
In conclusion, we investigated the structural and electronic properties of native defects (e.g.
oxygen vacancy and interstitial) and extrinsic impurities (e.g. hydrogen, carbon, and nitrogen)
in am-Al2O3. We devoted particular attention to finding the most stable structural configura-
tions through extensive ab initio molecular dynamics in various charge states. It is found that
the structure of am-Al2O3 rearranges in such a way that the excess or deficiency of isolated
O2− ions shows electronic properties which do not differ from those of the pristine material.
The oxygen vacancy leads to a substoichiometric oxide in which excess electrons are released.
Analogously, the presence of excess oxygen induces the generation of holes, which can be
trapped in the amorphous structure through the formation of peroxy linkages. In the case of
hydrogen, our approach did not lead to qualitative differences with respect to calculations
based on straight structural relaxations. Hydrogen was found to be amphoteric with a +1/−1
charge transition level lying at ∼4.6 eV above the VBM. Hydroxyl groups incorporated in am-
Al2O3 were shown to give rise to defect states equivalent to those of the hydrogen impurity. At
variance, in the case of carbon and nitrogen impurities, we found a series of structural config-
urations which varied depending on the total charge set in the simulation cell. To identify the
nominal charge on the defect, we adopted an electron counting scheme based on maximally
localized Wannier functions. In this way, we inferred that carbon and nitrogen impurities in
am-Al2O3 only give rise to neutral and singly positive charge states, respectively. This leads
to the astonishing observation that these impurities do not give any charge transition level
in am-Al2O3, in stark contrast with studies on crystalline models predicting a multitude of
levels. To account for the local charge of the impurity, we then redefined the core unit of
the defect, by which the obtained configurations naturally depend on the oxygen chemical
potential. In oxygen-poor conditions, both the carbon and the nitrogen favor bonding to Al
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atoms, while they tend to form single and double bonds with oxygen atoms as the oxygen
chemical potential increases.
From our study, a picture emerges by which only two significant charge transition levels occur
in am-Al2O3, namely the +1/−1 level of hydrogen and the intrinsic +2/0 level related to the
peroxy linkage. Relying on the experimental band alignment, we could position these levels
with respect to the band edges of three semiconductors of technological relevance (GaAs,
GaN, and α-Fe2O3). The +1/−1 and +2/0 levels fall in the band-gap range of GaAs and GaN,
respectively, and could thus degrade the electronic properties in MOS devices or trap free
carriers. On the other hand, the intrinsic +2/0 level is suitably positioned with respect to the
valence band maximum of α-Fe2O3 for favoring hole transport across am-Al2O3 overlayers,
thereby providing a rationale for experimental observations [24].
Overall, the present approach has revealed the importance of identifying the most stable
structural configurations when studying defects in amorphous oxides. Furthermore, our study
highlights the importance of defining properly the nominal charge of the defect and its core
unit. We expect the procedure outlined in this work to be transferable to other defects as well
as to other amorphous oxides.
The results presented in this chapter have been published in Ref. [15].
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4 Transport of holes in amorphous TiO2
In this chapter, we combine electronic-structure calculations, molecular dynamics simulations
(MD) and nudge elastic band (NEB) calculations to study the mechanism of hole diffusion
across amorphous TiO2 layers. We first build an atomistic model of am-TiO2 of which the
structural and electronic properties are consistent with available experiments [Section 4.1].
Next, we investigate the stability of the oxygen vacancy and find that structural rearrangements
in the amorphous can assimilate oxygen vacancies, thus excluding them as a possible channel
for hole diffusion across the material [Section 4.2.1]. At variance, we find that excess holes in
the material lead to the formation of O−O peroxy linkages with a defect level at 1.25 ± 0.15 eV
above the valence band [Section 4.2.2]. Considering that an O−O peroxy linkage can store two
holes and that these holes are released when the O−O pair is broken, we propose an exchange
mechanism for hole conduction in am-TiO2, which is based on the simultaneous breaking
and forming of O−O peroxy linkages that share one O atom. Through NEB calculations, we
demonstrate a hopping path as long as 1.2 nm with barriers of 0.3−0.5 eV, thus indicating that
hole diffusion through O−O peroxy linkages is viable in am-TiO2 [Section 4.3].
4.1 Model of amorphous TiO2
MD simulations within the NVT ensemble are used to generate an atomistic model for am-TiO2
through the melt-and-quench method. This technique has proved successful in generating
atomistic models of amorphous oxides [162, 163, 146, 164, 52, 76]. In these MD simulations,
the temperature is controlled by a Nosé-Hoover thermostat [137, 138]. A 3×3×4 supercell of
rutile TiO2 containing 216 atoms is taken as initial configuration. Through uniform elongation
along the three Cartesian directions, the starting configuration is fixed at a density of ρ=3.82
g/cm3, in order to stay within the experimental range (3.80−3.85 g/cm3) [165, 166]. The
prepared system undergoes molecular dynamics for a duration of 12 ps at a temperature
of 4000 K, much higher than the melting point of TiO2 [167]. This ensures that there is no
memory from the initial crystalline structure upon MD. Then, we carry out a slow cooling
procedure in which the temperature is decreased at a rate of 75 K/ps (Model 1), until the final
temperature of 300 K is reached. The lattice parameters of the model are then relaxed and we
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obtain a final structure with ρ =3.85 g/cm3 [Fig. 4.1], still consistent with the experimental
range [165, 166]. In order to clarify the effect of the cooling rate on the structural and electronic
properties of atomistic models of am-TiO2, we generated two additional models following the
same protocol but with cooling rates of 300 K/ps (Model 2) and 600 K/ps (Model 3).
Figure 4.1 – Atomistic representation of the am-TiO2 model achieved in this work. The lattice
parameters of the supercell are also reported. O atoms in red, Ti atoms in cyan.
Figure 4.2 – Comparison of the radial distribution functions g(r) for Ti-O, O-O, and Ti-Ti, as
achieved from 3-ps-long molecular dynamics of three am-TiO2 models generated with cooling
rates of 75 K/ps (Model 1), 300 K/ps (Model 2), and 600 K/ps (Model 3). RDFs as obtained from
X-ray diffraction for sputtered TiO2 amorphous layers [168] are shown for comparison.
We test the structure of the achieved am-TiO2 model by comparing the calculated radial distri-
bution functions (RDF) with their experimental counterparts [168] measured for sputtered
amorphous TiO2 layers [Fig. 4.2]. The positions of the main peaks and the shapes of the curves
for O-O, Ti-O, and Ti-Ti RDFs as achieved from MD simulations of three models are all in
fair agreement with the experiment. It is noticed that the RDFs generally differ negligibly
among the generated models. Nevertheless, we note that the double-peak structure observed
in the experimental Ti-Ti RDF is slightly better reproduced with the faster cooling rates. The
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calculated mass density of the three models is found to increase by only 2% when going from
Model 1 to Model 3 [Table 4.1]. Similarly, the electronic properties are barely affected by the
adopted cooling rate, with band gap differences amounting to at most 0.05 eV [Table 4.1].
Overall, our analysis indicates that melt-and-quench procedures with cooling rates varying
between 75 K/ps and 600 K/ps lead to equivalent atomistic models of the amorphous oxide.
Given the fact that the experimental cooling rate is much lower than that adopted in the
melt-and-quench method, the model constructed with the lowest cooling rate is kept for the
following investigation, i.e. Model 1.
Table 4.1 – Calculated lattice parameters and mass density ρ at the PBE level for various am-
TiO2 models generated with cooling rates of 75 K/ps (Model 1), 300 K/ps (Model 2), and 600
K/ps (Model 3). The band gaps Eg are calculated at the PBE0 level with α = 0.15, on structural
configurations relaxed at the PBE level. Experimental values for both structural and electronic
properties are reported for comparison.
a (Å) b (Å) c (Å) ρ (g/cm3) Eg (eV)
Model 1 14.31 14.23 12.17 3.85 3.42
Model 2 14.07 14.73 12.20 3.78 3.47
Model 3 14.40 14.26 12.32 3.77 3.48
Expt. 3.80−3.85a−d 3.20−3.40e, f
a Ref. [169]. b Ref. [170]. c Ref. [171]. d Ref. [172]. e Ref. [165]. f Ref. [166].
Table 4.2 – Calculated lattice parameters and mass density ρ at the PBE level for am-TiO2,
r-TiO2, and a-TiO2. The band gaps Eg are calculated at the PBE0 level with α = 0.15, on
structural configurations achieved at the PBE level. Experimental values for both structural
and electronic properties are reported for comparison.
a (Å) b (Å) c (Å) ρ (g/cm3) Eg (eV)
am-TiO2
Present theory 14.31 14.23 12.17 3.85 3.42
Expt. 3.80−3.85a−d 3.20−3.40e, f
r-TiO2
Present theory 4.66 3.00 4.07 3.02
Expt. 4.59 2.96 4.25 3.00g
a-TiO2
Present theory 3.81 9.67 3.79 3.35
Expt. 3.79 9.51 3.89 3.36h,i
a Ref. [169]. b Ref. [170]. c Ref. [171]. d Ref. [172]. e Ref. [165].
f Ref. [166]. g Ref. [173]. h Ref. [174]. i Ref. [175].
We calculate the coordination number for oxygen and titanium atoms, considering a Ti-O
cutoff distance of 2.4 Å, which corresponds to the position of the first minimum in the Ti-
O RDF. We find that the majority of Ti atoms are sixfold coordinated (70%), but sevenfold
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(23%) and fivefold (7%) coordinations are also relevant. Threefold coordination is found to
be prevalent for O atoms (80%), with only a small fraction of O atoms showing either twofold
(14%) or fourfold (6%) coordination.
The electronic properties of am-TiO2 are evaluated at the hybrid functional level, in order to
overcome the band gap underestimation associated with semilocal functionals. In particular,
we use the PBE0 functional [113, 114], in which we set the fraction of Fock exchange α to 0.15,
as this value reproduces the experimental band gap of both r-TiO2 and a-TiO2 [Table 4.2]. We
refer to this level of theory as to PBE0(α). Hybrid-functional calculations are performed using
the auxiliary density matrix method [121, 114, 122] available in CP2K. The am-TiO2 model
constructed in this work has a band gap of 3.42 eV, close to the experimental range (3.20−3.40
eV) [169, 170, 171, 172].
4.2 Intrinsic defects in amorphous TiO2
In this research, we investigate charge transport through defect states. Extrinsic charge carriers
are ruled out by their low mobilities [77, 78]. Furthermore, the hopping through extrinsic
impurities would require excessively high defect concentrations. Therefore, we focus in this
study on intrinsic defects, such as vacancies and interstitials, which result from stoichiometric
imbalance. For am-TiO2, it is sufficient to focus on oxygen related defects as the concentration
imbalance due to missing or excess Ti atoms would lead to equivalent defects in the relaxed
amorphous oxide [15]. Hence, the study of oxygen vacancies and interstitials is expected to
give a comprehensive account of the defects states relevant to charge transport.
4.2.1 Oxygen vacancy
First, we analyze the stability of the oxygen vacancy in am-TiO2. We create an oxygen vacancy
by removing a single O atom from the am-TiO2 model and relax the structure of the neutral
defect at the PBE level. This procedure is carried out for ten different oxygen atoms, which
show variations in their local chemical environment. The electronic structure of the system is
carried out at the hybrid functional level before and after the structural relaxation of the neutral
vacancy. The wave function corresponding to the occupied defect state is always found to
localize within the vacancy prior to relaxation [Fig. 4.3(a)]. However, upon structural relaxation,
the vacancy is completely assimilated by the amorphous structure in all the studied cases,
and the associated wave function is found to be delocalized [Fig. 4.3(b)]. This corresponds
to a shift of the defect level towards the conduction band edge [Fig. 4.3(c)], which has been
further verified by the DOS of VO shown in Fig. 4.4(a) and (b). In the +2 charge state, barely
removing an O atom leads to several empty states in the gap [Fig. 4.4(c)], but these defect
states completely disappear after structural relaxation, with the DOS becoming identical to
that of the bulk model [Fig. 4.4(d)]. Overall, the removal of an O atom has produced a defect-
free substoichiometric oxide, am-TiO2−δ, similarly to what has been observed previously for
oxygen-deficient amorphous HfO2 [146] and amorphous Al2O3 [cf. Chapter 3]. Hence, unlike
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for the crystalline phases of TiO2, oxygen vacancies do not occur in the amorphous material.
By consequence, the hopping of holes in am-TiO2 through defect states associated with this
kind of defect cannot be supported. Equivalent results are achieved when a Ti atom is removed
from the atomistic model of am-TiO2.
Figure 4.3 – Isosurface representation (blue) of the wave function corresponding to the highest
occupied single-particle energy level associated with the neutral oxygen vacancy (a) before
and (b) after structural relaxation; O atoms in red, Ti atoms in cyan. (c) Evolution of the
Kohn-Sham energy level associated with the defect state upon structural relaxation. Energies
are given in eV and are referred to the VBM of pristine am-TiO2.
Figure 4.4 – Density of states (DOS) for am-TiO2 with an O atom removed in the charge states
q = 0 (a-b) and q =+2 (c-d). For each charge state, the DOS before and after relaxation are
comparatively shown.
4.2.2 Double hole polaron
Next, considering an oxygen interstitial is equivalent to introducing two extra holes, as the
oxygen atom only takes the−2 charge state [15]. Hence, we address the case of excess oxygen by
adding two holes to the system and by carrying out MD simulations with the PBE functional.
We use a temperature of 1000 K to accelerate the crossing of energy barriers. After 3 ps
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Figure 4.5 – Representation of am-TiO2 with an O−O peroxy linkage in a configuration in
which the O atoms involved in the O−O bond (a) are linked to the same Ti atom or (c) are
bonded to different Ti atoms. The structures in (a) and (c) correspond to local minima denoted
M1 and M2 (cf. main text). In (b), we illustrate the transition state denoted T12, which connects
M1 and M2, as achieved from NEB calculations. The yellow spheres represent the centers
of maximally localized Wannier functions associated with the relevant O atoms. The atoms
denoted Ti2, Ti3, and Ti5 are sixfold coordinated, whereas Ti1 and Ti4 are sevenfold and fivefold
coordinated, respectively.
of simulation, the system has relaxed and its energy has undergone a decrease of ∼ 2 eV.
The stabilization results from the rearrangement of the amorphous structure leading to the
formation of an O−O peroxy linkage with a bond length of 1.44 Å [Fig. 4.5(a)]. To examine
the stability of the O−O peroxy bond in am-TiO2, we carry out MD simulations at a higher
temperature of 1500 K for 5 ps and find that this feature is preserved. The O−O moiety is found
to disappear upon injection of two electrons in the system. We repeat this computational
procedure using 30 different starting configurations, as achieved from the MD of the uncharged
am-TiO2, and the O−O pair is systematically recovered. In particular, we can distinguish two
bonding patterns for the peroxy linkage: (i) the two O atoms in the peroxy linkage form one
bond to the same Ti atom [Fig. 4.5(a)] and (ii) the O atoms are bound to different Ti atoms
[Fig. 4.5(c)]. The former is generally found to be less stable than the latter by 0.2 eV, because of
the significant distortion of the O−Ti−O angle. In our analysis, the bonding between O and
Ti atoms is assigned according to a Ti-O cutoff distance of 2.4 Å, which corresponds to the
first minimum of the Ti-O radial distribution function [Fig. 4.2]. The O−O peroxy linkages are
easily recognized as their average bond length (1.46 Å) is much lower than distances between
second-neighbor O atoms, which exceed 2 Å, as can be inferred from the O-O RDF in Fig. 4.2.
In Fig. 4.6, we give the calculated (+2/0) charge transition levels vs. the O−O bond length for
the 30 different peroxy configurations investigated. The distribution of the calculated energy
levels shows an average value of 1.25 eV referred to the valence band edge and a standard
deviation of 0.15 eV. The bond length distribution has an average of 1.46 Å and a standard
deviation of 0.014 Å.
The distribution of calculated (+2/0) defect levels is also illutrated by the blue Gaussian-
shaped curve in Fig. 4.7 with respect to the band alignments [70, 176, 177, 178] between
am-TiO2 and the three semiconductors considered in the experiment of Ref. [70], namely
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Figure 4.6 – Calculated (+2/0) charge transition levels vs. O−O bond length for 30 different
peroxy configurations.
Figure 4.7 – Energy diagram illustrating the distribution of (+2/0) charge transition levels
associated with O−O defects in am-TiO2. The band edges of Si, GaAs, and GaP are aligned
with those of am-TiO2 using the measured results of Refs. [70, 176, 177, 178]. All energies are
given in eV and referred to the VBM of the pristine am-TiO2 model.
Si, GaAs, and GaP. In this experiment, holes in the p-type semiconductor reach the catalytic
surface by conduction through a thin layer of am-TiO2 deposited on the semiconductor [70].
The large currents observed in the experiment preclude conduction of holes through the
valence band of am-TiO2, which involves barriers corresponding to the valence band offsets,
i.e. 2.22, 2.02, and 1.42 eV for Si, GaAs, and GaP, respectively [Fig. 4.7]. We here suggest that
the conduction occurs through charge hopping associated with the (+2/0) level of the O−O
defect. This conduction channel lowers the barrier for charge injection into am-TiO2 by ∼1.25
eV for the three semiconductors, providing a rationale for the large currents observed in the
experiment [70].
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4.3 Hopping of holes in amorphous TiO2
To reveal the hole transport mechanism through O−O peroxy linkages upon injection in am-
TiO2, we investigate the breaking of an O−O pair followed by its simultaneous formation in
a neighbouring location. We first consider a mechanism in which the initial and final O−O
peroxy linkages do not share a common O atom. We add two extra holes and observe the
formation of a second O−O pair within the same model at a distance of ∼4 Å from the initial
O−O pair. We then construct initial and final configurations in the +2 charge state, both of
which contain a single O−O pair, but in different locations. To determine the transition barrier,
we perform NEB calculations at the PBE level with the improved tangent (IT) method [179],
considering nine replicas between the initial and final configurations. In this way, we obtain a
transition barrier of 1.0 eV resulting from the high energy cost for breaking the O−O bond at
the transition state.
We then investigate a second transport mechanism, in which the O−O peroxy linkages of the
initial and final states share an O atom. This mechanism relies on the fact that all oxygen
atoms can be involved in the formation of at least two different O−O pairs by relatively minor
structural adjustments. The oxygen atoms do not diffuse across the material and they recover
their original positions once the positive charge has passed. In this case, we have been able
to construct a minimum energy path involving four subsequent steps by which the charge
associated with an O−O pair diffuses over a distance of 1.2 nm, with barriers ranging between
0.3 and 0.5 eV [Fig. 4.8]. The lower barriers found in this second mechanism can be explained
by analyzing the structure of the transition states Ti j between two consecutive energy minima
Mi and M j . In fact, in the transition state Ti j , the O atom which is shared by the initial and
final O−O pairs is found to be almost equidistant from the O atoms involved in the O−O
linkages in Mi and M j [Fig. 4.5(b)], with average bond lengths of about 1.8 Å, longer by 0.36 Å
than those observed in an isolated peroxy bond. Hence, the diffusion proceeds without ever
completely breaking the O−O bond and the transition barriers are lower. This behavior can
further be illustrated in terms of maximally localized Wannier functions [158], which give a
real-space representation of the electron localization. In Fig. 4.5, we show the evolution of the
centers of such Wannier functions for the relevant O atoms as the hopping proceeds. In the
initial state, the Wannier center representing the O1−O2 bond is located centrally, but moves
closer to O1 in the transition state, where O2 attracts one of the lone pairs of O3, in view of
forming a regular O2−O3 bond in the final state. This process gives a diffusion mechanism by
which the holes leak through the am-TiO2 layer, despite the presence of a well defined band
gap that supports its insulating character. The energy barriers are found to be only marginally
affected by the density functional as IT-NEB calculations at the PBE0(α) level are found to give
differences smaller than 0.07 eV.
It should be noted that the energy barriers calculated in this work may represent an upper-
bound limit. In fact, given the disordered environment and the possibility of forming O−O
pairs anywhere in the oxide, the diffusion is expected to proceed through percolation, generally
resulting in overall lower transition barriers than the ones encountered in the present study.
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Figure 4.8 – (a) Energy diagram illustrating the hole diffusion through O−O peroxy linkages
in am-TiO2 along a diffusion coordinate visiting several minima Mi in sequence (i = 1,2, ...5).
Transition states Ti j connect sequential minima Mi and M j , where j = i +1. The minima M1
and M5 are separated by a distance of 1.2 nm.
Furthermore, the barrier is related to the distance between O atoms, which in turn depends
on the concentration of oxygen in the material. Therefore, lower barriers are expected to occur
in oxygen-rich conditions or in amorphous layers of higher density.
4.4 Conclusion
In conclusion, we studied hole diffusion across amorphous TiO2 layers through O−O peroxy
linkages. We generated a model for amorphous TiO2 through ab initio molecular dynamics
simulations, and found good agreement with the experimental characterization. Then, we
demonstrated that oxygen vacancies cannot contribute to hole transport, as these intrinsic
defects do not occur in am-TiO2. In contrast, O−O peroxy linkages are formed in pristine
am-TiO2 upon injection of excess holes, and give a defect distribution centered at 1.25 eV
above the valence band. The hole diffusion in am-TiO2 through an exchange mechanism
involving such O−O pairs is viable and proceeds with energy barriers lower than 0.5 eV.
The results presented in this chapter have been published in Ref. [180].
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5 Alignment of energy levels at
semiconductor-water interfaces
In this chapter, we present an ab initio study of the band alignment at the pH corresponding to
the point of zero charge for various semiconductor-water interfaces. The employed protocol
combines molecular dynamics simulations of atomistic semiconductor-water interfaces,
advanced electronic-structure calculations, and a computational standard hydrogen electrode.
Considered semiconductors are GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile TiO2, and anatase
TiO2. Through extensive ab initio molecular dynamics simulations, we determine the most
stable interface structures, in which the water molecules are adsorbed either molecularly,
dissociatively, or in a mixed fashion. Advanced electronic-structure calculations, including
hybrid functional and various GW schemes are used to determine the band edges of the
bulk materials. These are then aligned with respect to the standard hydrogen electrode level,
which is defined as a redox level in the band gap of liquid water [128], through the line-up
of the electrostatic potential at the solid-liquid interface. By defining a mean average error
(MAE) with respect to the experimental offsets, we finally assess the accuracy of the electronic-
structure methods employed in this work for the calculation of band alignments. This work
emphasizes that both the proper atomistic description of the interface structure and the
use of electronic-structure methods producing accurate band gaps of semiconductors are
ineluctable for accurately determining the band alignment.
This chapter is organized as follows. In Section 5.1, we report the details of the electronic-
structure calculations and present the scheme used for the band alignment. In Section 5.2, we
calculate the SHE level relative to the vacuum level by modeling the water-vacuum interface,
and compare our result with the well-known experimental value (4.44 eV). In Section 5.3,
we discuss band gaps, ionization potentials, and electron affinities, as achieved with the
electronic-structure methods considered in this work. In Section 5.4, we describe the protocol
used to generate the semiconductor-water interface models, their structural properties, and
the relative stability of molecular and dissociated models. In Section 5.5, we present the
calculated band offsets, assess the overall accuracy of the employed methods, and compare
our results with previous work. The conclusions are drawn in the last Section 5.6.
51
Chapter 5. Alignment of energy levels at semiconductor-water interfaces
5.1 Methods
We investigate the interface with liquid water for the following materials: GaAs and GaP with
the zinc blende structure, GaN, ZnO, and CdS with the wurtzite structure, SnO2 and TiO2 in
both the rutile (r-TiO2) and anatase (a-TiO2) polymorphs. For these materials, experimental
data for the band alignment at the interface with liquid water are available [181, 182, 80, 183].
Since they have different chemical compositions, structural properties, and band gaps, they
represent an appropriate benchmark set. In the following, we report the computational details
of the electronic-structure calculations, and describe the method used for the band alignment
at the semiconductor-water interface.
5.1.1 Electronic-structure calculations
The lattice parameters of GaP, GaN, CdS, ZnO, and TiO2 [Table 5.1] are achieved through
structural relaxation with the density functional developed by Perdew, Burke, and Ernzerhof
(PBE) [109] and are converged with respect to the size of the supercells. These calculations are
performed with the CP2K code. Following Ref. [94], we use experimental lattice parameters for
GaAs and SnO2. This choice is motivated by the fact that small deviations of the calculated
lattice parameters with respect to the experimental values would lead to a large effect on the
energy levels, due to the high absolute deformation potentials of these materials [184].
Table 5.1 – Crystal lattice parameters a and c used in this work. The lattice parameters corre-
spond to the relaxed values obtained with the PBE functional, except in the case of GaAs and
SnO2, for which the experimental values are used. Experimental values are given in parenthe-
ses for comparison. The dimensions of the supercells employed in the MD simulations of bulk
semiconductors at 300 K are also given.
semiconductor a (Å) c (Å) supercell for MD
GaAs 5.653 (5.653) 3×3×3
GaP 5.536 (5.451) 3×3×3
GaN 3.235 (3.189) 5.264 (5.185) 3×4×2
CdS 4.214 (4.137) 6.863 (6.714) 3×4×2
ZnO 3.294 (3.249) 5.301 (5.207) 3×4×2
SnO2 4.737 (4.737) 3.185 (3.185) 3×3×4
r-TiO2 4.662 (4.593) 3.002 (2.958) 3×3×4
a-TiO2 3.805 (3.785) 9.673 (9.514) 4×4×2
The theoretical band gap of a semiconductor at 0 K is defined as follows:
E theoryg (0)= εtheoryc (0)−εtheoryv (0), (5.1)
where εtheoryc (0) and ε
theory
v (0) are the calculated positions of the conduction and valence band
at 0 K, respectively. The band gaps of the semiconductors at 0 K are calculated using the ABINIT
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code [131]. For all the materials studied, core-valence interactions are described through norm-
conserving pseudopotentials [Table 5.2]. The k-point mesh [185] used for each semiconductor
is given in Table 5.3. We carry out hybrid functional calculations with the PBE0 functional
[112, 113], in which the fraction of Fock exchange α is set to 0.25. In the following, this scheme
is denoted as PBE0(0.25). Among the calculations of the band gap at the GW level, we first
consider single-shot G0W0 schemes [Table 5.4]. In particular, we perform G0W0 calculations
on top of starting points achieved at (i) the PBE level [G0W0(0)] and (ii) the PBE0 level with
α= 0.25 [G0W0(0.25)], where W0 is described within the random phase approximation. For
both these GW schemes, the calculations are also repeated including vertex corrections in the
screened interaction W˜ [G0W˜0(0) andG0W˜0(0.25)]. Next, we complement ourGW calculations
with quasi-particle self-consistent schemes [186]. In particular, these schemes include (i) the
QSGW PBE0 method, where the screened potential W is fixed at the PBE level, and (ii) QSGW
and QSGW˜ , where the screened interactions W and W˜ are both iterated to self-consistency
[94]. We also perform hybrid functional and GW calculations, which are empirically tuned
to reproduce the experimental band gap, in order to evaluate the relative accuracies of PBE0
Table 5.2 – Setup of the norm-conserving pseudopotentials used in this work. The angular
momentum l of the local channel, the cutoff radii rs , rp , and rd (in bohr) in the various waves
of angular momentum, and the kinetic energy cutoff Ecut (in Ry) are listed.
Valence l (local) rs rp rd Ecut
N 2s2p 0 1.35 1.54 65
O 2s2p 2 1.15 1.25 80
P 3s3p 0 1.40 1.45 50
S 3s3p 4 1.45 1.45 60
As 4s4p 0 1.58 1.75 100
Zn 3s3p4s4p3d 1 0.80 0.80 0.80 330
Ga 3s3p4s4p3d 1 0.80 0.80 0.80 330
Cd 4s4p4d5s 4 1.25 1.30 1.35 100
Sn 4s4p4d5s5p 4 1.30 1.30 1.30 100
Ti 3s3p4s4p3d 0 1.28 1.28 1.70 100
Table 5.3 – k-point samplings (Γ centered), the number of unoccupied bands nb, and the
cutoff Edcut (in Ry) for the dielectric matrix used in the GW calculations.
Compound k points nb Edcut
GaAs 6×6×6 768 25
GaP 6×6×6 768 25
GaN 6×6×4 768 25
CdS 6×6×4 768 25
ZnO 6×6×4 1000 25
SnO2 5×5×7 1000 25
r-TiO2 5×5×7 750 25
a-TiO2 5×5×5 768 25
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Table 5.4 – Notation for the GW schemes used in this work. All the schemes are fully ab
initio except the last two, in which the fraction of Fock exchange α is tuned to reproduce the
experimental band gap.
Notation Type Starting point Correction
G0W0(0) One-shot PBE
G0W˜0(0) One-shot PBE vertex
G0W0(0.25) One-shot PBE0(0.25)
G0W˜0(0.25) One-shot PBE0(0.25) vertex
QSGW Self-consistent
QSGW PBE0 Self-consistent W fixed at the PBE level
QSGW˜ Self-consistent vertex
G0W0(α) One-shot PBE0(α)
G0W˜0(α) One-shot PBE0(α) vertex
and GW calculations beyond the error in the calculated band gap. In particular, we perform
(i) PBE0 calculations with the fraction α of Fock exchange set to reproduce the band gap
[PBE0(α)] and (ii) one-shot G0W0 and G0W˜0 calculations on top of starting points obtained
with PBE0(α), in which α is tuned to obtain calculated band gaps matching the experimental
ones [G0W0(α) and G0W˜0(α)]. The notation for the various GW schemes used in this work is
given in Table 5.4. For r-TiO2 and a-TiO2, the band gap at the G0W0(0) level already exceeds
the experimental value and the empirical tuning of the band gap by varying α in G0W0(α) can
thus not be achieved.
In the GW calculations, the contour deformation method [187] is used to evaluate the fre-
quency dependence of the dielectric matrices ²−1(ω). The cutoff energy Edcut used for the
dielectric matrices is 25 Ry. A large number of unoccupied bands nb (usually 764 to 1000)
is included in the GW calculations [Table 5.3] [93, 94]. In order to verify the convergence of
these calculations, we analyze the results achieved at the G0W0 level by systematically varying
Edcut and nb for the eight materials under investigation. To extrapolate the dependence on nb,
the G0W0 band edges are fitted using the following hyperbolic function [188]:
f (nb)=
a
nb−b
+ c, (5.2)
where f (nb) is either the valence or the conduction band edge at a given nb, and where a, b,
and c are fitting parameters. These convergence tests are illustrated in Fig. 5.1 for ZnO2 and a-
TiO2. The band edges obtained with variousGW methods are modified by adding a correction
term (∆GWv and ∆
GW
c ) calculated as the difference between the G0W0 results achieved with
the setup of Table 5.3 and the extrapolated value for nb →∞. The correction terms reported
in Table 5.5 indicate that for most of the semiconductors the results achieved with the setup
listed in Table 5.3 are within 0.05 eV from the extrapolated values. However, the convergence
is found to be slower in some cases, such as for ZnO, SnO2, and TiO2, for which the correction
terms are larger than 0.1 eV. A slower convergence for ZnO has already been reported in Refs.
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[189] and [190].
Figure 5.1 – Valence and conduction band edges calculated at the G0W0(0) level for (a) ZnO2
and (b) a-TiO2, as a function of nb for different values of E
d
cut. Dashed lines represent fitted
hyperbolic functions. Energies are referred to the position of the band edges extrapolated to
nb →∞ (black dotted lines).
Our hybrid functional andGW calculations do not include effects of spin-orbit coupling (SOC).
The corrections in the calculated band edges induced by SOC effects, ∆εSOCv and ∆ε
SOC
c , are
taken from the values reported in Ref. [191] for GaP, GaN, CdS, and ZnO, and are explicitly
calculated for GaAs, SnO2, r-TiO2, and a-TiO2. We carried out the latter calculations at the
PBE level with the code QUANTUM ESPRESSO [192], using fully relativistic optimized norm-
conserving pseudopotentials [193]. Apart from GaAs, for which SOC effects are known to be
relevant [194], the correction terms for the other materials are negligibly small [Table 5.5].
Table 5.5 – Corrections to the calculated band edges (in eV) due to SOC effects, thermal effects
at 300 K, and convergence of the GW results.
∆εSOCv ∆ε
SOC
c ∆ε
T
v ∆ε
T
c ∆ε
GW
v ∆ε
GW
c
GaAs 0.11 0.00 0.05 −0.04 −0.02 −0.02
GaP 0.03 0.00 0.05 −0.05 −0.02 −0.02
GaN 0.00 0.00 0.05 −0.05 −0.08 −0.05
CdS 0.03 0.00 0.04 −0.04 −0.09 −0.05
ZnO 0.00 0.00 0.03 −0.03 −0.06 −0.02
SnO2 0.00 0.00 0.07 −0.03 −0.11 −0.07
r-TiO2 0.00 0.00 0.06 −0.07 −0.13 −0.15
a-TiO2 0.00 0.00 0.17 0.08 −0.12 −0.14
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The fundamental band gaps, the ionization potentials, the band alignments at semiconductor-
water interfaces considered in this work are all measured at room temperature. In order to
make contact with experiment, we define the theoretical band gap of a semiconductor at a
given temperature T as follows:
E theoryg (T )= εtheoryc (T )−εtheoryv (T ), (5.3)
where
ε
theory
v (T )= εtheoryv (0)+∆εTv , (5.4)
and
ε
theory
c (T )= εtheoryc (0)+∆εTc , (5.5)
where ∆εTv and ∆ε
T
c are the T -dependent corrections of the band edges. These quantities are
obtained by performing molecular dynamics simulations at 300 K. We use the CP2K code at the
PBE level, with pseudopotentials and basis sets reported above. The simulation periods range
between 2 and 4 ps. The supercells employed in these calculations are reported in Table 5.1.
The corrections ∆εTv and ∆ε
T
c of the band edges given in Table 5.5 are obtained from the linear
extrapolation of the wings of the averaged electronic density of states (DOS), as described in
Refs. [128] and [195].
To verify that the method employed to evaluate ∆εTv and ∆ε
T
c is consistent with available
temperature-dependent band-gap measurements, we compare the experimental renormaliza-
tion of the band gap between 0 and 300 K, ∆Eg(expt.), with the calculated one, ∆Eg(theory)=
∆εTc −∆εTv . The results collected in Table 5.6 indicate that our MD simulations reproduce well
the experimental band-gap renormalization induced by thermal effects. Electron-phonon
coupling has been neglected in the calculation of band gaps.
Table 5.6 – Experimental and calculated band-gap renormalization between 0 and 300 K for
various semiconductors.
Semiconductor ∆Eg(expt.) ∆Eg(theory)
GaAs −0.10a −0.09
GaP −0.08b −0.10
GaN −0.09c −0.10
CdS −0.09d,e −0.08
ZnO −0.07f,g,h −0.07
SnO2 −0.17i,j −0.12
r-TiO2 −0.06k,l −0.08
a-TiO2 −0.10m,n −0.09
a Ref. [196]. b Ref. [197]. c Ref. [198]. d Ref. [199]. e Ref. [200]. f Ref. [201]. g Ref. [202].
h Ref. [203]. i Ref. [204]. j Ref. [205]. k Ref. [173]. l Ref. [206]. m Ref. [174]. n Ref. [175].
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5.1.2 Band alignment at semiconductor-water interfaces
Figure 5.2 – Schematic representation of the band alignment at the semiconductor-water
interface. In the left panel, the conduction and valence band edges (²c and ²v) of the semicon-
ductor are shown with respect to the electrostatic potential (grey) and its average Vsc(bulk).
Similarly, on the right, the SHE level is given with respect to the electrostatic potential (grey)
and its average Vw(bulk) in liquid water. The line-up between the electrostatic potentials
Vsc(int) and Vw(int) is illustrated in the middle panel. The figure also illustrates the alternative
but equivalent alignment in liquid water through the average O 2s level.
The band alignment at the semiconductor-water interface requires three steps [207, 208,
209, 96, 105]: (i) the calculation of the SHE redox level, (ii) the calculation of the band gap
of the semiconductor, and (iii) the calculation of the line-up of the average electrostatic
potential across the semiconductor-water interface. We employ a computational version of
the SHE level, which is defined by the reduction of the hydronium ion to gaseous hydrogen
[128, 101]. The redox level associated to this reaction µSHE has been calculated by combining
ab initio MD simulations, a grand-canonical formulation of solutes in aqueous solution, and
the thermodynamic integration method [128]. This redox level is referred to the average
electrostatic potential of liquid water, Vw(bulk). The band gaps of the semiconductors under
consideration are calculated with various electronic-structure methods, and the valence
band edges ²v are referred to the average electrostatic potential. The band edges of the
semiconductor and the SHE level are aligned at the semiconductor-water interface through
the line-up of the plane-averaged electrostatic potential [Fig. 5.2]. In particular, we define the
potential shift of the semiconductor ∆Vsc and of liquid water ∆Vw, as follows:
∆Vsc =Vsc(bulk)−Vsc(int), (5.6)
and
∆Vw =Vw(bulk)−Vw(int), (5.7)
where Vsc(int) and Vw(int) are the averaged electrostatic potentials in the bulk-like region of
the interface for the semiconductor and for liquid water, respectively. ∆Vw can equivalently
be calculated through the shift of the O 2s core levels, the difference being at most 0.05 eV.
Moreover, we verify that the line-up of the average electrostatic potential across the interface
does not depend on the employed level of theory, with PBE, rVV10, and PBE0(0.25) functionals
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all providing the same potential profiles within 0.01 eV when using the structural configura-
tions generated in the MD simulations. This result is consistent with previous calculations for
solid-solid interfaces [209, 210, 211].
It should be noted that special attention in the alignment has been devoted to the cases of
GaAs and SnO2. For these materials, the exposed surface area of the semiconductor in the
MD simulations is based on the experimental lattice parameters, effectively leading to the
application of in-plane strain. This effect in turn leads to interlayer relaxation in the direction
perpendicular to the interface, which needs to be accounted for in the overall alignment. We
determine the resulting shift by considering an interface between a relaxed and a nonrelaxed
layer of the same semiconductor [212]. This extra shift amounts to at most 0.06 eV and is
included in ∆Vsc.
All the interfaces studied in this work are neutral by construction. Hence, the semiconductors
are modelled in aqueous environment at a pH value corresponding to the point of zero charge
(pHPZC). The alignment of the valence band edge at pHPZC reads as follows [Fig. 5.2]:
εSHEv (PZC)=εtheoryv (T )−µSHE−∆Vsc+∆Vw. (5.8)
Consequently, the conduction band edge εSHEc (PZC) is obtained as follows:
εSHEc (PZC)= εSHEv (PZC)+E theoryg (T ). (5.9)
The use of the computational SHE [128] allows one to calculate the band alignment with
respect to an energy level that is defined in a similar way to a charge transition level of a defect
in a wide band-gap insulator (liquid water in the present case). We have also verified that µSHE
is constant with respect to the average electrostatic potential when varying the fraction of Fock
exchange α introduced in the density functional from 0 to 60% [128]. Such a robust definition
of µSHE with respect to α mirrors the analogous behavior observed for charge transition levels
of defects in crystalline materials [209, 119, 213]. The robustness of the correspondence also
holds at the GW level [214, 215]. Therefore, it is meaningful to employ the value of µSHE
calculated at the rVV10 level to align band edges calculated at the hybrid-functional and GW
level.
Furthermore, the proposed method does not require the calculation of potential offsets at the
water-vacuum interface, which implies long MD simulations, is subject to large uncertainties
due to the slow convergence of surface dipoles, and depends upon the computational setup
(i.e. pseudopotentials, classic or ab initio MD) [216, 217]. For the purpose of our work, defining
the accuracy of the computational SHE with respect to the experimental SHE is unnecessary.
In fact, within the employed formulation, the computational SHE represents a reference for
other redox levels (or charge transition levels) to be compared with. The energy separations
between the computational SHE level and calculated redox levels are indeed comparable with
the experiment. It has been shown that the overall accuracy of the method is within 0.1-0.2 eV
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[128, 218, 99, 101, 219].
5.2 Absolute energy levels of liquid water
In this work, a value of 0.87 eV corresponding to the computational SHE level versus the
average electrostatic potential in bulk water is adopted [220]. This value has been reported
to be almost constant with the fraction α of Fock exchange in the PBE0 functional [128]. In
order to avoid confusion, we define that a positive value for an energy level vs. SHE means
that this level is farther away from the vacuum level than the SHE reference, while a negative
value means this level is closer to the vacuum.
To get an estimate of the computational SHE with respect to the vacuum level, we model the
water-vacuum interface by carrying out ab initio molecular dynamics (MD) simulations of
liquid water with classical nuclei in the NVT ensemble. We use an orthorhombic periodic
supercell (a = 12.42 and c = 24.48 Å) containing 128 water molecules at the experimental
density of liquid water (1 g/cm3). Then, we enlarge the simulation cell in the c direction to
accommodate 40 Å of vacuum (a = 12.42 and c = 64.48 Å) and evolve the MD further for 60
ps. This computational setup has been shown to be sufficient for achieving proper potential
offsets, when compared to simulations with larger supercells and with quantum nuclei [221].
We use the rVV10 functional that has been designed to reproduce the experimental density of
bulk liquid water [136]. In the MD simulation of the slab, the averaged mass density of water
in the bulk region amounts to 0.995 g/cm3 [Fig. 5.3], thus differing from the target value by
only 0.005 g/cm3. Such a difference leads to negligible differences in the potential offset, as
can be inferred from the calculated deformation potential of liquid water [222].
During the MD simulation, we monitor the electric field in the vacuum region finding oscilla-
tions without any drifting behavior around an average value of only 0.004 eV/Å [Fig. 5.4] to be
compared with the average value of 0.005 eV/Å achieved in Ref. [217] for a classical simulation
lasting 1 ns. In the calculation of the potential offset ∆V between the bulk region of the water
slab and the vacuum level, the potential profile is symmetrized, thereby effectively eliminating
the bias due to a residual electric field. Upon MD evolution, ∆V converges to a value of 3.69
± 0.04 eV, where the error is calculated by performing a blocking analysis [Fig. 5.3(b)] [223].
This value appears to have converged, as time averages over the duration of 1 ps are found to
oscillate around the average value, without showing any drifting behavior [Fig. 5.5]. We also
notice that recalculation of ∆V at the hybrid functional level produces an almost negligible
difference (0.06 eV), in line with previous observations [209, 211, 224]. The present value of
∆V is similar to other calculations in the literature (3.63−3.97 eV) [221, 217], but it should be
noted that it depends in principle on the functional and the pseudopotentials and can thus be
used only for internal alignments within a given computational setup.
To achieve a water-vacuum interface at which the water molecules are randomly oriented,
we also construct water slabs from structural configurations obtained with simulations of
bulk liquid water. In particular, we take a cubic 64-water-molecule supercell, double it along
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Figure 5.3 – (a) Planar averaged mass density of liquid water at the interface with vacuum. (b)
Cumulative running average of the potential offset ∆V across the water-vacuum interface.
The dashed line indicates the converged value.
Figure 5.4 – Time evolution of the electric field in the slab simulation.
one direction, cut it on both sides avoiding the formation of dangling bonds, and add a
vacuum layer. This procedure allows us to produce slabs of the same size as those achieved
in the MD simulation of the water-vacuum interface, but in which the water dipoles at the
interface are oriented randomly. Considering a set of 2400 structures constructed in this way,
we calculate a potential offset of ∆Vrandom = 3.54 eV for such an interface. The availability of
∆V and ∆Vrandom allows us to distinguish between quadrupolar and dipolar contributions to
the potential offset. In particular, we find that ∆V is dominated by quadupolar contributions,
which do not depend on the interface structure, as also observed in Ref. [217]. The calculated
dipolar contribution of 0.15 eV is consistent with a previous theoretical study [217] and agrees
well with available estimates for the dipolar surface potential of water (0.14−0.17 eV) [101, 225].
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Figure 5.5 – Average values of ∆V calculated at each ps of the MD simulation. The overall
average is reported as a dashed red line.
Figure 5.6 – Schematic representation of the alignment of the standard hydrogen electrode
level µSHE at the water-vacuum interface.
To achieve a physically meaningful reference level of bulk liquid water, we focus on the
computational SHE level [101, 128]. The level µSHE can be aligned with respect to the average
electrostatic potential of liquid water by using the grand-canonical formulation of solutes in
aqueous solution and the thermodynamic integration method [128]. Hence, by combining
this result with the potential offset at the water-vacuum interface, we place µSHE at 4.56 eV
below the vacuum level [Fig. 5.6], very close to the value of 4.44 eV proposed by Trasatti [226].
This agreement therefore allows one to align in a reliable way the band structure of bulk water
to the vacuum level as well as the redox levels at semiconductor-water interfaces.
It should be noted that in our paper “Alignment of Redox Levels at Semiconductor-Water
Interfaces" (Chem. Mater. 2018, 30, 94-111), the SHE level (µ0SHE) had been located at 0.28
eV below the present SHE level (µSHE) [Fig. 5.6]. Therefore, the relative positions of the band
edges of the semiconductors versus the standard hydrogen electrode reported here have been
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corrected accordingly. Because the µSHE is a redox level, the calculated alignment is expected
to be robust and to depend only very weakly on the adopted density functional [128], in perfect
analogy with defect levels in semiconductors and insulators [209, 119].
5.3 Electronic properties of semiconductors
Table 5.7 – Experimental and calculated band gaps (in eV) at 300 K of the semiconductors
studied in the present work. Mean absolute errors (MAEs) are given for each electronic-
structure scheme.
Expt. PBE PBE0(0.25) G0W0(0) G0W˜0(0) G0W0(0.25) G0W˜0(0.25) QSGW PBE0 QSGW QSGW˜
GaAs 1.42a 0.35 1.76 1.01 0.91 1.65 1.49 1.17 1.66 1.42
GaP 2.26b 1.31 2.88 2.02 1.91 2.71 2.52 2.20 2.65 2.35
GaN 3.42c 1.57 3.46 2.54 2.30 3.43 3.05 2.94 3.68 3.04
CdS 2.49d 0.97 2.66 2.03 1.88 2.93 2.56 2.39 3.14 2.55
ZnO 3.37e 0.71 3.04 2.01 1.59 3.40 2.71 3.07 4.32 3.35
SnO2 3.49f,g 1.17 3.57 2.70 2.28 3.87 3.24 3.44 4.44 3.51
r-TiO2 3.00h 1.72 3.89 3.07 2.84 3.75 3.33 3.17 4.02 3.51
a-TiO2 3.36i,j 2.05 4.22 3.48 3.21 3.48 3.00 3.20 4.19 3.52
MAE 1.62 0.42 0.54 0.74 0.30 0.29 0.20 0.66 0.16
a Ref. [196]. b Ref. [197]. c Ref. [198]. d Ref. [199]. e Ref. [201]. f Ref. [204]. g Ref. [205]. h Ref. [173]. i Ref. [174]. j Ref. [175].
Table 5.8 – Simulation cell and semiconductor slabs used in the semiconductor-vacuum and
semiconductor-water calculations. The repeat units of the orthorhombic supercells employed
(Lx , Ly , and Lz) and the number of atomic layers nl in the semiconductor slab are given. The
parameter tz indicates the thickness of the vacuum (water) layer at the semiconductor-vacuum
(semiconductor-water) interface. For illustration of the semiconductor-water interface models,
refer to Fig. 5.9.
Lx (Å) Ly (Å) Lz (Å) tz (Å) nl
GaAs(110) 11.99 11.31 34.62 16.45 9
GaP(110) 11.74 11.07 34.56 17.27 9
GaN(101¯0) 10.53 9.71 38.18 21.26 6
CdS(101¯0) 13.73 12.64 35.23 13.52 6
ZnO(101¯0) 10.60 9.88 38.50 21.19 6
SnO2(110) 13.40 12.74 30.04 14.03 5
r-TiO2(110) 13.19 12.01 30.62 15.20 5
a-TiO2(101) 10.39 11.41 35.00 18.68 5
The calculated fundamental band gaps are reported in Table 5.7, where they are compared with
experimental reference values at room temperature. The mean absolute error (MAE) calculated
for each electronic-structure method, allows one to evaluate the accuracy, by which the band
gaps are reproduced. The methods PBE0(0.25), G0W0(0), and G0W˜0(0) generally produce
considerable band-gap errors, with MAEs larger than 0.40 eV. The band-gap estimations are
noticeably improved when the one-shot GW calculations are performed on top of a hybrid-
functional starting point, as manifested by the MAE of 0.30 and 0.29 eV obtained with the
62
5.3. Electronic properties of semiconductors
Table 5.9 – ∆∆V (in eV) for SnO2(110) and r-TiO2(110) at the interface with vacuum and liquid
water, respectively, for nl = 5, 9, 7, 11.
nl = 5 nl = 7 nl = 9 nl = 11
SnO2(110) vacuum 0 0.03 0.04 0.05
r-TiO2(110) vacuum 0 0.02 0.04 0.05
water 0 − 0.05 −
Table 5.10 – Experimental reference values for IP, EA, pHPZC, ²SHEv (PZC), and ²
SHE
c (PZC). IP,
EA, ²SHEv (PZC), and ²
SHE
c (PZC) are given in eV. See the text for a detailed description of the
compilation.
IP EA pHPZC ²SHEv (PZC) ²
SHE
c (PZC)
GaAs 5.47 4.09 5.9 0.42 −1.00
GaP 6.01 3.75 4.9 0.91 −1.35
GaN 7.0 2.51 −0.91
CdS 7.26 4.77 7.5 1.35 −1.14
ZnO 7.80 4.43 9.0 2.96 −0.41
SnO2 4.3 3.63 0.14
r-TiO2 7.70 4.70 5.9 2.64 −0.36
a-TiO2 5.9 2.93 −0.43
G0W0(0.25) and G0W˜0(0.25) methods, respectively. To improve the accuracy, it is necessary to
include self-consistency as in QSGW schemes. In fact, while a very good agreement is obtained
within the QSGW PBE0 scheme (MAE = 0.20 eV), in which the W interaction is calculated at
the level of the PBE starting point, this scheme is conceptually not satisfying and the good
agreement results from error cancellations [227, 94]. This can be inferred from the large
band-gap overestimations achieved with the QSGW method (MAE = 0.66 eV), in which the
W interaction is evaluated in a fully self-consistent way [94, 228]. The screening in W can
be improved through the account of vertex corrections, as in the QSGW˜ method [94]. For
the present set of semiconductors, this leads to a MAE of 0.16 eV, thus providing the best
agreement with the experiment, in accord with previous work [94].
We now focus on the accuracy by which the band-edge positions are calculated. We construct
symmetric pristine slabs which expose stable low-index surfaces. More specifically, we model
the (110) surface for GaAs, GaP, SnO2 and r-TiO2, the (101¯0) surface for GaN, CdS, and ZnO,
and the (101) surface for a-TiO2. These surfaces are fully relaxed at the PBE level to achieve the
interface with vacuum. We determine the electrostatic-potential line-ups across the surfaces
with the PBE functional. In this way, the band edges of the semiconductor can be positioned
with respect to the vacuum level, and the ionization potentials (IP) and electron affinities (EA)
determined. In order to verify the convergence of ionization potentials and electron affinities
with respect to the thickness of the employed slabs, we recalculate this quantity using thicker
slabs for SnO2(110) and r-TiO2(110) (i.e. the thinnest ones occurring in Table 5.8) and evaluate
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the shift in the calculated potential offset,∆∆V . When increasing nl from 5 to 11 for SnO2(110)
and r-TiO2(110), we observe a shift in the calculated offset as small as 0.05 eV [Table 5.9]. This
is included in the calculation of the respective IPs and EAs.
The calculated results are compared with the available IPs at room temperature measured
for the surfaces considered in this work: 5.47 eV for GaAs(110) [229], 6.01 eV for GaP(110)
[230], 7.26 eV for CdS(101¯0) [231], 7.80 eV for ZnO(101¯0) [232], and 7.70 eV for TiO2(110) [233].
For the EA, our experimental reference is set by subtracting the measured fundamental gap
reported in Table 5.7 from the respective IP [Table 5.10].
The calculated IPs and EAs are given in Table 5.11. We calculate mean average errors (MAEs)
with respect to experimental measurements only using data referring to well characterized sur-
faces. Both hybrid functionals and one-shotGW methods perform well despite the error in the
calculated band gap, with MAEs ranging between 0.15 and 0.36. However, it should be noted
that the maximum error for PBE0(0.25), G0W0(0), and G0W˜0(0) exceeds 0.6 eV. Better results
are achieved when using the G0W0 scheme based on PBE0(0.25) as starting point, either with
[G0W˜0(0.25)] or without [G0W0(0.25)] vertex corrections. In particular, with the [G0W˜0(0.25)]
method, we not only achieve low MAEs (0.24 and 0.15 eV for IP and EA, respectively) but also
the maximum error does not exceed 0.28 eV.
Next, we analyze the results achieved through self-consistent GW schemes. At the QSGW PBE0
level, we obtain overall a good accuracy with MAE values of 0.29 and 0.31 eV, with maximum
errors below 0.4 eV. However, this agreement is partly fortuitous and results from a cancellation
effect, by which the enhanced screening due to the use of the PBE compensates for the lack
of vertex corrections [227, 94]. Indeed, the use of the QSGW method, which restores self-
consistent screening, deteriorates the agreement with experiment (with errors larger than 0.8
eV for ZnO and r-TiO2), due to the systematic overestimation of the band gap [94, 228] and
to the ensuing underestimation of the screening. When vertex corrections are accounted for
as in the QSGW˜ scheme, MAE values of 0.39 and 0.27 eV are found. This scheme is strongly
recommended for the study of novel materials, which have not priorly been characterized,
both for its fully ab initio nature and for its accuracy. However, we remark that the QSGW˜
scheme does not improve upon the computationally less demanding G0W˜0(0.25), in which
the self-consistency is taken care of at the hybrid functional level.
The importance of accurately describing the band gap is highlighted by focussing on the results
obtained with hybrid-functional and one-shot G0W0 schemes, which have been empirically
tuned to reproduce the experimental band gap. In fact, these schemes yield the best agreement
with experiment, with MAEs ranging between 0.11 and 0.24 eV. In particular, the tuned G0W0
schemes are found to produce the most accurate IPs and EAs, with MAE as small as 0.11 eV
and maximum errors smaller than 0.2 eV.
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5.4 Interface models
5.4.1 Generation protocol
Figure 5.7 – Representation of (a) the molecular (m) model and of (b) the dissociative (d)
model for the a-TiO2(101)/H2O interface. Ti, O, and H atoms are shown in blue, red, and white,
respectively.
Figure 5.8 – (a) Planar averaged mass density of water (blue) at the CdS-water interface. The
density resulting from the water molecules attached to the CdS surface molecules are indicated
separately (green). The position of the terminating atomic layers of the semiconductor are
shown by vertical lines (dashed brown); (b) O-O radial distribution functions for the bulk-
like region of liquid water at the CdS-water interface (red) compared with the one for bulk
liquid water (black); (c) electrostatic potential across the z direction (blue) for the CdS-water
interface. The average value (red) is obtained through a Gaussian broadening with a width
equal to the interlayer distance of the CdS(101¯0) slab.
In order to generate semiconductor-water interfaces, we employ the minimum number of
layers in the semiconductor slab required for achieving convergence of the calculated ion-
ization potential within 0.05 eV [Table 5.8]. Two neutral interface models are constructed: (i)
a molecular (m) model [Fig. 5.7(a)], in which the water molecules are molecularly adsorbed
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Figure 5.9 – Structural configurations of equilibrated aqueous interfaces for (a) GaAs(110), (b)
GaP(110), (c) GaN(101¯0), (d) CdS(101¯0), (e) ZnO(101¯0), (f) SnO2(110), (g) r-TiO2(110), and (h)
a-TiO2(101). For GaAs and GaP, the d model is shown. For a-TiO2, the m model is shown. In
panel (f), the parameters Lx , Ly , Lz , and tz , given in Table 5.8, are illustrated.
on the semiconductor interface through an oxygen-metal bond; (ii) a dissociative (d) model
[Fig. 5.7(b)], in which the water molecules are dissociated on the semiconductor surface, with
a hydroxyl group attached to the metal atom and a proton bound to a non-metal surface
site (O for the oxide, N of GaN, and S for CdS). For both m and d models, we first add one
monolayer (1 ML) of H2O molecules on both sides of the slab. We then place an orthorhombic
box containing 64 H2O molecules with a surface area that matches that of the semiconductor
slab. The length of the box along the z direction perpendicular to the interface is chosen in
order to give the appropriate mass density and radial distribution functions of liquid water in
the bulk-like region of the system. As illustrated in Fig. 5.8(a) for the CdS-water interface, one
can see that the density of non-adsorbed H2O molecules shows a typical oscillatory behaviour,
due to a layering effect caused by the hard-wall boundary conditions at the semiconductor
surface [95, 96, 234, 235]. Fig. 5.8(b) shows that the O-O radial distribution function for the
same interface agrees well with the one calculated for the bulk liquid. The radial distribution
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function at the interface is obtained through the scheme outlined in Ref. [236] and refers to
H2O molecules showing a distance from the surface larger than 3 Å. Moreover, we verify that
the average electrostatic potential in the bulk-like region of liquid water is converged [Fig.
5.8(c)], even for the system with the thinnest water layer tz [Table 5.8]. Atomic configurations
of equilibrated interfaces are illustrated in Fig. 5.9.
5.4.2 Structural properties of semiconductor-water interfaces
We perform molecular dynamics simulations starting from both m and d models. In order
to monitor the dynamics of the semiconductor-water interface, it is convenient to define the
ratio η of dissociated H2O molecules at the semiconductor surface:
η= nd
nads
, (5.10)
where nd is the number of dissociated water molecules and nads the total number of water
molecules adsorbed in either the molecular or the dissociative mode. Water molecules and
Figure 5.10 – Time evolution of the parameter η indicating the ratio of dissociated molecules at
the interface for all the semiconductor-water models studied in this work. The MD simulations
are started either from model m (green) or from model d (blue).
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hydroxyl ions are considered to be bound to the semiconductor surface when the distance
between the O atom and a cationic surface site is smaller than a given cutoff radius (2.5 Å
for Ga and Zn sites; 2.8 Å for Cd, Sn, and Ti sites). In Fig. 5.10, we show the time-dependent
evolution of the parameter η. For GaN, CdS, ZnO, SnO2, and r-TiO2, we observe that the
interface converges to the same structure regardless of whether m or d models are used as
starting points. More specifically, GaN favors dissociative adsorption, whereas molecular
adsorption is observed for CdS and r-TiO2. In the case of GaN, the dissociation of the H2O
molecules occurs within a few picoseconds, consistent with the results of Ref. [237], where the
energy barrier for the dissociation of a H2O monolayer on the GaN(101¯0) surface was found
to be negligible. In the case of r-TiO2, the simulation starting from the d model requires as
much as 24 ps of MD simulation to convert to the m one. For ZnO and SnO2, we find that
both m and d models lead to a surface with mixed adsorption modes, described by η =58-
67% and η =87-94%, respectively. For GaAs, GaP, and a-TiO2 interfaces, no sign of change
in the adsorption mode of H2O molecules is observed after MD simulations as long as 16
ps, when starting from either of the models. This indicates that the activation barrier for the
dissociation/recombination process at these interfaces is higher than the thermal energy.
Table 5.12 – Average energy difference in eV per adsorbed water molecule between m and
d models as derived from the MD simulations, ∆EMD = EMD(m)− EMD(d); difference in
vibrational zero point motion (ZPM) energies of the adsorbed water molecule between m and
d models, ∆EZPM = EZPM(m)−EZPM(d); and corrected energy differences, ∆Ecorr =∆EMD+
∆EZPM.
surface ∆EMD ∆EZPM ∆Ecorr
GaAs(110) −0.15 0.12 −0.03
GaP(110) 0.07 0.08 0.15
a-TiO2(101) −0.07 0.08 0.01
For the systems that do not converge to a unique interfacial structure, we further investigate
the relative stability of m and d models. We derive the average energy difference per water
molecule absorbed from the MD simulations and adopt a harmonic model to include entropic
and quantum effects. To estimate the relevant vibrational frequencies, we consider a model,
which consists of a semiconductor slab with a single water molecule attached, either in
dissociated or in molecular mode. The displacement matrix is constructed by only considering
the displacements of the water molecule, leading to a total amount of nine frequencies for
both m and d models. These frequencies are used to obtain zero-point motion contributions,
which correct for the classical treatment of the nuclei in our simulations. Vibrational entropy
contributions are found to be very small and are neglected. For GaP, the d model is found to
be more stable by 0.15 eV per adsorbed H2O molecule [Table 5.12]. In contrast, for a-TiO2
and GaAs, the resulting energy differences between m and d models are found to be 0.01 and
−0.03 eV per adsorbed water molecule [Table 5.12], too small to allow us to favor either model,
as such energy differences are below the accuracy of the employed methodology. We notice
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that it has been reported for GaAs and a-TiO2 that surface defects and synthesis conditions
may play a major role in the reactivity of H2O molecules on the semiconductor surface, thus
possibly favouring dissociative adsorption [238, 239]. In the following, we nevertheless address
the band alignment for both m and d models in these ambiguous cases.
5.5 Band alignment
In Fig. 5.11, we report the time evolution of the potential offset ∆V =∆Vsc−∆Vw for each of
the studied interfaces. For GaN, CdS, ZnO, SnO2, and r-TiO2, we report the values calculated
Figure 5.11 – Time evolution of∆V for the interfaces studied. The red dashed lines indicate the
average values of∆V . Blue, green, and brown lines correspond to∆V calculated for molecular,
dissociative, and mixed models, respectively. In panel (e), discrete variations of ∆V (dashed
black) are observed depending on the indicated ratio between the number of dissociated H2O
molecules and the total number of adsorbed H2O molecules.
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for the equilibrated final models. For GaAs, GaP, and a-TiO2, we discuss results achieved with
both the m and d models. For all the studied interfaces, ∆V is converged within a few ps of
MD simulations. The fluctuations observed for the ZnO interface are due to the dynamical
rearrangements of the H2O molecules on the surface by which the number of dissociated
molecules varies over time [Fig. 5.11(e)]. The noticeably different values of ∆V calculated for
m and d models in the case of GaAs and GaP [Fig. 5.11(a) and (b)] clearly indicate the large
effect of the interface structure on the band alignment. For a-TiO2, the difference between m
and d models is less impressive.
When a 9-layer slab of r-TiO2(110) is employed in the MD simulations of the semiconductor-
water interface, we find a change in the electrostatic potential of ∆∆V = 0.05 eV with respect
to our MD simulation with a 5-layer slab. This value is very close to that calculated for the
r-TiO2(110)-vacuum interface [Table 5.9]. Therefore, we applied the same ∆∆V correction
calculated for semiconductor-vacuum interfaces to the band alignment of both r-TiO2 and
SnO2 at their interfaces with water.
5.5.1 Assignment of semiconductor-water interfaces
For GaN, CdS, ZnO, SnO2, and r-TiO2, the MD simulations are found to produce a unique in-
terfacial structure. For GaP, the d model is found to be favored from calculations of adsorption
energies. For GaAs and a-TiO2, neither the MD simulations nor the calculated adsorption
energies allow us to clearly discern which interfacial structure should be the most stable. In
this section, we analyze the band-alignment pertaining to GaAs, GaP, and a-TiO2, i.e. the
materials for which our MD simulations have not provided a single final model. In order to
focus on the effect of the underlying structural model, we carry out our analysis through the
electronic-structure methods that are expected to be most accurate, as they are designed to
reproduce the semiconductor band gap [209], i.e. PBE0(α), G0W0(α), and G0W˜0(α). In Fig.
5.12, the comparison between calculated and measured values of the band edges of GaAs, GaP,
and a-TiO2 at their interfaces with water is illustrated. All three electronic-structure methods
favor d models for the structure at the semiconductor-water interface of these three materials.
In the case of GaP, the assignment to the d model is consistent with our analysis of the relative
stability of m and d models. The differences between m and d models are smaller in the case
of a-TiO2, but the dissociative adsorption mode systematically yields the closest agreement
with experiment also in this case. Our assignment of interfacial structures to be used in the
benchmark of the electronic structure methods is given in Table 5.13.
As a further verification of the calculated alignments of GaAs, GaP, and a-TiO2, we take under
consideration a simple interface model consisting of the relaxed semiconductor surface with
a single monolayer of adsorbed water molecules. Such a simple model reproduces well all
the qualitative trends found for the fully hydrated surfaces. The numerical differences do not
exceed 0.4 eV and can be easily accounted for by the effect of the more distant water layers.
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Figure 5.12 – (a) Valence [²SHEv (PZC)] and (b) conduction [²
SHE
c (PZC)] band edges at
semiconductor-water interfaces calculated with various electronic-structure schemes com-
pared to experimental values, for GaAs, GaP, and a-TiO2. All the electronic-structure schemes
considered here reproduce the experimental band gap of the semiconductor. Full and empty
symbols correspond to d and m models, respectively. The dashed diagonal lines represent the
ideal accord between calculated and measured values.
Table 5.13 – Assignment of the interfacial structure with water for the semiconductors under
consideration. We also give the basis for the adopted assignment.
semiconductor reference structure basis of assignment
GaAs(110) d band alignment
GaP(110) d ∆Ecorr, band alignment
GaN(101¯0) d MD
CdS(101¯0) m MD
ZnO(101¯0) mixed (η=58-67%) MD
SnO2(110) mixed (η=87-94%) MD
r-TiO2(110) m MD
a-TiO2(101) d ∆Ecorr, band alignment
72
5.5. Band alignment
5.5.2 Experimental reference values
The band edges determined through Eqs. 5.8 and 5.9 can directly be compared with experimen-
tal values provided the latter are measured at pHPZC. In fact, band edges at semiconductor-
water interfaces show a Nernstian dependence on pH [240, 183, 241, 242], i.e. the band edges
are shifted by 0.059 eV closer to the vacuum level as the pH is increased by one unit. However,
while the pHPZC of a semiconductor immersed in an aqueous solution can be determined by
acid-base titration, the band offsets are not necessarily measured at the same value of pH.
Therefore, in order to compare the calculated results with experiment, the conduction band
edge measured at a given pH is shifted to its value at pHPZC through the following expression:
²SHEc (PZC)= ²SHEc (pH)+ (0.059eV)× (pHPZC−pH), (5.11)
where ²SHEc (pH) is the conduction band edge at a given pH. In the following, Eq. 5.11 is
employed to shift conduction band edges measured at a given pH to their position at pHPZC,
prior to the comparison with their theoretical counterparts. We use experimental values for
pHPZC. In order to identify reliable experimental results to be compared with our calculations,
the complex and rich literature of electrochemical measurements at semiconductor-water
interfaces has been thoroughly investigated for each material.
For GaAs, the pHPZC was determined to be ∼5.9 from measurements performed on powdered
material [243]. Benard and Handler [244] studied the capacitance-voltage behavior of n- and
p-type GaAs on the (1¯1¯1¯) surface, and observed that the flat-band potentials of n- and p-type
GaAs differed by ∼1.42 eV (i.e. the band gap), thus indicating that the band-edge positions
are the same for both types of doping. Impedance measurements of (1¯1¯1¯) and (100) surfaces
give ²SHEc (PZC)=−1.22 eV [245, 246] and ²SHEc (PZC)=−1.19 eV [247], respectively. Photocur-
rent measurements on p-type GaAs with the (100) facet exposed in a 0.5 M H2SO4 solution
give ²SHEc (PZC)=−1.08 eV [248], in substantial agreement with the impedance experiments.
However, photoelectrochemical measurements of n-type GaAs with the (100) and (111) facets
exposed in alkaline solutions provide the significantly different value of−0.78 eV for ²SHEc (PZC)
[249]. The latter agrees with the value of ²SHEc (PZC) = −0.70 eV reported by Wrighton et al.
[250]. The experimental large spread appears to be unresolved at present. Therefore, we
consider in the present work the average value ²SHEc (PZC)=−1.00 eV, which is expected to be
accurate within ±0.3 eV for GaAs.
For GaP, we have not been able to find any measurement of pHPZC. However, Butler and
Ginley [251] have shown that the pHPZC of semiconductors depends linearly upon their
electronegativity. By calculating the electronegativities of the compounds from those of
the constituent atoms for both GaAs and GaP, and considering the pHPZC =5.9 for GaAs,
we infer a value of the pHPZC of 4.9 for GaP. From photoelectrochemical measurements of
n-type GaP at pH=0, ²SHEc (PZC)= −1.42 eV [250]. This value is slightly different from that
inferred from impedance measurements [²SHEc (PZC)= −1.30, −1.45 eV [252]]. Gomes and
Cardon [253] summarized various electrochemical measurements on n- and p-type GaP
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[247, 252, 250, 254, 255], and found that the conduction band edge of both types of GaP
satisfied the expression ²SHEc =−1.05−0.06 ·pH (in eV). Furthermore, this expression appears
to be independent of the exposed semiconductor surface. According to this expression,
²SHEc (PZC)=−1.35 eV, and this value is used as our experimental reference for GaP. We estimate
an error of ±0.1 eV on the basis of the spread of the experimental data.
For GaN, pHPZC = 7 is inferred from an indirect estimate based on a model [256] used to fit the
measurements of Ref. [257]. Electrochemical capacitance measurements on n-type GaN give
²SHEc (PZC)=−0.91 eV [241], in substantial agreement with earlier measurements of the same
group giving ²SHEc (PZC)=−0.86 eV [183]. At variance, the interpolation of the values reported
by Huygens and co-workers [242] lead to ²SHEc (PZC)= −0.96 eV. Hence, we here adopt the
average value of the reported data, ²SHEc (PZC)=−0.91 eV. This value is expected to be accurate
within ±0.05 eV.
The pHPZC of CdS is reported to be 7.5 from measurements of the zeta potential on hydrous CdS
at various pH [258]. Numerous electrochemical measurements on CdS have been performed
and very different values for the flat-band potential have been reported [259, 260, 261, 262,
263, 264, 265, 250]. In particular, it has been observed that the flat-band potential of CdS(0001)
shifts drammatically when the measurements are performed on Cd and S surfaces [263]. In
our work, the exposed face of CdS is (101¯0), a nonpolar surface with 1:1 ratio of Cd and S at
the surface. Therefore, we consider as our experimental reference the average of the values
measured for S and Cd surfaces in Ref. [263]. This leads to ²SHEc (PZC)=−1.14 eV.
The pHPZC of ZnO is reported to lie in an interval between 8 and 10, depending on the
experimental setup [266]. Therefore, we considered the average value of 9 in this work. From
capacitance-voltage measurements of n-type ZnO(112¯0) electrodes, we infer ²SHEc (PZC)=
−0.46 eV [267, 268]. The experimental characterization of (0001) and (0001¯) surfaces did not
show any significant difference, yielding ²SHEc (PZC)=−0.41 eV in Ref. [269] and ²SHEc (PZC)=
−0.36 eV in Ref. [270]. We here adopt the average of the reported data, i.e. ²SHEc (PZC)=−0.41
eV. The adopted value is consistent within ±0.05 eV with all the available experimental data.
A value of 4.3 for the pHPZC of SnO2 has been reported in Refs. [251] and [271]. Photocurrent
measurements on n-type SnO2 give ²SHEc (PZC)= 0.11 eV [272], in accord with more recent elec-
trochemical experiments in Refs. [273] and [274], giving 0.15 and 0.16 eV for ²SHEc (PZC), respec-
tively. Again, we here adopt the average value of the reported measurements, ²SHEc (PZC)= 0.14
eV. With this assignment, all measurements are accounted for within ±0.03 eV.
As far as TiO2 is concerned, the pHPZC is reported to lie in the interval ranging from 5.8 to
6.0 [251, 275], and to be independent of the crystal structure [275]. Thus, we set pHPZC =
5.9 for both rutile and anatase in this work. The literature of electrochemical measurements
on rutile and anatase TiO2 is extremely rich and the relative position of the band edges of
the two polymorphs is still debated [276]. However, electrochemical measurements for both
types of TiO2 agree within 0.1 eV or less, generally with the conduction band edge of a-TiO2
lying slightly higher than that of r-TiO2. In the following, we give a compilation of various
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experimental results. Early measurements performed on rutile and anatase powders yield
−0.36 and −0.40 eV, respectively [277]. We infer ²SHEc (PZC) values of −0.32 and −0.52 eV for
r-TiO2(001) and a-TiO2(101) from Ref. [278]. For rutile, a value of ²SHEc (PZC)= −0.41 eV is
inferred from the pH-dependent band bending of TiO2(110) [279]. Values of −0.31 eV and
−0.39 eV for the same material have been reported in Refs. [280] and [272], respectively. For
a-TiO2(101), Refs. [281] and [282] lead to ²SHEc (PZC) at−0.41 and−0.36 eV, respectively. For the
purpose of this work, we take as reference for each material the average of the measured values.
This gives ²SHEc (PZC) = −0.36 eV for r-TiO2 and −0.43 eV for a-TiO2. These values account for
all the experimental data within ±0.05 and ±0.09 eV, respectively.
The compilation of experimental ²SHEc (PZC) used in this work is summarized in Table 5.10.
Reference values for ²SHEv (PZC) are achieved by adding the measured fundamental gap listed
in Table 5.7 to the pertinent ²SHEc (PZC).
5.5.3 Benchmark of electronic-structure methods
In this section, we only retain the adsorption models which correspond to our assignment, as
reported in Table 5.13. We investigate the full set of electronic-structure methods considered
in this work in order to assess their accuracy in reproducing the experimental band alignment.
The energy levels of the valence and conduction band edges, ²SHEv (PZC) and ²
SHE
c (PZC), are
given in Table 5.14 and are illustrated graphically in Fig. 5.13. In addition, from the comparison
with experimental band-edge levels (summarized in Table 5.10), we give in Table 5.14 the
mean average error (MAE) for each of electronic-structure method adopted. The MAEs are
also summarized graphically in Fig. 5.14.
We first consider the performance of the hybrid functional and the one-shot GW methods
[Fig. 5.13(a)]. Again, for these electronic-structure methods, it should be realized that the
discrepancies on the band alignments partially stem from the error in the calculated band gap.
At the PBE0(0.25) level, the calculated values for the valence band edges yield a sizeable MAE of
0.35 eV, but the MAE pertaining to the conduction band edges is only 0.22 eV. The latter value
suggests that PBE0(0.25) could represent a computational fast and accurate method for the
screening of photoanode materials suitable for oxygen evolution in the water splitting process.
At the G0W0(0) level, we find a moderate MAE (0.29 eV) for εSHEv (PZC) but a rather large MAE
(0.66 eV) for εSHEc (PZC). When the initial state is kept at the PBE level and vertex corrections are
included, the agreement is found to worsen as can be inferred from the G0W˜0(0) results, with
MAEs of 0.39 and 0.73 eV for εSHEv (PZC) and ε
SHE
c (PZC), respectively. For the G0W0 scheme
using a starting point based on PBE0(0.25), either without [G0W0(0.25)] or with [G0W˜0(0.25)]
vertex corrections, a noticeable improvement of MAEs by at least 0.22 eV for εSHEc (PZC) is
observed, compared to that obtained with the G0W0(0) and G0W˜0(0) methods. But the band
alignment pertaining to the valence band edges becomes worse, with MAEs of 0.50 and 0.41
eV, respectively.
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Figure 5.13 – Valence band edge εSHEv (PZC) and conduction band edge ε
SHE
c (PZC) calculated
with various electronic-structure schemes and referred to the SHE level in liquid water for
the set of semiconductor-water interfaces considered in this work: (a) PBE0(0.25) and non-
empirical one-shot GW calculations, (b) quasi-particle self-consistent GW schemes, and (c)
hybrid functional and G0W0 calculations tuned to reproduce the band gap of the semiconduc-
tors.
Next, we consider the results obtained through self-consistent GW schemes, as illustrated
in Fig. 5.13(b). When the band edges are calculated at the QSGW PBE0 level, we obtain un-
satisfactory accuracy for both the valence band (MAE= 0.48 eV) and the conduction band
(MAE = 0.59 eV). The use of the QSGW method, which restores self-consistent screening,
remarkably deteriorates the overall agreement with experiment as the MAE of εSHEv (PZC) is up
to 0.79 eV and that of εSHEc (PZC) (0.38 eV) is still sizeable. In this regard, it should be noted
that our results at the QSGW level for GaN and ZnO are close to those obtained by Kharche
et al. with a similar methodology. The study of a large set of interfaces in our work, clearly
conveys that the discrepancies with the experiment found in Ref. [96] should be assigned to
the use of the QSGW method, rather than to a model deficiency of the interface structure.
When vertex corrections are accounted for as in the QSGW˜ scheme, the agreement with the
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experiment is still not satisfactory, with MAE values of 0.57 and 0.56 eV. Again, we find that
the self-consistent QSGW˜ scheme does not improve upon the G0W0(0.25), thus providing a
strong preference for the latter method when a fast screening is performed.
Figure 5.14 – Mean absolute errors (MAEs) for the valence band edge εSHEv (PZC) (blue) and
for the conduction band edge εSHEc (PZC) (red), calculated with various electronic-structure
schemes and referred to the SHE level in liquid water, for the set of semiconductor-water
interfaces considered in this work. Experimental references correspond to the pH at the point
of zero charge given in Table 5.10.
We conclude our analysis by considering hybrid-functional and one-shot G0W0 schemes
which have empirically been tuned to reproduce the experimental band gap [Fig. 5.13(c)]. The
importance of reproducing the band gap is conveyed by the fact that the scheme of PBE0(α)
yields the best agreement with experiment, with MAE of 0.17 eV, noticeably better than all the
nonempirical schemes. When the tuning procedure is combined with a G0W0 method, as in
the G0W0(α) and G0W˜0(α) schemes, the overall agreement with experiment is also improved
with respect to nonempirical schemes, resulting in MAEs of 0.40 and 0.42 eV, respectively.
From the comparison between G0W0(α) and G0W˜0(α), one infers that the inclusion of vertex
corrections in such tuning procedures is not beneficial, despite the conceptual advance.
5.5.4 Comparison with previous work
It is of interest to compare the results calculated in this work with those of previous computa-
tional studies. Stevanovic´ et al. derived the band alignment from ionization potentials and
electron affinities of semiconductor-vacuum interfaces calculated at theGW level [98]. Hence,
the structure at the semiconductor-water interface was not explicitly considered. The large
discrepancy with the experiment (> 0.6 eV) for the majority of the studied semiconductors
was then justified by invoking a systematic correction of ∼0.5 eV, which was meant to account
for the effect of the aqueous environment at pHPZC. However, the results in our work indicate
that the specific interface structure strongly affects the band alignment, with molecular and
dissociative models of water adsorption leading to energy differences exceeding 1 eV in some
cases. To further examine the validity of the approach proposed in Ref. [98], we evaluate
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Figure 5.15 – (a) ²v(PZC) vs. IP and (b) ²c(PZC) vs. EA. All quantities shown here are consistently
obtained at the PBE0(α) level of theory and are referred to the vacuum level.
the ionization potentials (IPs) and electron affinities (EAs) for semiconductor-vacuum inter-
faces at the PBE0(α) level of theory and compare the calculated values with ²SHEv (PZC) and
²SHEc (PZC) determined at the same level of theory [Fig. 5.15]. The connection between the
SHE and the vacuum level is established according to Fig. 5.6, in which the SHE level is placed
at 4.56 eV below the vacuum level. The comparison in Fig. 5.15 shows differences ranging
from −0.43 to 1.10 eV, thereby indicating that the implicit account of the semiconductor-water
interface structure through a fixed correction is subject to large errors.
Wu, Chan, and Ceder used a simplified interface model and obtained a MAE of 0.19 eV from the
band alignment calculated at the PBE level for six different semiconductors. However, the level
of agreement in Ref. [100] arises from a fortuitious cancellation of errors. In fact, the results in
their computational study are achieved at pHPZC, but are compared with measurements car-
ried out at different values of pH. The authors argue that their simulation cells containing 127
H2O molecules and one hydronium ion closely correspond to pH= 1. However, it has recently
been shown that proper account of the pH effect should be included in simulations of aqueous
solutions through the connection with the electron chemical potential [128]. Furthermore,
this effect adds up to the errors resulting from the use of PBE for the band edge calculation
(up to 1 eV depending on the material) and from the use of non-equilibrated interface models,
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which do not account for the specific adsorption mode of the water molecules.
5.6 Conclusion
In this work, we assessed the accuracy of hybrid functionals and GW calculations for the
prediction of the band alignment at semiconductor-water interfaces. We considered a set
of eight semiconductors, namely GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile TiO2 (r-TiO2), and
anatase TiO2 (a-TiO2), for all of which the band-edge levels in aqueous environment have
been measured [181, 182, 80, 183]. For each material, we calculated the electronic band gap
through hybrid functional calculations at the PBE0 level [112, 113] and with various GW
schemes [283]. For both hybrid functional and GW calculations, the intrinsic error in the
description of the band edges was disentangled from the error due to the difference between
experimental and calculated band gaps. In fact, the electronic-structure methods employed
include both nonempirical schemes with no input parameter taken from experiment, and
empirical schemes, which were designed to reproduce the experimental band gap. More
specifically, we carried out PBE0 hybrid functional calculations, in which the fraction of
Fock exchange (i) was fixed to its original value of α = 0.25 or (ii) tuned to reproduce the
experimental band gap of the semiconductor under investigation. Similarly, we performed
one-shot GW calculations based on starting points from (i) PBE and PBE0(0.25) or from (ii)
tuned PBE0(α) functionals. Additionally, we also examined the performance of quasi-particle
self-consistent GW schemes [186] and the role of vertex corrections [94].
We modelled semiconductor-water interfaces at the atomistic level. For each semiconductor
surface, two neutral interfaces were built: (i) a molecular (m) model, in which all the adsorbed
water molecules are bound molecularly through a bond between the O atom of the water
molecule and an undercoordinated metal site of the semiconductor; (ii) a dissociative (d)
model, in which the water molecules are dissociated on the surface, with the hydroxyl group
adsorbed at a metal site and the proton attached to a non-metal atom of the surface. Taking
either of these models as initial structures, we performed molecular dynamics simulations to
reach equilibrated structures. For GaN, CdS, ZnO, SnO2, and r-TiO2, this led to a unique model
with either a fully molecular, a fully dissociative or a mixed adsorption mode, which does not
depend on the initial structural configuration. In contrast, for GaAs, GaP, and a-TiO2, we did
not observe an evolution of the starting models to a unique structure during the time period
of our simulations, due to the slow kinetics of water dissociation/recombination processes at
the surfaces of these semiconductors. An energetic analysis including the effect of zero-point
motion of the adsorbed H2O molecules allowed us to clearly favor the d model in the case
of GaP. However, for GaAs and a-TiO2, such an analysis proved insufficient to discriminate
betweenm and d models. Hence, for these ambiguous cases, the structural model was inferred
from the band alignment.
The band edges of the semiconductors at the interface with liquid water were referred to the
standard hydrogen electrode (SHE) via the following three-step procedure [207, 208, 209, 96]:
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(i) the SHE level was calculated using the computational scheme proposed in Ref. [128] and
referred to the average electrostatic potential of liquid water; (ii) for each semiconductor the
band edges were calculated and referred to its average electrostatic potential; (iii) the elec-
trostatic potential line-up across the semiconductor-water interface was extracted from the
structural configurations achieved with MD simulations. All the comparisons with experiment
were made at the pH corresponding to the point of zero charge. As experimental band edges
are generally determined at a different pH, we applied a Nernstian shift before the comparison
with their calculated counterparts. We first addressed the remaining ambiguity concerning
the interface structures of GaP, GaAs, and a-TiO2. For GaP, the d model, which was clearly
identified as the most stable one, was found to provide a band alignment in close agreement
with the experiment, while the m model gave discrepancies exceeding 1 eV. For GaAs and
a-TiO2, the alignments associated to m and d models were also found to be significantly
different, with a clear preference for the dissociative adsorption mode when comparing with
experiment.
At this stage, we were ready to assess the accuracy of a variety of advanced electronic-structure
methods, including both hybrid functionals and GW methods. We defined mean absolute
errors (MAEs) for the valence-band and conduction-band edges, by comparing our calculated
results with the experiment. First, we focussed on PBE0(0.25) and one-shot GW methods.
The PBE0(0.25) functional yields a high MAE for the valence band edge (0.35 eV), while
the MAE for the conduction band edge is relatively low (0.22 eV). However, while the latter
level of agreement appears very promising, especially in view of the low computational cost
of hybrid functionals, the investigation of a larger set of semiconductor-water interfaces
appears advisable before drawing definite conclusions. The one-shot GW methods based
on a starting point determined at the PBE level produce large MAEs (0.29-0.73 eV), and a
minor improvement of the agreement with experiment is observed when the starting point is
determined at the PBE0(0.25) level (MAEs between 0.33 and 0.51 eV).
Next, we investigated various quasi-particle self-consistent GW schemes. When the screening
interaction W is kept fixed at the PBE level, the achieved accuracy is unsatisfactory with
MAEs of 0.48 and 0.59 eV for valence and conduction band edges, respectively. A comparable
accuracy with slightly higher MAEs (0.57 and 0.56 eV) is obtained with the QSGW˜ scheme,
which includes vertex corrections [94]. The latter method is fully ab initio and corresponds
to the state of the art as far as band-gap calculations are concerned [94], and should thus
generally be preferred in predictive approaches. Instead, the QSGW without vertex corrections
is found to perform worse (0.79 and 0.38 eV), due to the overestimation of the band gaps. It
should be remarked that the inclusion of self-consistency at the GW level does not generally
lead to higher accuracies for the band alignment, while it entails a higher computational cost.
In this respect, the one-shot GW methods based on a starting point at the PBE0(0.25) level
appear as a better choice, with MAEs ranging between 0.33 and 0.51 eV.
We completed our investigation through a series of electronic-structure schemes that rely on
the knowledge of the semiconductor band gap. In hybrid functionals, one can take advantage
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of this knowledge by adjusting the fraction of exchange such that the calculated band gap
reproduces the experimental one. A similar adjustment can be introduced in one-shot GW
schemes based on a starting point calculated at the hybrid functional level. As a general
remark, we observe that such tuned schemes outperform the fully ab initio ones as far as the
band alignment is concerned, with the highest accuracy corresponding to a MAE as low as
0.17 eV for the PBE0(α) method. This result indicates that the correct description of the band
gap is an important preliminary criterion for such alignments.
In conclusion, the present work addresses the band alignment at semiconductor-water inter-
faces taking under consideration advanced state-of-the-art electronic-structure methods and
an extensive set of semiconductors. Our study not only defines a computational protocol but
also provides an assessment of the accuracy that can be achieved in this type of investigation,
setting a benchmark for high-throughput material searches in large data bases.
The results presented in this chapter have been published in Refs. [66] and [220].
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6 Evaluation of photocatalysts for water
splitting through combined analysis
of surface coverage and energy-level
alignment
In this chapter, we determine surface concentrations of water molecules, protons, and hy-
droxyl ions adsorbed at the interface with liquid water as a function of pH for a series of eight
semiconductors, including GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile TiO2, and anatase TiO2.
This is achieved through the calculation of the acidity constants at the surface sites, which are
derived from ab initio molecular dynamics simulations and a grand-canonical formulation of
adsorbates. This method is validated by the excellent agreement of the resulting pH values
at the point of zero charge with experimental data. By combining the nature of the surface
coverage and the alignment of the band edges to the relevant redox levels, the potential of the
studied semiconductors as photocatalysts for water splitting is examined.
This chapter is organized as follows. In Section 6.1, we introduce the general motivation for
the research conducted in this chapter. The theoretical formulation for calculating acidity
constants of adsorbates (H+ and H2O) on surface sites is given in Section 6.2. In Section 6.3,
we report the methods to calculate (i) the free energies associated with the deprotonation of
adsorbates (e.g. H+ and H2O), (ii) the electrostatic finite-size corrections accounting for a
hydronium cation in liquid water and for an extra proton at semiconductor-water interfaces,
and (iii) the zero-point energies of protons. The pKa and pHZPC for the investigated semicon-
ductor surfaces achieved with semilocal and hybrid functionals are compared in Section 6.4.
The acid-base properties of semiconductor-water interfaces are reported in Section 6.5. In
Section 6.6, the band alignments of semiconductor-water interfaces are studied as a function
of pH including the consideration of the surface adsorbates. Finally, a discussion concluding
this chapter is given in Section 6.7.
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6.1 General motivation
Despite the extensive attention from the scientific community [284, 285, 80, 286, 84, 287, 288,
289, 81, 290] and the tremendous efforts devoted [55, 82, 83, 79, 291, 292, 293], the efficiency
of hetereogeneous photocatalytic water splitting is still and by large unsatisfactory [284, 294].
This precludes any large-scale application of this otherwise promising technology for the
production of clean fuel [294]. One of the key features currently hindering any perspective use
of this process is the lack of an efficient photocatalyst material [89].
In principle, any semiconductor that is stable in aqueous environment and capable of har-
vesting solar light could be a photocatalyst for the water splitting reaction, thus providing
a plethora of candidate materials. This enormous set might be reduced by considering sev-
eral supplementary requirements, such as (i) a favorable alignment of the band edges of the
semiconductor with respect to the redox levels of hydrogen reduction and water oxidation
[100] and (ii) beneficial surface effects which might lower the overpotentials associated to the
four proton-coupled electron transfers of the water oxidation reaction [295, 296, 297, 24, 298].
However, in practice, these properties cannot be tested experimentally for so many candidate
materials.
Therefore, since the first investigations of heterogeneous water splitting [55], computational
chemistry and physics have been used to disentangle some of the phenomena that are relevant
to the efficiency of this process and to introduce an element of design in the systematic
exploration of candidate materials [66, 299, 300, 295, 86, 87, 88, 89, 90, 301]. Excellent results
have been achieved in the calculation of the band gap of semiconductors [93, 94, 302, 303, 304]
as well as in the alignment of the band edges at water-semiconductor interfaces [66, 299, 100].
Based on simplified computational protocols, theoretical screenings of candidate materials
have been deployed [86, 87, 88, 89, 90] in order to define smaller sets of possibly promising
photocatalysts with band edges favorably aligned to the redox levels of hydrogen reduction
and water oxidation [100]. Furthermore, the calculation of the overpotentials associated to the
water oxidation reaction has been made possible both by means of simplified interface models
[305, 295, 306, 307, 308, 309], and more recently, by means of more realistic semiconductor-
water interfaces in a few cases [309, 310].
In this framework, the theoretical description of physical processes occurring at semiconductor-
water interfaces is complicated by their multi-faceted nature, which depends upon various
factors, e.g. the pH of the aqueous solution in which the material is immersed and possible
reconstructions and defects at the surface [300, 311]. Therefore, simplified computational
protocols in which such effects are completely ignored are likely to miss important physical
aspects, thus affecting and possibly invalidating the achieved results. While the simultaneous
inclusion of all effects in a single simulation is currently beyond reach, it has recently been
shown that theory is at least capable of describing the acid-base chemistry and reactivity of
pristine semiconductor-water interfaces [299, 300]. However, in order to identify the character-
istics of the ideal photocatalyst, it is necessary to enable a more extensive screening, in which
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several semiconductors are compared. In this chapter, we try to evaluate photocatalysts for
water splitting through the combined analysis of surface coverage and energy-level alignment.
6.2 Theoretical formulation
Considering an ideal semiconductor surface MxAy , we assume that protons are adsorbed only
on surface anion sites A, while water molecules and hydroxyl ions are adsorbed on surface
metal sites M, all M and A sites being equivalent. For the calculation of the pKa of individual
adsorption sites, we consider the following acid-base equilibria:
H+A +H2O(`)*)Aemp+H3O+(aq), (6.1)
and
wM+H2O(`)*)OH−M+H3O+(aq), (6.2)
where H+A and Aemp represent a proton adsorbed on a surface site A and an empty site A,
respectively. wM and OH−M represent a water molecule and a hydroxyl ion adsorbed on a
surface site M, respectively. The acid-base constants Ka of the proton adsorbed on a site A
(H+A ) and of the water molecule adsorbed on a site M (wM) read as:
Ka(H
+
A )=
[H3O+(aq)][Aemp]
[H+A ]
, (6.3)
and
Ka(wM)=
[H3O+(aq)][OH−M]
[wM]
. (6.4)
Given the definition of pKa of an acid as the pH value for which the concentration of the
adsorbed acid is equal to that of its conjugated base, at pH = pKa(H+A ), the concentration of
protons adsorbed on sites A (cH+A ) should be equal to that of empty sites A (cAemp ):
cH+A = cAemp . (6.5)
Similarly, at pH = pKa(wM), the concentration of water molecules (cwM ) and hydroxyl ions
(cOH−M ) adsorbed on sites M should be equal to each other:
cwM = cOH−M . (6.6)
In analogy to the definition of defect concentrations in crystalline materials, cH+A and cAemp can
be expressed in terms of the formation free energies of a proton adsorbed on a site A (Gf[H
+
A ])
and of an empty site A (Gf[Aemp]), and read as [300]:
cH+A = cAe
−Gf[H+A ]/kBT , (6.7)
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and
cAemp = cAe−Gf[Aemp]/kBT , (6.8)
where cA is the surface concentration of sites A, T the temperature, and kB the Boltzmann
constant. Similarly, cwM and cOH−M can also be expressed in terms of the formation free energies
of a water molecule (Gf[wM]) and a hydroxyl ion (Gf[OH
−
M]) adsorbed on a site M. They read as
follows:
cwM = cMe−Gf[wM]/kBT , (6.9)
and
cOH−M = cMe−Gf[OH
−
M]/kBT , (6.10)
where cM is the surface concentration of sites M. From eqs. 6.5−6.10, one obtains:
Gf[H
+
A ]=Gf[Aemp], (6.11)
at pH = pKa(H+A ), and
Gf[OH
−
M]=Gf[wM], (6.12)
at pH = pKa(wM).
The formation free energies Gf[H
+
A ], Gf[Aemp], Gf[OH
−
M], and Gf[wM] can be expressed using a
grand-canonical formulation of adsorbates at the interface, analogous to that of solutes in
aqueous solution [128, 300]. Following Ref. [300], the formation free energy of an adsorbate Y
in the charged state q is defined as follows:
Gqf [Y]=Gq [Y]−G[ref]−
∑
i
niµi +q(εvw −∆Vw+µe)+Eqcorr(int), (6.13)
where Gq [Y] is the Gibbs free energy of the adsorbate Y in the charged state q , and G[ref]
the Gibbs free energy of the reference interface system. In this work, we take as reference
neutral semiconductor-water interfaces achieved from molecular dynamics (MD) simulations
showing a water adsorption mode that can either be molecular, dissociative, or mixed [66]. µi
is the chemical potential of the added/subtracted species i , ni is the number of added/sub-
tracted atoms of the i -th atomic species (positive for added species, negative for subtracted
species). εvw is the valence band edge of bulk liquid water. ∆Vw is the difference between the
electrostatic potential of liquid water in a model of bulk water and in the respective bulk com-
ponent of the semiconductor-water interface model [Fig. 6.1] [300]. µe is the electron chemical
potential, and Eqcorr(int) is a correction term taking into account electrostatic finite-size effects
induced by the presence of a charge close to the interface.
In the following subsections, we give the expressions to be used forGf[H
+
A ],Gf[Aemp],Gf[OH
−
M],
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Figure 6.1 – Schematic representation of the alignment scheme. The lineup between the
average electrostatic potential in bulk liquid water Vw(bulk) and at the semiconductor-water
interface Vw(int) is achieved through ∆Vw =Vw(bulk)−Vw(int).
and Gf[wM] as derived depending on the water adsorption mode occurring in the reference
models.
Molecular Mode
For a reference interface showing a molecular adsorption mode of water, all surface anion
sites A are empty, while all surface metal sites M are occupied by water molecules. In this case,
we can write:
Gf[Aemp]= 0 (6.14)
and
Gf[wM]= 0. (6.15)
According to eq. 6.13, the formation free energies of an adsorbed H+ on a site A (Gf[H+A ]) and
of an OH− on a site M (Gf[OH−M]) read as follows:
Gf[H
+
A ]=G[H+A ]−G[ref]−µH+εvw −∆Vw+µe+E+1corr(int) (6.16)
and
Gf[OH
−
M]=G[OH−M]−G[ref]+µH−εvw +∆Vw−µe+E−1corr(int). (6.17)
The free-energy differences appearing in eqs. 6.16 and 6.17 can be calculated by employing
the thermodynamic integration (TI) method [128, 219], and read as follows:
G[H+A ]−G[ref]=∆pAAemp +∆zpEH+A (6.18)
and
G[OH−M]−G[ref]=∆dpAwM −∆zpEwM , (6.19)
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where ∆pAAemp and ∆dpAwM are the thermodynamic integrals associated with the protonation
reaction occurring on an empty site A and the deprotonation reaction of a water molecule
adsorbed on a site M, respectively. ∆zpEH+A and ∆zpEwM are the zero-point motions of a proton
adsorbed on a site A and of a proton belonging to a water molecule adsorbed on a site M,
respectively. These are correction terms that account for the fact that the nuclei are treated
classically in our simulations.
At pH = pKa(H+A ), from eqs. 6.11, 6.14, 6.16, and 6.18, we obtain the following expression for
the electron chemical potential µe:
µe =−∆pAAemp −∆zpEH+A +µH−εvw +∆Vw−E
+1
corr(int). (6.20)
At pH = pKa(wM), from eqs. 6.12, 6.15, 6.17, and 6.19, we also achieve the expression for the
electron chemical potential µe:
µe =∆dpAwM −∆zpEwM +µH−εvw +∆Vw+E−1corr(int). (6.21)
Dissociative Mode
For the reference interface showing a dissociative adsorption mode of water, all surface anion
sites A and metal sites M are occupied by protons (H+) and hydroxyl ions (OH−), respectively.
Therefore, we have in this case:
Gf[H
+
A ]= 0 (6.22)
and
Gf[OH
−
M]= 0. (6.23)
According to eq. 6.13, the formation free energies of an empty site A and an adsorbed water
molecule on the site M are given by:
Gf[Aemp]=G[Aemp]−G[ref]+µH−εvw +∆Vw−µe+E−1corr(int) (6.24)
and
Gf[wM]=G[wM]−G[ref]−µH+εvw −∆Vw+µe+E+1corr(int). (6.25)
Here, the free-energy differences appearing in eqs. 6.24 and 6.25 read as follows:
G[Aemp]−G[ref]=∆dpAH+A −∆zpEH+A (6.26)
and
G[wM]−G[ref]=∆pAOH−M +∆zpEwM , (6.27)
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where ∆dpAH+A and ∆pAOH
−
M
are the thermodynamic integrals associated with the deprotona-
tion reaction of a H+ adsorbed on a site A and the protonation reaction of a OH− adsorbed on
a site M, respectively.
At pH = pKa(H+A ), from eqs. 6.11, 6.22, 6.24, and 6.26, we derive the following expression for
the electron chemical potential µe:
µe =∆dpAH+A −∆zpEH+A +µH−εvw +∆Vw+E
−1
corr(int). (6.28)
At pH = pKa(wM), using eqs. 6.12, 6.23, 6.25, and 6.27, we obtain the following expression for
the electron chemical potential µe:
µe =−∆pAOH−M −∆zpEwM +µH−εvw +∆Vw−E+1corr(int). (6.29)
Mixed Mode
For the reference interface with the mixed adsorption mode of water, surface anion sites A are
partially protonated, while metal sites M are occupied by either H2O molecules or hydroxyl
ions (OH−). In this case, following eq. 6.13, the formation free energies associated with the
protonation of an empty site A1 (Gf[H
+
A1
]) is expressed as:
Gf[H
+
A1
]=G[H+A1 ]−G[ref]−µH+εvw −∆Vw+µe+E+1corr(int). (6.30)
Similarly, the formation free energy of an empty site A2 (Gf[A2emp]) obtained through deproto-
nation reads:
Gf[A2emp]=G[A2emp]−G[ref]+µH−εvw +∆Vw−µe+E−1corr(int). (6.31)
The free-energy differences contained in eqs. 6.30 and 6.31 can also be expressed as:
G[H+A1 ]−G[ref]=∆pAA1emp +∆zpEH+A (6.32)
and
G[A2emp]−G[ref]=∆dpAH+A2 −∆zpEH+A , (6.33)
where∆pAA1emp and∆dpAH+A2
are the thermodynamic integrals associated with the protonation
at site A1 and the deprotonation of site A2. At pH = pKa(H+A ), through eqs. 6.11 and 6.30−6.33,
we achieve the following expression for the electron chemical potential µe:
µe = 12 (∆dpAH+A2 −∆pAA1emp )−∆zpEH+A +µH−εvw +∆Vw+
1
2 [E
−1
corr(int)−E+1corr(int)]. (6.34)
Proceeding in an analogous way, we derive through eq. 6.13 the formation free energies of an
adsorbed OH− ion resulting from the deprotonation of an adsorbed water molecule on site
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M1 (Gf[OH
−
M1
]) and of a water molecule resulting from the protonation of an adsorbed OH−
on site M2 (Gf[wM2 ]):
Gf[OH
−
M1
]=G[OH−M1 ]−G[ref]+µH−εvw +∆Vw−µe+E−1corr(int) (6.35)
and
Gf[wM2 ]=G[wM2 ]−G[ref]−µH+εvw −∆Vw+µe+E+1corr(int). (6.36)
The free-energy differences appearing in eqs. 6.35 and 6.36 read as:
G[OH−M1 ]−G[ref]=∆dpAwM1 −∆zpEwM (6.37)
and
G[wM2 ]−G[ref]=∆pAOH−M2 +∆zpEwM , (6.38)
where ∆dpAwM1 and ∆pAOH
−
M2
are the thermodynamic integrals associated with the deproto-
nation of a water molecule adsorbed on site M1 and the protonation of an adsorbed OH− on
site M2, respectively. At pH = pKa(wM), using eqs. 6.12 and 6.35−6.38, we obtain the following
expression for the electron chemical potential µe:
µe = 12 (∆dpAwM1 −∆pAOH−M2 )−∆zpEwM +µH−εvw +∆Vw+
1
2 [E
−1
corr(int)−E+1corr(int)]. (6.39)
———————
A more general expression can be put forward for µe that encompasses all the interface models
with the various absorption modes. The deprotonation reaction of the H+ adsorbed on site A
is the reverse process of protonation of an empty site A. This leads to the equation ∆dpAH+A =
−∆pAAemp . Together with the assumption that all A sites are equivalent, the expressions for
the electron chemical potential µe at pH = pKa(H+A ) derived in eqs. 6.20, 6.28, and 6.34 can be
combined into a single expression:
µe =∆dpAH+A −∆zpEH+A +µH−εvw +∆Vw+E
A
corr(int), (6.40)
with
EAcorr(int)=

−E+1corr(int) molecular mode
E−1corr(int) dissociated mode
[E−1corr(int)−E+1corr(int)]/2 mixed mode
.
Similarly, using∆dpAwM =−∆pAOH−M and the assumption of equivalent M sites, we reformulate
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the expressions of µe given in eqs. 6.21, 6.29, and 6.39. At pH = pKa(wM), we thus obtain the
following more general expression:
µe =∆dpAwM −∆zpEwM +µH−εvw +∆Vw+EMcorr(int), (6.41)
with
EMcorr(int)=

E−1corr(int) molecular mode
−E+1corr(int) dissociated mode
[E−1corr(int)−E+1corr(int)]/2 mixed mode
.
The electron chemical potential µe given in eqs. 6.40 and 6.41 is instrumental to achieve the
pH value of the solution. In fact, µe and pH can be related through the formation free energy
of the hydronium ion in aqueous solution [300]:
µe =∆dpAH3O+ −∆zpEH3O+ +µH−εvw −E+1corr(aq)+kBT [ln c0+ ln 10 ·pH], (6.42)
where ∆dpAH3O+ is the thermodynamic integral associated with the deprotonation reaction of
the hydronium cation, ∆zpEH3O+ is the zero-point motion of a proton belonging to a hydro-
nium cation, and µH is the chemical potential of hydrogen. E+1corr(aq) is the correction term
taking into account electrostatic finite-size effects induced by the presence of the positive
charge localized on the hydronium cation when using a simulation supercell for modelling
liquid water. c0 is the number of water moles in 1 L of liquid water (55.5 mol/L).
We can now obtain the expression for the pKa values associated with the surface sites. By
combining eqs. 6.40 and 6.42, we achieve the pKa of a proton attached to a site A:
pKa(H
+
A ) =
∆dpAH+A −∆dpAH3O+ +∆Vw
kBT ln10
+
−∆zpEH+A +∆zpEH3O+
kBT ln10
+ E
A
corr(int)+E+1corr(aq)
kBT ln10
− logc0, (6.43)
By combining eqs. 6.41 and 6.42, we also obtain the pKa of a water molecule attached to a site
M:
pKa(wM) =
∆dpAwM −∆dpAH3O+ +∆Vw
kBT ln10
+ −∆zpEwM +∆zpEH3O+
kBT ln10
+ E
M
corr(int)+E+1corr(aq)
kBT ln10
− logc0, (6.44)
The values of pKa(H+A ) and pKa(wM) directly give access to the pH value at the point of zero
charge (pHPZC) and at the free energy of dissociation of a water molecule adsorbed on the
91
Chapter 6. Evaluation of photocatalysts for water splitting through combined analysis of
surface coverage and energy-level alignment
surface. The pHPZC for a semiconductor surface MxAy at the interface with liquid water is
defined as the pH for which the concentration of adsorbed protons cH+A is equal to that of
adsorbed hydroxyl ions cOH−M . This has been demonstrated to be related to pKa(H
+
A ) and
pKa(wM) through the following expression [300]:
pHPZC =
pKa(H+A )+pKa(wM)
2
− 1
2
[
log
(
cM
cA
)]
, (6.45)
where cM and cA are the surface concentration of M and A sites, respectively. Furthermore, the
free energy of dissociation of an adsorbed water is given by [300]:
∆Ad(wM)= ln10 ·kBT [pKa(wM)−pKa(H+A )]. (6.46)
6.3 Method
6.3.1 Calculation of deprotonation energy
In this work, the thermodynamic integrals ∆dpAH+A and ∆dpAwM are calculated for two values
of the Kirkwood coupling parameter η (0 and 1), thus actually adopting the linear Marcus
approximation, which has been found to produce a negligible error when applied to deproto-
nation integrals [128, 312, 300]. Therefore, ∆dpAH+A and ∆dpAwM can be calculated as follows:
∫ 1
0
〈∆dpEH+A 〉ηdη=∆dpAH+A =
〈∆dpEH+A 〉0+〈∆dpEH+A 〉1
2
(6.47)
and ∫ 1
0
〈∆dpEwM〉ηdη=∆dpAwM =
〈∆dpEwM〉0+〈∆dpEwM〉1
2
. (6.48)
〈∆dpEH+A 〉0 and 〈∆dpEwM〉0 are the average vertical deprotonation energies for an adsorbed
proton and for a proton belonging to an adsorbed water molecule, respectively. At equilibrated
neutral interfaces showing molecular water adsorption, there are no protons attached to sites
A. Hence, we consider a configuration of the equilibrated interface and construct an initial
configuration by inserting a proton close to an empty site A. MD simulations are then evolved
for 7 ps including 2 ps for equilibration. This operation is carried out twice for two different
proton insertions. In the case of equilibrated neutral interfaces showing the dissociative
adsorption mode, there are no water molecules adsorbed on sites M. Hence, the proton is
inserted in the vicinity of an hydroxyl ion, but otherwise the same procedure is followed as for
the interface showing molecular adsorption. Then, 〈∆dpEH+A 〉0 and 〈∆dpEwM〉0 are calculated
by vertically detaching the inserted proton from the surface and from the adsorbed water
molecule, respectively. For each vertical detachment, we consider 100 configurations sampled
at intervals of 50 fs during the last 5 ps of every MD trajectory.
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〈∆dpEH+A 〉1 and 〈∆dpEwM〉1 represent the energies associated to a vertical proton insertion and
are evaluated following the scheme outlined in Ref. [300]. In this scheme, an extra proton is
vertically inserted and relaxed in the proximity of the acidic site, while all other atoms are
kept fixed. However, there are no empty sites at the equilibrated neutral interface showing
a dissociative adsorption mode, and no adsorbed hydroxyl ions at the equilibrated neutral
interface showing a molecular adsorption mode. In order to create acidic sites for the addition
of a proton at these interfaces, we use initial configurations of the neutral interfaces and
either remove a proton attached to a site A or a proton from an adsorbed water molecule. MD
simulations are then evolved for 7 ps and the sampling is carried out on the last 5 ps.
The structural relaxations are here carried out with the rVV10 functional. To examine the
validity of the rVV10 functional for the achieved structures, we also perform the structural
relaxations at the h-rVV10 level in selected test calculations. The h-rVV10 functional combines
the PBE0 hybrid functional with the rVV10 description of nonlocal van der Waals interactions.
In this h-rVV10 functional, the fraction α of Fock exchange is set to 0.40 and the b parameter
of rVV10 to 5.3, as these parameters have been found to give a good description of the density
and the structural properties of liquid water [312]. In the test calculations, it is found the rVV10
and h-rVV10 functionals give energy differences smaller than 0.05 eV upon the structural
relaxations considered here. Hence, this supports the use of the rVV10 structures also when
the vertical excitations are evaluated with the h-rVV10 functional.
6.3.2 Electrostatic finite-size corrections
Table 6.1 – The lattice parameters of the supercells used, the adopted dielectric constants of
the semiconductors (²), and the estimated values for E+1corr(int) and E−1corr(int) in eV.
Lx (Å) Ly (Å) Lz (Å) ² E+1corr(int) E−1corr(int)
GaAs/H2O 11.99 11.31 34.62 13.2 0.02 0.02
GaP/H2O 11.74 11.07 34.56 11.1 0.02 0.02
GaN/H2O 10.53 9.71 38.18 9.8 0.03 0.03
CdS/H2O 13.73 12.64 35.23 9.4 0.03 0.03
ZnO/H2O 10.60 9.88 38.50 8.8 0.03 0.03
SnO2/H2O 13.40 12.74 30.04 9.9 0.03 0.03
r-TiO2/H2O 13.19 12.01 30.62 85.0 0.01 0.01
a-TiO2/H2O 10.39 11.41 36.00 30.0 0.01 0.01
In this work, the FNV scheme [123, 13] is employed to estimate the correction term E+1corr(aq)
relative to a H3O+ ion in liquid water. In this scheme a model charge distribution consisting of
a Gaussian with a fixed width of 1 Å is adopted. Due to the high dielectric constant of liquid
water (²w = 78.3), the alignment-like term contained in the FNV correction is vanishingly small
[128]. Hence, only the Madelung term contributes and is determined to be 0.02 eV.
E−1corr(int) and E+1corr(int) correspond to finite-size corrections for the semiconductor-water
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Table 6.2 – Zero-point energies of bare protons adsorbed on surface sites A (∆zpEH+A ) and of
protons belonging to water molecules adsorbed on surface sites M (∆zpEwM ), calculated with
the rVV10 and h-rVV10 functionals.
rVV10 h-rVV10
∆zpEH+A ∆zpEwM ∆zpEH+A ∆zpEwM
GaAs/H2O 0.19 0.30 0.20 0.32
GaP/H2O 0.21 0.30 0.22 0.32
GaN/H2O 0.31 0.30 0.33 0.31
CdS/H2O 0.22 0.32 0.24 0.33
ZnO/H2O 0.30 0.31 0.32 0.32
SnO2/H2O 0.28 0.31 0.30 0.32
r-TiO2/H2O 0.30 0.31 0.32 0.33
a-TiO2/H2O 0.30 0.32 0.32 0.33
interfaces with either a proton removed or added. This correction does not depend on the
sign of the charge and can be estimated through the scheme given in Ref. [313]. The estimated
values for E+1corr(int) and E−1corr(int) are given in Table 6.1, together with the parameters defining
the supercell and the adopted dielectric constant for the semiconductors.
6.3.3 Energy of zero-point motion
We need to evaluate the energy of zero-point motion associated with (i) one proton in the
aqueous H3O+ ion (∆zpEH3O+), (ii) a bare proton attached to a surface A site (∆zpEH+A ), and (iii)
a proton belonging to a water molecule attached to a surface M site (∆zpEwM ). We estimate
those energies by calculating the vibrational frequencies of the related normal modes. In
particular, we construct the displacement matrix by only considering the displacements of the
considered proton. Therefore, for each case we calculate three frequencies, and the zero-point
energy is calculated as follows
∆zpE =
3∑
n=1
hνi
2
, (6.49)
where h is the Planck constant and νi the frequency of the i -th normal mode. Using this com-
putational protocol, the zero point motion pertaining to the proton in the aqueous hydronium
ion (∆zpEH3O+) is found to 0.32 and 0.34 eV when using the rVV10 and h-rVV10 functionals, re-
spectively. These estimates agree closely with those inferred from the experimental vibrational
spectrum of the hydrated proton [128, 314]. The energies of zero-point motion pertaining to
protons in adsorbates are given in Table 6.2.
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Table 6.3 – Calculated values of pHPZC as obtained with the semilocal rVV10 and hybrid h-
rVV10 functionals for various semiconductor-water interfaces. Mean absolute errors (MAEs)
of pHPZC with respect to experimental values are also given. All values are given in pH units.
pHPZC(theory) pHPZC(expt.)rVV10 h-rVV10
GaAs/H2O(m) 9.69 6.12 5.90
GaAs/H2O(d) 6.96 5.57 5.90
GaP/H2O(m) 8.94 5.65 4.90
GaP/H2O(d) 6.31 5.15 4.90
GaN/H2O 6.89 5.76 7.00
CdS/H2O 8.94 6.58 7.50
ZnO/H2O 6.47 7.48 9.00
SnO2/H2O 4.63 4.18 4.30
r-TiO2/H2O 6.61 6.73 5.90
a-TiO2/H2O(m) 6.90 7.03 5.90
a-TiO2/H2O(d) 6.81 6.87 5.90
MAE 1.58 0.75
6.4 Comparison of pHPZC and pKa achieved with semilocal and hy-
brid functionals
In Table 6.3, we report the values of pHZPC for various semiconductor-water interfaces as
obtained with both the semilocal rVV10 and the hybrid h-rVV10 functionals. The comparison
with experimental values shows that the hybrid functional provides much more accurate
values of pHZPC than the semilocal one, with the MAE (0.75 pH units) for the former being
less than half of that for the latter (1.58 pH units). Especially when referring to GaAs and
GaP with molecular water adsorption, the rVV10 functional gives pHPZC values that exceed
their experimental counterparts by about 4 pH units. In addition, we notice that the rVV10
functional significantly underestimates the pHZPC for ZnO, leading to an error of 2.46 pH
units respect to the experimental result. The size of the errors achieved by rVV10 should be
contrasted with the maximum error of only 1.52 pH units achieved by h-rVV10 in the case of
ZnO. As far as the other semiconductors are concerned, the rVV10 and h-rVV10 functionals
yield relatively similar results, with the maximum difference being less than 1.4 pH units.
We give in Table 6.4 the pKa(H+A ), the pKa(wM), and the dissociation free energy of an adsorbed
water ∆Ad(wM), as calculated with rVV10 and h-rVV10 functionals. For GaAs and GaP with
molecular water adsorption, the pKa(H+A ) calculated with the rVV10 functional is found to
be very alkaline, i.e. 13.41 and 14.75, respectively, about 6 pH units higher than the values
determined with the h-rVV10 functional. This effect appears to be the main origin of the
errors of up to 4 pH units found for the corresponding pHZPC [Table 6.3]. For CdS, the pKa(H+A )
achieved with the rVV10 functional (5.70) is considerably higher than that determined at the h-
rVV10 level (0.19). The rVV10 value of the pKa(H+A ) appears nevertheless to be sufficiently acid
to turn the dissociative adsorption mode into a molecular one within 1 ps of MD evolution [66].
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Table 6.4 – pKa of protons adsorbed on surface sites A [pKa(H+A )] and of protons belonging to
water molecules adsorbed on surface sites M [pKa(wM)], together with the dissociation free
energy of an adsorbed water molecule [∆Ad(wM)] at various semiconductor-water interfaces,
as calculated with the rVV10 and h-rVV10 functionals. The label m (d) specifies that the water
adsorption mode is molecular (dissociative) in the considered model. A positive (negative)
value of ∆Ad(wM) favors the m (d) adsorption mode. The values of pKa and ∆Ad(wM) are
given in units of pH and eV, respectively.
rVV10 h-rVV10
pKa(H+A ) pKa(wM) ∆Ad(wM) pKa(H
+
A ) pKa(wM) ∆Ad(wM)
GaAs (m) 13.41 5.97 −0.52 7.42 4.81 −0.18
GaAs (d) 8.21 5.71 −0.17 7.03 4.10 −0.20
GaP (m) 14.75 3.12 −0.81 8.95 2.35 −0.46
GaP (d) 9.70 2.92 −0.47 8.47 1.83 −0.46
GaN (d) 12.12 1.65 −0.73 11.14 0.38 −0.75
CdS (m) 5.70 12.18 0.45 0.19 12.96 0.89
ZnO (mixed) 7.98 4.96 −0.21 8.42 6.54 −0.13
SnO2 (mixed) 6.17 3.09 −0.21 5.20 3.16 −0.14
r-TiO2(m) 3.97 9.25 0.37 3.25 10.21 0.48
a-TiO2(m) 3.50 10.31 0.47 2.86 11.20 0.58
a-TiO2(d) 3.68 9.94 0.43 4.02 9.72 0.40
The failure of achieving accurate pKa(H+A ) with rVV10 at the aforementioned interfaces can
be attributed to the improper description of the bare proton adsorbed on surface As, P, and S
sites. For the other semiconductors, the rVV10 and h-rVV10 functionals provide similar results
for both pKa(H+A ) and pKa(wM) with a difference of at most 1.61 pH units, corresponding to an
energy error of 0.11 eV. In the following, we only focus on results achieved with the h-rVV10
functional.
The results in Table 6.4 also allow one to determine whether the water molecules adsorb in
the molecular or dissociative mode. For GaAs, GaP, and a-TiO2, the adsorption mode could
not be inferred from molecular dynamics simulation, as the initial adsorption modes were
preserved during the time scale of the simulation [66]. For GaAs and GaP, the calculated acidity
constants indicate that the protons attached to surface As and P sites are more alkaline than
the water molecules adsorbed on Ga sites by over 2.6 and 6.6 pH units, respectively [Table 6.4].
For the corresponding dissociation free energy of an adsorbed water molecule [∆Ad(wM)], we
find −0.20 and −0.46 eV, respectively, which support the dissociative adsorption mode. This
result is consistent with the conclusion inferred from the alignment of the redox levels, for
which the dissociative mode was found to yield a much better agreement with experiment
than the molecular mode [66]. For a-TiO2, the protons on surface O sites are found to be
more acidic than the water molecules on surface Ti sites by at least 5.70 pH units, and the
corresponding ∆Ad(wM) is 0.40 eV or higher. These results clearly indicate that the molecular
adsorption mode is preferred on the a-TiO2 surface. We remark that this assessment could
not be achieved on the basis of the alignment of redox levels as molecular and dissociative
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adsorption modes yield too close results in this case [66]. In the following, we will only pay
attention to the results achieved from the models with the dissociative adsorption mode for
GaAs and GaP, and with the molecular mode for a-TiO2.
Figure 6.2 – (a) Calculated values of pHPZC (red bars) at various semiconductor-water interfaces
compared with experimental estimates taken from Ref. [66] (blue bars). (b) pKa of the proton
H+A adsorbed on a non-metal site A of the surface (e.g. As, P, N, S, and O atoms). (c) pKa for
a water molecule wM adsorbed on a metal site M of the surface (e.g. Ga, Cd, Zn, Sn, and Ti
atoms). In panel (b) and (c), the blue dashed lines indicate the pKa for aqueous hydronium
ions and water molecules, respectively. All values are reported in units of pH.
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6.5 Acid-Base properties
6.5.1 Acidity of semiconductor surfaces
The values of pHPZC calculated at the hybrid level of theory (h-rVV10) are reported in Fig. 6.2(a)
for comparison with experimental estimates [66]. The agreement with the measured values is
excellent as demonstrated by the mean average error (MAE) of only 0.79 pH unit, correspond-
ing to an energy error of only about 0.05 eV. The remarkable accuracy achieved for the values
of pHPZC enables us to further analyze the acid-base chemistry of the water-semiconductor
interfaces under consideration. In particular, we investigate the acidic constants of adsorbed
protons on non-metal sites A [pKa(H+A )] and of adsorbed water molecules on metal sites M
[pKa(wM)] for each semiconductor surface. The respective acidic constants from our calcula-
tions are illustrated in Figs. 6.2(b) and (c), where they are compared with the acidic constant of
the aqueous hydronium cation [pKa(H3O+)=−1.74, by definition] and with that of an aqueous
water molecule [pKa(H2O)=15.74], respectively. For all the interfaces, we find that the acidity
of the adsorbed proton is noticeably weaker than that of the aqueous hydronium cation. While
the acidity of adsorbed water molecules is higher than that of an aqueous water molecule,
which can be rationalized by the occurrence of electron transfer between the O atoms of
the adsorbed water molecules and the metal atoms at the semiconductor surfaces, thereby
enhancing the acidity of the O atoms and favoring their release of protons.
Concerning pKa(H+A ), we can distinguish two different behaviors. Oxides and sulfides, with
the exception of ZnO, show a moderately acidic adsorbed proton. In particular, a value of
pKa(H+A ) as low as 0.19 is obtained for CdS. Anatase and rutile show similar properties with
values of pKa(H+A ) close to 3, while a higher alkalinity is observed for SnO2 [pKa(H
+
A )=5.20]
and, more remarkably, for ZnO [pKa(H+A )=8.42]. At variance, the non-metal sites A of the
III-V semiconductors are rather alcaline with values of pKa(H+A ) up to 11.14 for GaN. It is
interesting to point out that, comparing GaN, GaP, and GaAs, we observe an increasing acidity
of the proton site going from N to As, in agreement with the decreasing electronegativity. For
pKa(wM), III-V semiconductors show noticeable differences with calculated values ranging
between 0.38 for GaN and 4.10 for GaAs. Since the water molecules are always adsorbed on a
Ga surface site in these cases, it is evident that also the surrounding chemical environment as
determined by the nearest neighbors and the surface structure (110 for GaAs and GaP, 101¯0 for
GaN) affect the acidity of the adsorbed water molecules. For oxides and sulfides, we observe
alkaline values of pKa(wM) for CdS and for the two polymorphs of TiO2. By contrast, the acidity
of adsorbed water molecules is noticeably increased for ZnO [pKa(wM)=6.54], and even more
so for SnO2 [pKa(wM)=3.16]. We further remark that the acidic constants achieved for the two
polymorphs of TiO2 fall rather close to each other, suggesting that the acid-base properties of
their surfaces are weakly dependent on the underlying crystal structures. This observation is
consistent with the experimental finding that the pHPZC of TiO2 lies in a small interval ranging
from 5.8 to 6.0 [251, 275], irrespective of the crystal structure [275].
Overall, the calculated data should be interpreted taking into account the different electroneg-
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ativities of the surface sites but also the chemical environment at the surface. For example,
while CdS and ZnO have a very similar surface structure, the calculated values of both pKa(H+A )
and pKa(wM) are completely different, because of the intrinsic difference in reactivity of the
surface sites. Similarly, we observe that surface O sites of different semiconductor surfaces can
span a large range of pKa(H+A ) values. Hence, a clear role should be assigned to the chemical
environment at the surface in modulating the acidity of chemically equivalent sites. It is
important to underline that the complex interplay between intrinsic reactivity and chemical
environment might not be captured by simplified models.
For the semiconductors under investigation, the free energy of dissociation (∆Ad) for adsorbed
water molecules as calculated from eq. 6.46 is illustrated in Fig. 6.3. Negative values of ∆Ad
indicate exothermic dissociation of the adsorbed water molecules at pHPZC, while positive
values make the process unfavorable, thus favoring adsorption of molecular water. Again,
we can broadly distinguish two groups of semiconductors. III-V semiconductors favor the
dissociation of the H2O molecules with a clear trend towards more favorable dissociation as
the electronegativity of the anion increases along the series GaAs, GaP, and GaN. At variance,
oxides and sulfides appear to favor molecular adsorption of water molecules on their pristine
surfaces, with the exception of SnO2 and ZnO, which show moderately negative values for∆Ad
(∼−0.15 eV). This result is consistent with the outcome of molecular dynamics simulations
for these two interfaces [66], for which we observe coexistence of molecular and dissociated
water molecules. For GaN, the rather low ∆Ad(wM) of −0.75 eV provides a clear motivation for
the fast conversion of the molecular adsorption mode into the dissociative one during the MD
simulations [66]. On the contrary, the extremely high ∆Ad(wM) of 0.89 eV for CdS supports the
high stability of molecularly adsorbed water. For both a-TiO2 and r-TiO2, we find ∆Ad of ∼0.5
eV, indicating that the water molecules are molecularly adsorbed on their pristine surfaces.
Figure 6.3 – Calculated free energy of dissociation for adsorbed water molecules on various
semiconductor surfaces. Red (blue) bars indicate that the molecular (dissociative) adsorption
mode is favored.
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6.5.2 Surface concentration of adsorbates vs. pH
The calculated acidity constants do not only provide insights into the physico-chemical proper-
ties of the semiconductor-water interfaces, but they also allow for a detailed description of the
pH-dependent surface chemistry of such interfaces. This is achieved by constructing logarith-
mic diagrams of concentration, commonly employed for weak acids in aqueous solution, and
recently extended to semiconductor-water interfaces [300]. In Fig. 6.4, we illustrate this pow-
erful instrument to visualize the acid-base properties of the studied interfaces. First, we focus
on III-V semiconductors. The diagram for GaN [Fig. 6.4(c)] clearly shows that the adsorption
of protons and hydroxyl ions is dominant for a wide range of pH values comprised between 2
and 10. This feature is particularly desirable for the overall photocatalytic water splitting, for
which we need adsorption of both these species, without having to enforce extremely acidic
(for protons) or alkaline (for hydroxyl ions) conditions. Similar concentration diagrams are
observed for GaAs and GaP [Figs. 6.4(a) and (b)]. In the case of GaAs, the ratio between the
concentrations of dissociatively and molecularly adsorbed water is found to be close to 30:1 at
pH = pHPZC, implying that only ∼ 3% of the adsorbed water retains its molecular form. This is
consistent with in-situ near-ambient pressure XPS studies revealing dissociative adsorption
of water at GaAs-H2O interfaces [315]. For GaP, the concentration of ionic species dominates
that of molecular adsorption by over three orders of magnitude, indicating that the model
showing complete dissociation is representative of the real interface [66]. In near-neutral
pH conditions, at which an ideal water-splitting plant should operate [284], almost 100% of
the surface Ga sites are passivated by hydroxyl ions for both GaAs and GaP. Hence, at pH∼= 7,
the water oxidation reaction on these surfaces will proceed through the reaction mechanism
occurring under alcaline conditions (i.e. the oxidation of the adsorbed hydroxyl ions) [316],
which is kinetically more favorable and faster than the reaction mechanism occurring under
acidic conditions (i.e. the dehydrogenation of the adsorbed water molecules) [316]. At pH∼= 7,
roughly 52% of the surface As sites are found to be protonated in the case of GaAs, while the
corresponding fraction of surface P sites is as high as ∼97% in the case of GaP. Furthermore,
concerning GaAs, we observe a narrow pH window (4.1 < pH < 7.0), within which protons
and hydroxyl ions are the dominant adsorbed species. The corresponding pH range is wider
for GaP, where it extends from 1.8 to 8.5. For pH < 4.1 in the case of GaAs and pH < 1.8 in
the case of GaP, molecular water becomes the dominant adsorbate. At these pH values, the
water splitting reaction would mainly proceed through the kinetically unfavorable mechanism
occurring under acidic conditions.
Next, we turn to ZnO and SnO2. The diagram for ZnO [Fig. 6.4(e)] clearly highlights its peculiar
surface coverage, indicating that ions, vacant surface O sites, and molecularly adsorbed water
molecules coexist in similar ratios in near-neutral conditions. The concentration diagram for
SnO2 is overall similar, although the pH range for the coexistence of the various adsorbates
is found to be shifted towards more acidic pH values [Fig. 6.4(f)]. For SnO2, the fraction of
dissociatively adsorbed water is ∼ 91% at pHPZC, consistent with previous MD simulations
indicating a mixed adsorption mode with a fraction of dissociated molecules of 87−94% [66].
At pH∼= 7, all surface Sn sites are passivated by hydroxyl ions, but the percentage of protonated
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Figure 6.4 – Acid-base logarithmic diagrams for the coverages of (a) GaAs(110), (b) GaP(110),
(c) GaN(101¯0), (d) CdS(101¯0), (e) ZnO(101¯0), (f) SnO2(110), (g) r-TiO2(110), and (h) a-TiO2(101)
surfaces in aqueous environment, as calculated at the hybrid rVV10 level. Concentrations are
given in mol/dm2.
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surface O sites is nevertheless lower than 2%. Hence, when using SnO2 as a photocatalyst
for the overall water splitting reaction, it would be preferable to operate in slightly acidic
conditions, with a pH ranging between 3.2 and 5.2, for which protons and hydroxyl ions are
the main adsorbates on the surface.
Finally, we focus on CdS, r-TiO2 and a-TiO2, which favor the molecular adsorption mode
throughout a large range of pH values. Among these semiconductors, the diagram for r-TiO2
reported in Fig. 6.4(g) is discussed firstly as a representative example. In this case, H+ and
OH− ions are found in significative concentrations only at acidic and alkaline conditions,
respectively. Such interfaces are not convenient for the operation of a photocatalytic water
splitting device because the hydrogen evolution would be hindered by the absence of adsorbed
protons in near-neutral conditions. Furthermore, the oxygen evolution reaction would occur
through the slow mechanism associated with the dehydrogenation of water molecules [316],
while the kinetically more favorable mechanism involving oxidation of adsorbed hydroxyl ions
[316] would be inhibited. The latter tendency could be reversed only at highly alkaline values
of pH, where one would however face the issue of surface degradation. The concentration
diagrams for CdS [Fig. 6.4(d)] and a-TiO2 [Fig. 6.4(h)] are similar to that of r-TiO2. For CdS,
the concentration of ionic adsorbates at pHPZC is ∼6 orders of magnitude lower than that of
molecularly adsorbed water. This result is fully consistent with the outcome of previous MD
simulations, in which the molecular adsorption mode was found to realize spontaneously [66].
The fraction of adsorbed protons and hydroxyl ions is negligible over the pH interval ranging
from 1.2 to 12. Therefore, water oxidation can only proceed through the slow and kinetically
unfavorable mechanism occurring under acidic conditions. Furthermore, the reduction of
protons would be largely adsorption limited, suggesting that the pristine surface of CdS may be
a poor photocatalyst. Selective oxygen evolution by oxidizing OH− ions or hydrogen reduction
may only be achieved in extreme pH conditions. The hydroxylation of the surface only occurs
for pH> 13, while the pH has to be lower than 0.2 to achieve protonation of the majority of
the S sites. As far as a-TiO2 is concerned, the concentrations of ionic species at pHPZC are
at least 4 orders of magnitude lower than that of molecularly adsorbed water, revealing that
the molecular model should be preferred to represent the real interfacial structures. In near-
neutral pH conditions, the water oxidation reaction therefore proceeds through the slow and
kinetically unfavorable reaction mechanism occurring under acidic conditions. For pH< 2,
all surface O and Ti sites are passivated by protons and water molecules, respectively. In this
case, a-TiO2 can be used as photocatalyst for simultaneously reducing protons and oxidizing
water molecules. At variance, for pH> 12, the hydroxyl ions are the dominant adsorbates and
the water splitting reaction then proceeds through the reaction mechanism occurring under
alkaline conditions [316].
6.6 Band alignment vs. pH
The adsorption of suitable reactants is surely a precondition for heterogeneous photocatalytic
water splitting, but is not sufficient to ensure the efficiency of the process. In fact, a desirable
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acid-base chemistry of the semiconductor-water interface must also rely on a favorable
alignment between the electrochemical energy levels involved in the proton-coupled electron
transfer reactions [305], namely the band edges of the semiconductors, which provide the
charge carriers, and the redox levels associated with hydrogen reduction and water oxidation.
By combining the band alignment at the semiconductor-water interface with the description
of the surface chemistry, one can infer whether the photocatalytic reactions run efficiently
[299]. Hence, for each semiconductor, we consider an energy level scheme that includes the
band edges and the relevant redox levels. In particular, we consider the H+/H2 redox level
for the hydrogen evolution, the H2O/OH• redox level for the dehydrogenation of the water
molecule, and the OH−/OH• redox level for the oxidation of the hydroxyl anion. The latter
two energy levels represent the first step of the water oxidation process in acidic and alkaline
conditions, respectively [316]. The dominating mechanism is expected to be dependent on
the availability of the required adsorbates at the pH value of operation. In the ideal conditions
considered in the present work, the band edges of the semiconductor and the H+/H2 and
H2O/OH• redox levels follow a Nernstian behaviour, i.e. they move closer to the vacuum level
with increasing pH at the rate of 0.059 eV per pH unit. At variance, the redox level of the
OH−/OH• couple does not depend on the pH of the solution, as this redox reaction does not
imply any proton transfer.
All the energy levels are included in a pH-dependent energy diagram [Fig. 6.5]. We adopt
the band edges as calculated in Ref. [66] and revised according to the improved estimate of
the SHE level proposed in Ref. [220]. We assume the H+/H2 redox level to correspond to the
SHE level at pH = 0, thus neglecting possible catalytic effects at the semiconductor surfaces.
For the oxidation of water molecules, the dehydrogenation reaction can be realized by two
steps, involving sequentially the deprotonation of the water molecule and the oxidation of
the hydroxyl ion. For the former, we use the free-energy difference calculated in this work, for
the latter we consider the value achieved in Ref. [128] for the aqueous anion. Furthermore,
the lines in the diagram corresponding to the H+/H2, H2O/OH•, and OH−/OH• levels are
drawn only in the range of pH values for which the concentrations of the involved species are
non-negligible, corresponding to fractions of 10% or more.
First, we focus on III-V semiconductors. The energy diagram for GaN [Fig. 6.5(c)] immediately
illustrates that the energy levels are all favorably aligned for the water-splitting reaction and
that the reduction of protons and the oxidation of hydroxyl ions can take place simultaneously
in a wide range of pH values [100]. However, the use of GaN as photocatalyst material is
hindered, on the one hand, by its band gap of 3.4 eV, which is too large for efficient adsorption
of visible light and, on the other hand, by the large energy difference between the OH−/OH•
level and the valence band edge, which lowers the rate of the reaction according to Marcus’
theory [317]. In comparison, the other III-V semiconductors show a smaller band gap, but the
alignment of the energy levels is found to worsen. In the case of GaAs [Fig. 6.5(a)] and GaP
[Fig. 6.5(b)], the conduction band edge is favorably aligned with respect to the redox levels
associated with the hydrogen reduction, but the valence band lies too high with respect to the
redox levels associated with the first step of the water oxidation reaction. The conduction band
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Figure 6.5 – Energy level diagram as a function of pH for (a) GaAs, (b) GaP, (c) GaN, (d) CdS, (e)
ZnO, (f) SnO2, (g) r-TiO2, and (h) a-TiO2 including the valence band edge (εSHEV , purple solid),
the conduction band edge (εSHEC , green solid), and the relevant redox levels, namely those
corresponding to the reduction of the protons (H+/H2, pink dashed), the dehydrogenation of
the water molecule (H2O/OH•, blue dashed), and the oxidation of the hydroxyl ion (OH−/OH•,
red dashed). All the levels are given versus the computational SHE, which is located at 0 eV
at pH =0. The vertical black dotted lines indicate the pH intervals where adsorbed water
molecules and hydroxyl ions coexist. The dashed lines used for the redox levels illustrate the
pH ranges, where more than 10% of the corresponding adsorbates can undergo the reaction.
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of CdS lies higher than the H+/H2 level by 0.62 eV, corresponding to a favorable alignment
for the reduction of protons. However, the rather low pKa for surface S sites prevents protons
from being adsorbed unless the pH is lower than 1.2. Therefore, CdS can only be employed
for H2 evolution in extremely acidic conditions. The valence band of CdS is unfavorably
positioned by about 1.0 eV with respect to the H2O/OH• redox level and by at least 0.68
eV with respect to OH−/OH• redox level, making this material a poor photocatalysts for O2
evolution. For ZnO, the energy diagram [Fig. 6.5(e)] shows that the valence band edge is
positioned similarly to the case of GaN, but the alignment of the energy levels for the hydrogen
reduction reaction is worse. For SnO2 [Fig. 6.5(f)], the conduction band is much lower than
the H+/H2 level, making this material unsuitable for photocatalytic H2 evolution. The valence
band of SnO2 is favorably positioned with respect to the redox levels, but the large energy
separation is nevertheless expected to severely hamper the rate of the water oxidation reaction.
Concerning r-TiO2 [Fig. 6.5(g)], both the hydrogen reduction and the hydroxyl oxidation can
be achieved due to the very favorable alignment of the energy levels. However, an all-in-one
water splitting device based on r-TiO2 would be possible only in acidic conditions with pH ≤
4.2, by which the oxygen oxidation would take place through the rather slow dehydrogenation
of water molecules. For pH≥ 9, the more efficient oxygen oxidation reaction starting from
OH− adsorbates could be realized provided the semiconductor remains stable in such alcaline
conditions. A similar band alignment is observed for a-TiO2, for which the conduction and
the valence band are favorably positioned with respect to their respective redox levels. More
specifically, our calculations indicate that the valence band edge lies within 0.03 eV from the
H2O/OH• level for a wide range of pH values, which is indeed a quite favorable condition for
nonadiabatic charge transfer, and suggests that a-TiO2 could be a promising photocatalyst
for water oxidation. For pH values larger than 10, both water molecules and hydroxyl ions
are adsorbed on the surface. Hence, both the mechanism pertaining to acidic conditions
and the one pertaining to alcaline condition could be operative. MD simulations and pKa
calculations indicate that molecular water adsorption should prevail at pristine TiO2 surfaces
in near-neutral conditions. However, experimental and theoretical studies have demonstrated
that the appearance of surface defects, such as oxygen vacancies, might significantly promote
the dissociation of adsorbed water on TiO2 surfaces [318, 319]. It remains therefore unclear
whether the water oxidation reaction in near-neutral conditions proceeds through the majority
water molecules or through the minority hydroxyl ions. Since the energy separation between
the valence band edge and the OH−/OH• level decreases with increasing pH, we expect that
the more favorable mechanism involving the oxidation of hydroxyl ions should progressively
become more significant. Hence, it is concluded that the efficiency of TiO2 as photocatalyst
for the water oxidation reaction should improve in highly alkaline conditions.
We provide an overview of the photocatalytic potential of the semiconductors studied in this
work by combining in Fig. 6.6 information concerning the surface coverage and the energy
separation between the band edges and the relevant redox levels. For each adsorbate, the bars
indicate the pH range where their coverage rate exceeds 10%. The color code refers to the
alignment, with the blue (red) color specifying a favorable (unfavorable) level ordering. The
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Figure 6.6 – Combined view on the surface coverage and alignment for the various semi-
conductors. For each adsorbate, the bars indicate the pH range where its surface coverage
corresponds to a fraction of 10% or more. The energy separation (∆²) between the band edges
and the corresponding redox levels is given by a color code: the lighter the color used, the
more favorable the alignment for the evolution of the reaction. For H+, ∆ε= ε(H+/H2)−εSHEC .
For H2O, ∆² = εSHEV − ε(H2O/OH•). For OH−, ∆² = εSHEV − ε(OH−/OH•). The vertical yellow
stripe emphasizes near-neutral conditions with 5≤ pH≤ 9.
lighter the color, the closer the relevant energy levels and therefore the higher the reaction rate
[317]. Focusing on the Ga-based semiconductors, one notices that the adsorbates are mostly
ionic in near-neutral pH conditions, with the most favorable alignment encountered for GaN.
CdS shows molecular adsorption over a very large pH range, with an unsuitable alignment.
The coverage and the alignment for ZnO resemble those found for GaN, although a higher
coverage rate of molecular water is seen in this case. For SnO2, there is a convenient pH range
in which both protons and hydroxyls ions are found on the surface, but the redox level for the
hydrogen evolution is unsuitably located with respect to the conduction band edge. In the
case of the two polymorphs of TiO2, all the alignments are favorable, but there is no pH range
in which protons and hydroxyl ions occur simultaneously on the surface.
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The present results suggest that none of the materials studied here possesses at a given pH the
desirable surface coverage and the ideal alignment of energy levels for the all-in-one reaction.
Nevertheless, GaN shows several good properties and may represent a promising starting
point for the design of new materials. Indeed, a few attempts have been made to design alloys
based on GaN. Meng et al. [320] have used ab initio calculations to define the ideal fraction of
In to be included in InxGa1−xN alloys in order to tune the band gap and to achieve optimal
alignment of the electrochemical energy levels. Similarly, Zn-doped GaN has been investigated
with some success [321]. Our work suggests an alternative alloying strategy that could consist
in partially substituting N with either As or P. In fact, the valence band edges of GaP and GaAs
lie higher than in the case of GaN. Hence, a suitable concentration of P and As might push
up the valence band of the alloyed GaN, bringing its edge in close correspondence with the
redox levels, thereby kinetically favoring the course of the reaction. Our work shows that the
acidity of the Ga surface sites only moderately varies among GaN, GaP, and GaN. Furthermore,
despite the slightly different acidity at the N, P, and As sites, their pKa(H+) values allow for a
large fraction of protons to be adsorbed in near-neutral conditions.
Among the oxides, ZnO appears to be the most viable candidate. It is of interest to remark
that N-doped ZnO [322] and GaN-ZnO alloys [323, 324, 325, 326, 327] have experimentally
been found to possess enhanced photocatalytic properties compared to ZnO. This can be
understood by the reduction of the band gap through an upwards shift of the valence band
edge. Our results show that such a shift reduces the energy separation between the valence
band edge and the OH−/OH• redox level, thereby favoring the hole injection process [317].
As for TiO2, the reaction rate remains unsatisfactory [328] and appears to be hindered by the
low concentration of adsorbed ionic species in near-neutral conditions. The water dissociation
due to active defect sites at the r-TiO2 surface is apparently insufficient to make the reaction
viable at sustained rates [329, 330, 319]. Furthermore, the design of new materials based
on TiO2 seems to be more complicated than other cases, as it would require a substantial
modification of the surface coverage without deteriorating the good alignment of the energy
levels. In this context, N-doping has been extensively deployed for TiO2 with the motivation
of simultaneously shifting the valence band closer to the OH−/OH• level and inducing a
higher surface coverage of ionic species [331, 332, 333, 334]. In an alternative approach, one
could turn to nanoparticles of TiO2 which expose higher-energy surfaces [335, 336, 337, 338,
339, 340, 341, 342]. Such surfaces have been demonstrated to be more reactive and to favor
electron-transfer processes in dye-sensitized solar cells [343], thus deserving a more in-depth
investigation for water splitting.
In this thesis, the explicit dependence of the pKa values on the pH of the solution has not been
included in the analysis. The consideration of this effect will be the objective of future work.
To conclude, we have developed a theoretical tool for examining the suitability of semiconduc-
tor materials as photocatalysts of the water splitting reaction. For any value of pH, our analysis
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informs us simultaneously about the kind of species adsorbed at the semiconductor-interface
and the alignment of the band edges with respect to the relevant redox levels. These pieces of
information represent invaluable descriptors for identifying the optimal photocatalyst in the
high-throughput screening of candidate photocatalysts.
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In this work, we first study the electronic properties of the oxygen vacancy and interstitial in
am-Al2O3. Hybrid functionals are adopted to overcome the significant underestimation of
the band gap induced by the use of the PBE functional. In order to investigate the stability
of each defect, we carry out an annealing process by running MD simulations for at least
3 ps with the temperature set at 1000 K or even higher. It is observed that oxygen vacancy
and oxygen interstitial defects do not occur in am-Al2O3, due to structural rearrangements
which assimilate the defect structure and cause a delocalization of the associated defect
levels. The imbalance of oxygen leads to a nonstoichiometric compound in which the oxygen
occurs in the form of O2− ions. Therefore, intrinsic oxygen defects are unable to trap excess
electrons. However, extra holes can be captured in the amorphous structure through the
formation of peroxy linkages, which correspond to a +2/0 defect level lying at 2.5 eV above
the valence band of am-Al2O3 and may lead to the performance degradation of MOS devices
when this level falls within the band gap of the channel semiconductor. Then, we present a
procedure for investigating extrinsic defects in amorphous oxides, in which the most stable
defect configurations are identified through ab initio molecular dynamics in various charge
states. This protocol is further complemented with an electron counting scheme based on
maximally localized Wannier functions, which allows one to identify the nominal charge
state and the composition of the defect core unit. We apply this approach to the study of
hydrogen, carbon, and nitrogen impurities in am-Al2O3. Hydrogen is found to be amphoteric
with a thermodynamic +1/−1 charge transition level lying at ∼4.6 eV above the valence band
maximum, in qualitative agreement with results obtained with crystalline models but at a
substantially different energy level. Hydroxyl groups are further shown to lead to the same
defect states as observed for hydrogen. Application of our procedure to carbon and nitrogen
impurities leads to structural configurations that are found to depend on the total charge set
in the simulation cell. Through the adopted electron counting rule, we assess that carbon and
nitrogen impurities are only found in neutral and in singly positive charge states, respectively.
This indicates that neither carbon nor nitrogen give charge transition levels in the band gap, in
strong contrast with results achieved for crystalline models. In addition, the defect core units
are shown to incorporate a varying number of oxygen atoms, by which their formation energy
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depends on the oxygen chemical potential µO. In oxygen poor conditions, both the carbon
and the nitrogen impurity favor bonding to Al atoms, while they tend to form single or double
bonds with oxygen atoms as µO increases. Based on the band alignment of am-Al2O3 with
three technologically relevant semiconductors (GaAs, GaN, α-Fe2O3), we discuss the possible
role of point defects in degrading the performance of electronic devices and in favoring hole
transport across the oxide in water-splitting set-ups.
We also address the mechanism of hole diffusion across leaky am-TiO2 layers. We construct
an atomistic model of am-TiO2 in accord with the experimental characterization through the
melt-and-quench method. Like in am-Al2O3, oxygen vacancies in am-TiO2 are also found
to disappear upon MD-induced structural relaxations. Hence, the role of this defect in hole
diffusion is ruled out. By contrast, O-O peroxy linkages are observed to form in pristine am-
TiO2 upon injection of excess holes and to be robust against MD simulations. The associated
+2/0 defect level locates at 1.25 ± 0.15 eV above the valence band. Based on the finding that
an O-O peroxy linkage can store two holes and that these holes are released when the O-O pair
is broken, we propose an exchange mechanism for hole transport in am-TiO2, which relies on
the simultaneous breaking and forming of O-O peroxy linkages that share one O atom. Using
NEB calculations, we demonstrated a hopping path as long as 1.2 nm with barriers of 0.3-0.5
eV, suggesting that hole diffusion through O-O peroxy linkages is viable in am-TiO2.
Next, we develop a first-principles approach to determine the band alignment at various
semiconductor-water interfaces by combining molecular dynamics (MD) simulations of atom-
istic interface models, electronic-structure calculations at the hybrid-functional and GW
levels, and a computational standard hydrogen electrode. Eight semiconductors with differ-
ent chemical compositions, structural properties and band gaps, namely GaAs, GaP, GaN,
CdS, ZnO, SnO2, rutile and anatase TiO2, are selected to make a benchmark study. For each
semiconductor, atomistic interface models with liquid water at the pH corresponding to the
point of zero charge are obtained by performing MD simulations, which are started from two
kinds of initial configurations, in which the water molecules are either molecularly (m) or
dissociatively (d) adsorbed on the semiconductor surface, and continued until converged
interfacial structures are achieved. But for GaAs, GaP, and a-TiO2, the interfacial structures
were not found to converge towards a unique adsorption model within the time scale of
our simulations, which lasted for at least 20 ps. This ambiguity arises from the slow kinet-
ics of water dissociation/recombination processes at these semiconductor surfaces. The
calculated band offsets are found to be strongly dependent on the adsorption mode at the
semiconductor-water interface, giving differences larger than 1 eV between m and d models of
the same semiconductor. Then, the accuracy of various ab initio electronic-structure schemes
is assessed. The use of a standard hybrid functional leads to sizeable errors for the valence
band edge but nevertheless accounts accurately for the position of the conduction band edge.
One-shot GW calculations with a starting point at the semilocal density functional level yield
quite inaccurate predictions for the position of the conduction band edge with respect to
the SHE, with mean average errors (MAEs) up to 0.66 eV or larger. When turning to one-shot
GW calculations based on a hybrid-functional starting point, an improvement of the overall
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agreement with experiment is observed, with MAEs ranging between 0.33 and 0.51 eV. The
use of state-of-the-art quasiparticle self-consistent GW schemes does not lead to any further
improvement for the set of semiconductors under investigation. A noticeable improvement
with the MAE of 0.17 eV is obtained when tuned hybrid-functionals are used, in which the
experimental band gap of the semiconductor is enforced by construction. The present work
sets a benchmark for the accuracy by which band edges at semiconductor-water interfaces
can be obtained with current advanced electronic-structure methods.
Finally, we evaluate photocatalysts for water-splitting through the combined analysis of the
surface coverage and energy-level alignment. We determine surface concentrations of water
molecules, protons, and hydroxyl ions adsorbed at the interface with liquid water as a function
of pH for a series of eight semiconductors, including GaAs, GaP, GaN, CdS, ZnO, SnO2, rutile
TiO2, and anatase TiO2. This was achieved through the calculation of the acidity constants at
surface sites, which are derived from ab initio molecular dynamics simulations and a grand-
canonical formulation of adsorbates. The method is validated by the excellent agreement
of the resulting pH values at the point of zero charge with experimental data. By combining
our results for the surface coverage with the alignment of the band edges with respect to
the relevant redox levels, we establish whether suitable pH conditions occur for hydrogen
reduction, water oxidation, or for both reactions simultaneously. More specifically, we find that
GaN and ZnO fulfill the conditions for the overall reaction, even though further improvement
could be achieved by a closer level alignment. TiO2 does not show ideal surface adsorbates
for the overall reaction, but appears effective for hydrogen and oxygen evolution in acid and
alcaline environments, respectively. In this way, our analysis allows us to discriminate among
candidate photocatalysts through a characterization that is at present beyond experimental
reach.
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A An appendix
Abbreviation Definition
ALD atomic layer deposition
am-Al2O3 amorphous Al2O3
am-TiO2 amorphous TiO2
r-TiO2 rutile TiO2
a-TiO2 anatase TiO2
NEB nudged-elastic band
DFT density functional theory
XC exchange-correlation
LDA local density approximation
GGA generalized gradient approximation
PBE Perdew, Burke, and Ernzerhof
TI thermodynamic integration
HF Hartree-Fock
TC truncated Coulomb
LRC long-range correction
ADMM auxiliary density matrix method
VBM valence band maximum
CBM conduction band minimum
PBC periodic boundary conditions
FNV Freysoldt, Neugebauer, and Van deWalle
MEP minimum energy path
TS transition state
SHE standard hydrogen electrode
MD molecular dynamics
MOS metal-oxide-semiconductor
ALD atomic layer deposition
RDF radial distribution functions
DOS density of states
IT improved tangent
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Appendix A. An appendix
Abbreviation Definition
MAE mean average error
SOC spin-orbit coupling
IP ionization potentials
EA electron affinities
ZPM zero point motion
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