Traditional information access systems generally assume that a well-articulated query exists, and that once an object is found, it can be readily understood.
Two prototype systems are described for supporting this need: CODEFINDER for query construction and EXPLAINER for explanations of program examples. These systems interact to support the processes of locating and comprehending software objects for reuse.
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Requirements for Information Access
Systems that Support Software Reuse Traditional information retrieval research assumes that a well-articulated query can be easily thought out and concentrates primarily on retrieval efficiency [3] . Although this assumption works in well-known domains, it does not scaIe to ill-defined problem domains, in which users need to elaborate and experiment with a problem before the information need is fully identified.
Defining the problem is a large part of the problem, and support is needed for an incremental process of exploring the information space while refining the query.
Even in well-known information domains, the problem of query specification can be formidable.
Users may know what they are looking for, but lack the knowledge needed to articulate the problem in terms and abstractions that the computer can understand.
The underlying problem can be characterized as a mismatch between the terms the system needs, the system model, and the situation model of the user Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantaga, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing
Machinery.
To copv otherwise, or to republish, requires a fee and/or specific permission. @ 1991 ACM 0-89791 -383 -3/91 /0004 /0055 . ..$1 .50 [9, 13, 24, 26 ] (see Figure 1 ). This mismatch exacerbates the vocabulary problem in which it has proven difficult to get an agreed set of terms to describe computer artifacts [17] .
In the domain of text objects, the relevancy of information found can easily be judged by users. When retrieving more complex objects, such as software, comprehending these objects becomes a significant problem (see Figure 2 ). Text objects use a familiar form of language that allows the gap between the situation and system model to be rather small. This is not the case with software objects, in which users may have problems understanding the language, abstractions, and interdependencies upon which the software object is built.
This causes the gap between situation and system models to be large enough to require support for judging whether the item meets the information need.
Cooperative problem-solving systems are needed to change the role distribution between humans and computers where currently users construct queries and a system applies queries to its information space [18] . The traditional distribution gives no support to two critical problems: query construction and relevance evaluation.
Systems should effectively execute well-specified queries, but they must also support users in articulating what they want and judging the adequacy of objects found.
Information Access in Complex Domains
Software reuse is often touted as the solution to the software engineering crisis [30, 10, 4] . This long-term goal of software reuse is thwarted by an inherent design conflict: to be useful, a reuse system must provide many building blocks, but when many building blocks are available, finding and choosing an appropriate one becomes a difficult problem.
The large number and diversity of objects increases the chances that an object closely related to a problem task exists.
However, finding such an object among so many is difficult, The Information Access Cycle. The process of cooperative problem formation in software reuse intimately intertwines the processes of location and comprehension (see Figure 3 ), Once an item is found, users may not be able to assess its relevance.
The software object must be studied to determine not only what it does and how it is used, but how difficult it will be to modify to the current needs. Once an understanding is achicvcd, the user is in a better position to understand what his needs are, and can make another attempt at locating an object. The system model can transcend individual functions. In another study, we observed how people adapted a complete program example from the system to implement a ncw task in their situation model. Illustrated here is how one subject adapted a diagram of modularity in a cyclic group to drawing a clock face. The given literature reference (Text Object) can bc understood directly without any specialized knowledge, but users unfamiliar with the specifics of the given LISP code (Software Object) will need help to understand whether it meets their needs, Previous Information Access Stuclics. Retrieval by reformulation is n method of constructing and refining retrieval cues. It is based on empirical evidence that ideas arc not defined precisely to begin with, but are continuously elaborated upon and evaluated until appropriate cues are constructed, and that people think about categories of things in terms of prototypical examples as opposed to formal or abstract attributes [27, 21] . This paradigm has been applied to create a cooperative relationship between users and systems giving users the ability to incrementally im-56 prove a query by critiquing the results of previous queries.
RABBIT [31] and HELGON [15] demonstrated how the retrieval by reformulation paradigm could be put into practice.
In another study, we have observed problem-solving behavior of people in a large hardware store (more than 350,000 items) known for its knowledgeable salespeople [29] . We observed that customers did not come in with well-articulated queries, but used a number of specification techniques to eventually arrive at a solution. In many cases, customers brought an example close to what was needed. In addition to giving customers a means to articulate their query, these examples facilitated the problemsolving process because they gave the salesperson a concrete idea of what was being sought and was crucial to the degree of success in achieving the goal.
Salespeople, familiar with potential use situations in their departments, were able to communicate to the customer how items could be used.
CODEFINDER:

Information
Access for Software Objects CODEFINDER is an extension of HELGON that retrieves software objects (see Figure  4 ), Empirical studies of HELGON showed that providing natural means of query formation, which takes advantage of the way human memory works, will lead to better retrieval systems [16] . CODEFINDER uses an associative form of spreading activation [25, 2, 7] , which is based on a psychological model of human memory [1, 20] to enhance HELGON. The general idea behind spreading activation is to represent items and keywords as network nodes, with links between the nodes representing mutual association.
Construction of a query, which consists of network nodes, causes an activation value to be assigned to those nodes. Activation is then allowed to iteratively spread along the links to associated nodes. Each node updates its activation value by summing all of its inputs by a mathematical formula. Nodes with high activation values are considered to be relevant to the query.
An important characteristic
of spreading activation is a flexible inferencing mechanism that can reason with incomplete or imprecise information [25, 8] . Objects do not match the query in an all-or-none fashion, but in varying degrees. Requirements placed by the query are interpreted as M@ constraints.
In contrast to matching algorithms, if a query does not include keywords that index a particular object, that object has a chance of being retrieved if nearby associations exist (see Figure 5 and example below).
In Figure 1 , we presented an example of how software objects could be accessed by application goals in addition to implementation units. Figure 5 shows how this can be applied in the CODEFINDER architecture. The keyword ring is not connected to draw-ring, which draws the object shown in Figure 1 on the Symbolics system.
If ring is given in the query, it will activate the draw-circle node, which in turn activates keyword nodes tire and doughnut. These keywords will then work together to activate the draw-ring node. Since retrieval is performed by soft constraints, it compensates for inconsistent indexing and omitted keywords because keywords arc dynamically related through the items they index.
An informal study was performed to compare the query construction methods of CODEFINDER and HELGON. Subjects were given a retrieval task and asked to use either HELGON or CODEFINDER to find a software object (although CODEFINDER takes advantage HELGON'S query specification methods, subjects were instructed to enter only keywords and spread activation for CODEFINDER "'0'"""<% Figure 4 ). Keywords can be assigned by the designer of the software object and can be added, deleted, or otherwise modified directly through the CODEFINDER interface.
EXPLAINER:
Examples and Explanation to Support Information Access and Modification Figure 2 illustrates that judging the relevance of software objects was more complicated than retrieval of simple objects such as literature references. Once retrieved, software objects need to be adapted to the task at hand. Both the judgment of relevancy and the adaptation of software objects require the user to understand the retrieved object. The EXPLAINER system supports this need by allowing users to explore the design, implementation, and graphics output of a software object. Figure 6 shows a prototype of the EXPLAINER tool being used to explain the ring example. The CODEFINDER user interface is based on IIELGON f15]. The Category Hierarchy window displays a maphical hierarchy of the information space loaded. In this instance, the information space is a s;t of graphics &nct ions for tie SYMB-OL~CSLISP Machi~e. The Query pane shows the current query.
The top part of the query specifies two categories (thing and graphics) and a parameters attribute. The bottom part specifies keywords and related items. The query parts combine to retrieve the items in the i$latching Items pane. The Example of the Matching Items pane shows the full entry for an item in the information space. The Choose This button loads the example item into EXPLAINER for a detailed explanation. The Bookmarks pane holds a history of the objects that have appeared in the Example of the Matching Items pane. The hlatching Items pane shows all items matching the current query, by order of relevance to the query. The Related Keywords pane shows keywords retrieved by the query. Any of these keywords can be added to the query through mouse action. The remaining panes allow users to specify commands by mouse action or keyboarding (with command completion).
Many studies support the general assumption that examples an example from which to start. They were told that the are helpful in programming [23, 28] and problem solving example was related to a potential solution of the program- [6, 29] .
A preliminary study we carried out observed rning task, i.e., as if a query and location had already taken specific ways programmers would use examples within our place. They worked in an EMACS editor buffer and directed design framework (see Figure 3) , Through a description of questions and comments to a human; the EXPLAINER this study, we discuss below the specific issues of judging prototype had not yet been implemented.
relevance, bridging the situation/system model gap, and One task was to write a program to draw a clock face (see supporting problem reformulation. Figure 1 ). The subjects were given the example now A Preliminary Study. We observed subjects solving represented in the EXPLAINER system and shown in Figures simple graphic programming tasks in order to determine 1 and 7. Subjects were observed through questions they what types of questions they would ask about an example asked, spontaneous talking aloud, and mouse cursor movcand in general what kinds of information they would seek. mcnt as they studied different parts of an example's code. Subjects were given a programming task to complctc and Judging Relevance. When judging the relevance of given The indexing architecture of CODEFINDER makes use of both a hierarchical arrangement of categories and an associative index of keywords. In this figure, ovals represent categories, the smaller circles represent keywords, and larger circles are code objects (keywords and code objects together compose the associative network).
The function draw-circle is divided into two objects, one represents the function as a whole, and the other represents an option to draw-circle (draw-ring), which draws a ring. A connection between a keyword and code object means that there is an excitatory association between the keyword and code object. An arrow from a code object to a category means the object is contained within the category.
examples, subjects verified that the example contained certain simple features, such as circle drawing, by inspecting the sample graphics output (see Figure 7) . Other features, such as the need to draw numerals, were not so obvious. Subjects studied and/or asked questions about the part of the example code that draws the labels.
Bridging
the Situation/System Model Gap. One consideration in using the clock task was that all the subjects were familiar with the problem from their daily experience. What they did not know was how to map the task (their situation model) onto a program in the SYMBOLICS GRAPHICS system (the system model). The example code obviated some aspects of the system model: e.g., the name of the specific functions on the SYMBOLICS for drawing circles and string labels. Explanations clarified the meaning of parameters and the purposes of parts of the code, such as the part that positions the labels along the circumference.
The interdependency of location (CODEFINDER) and comprehension (EXPLAINER) in our conceptual framework (see Figure 3) occurs when users reformulate their notion of the task and its solution.
For example, one subject decided that the numerals on the clock dial should be calculated as integers and then converted to strings for plotting.
In the provided example, labels were computed in a different way. The subject asked for an additional example that showed the type of conversion he wanted. This is a relatively simple reformulation, and applies to only a part of the problem solution.
Reformulations that replace the initial example entirely are expected when both the CODEFINDER and EXPLAINER systems operate in more realistic settings.
Discussion
To build information access systems that are both useful and usable [11] , systems must be more than a passive repository of information.
Some of the burden of query construction and relevance assessment must be shifted to the system by supplying knowledge in the world [26] that supports the cognitive tasks of location and comprehension. Knowledge in the world can complement knowledge in the head, allowing designers to concentrate on the creative aspects of a design [12] , leaving the more mundane aspects of the task to the system [18] , CODEFINDER addresses the problem of location by acknowledging that browsing techniques do not scale up to hundreds and thousands of software objects and that traditional query search methods break down. They break down for two reasons: (1) users are unable to articulate complete queries and (2) Limitations and Future Work. The conceptual framework in which we developed CODEFINDER and EXPLAINER was based on small knowledge bases to test the applicability and functioning of the basic mechanisms. Problems of scaling information access methods to larger information spaces are well documented [5, 19] , and we will continue to evaluate our systems on larger information spaces.
In the experiment that led to the development of the scenario, users were allowed to ask questions about both domain and system knowledge.
To direct the expansion of the example base, we will test the system against userdefined tasks. Our scenario is based on experiments in which users were assigned graphic programming tasks. Looking at users' own problems not only will provide unbiased guidelines for future development [22] , but also will demonstrate how well the gap between situation and system models has been bridged.
Another issue that needs to be empirically explored is the cost-benefit ratio of structure. The value and the cost of a well-structured knowledge base must be compared to the benefit that can be obtained from requiring little a priori structuring.
The effort of constructing rich knowledge representations in CODEFINDER and EXPLAINER is offset by what can be gained with better tools in the subdomain of graphics programming.
Conclusions
We have shown that query specification and relevance evaluation must be intertwined in information access systems for software objects. Two operational prototype systems, CODEFINDER and EXPLAINER, are being used to explore and clarify issues involved in this integration, Future evaluations of the systems will continue to improve our understanding of the relationship between query specification and relevance evaluation. The uariable label-list is set to a list of set '("a@ = q" "al" "a2" "a3" .a("_I). 
