Using the Griffiths-Simon construction of the ϕ 4 model and the lace expansion for the Ising model, we prove that, if the strength λ ≥ 0 of nonlinearity is sufficiently small for a large class of short-range models in dimensions d > 4, then the critical ϕ 4 two-point function ϕ o ϕ x µc is asymptotically |x| 2−d times a model-dependent constant, and the critical point is estimated as µ c =Ĵ − λ 2 ϕ 2 o µc + O(λ 2 ), wherê J is the massless point for the Gaussian model.
Introduction and the main results
The (lattice) ϕ 4 model is a pedagogical yet nontrivial model in scaler field theory. It is also considered to be an interface model defined by a Hamiltonian having a quartic selfenergy term. (See, e.g., [6] for recent development in another class of interface models, called gradient fields.) If that quartic term is absent, then it becomes the Gaussian model and its two-point function satisfies the same convolution equation as the random-walk's Green function. In particular, for the massless Gaussian model (or often called Gaussian free fields), the two-point function decays as a multiple of |x| 2−d as |x| → ∞ when d > 2. On the other hand, the ϕ 4 two-point function is known to satisfy a nonlinear equation, called the Schwinger-Dyson equation. The nonlinearity is due to involvement of four-spin expectations. This implies that, in order to find the exact expression for the two-point function, we must also know the exact expressions for four-spin expectations. In general, the Schwinger-Dyson equation for 2n-spin expectations involves (2n+2)-spin expectations. Therefore, it is seemingly impossible to solve those infinitely many simultaneous equations to find the exact expression for the two-point function.
Instead of solving those simultaneous equations, there have been many useful ideas to study the phase transition and critical behavior for the ϕ 4 model. Among those are the use of reflection positivity [9, 10] and correlation inequalities obtained by the random-current representation [1] and the random-walk representation [2, 3] . They imply that, for the nearest-neighbor model in dimensions d > 2, there is a nontrivial critical point µ c ∈ R such that the two-point function ϕ o ϕ x µ is bounded above by a multiple of |x| 2−d uniformly in µ > µ c , and therefore all critical exponents take on their mean-field values for d > 4 [1, 8, 23 ] (see also [7] and references therein). Moreover, for the nearest-neighbor model, the rigorous renormalization group approach based on the block-spin transformation [11] may identify an asymptotic expression for the critical two-point function ϕ o ϕ x µc , which is presumably C|x| 2−d as |x| → ∞ for some constant C ∈ (0, ∞). However, as far as we are aware, there have been no such strong results for the ϕ 4 two-point function. For the Ising model, which is considered to be in the same universality class as the ϕ 4 model, we have been able to show [20] that, not only for the nearest-neighbor model but also for a large class of spread-out models which do not necessarily satisfy reflection positivity, the critical Ising two-point function is asymptotically a model-dependent multiple of |x| 2−d , if the dimension d or the range of spin-spin coupling is sufficiently large. The proof is based on the lace expansion, which was first applied to weakly self-avoiding walk [4] and then developed for lattice trees and lattice animals [14] , percolation [15] , oriented percolation [18] and the contact process [19] . The asymptotic behavior of the critical two-point function for each model is proved in [12, 13, 20] . The methodology has been extended to cover the case of power-law decaying spin-spin coupling [5] (see also [16] for results in the Fourier space).
In this paper, we apply the lace expansion for the Ising model to prove asymptotic behavior of the ϕ 4 two-point function. In order to do so, we first use the Griffiths-Simon construction [21] to approximate each ϕ 4 spin by a sum of N Ising-spin variables. Then, we investigate the lace-expansion coefficients and determine the right scaling in powers of N. As a result, we prove the expected asymptotic behavior of the critical two-point function ϕ o ϕ x µc for a large class of short-range models on Z d with d > 4, if the strength λ ≥ 0 of nonlinearity is sufficiently small. As a byproduct, we obtain the λ-expansion of the critical point µ c up to O(λ 2 ) around the massless point for the Gaussian model. Before showing the precise statement of the above result, we first provide the precise definition of the model.
The ϕ 4 model
For a finite set Λ ⊂ Z d , we define the Hamiltonian H Λ on the space R Λ of spin configurations as follows:
The parameter µ ∈ R plays the role of temperature, while λ ≥ 0 is the intensity of nonlinearity. We call the model Gaussian if λ = 0, and in that case, we can rewrite the Hamiltonian as
where (·, ·) is the inner product and ∆ is the lattice Laplacian defined by the transition probability J (x)/Ĵ . The first term on the right-hand side represents the kinetic energy, while the second term represents the potential. We call the Gaussian model massless if the potential is zero (i.e., µ =Ĵ ). The key quantity we are interested in is the two-point function ϕ o ϕ x µ , which is the increasing limit as Λ ↑ Z d (due to the second Griffiths inequality, e.g., [7] ) of the finite-volume expectation ϕ o ϕ x µ,Λ :
Due to Lebowitz' inequality [17] , there exists a critical point µ c ≡ µ c (d, J , λ) ≤Ĵ such that the susceptibility
is finite if and only if µ > µ c and diverges as µ ↓ µ c (cf., Figure 1) . One of the possible approaches to investigate the two-point function is to use the result of integration by parts:
. Plugging (1.1) into this identity and taking the infinite-volume limit, we obtain the Schwinger-Dyson equation Figure 1 : Divergence of the susceptibility χ µ as µ ↓ µ c (λ) for a fixed λ > 0 (along the horizontal dotted line). The susceptibility is still finite below the massless line µ =Ĵ , whereas the potential H Λ (ϕ) −Ĵ 2 (ϕ, −∆ϕ) is not convex any more.
This immediately implies that the two-point function for the Gaussian model satisfies the same convolution equation as the random-walk's Green function generated by the 1-step distribution J /Ĵ with killing rate 1 −Ĵ /µ. Therefore, at the massless point µ =Ĵ , the two-point function exhibits the same asymptotic behavior as the Green function for the underlying random walk. In this paper, in addition to the properties stated below (1.1), we assume that all moments of J are finite. In particular, we define the variance
Consequently, by the standard random-walk analysis, we can readily show that the massless Gaussian two-point function ϕ o ϕ x λ=0 J exhibits the asymptotic behavior
For the ϕ 4 model with λ > 0, however, the last term on the left-hand side destroys linearity, and therefore it is not obvious any more whether we can get an explicit expression for the two-point function, or at least we can estimate its asymptotic behavior.
The main result
In this paper, we extend the lace-expansion methodology to factorize the nonlinear term in (1.6) and prove the expected asymptotic behavior of the critical two-point function for d > 4. By virtue of this approach, we can avoid the assumption of reflection positivity. The precise statement is the following.
holds. Consequently, 12) and there are A =Ĵ V + O(λ 2 ) and κ > 2 such that, as |x| → ∞,
We may prove similar results for arbitrarily large λ ifĴ is sufficiently large (e.g., the nearest-neighbor model with d ≫ 4). In fact, the O(λ) term in the above Φ µ is actually O(λ/µ 3 ) (cf., (3.93)). Although the constant in the O(λ/µ 3 ) term may depend on the range of J , which is potentially large, the denominator µ 3 (≃Ĵ 3 around the critical point) should be large enough to cancel that effect.
(b) We may also extend the results to the case of power-law decaying spin-spin coupling, J (x) ∝ |x| −d−α for some α > 0. However, the variance V in (1.7) does not exist if α < 2. In this case, the underlying random walk is in the domain of attraction of α-stable motion, and the critical two-point function ϕ o ϕ x µc should asymptotically be a multiple of |x| α−d as |x| → ∞, in dimensions d > 2α. See [5] for more details.
(c) The actual proof of (1.12)-(1.13) assuming (1.11) goes as follows. First, we note that the sum of (1.11) yields
Using this, we can rearrange (1.11) as
This is identical to the convolution equation for the random-walk's Green function generated by the 1-step distribution D µ with killing rate χ −1 µ /µ. Therefore, by the standard random-walk analysis (e.g., [5, Proposition 2.1]), we obtain 18) for some κ > 2, where D µc is defined in terms of arbitrary subsequential limit Φ µc ≡ lim µ j ↓µc Φ µ j , which exists and obeys 19) due to the uniformity of Φ µ in µ > µ c . Using this and (1.14), we obtain
This together with (1.18) implies (1.13).
Organization
The rest of this paper is organized as follows. In Section 2, as a preliminary section, we introduce some notation and summarize relevant properties of the two-point function.
Then, in Section 3, we use those properties and the lace expansion for the Ising model to prove the main theorem, Theorem 1.1. The nearest-neighbor bonds from a single vertex onZ
. Each dotted box collects four vertices with a common spatial coordinate.
Approximation by the Ising model
In this section, we briefly review two key components for the proof of Theorem 1.1. One of them is the Griffiths-Simon construction (Section 2.1), by which we can approximate the ϕ 4 model with a sum of N Ising systems. The other component is the random-current representation (Section 2.2), by which we can think of the Ising two-point function as a certain connectivity function. As a result, we can find many useful properties of the two-point function (Section 2.3). The lace expansion for the Ising model (Section 3.1) is one of them.
The Griffiths-Simon construction
and define the Ising Hamiltonian onΛ N as
is the Ising-spin configuration and
is what we call in this paper the block spin at x ∈ Λ. It is known [21] that, if I, J and σ are determined from λ, µ, J and ϕ with proper scaling (e.g., σ x → ǫ N σ x , with an appropriate scaling factor ǫ N ), then
Now, we provide heuristic explanation of the aforementioned proper scaling. For more details, refer to [21] . First, we note that the marginal distribution given σ = ( σ x ) x∈Λ is 1 2
Let η x = σ x /N. Then, by the Taylor expansion,
which implies
and
Then, we arrive at
In Section3, we apply the lace expansion [20] to the ferromagnetic Ising model defined by the Hamiltonian (2.2). For the ferromagnetic condition I ≥ 0, we assume from now on
The random-current representation
In this subsection, we explain the random-current representation (e.g., [1] ) and introduce some notation. First, we rewrite the Ising Hamiltonian (2.2) as 14) where
Then, by expanding exponentials, we obtain 1 2
where ∂n ≡ {x ∈Λ N : b∋x n b is odd} is the set of sources in the current configuration
wherex △ỹ is the abbreviation for the symmetric difference {x}△{ỹ}. As a result, we arrive at the random-current representation for the Ising two-point function
Basic properties of the two-point function
In this subsection, we summarize the properties of the Ising two-point function obtained from the random-current representation (2.18).
Lemma 2.1 ((2.28) and (2.37) of [5] ).
For any I ≥ 0, the following two inequalities hold:
(ii) Suppose that the radius of Λ is bigger than a given ℓ < ∞. Then, for |x| > ℓ,
21) and denote its (unique and translation-invariant) infinite-volume limit by
(i) Let S p (x) be the random-walk's Green function whose 1-step distribution and fugacity are defined, respectively, as
can be an arbitrarily large number in the current setting). Then, there is a
, we obtain
Solving this inequality for σ o σ x Λ N and using (2.21)-(2.23), we arrive at
Repeated application of this inequality yields
Proof of (ii).
and using (2.21)-(2.23), we readily obtain the Simon-Lieb type inequality
Under the assumption on the decay of J, the 1-step distribution D obeys the same asymptotic bound D(x) = O(|x| −d−α ) as |x| → ∞. Then, we can follow the same proof as [5,
Before closing this section, we provide bounds on σõσx Λ N in terms of G N (x). Notice that, by symmetry,
whereõ ′ is another vertex thanõ whose spatial coordinate is o. Then, forx =õ,
Similarly, we obtain 
Proof of the main theorem
In this section, we prove Theorem 1.1 by first showing the expected x-space infrared bound (Section 3.2), which has been proven to be true only for the nearest-neighbor model so far [23] . Then, by using that infrared bound, we derive the linear Schwinger-Dyson equation (Section 3.3), which is the core of the main theorem. Both sections depend heavily on the lace expansion for the Ising model (Section 3.1).
The lace expansion
The lace expansion has been successful in proving asymptotic behavior of the critical twopoint function for various models. In particular, for the ferromagnetic Ising model, which is considered to be in the same universality class as the ϕ 4 model, the critical two-point function is proven to be |x| 2−d times a model-dependent constant as |x| → ∞ when the spin-spin coupling has a finite (2 + ε)th moment for some ε > 0 [5, 20] .
In this subsection, we apply the lace expansion for the Ising model [20] to the approximate model constructed in Section 2.1 and investigate the N-dependence of the expansion coefficients.
According to [20] , for every T ∈ Z + , there are functions π Λ N onΛ N ×Λ N such that the following identity holds:
In fact, π 
2)
Λ N (õ,x) ≤õx +õx + · · · where we have used the inequality
The functions π
Λ N (õ,x), t ≥ 0, are defined by using the random-current representation. For example, 5) and let λ ≪ 2µ
0 ≤ π 8) where the constants in the O(λ) terms are independent of λ, µ, N and Λ.
As a result of the above proposition and (3.2), we have lim T →∞ r (T +1) Λ N (õ,x) = 0, and therefore the alternating series πΛ
We will use this estimate in the next subsection to investigate (the T → ∞ limit of) (3.1) and prove that the assumed bound on G N in Proposition 3.1 indeed holds.
Proof of Proposition 3.1. The inequality (3.6) is readily obtained by applying (2.29) to the diagrammatic bound π
The proof of the other inequalities (3.7)-(3.8) are much more involved, and we only explain in detail how to bound the leading diagram for π (1) Λ N (õ,x), which is depicted in Figure 3 :
(3.10)
The error terms in the above inequality and the higher order functions π Now, we prove that the sum on the right-hand side of (3.10) obeys the inequality (3.7). First, we split it into three sums depending on whether (i)õ =ũ =w =ỹ =x, (ii)õ =ũ andw =ỹ =x, or (iii)ỹ =x. Then, we obtain The sum in (3.10) ≤ δõ ,x
In fact, the first term on the right-hand side is the trivial contribution to π (1) Λ N (õ,x), and therefore π (1) Λ N (õ,x) − δõ ,x ṽ (tanhJõ ,ṽ ) σṽσõ Λ N ≥ 0. It remains to show that the second and third terms on the right-hand side of the above inequality are bounded by the right-hand side of (3.7). In order to achieve this goal, we use the following convolution bounds. 
Then there is a ρ
We use Lemma 3.2(i) to control the sums overũ,w,ỹ ∈ Λ N in (3.10), which correspond to the unlabeled vertices of degree 4 in the bounding diagram in Figure 3 . For example, by Lemma 3.2(i) with a = b = d − 2, we obtain that, for d > 4,
where we have used the triangle inequality |||x i −v|||∨|||v −x j ||| ≥ |||x i −x j |||/2 (cf., Figure 4 ). Similarly, if Kronecker's delta is added to one of those four fractions, then we have 
By similar computations, we can show that there is a C ′′ < ∞ such that 18) and
Now, we resume the proof of bounding the second and third terms on the right-hand side of (3.11). First, by (2.30) andĴ ǫ 2 N N < 1, we have
Therefore, by (3.15) , the second term on the right-hand side of (3.11) is bounded as
Similarly, by (3.15) , the third term on the right-hand side of (3.11) is bounded as
Then, by applying (3.18) to control the sum overw, and then applying (3.17) to control the sum overũ, we obtain (cf., Figure 5 )
Summarizing (3.10)-(3.11) and (3.21)-(3.23) and then usingλ 2 N ≪ 1, we conclude that the sum on the right-hand side of (3.10) obeys the inequality (3.7). We finish the proof of Proposition 3.1. 
Bound on the two-point function
In this subsection, we prove that the assumed bound on G N in Proposition 3.1 indeed holds for all µ ∈ (µ N , µ
N is due to Proposition 2.2(i)), where
We note that µ N is the value of µ at which p = 1. Although the exact expression for µ N tends to the massless pointĴ for the Gaussian model as N → ∞. In fact,
For now, we assumeĴ /2 < µ N < µ N , which is to be verified later. LetK = sup
where we recall that S 1 is the random-walk's Green function generated by the 1-step distribution D(x) = tanh J o,x / y tanh J o,y . Notice that, under the assumption in Proposition 3.1 (cf.,Ĵ ǫ 2 N N < 1 and N ≥ 2),
and therefore D inherits all the properties of J /Ĵ . In particular, there is a τ ∈ (0, 2) such that
Applying those bounds to the analysis in [5] for the random-walk's Green function, we can choose the value ofK in (3.27) independently of λ, µ, N. Now, we prove the following theorem.
Proof. First, we note thatḠ µ (0) N ≤K, due to Proposition 2.2(i). In order to complete the proof, it thus suffices to show
N ). In order to prove (I), we use the following lemma, which is a simple adaptation of [22, Lemma 5.13 ] to the current setting. 
In order to apply this lemma to the current setting and prove continuity ofḠ µ , it suffices to show that
N ]. First, by using Lebowitz' inequality [17] K µ and α is an arbitrarily large number in the current setting. Therefore, we arrive at
where the constant C is independent of Λ and µ. This completes the proof of (I).
Next, we prove (II) by showing thatḠ
First, we derive an identity for G N using (3.1). Under the assumptionḠ µ ≤ 3K and the hypothesis of the theorem, we can use Proposition 3.1 to obtain the T → ∞ limit of (3.1):
where πΛ N (õ,x) satisfies (3.9). Let
which satisfies
Therefore, the limit of the sum of (3.35) equals
Solving this identity for σ o σ x Zd N and then dividing both sides by N, we obtain
where
Here, we note that, by summing (3.41) over
SinceΠ N (0)/N > 0 whenλ 2 N ≪ 1 (cf., (3.38)), it must be thatF N (0) < 1 for µ > µ N , which is equivalent tô
A sufficient condition for the above inequality is
Therefore, the assumed bound µ >Ĵ /2 (cf., below (3.26)) is indeed true if λ ≪ 1 (or J ≫ 1). Next, we compare (3.41) with the convolution equation for the random-walk's Green function:
Inspired by their similarity, we approximate G N by r Π N N * S q , with some r ∈ (0, ∞) and q ∈ [0, 1]. In order to do so, we first rearrange those convolution equations to get
where, for brevity, we have omitted the subscripts and the spatial variables. Using those identities, we can rewrite G as
We choose q and r to satisfy
or equivalently
Then, we can rewrite E as
However, since (cf., (3.42))
we havê
so that∇
Therefore,
Due to those rewrites, we can show the following proposition, whose proof follows after completion of the proof of (II).
Proposition 3.5. Let q and r be chosen to satisfy (3.50)-(3.51) . Under the hypothesis of Theorem 3.3, there is a ρ > 0 such that
Finally, we can concludeḠ µ ≤ 2K (hence (II)) by first rewriting (3.48) as 60) and that, by usingĴ < µ + O(λ)/µ (cf., (3.45)),
On the other hand, since N > (2µ 2 /λ) 3 (so that µǫ 2 N <λ 2 N), we have
Moreover, by using (3.26) and
Since 1/(µǫ 2 N) =λN, we can summarize the above bounds as
, we use (3.38) to obtain
Using (3.29), we obtain
As a result,
To evaluate 1 − q is straightforward. By (3.51) and (3.53), we obtain
Finally, we investigate (E * S q )(x). First, for a given T ∈ (0, ∞), we split it into two as
71)
The value of T is arbitrary for now, but it is to be determined shortly. Next, we estimate X >T by taking the Fourier transform of (3.57) aŝ
By (3.29) and using (3.64)-(3.67) to evaluate the expression in the biggest parentheses of (3.73), we obtain
Therefore, by substituting this to (3.71) and using (3.29) and q ≥ 1−O(λ 2 N) (cf., (3.69)), we obtain
Next, we estimate X <T by first expanding e tqD(k) as
Since (3.57) can be rearranged as
we have
Suppose that
so that, by (3.64) and (3.68),
Then, by (3.76) and (3.78), we obtain
Combining this with (3.70) and (3.77), we obtain the desired bound on (E * S q )(x), as in (3.58). Now, it remains to show (3.81)-(3.82). Since their proofs are almost identical, we only show here (3.81). First, we split the sum into three as
where This completes the proof of (3.81), hence the proof of Proposition 3.5.
The linear Schwinger-Dyson equation
Finally, we derive the linear Schwinger-Dyson equation (1.11) and complete the proof of the main theorem.
In the previous subsection, we have proved that, if d > 4, λ is sufficiently small and N is sufficiently large, then there is a c < ∞, which is independent of λ, µ, N, such that G N (x) ≤ c/|||x||| d−2 holds for all x ∈ Z d and µ > µ N . Then, by Proposition 3.1, we have (3.38) uniformly in µ > µ N . Therefore, by (3.41)-(3.42), we obtain that, for µ > µ N , we can take the limit of (3.94) along this subsequence to obtain
which is equivalent to the linear Schwinger-Dyson equation (1.11) . In order to complete the proof, it remains to show existence and summability of the assumed subsequential limit Φ µ ≡ lim N j ↑∞ Φ N j . However, since the last term in (3.93) is summable uniformly in N, we only need to show existence of the limit of the first term in (3.93). Notice that, by (2.27) (see (2.28) as well), This completes the proof of the main theorem.
