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Abstrakt
Tato pra´ce pojedna´va´ o problematice detekce objekt˚u a popisuje teoreticka´ vy´chodiska de-
tekce zalozˇene´ na boostingu, algoritmu AdaBoost a Haarovy´ch prˇ´ıznac´ıch v roli slaby´ch
klasifika´tor˚u. Da´le se tato pra´ce zaby´va´ na´vrhem a implementac´ı tre´novac´ı a detekcˇn´ı apli-
kace zalozˇene´ na knihovna´ch OpenCV a wxWidgets. K za´veˇru popisuje test tre´nova´n´ı a
detekce oblicˇej˚u provedeny´ v implementovane´ aplikaci.
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Abstract
This work deals with the problem of object detection in images and describes theoretical
backgrounds of detection based on boosting, AdaBoost algorithm and Haar-like features as
weak classifiers. Further this work engages in design and implementation of a training and
detection application based on OpenCV and wxWidgets libraries. To the end it shows a
training and face detection test performed in the implemented application.
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Kapitola 1
U´vod
1.1 Motivace
Detekce objekt˚u v obraze je v soucˇasnosti aktua´ln´ı a rozv´ıjej´ıc´ı se veˇdn´ı obor. Sve´ uplatneˇn´ı
nale´za´ vsˇude, kde po pocˇ´ıtacˇi nebo jine´m vy´pocˇetn´ım zarˇ´ızen´ı pozˇadujeme schopnost ”videˇt“
objekty urcˇite´ho druhu. Dı´ky rostouc´ımu vy´konu pocˇ´ıtacˇ˚u a cenove´ dostupnosti hardware
se tento obor prosazuje v r˚uzny´ch oblastech informacˇn´ıch technologi´ı, mimo jine´ v biometrii
a kybernetice, a zasta´va´ nenahraditelnou roli v odliˇsny´ch oblastech vy´zkumu a pr˚umyslu.
1.2 Obsah pra´ce
C´ılem me´ bakala´rˇske´ pra´ce bylo navrhnout a implementovat detektor urcˇite´ho typu a testo-
vat jeho vlastnosti. Prvn´ı cˇa´st te´to technicke´ zpra´vy je zameˇrˇena na problematiku detekce
objekt˚u v obraze a jej´ı teoreticka´ vy´chodiska. Druha´ cˇa´st se zaby´va´ samotnou detekcˇn´ı
aplikac´ı. Zde je shrnut´ı toho, o cˇem pojedna´vaj´ı jednotlive´ kapitoly:
1. kapitola - stra´nka, kterou pra´veˇ cˇtete
2. kapitola - vymezen´ı pojmu˚ a teorie nutna´ k pochopen´ı dalˇs´ıho textu
3. kapitola - sezna´men´ı s r˚uzny´mi prˇ´ıstupy k detekci objekt˚u v obraze
4. kapitola - popis metody zvolene´ pro implementaci aplikace
5. kapitola - popis aplikace z hlediska jej´ıho na´vrhu
6. kapitola - popis d˚ulezˇity´ch cˇa´st´ı implementace aplikace
7. kapitola - prˇedstaven´ı provedene´ho testova´n´ı a nameˇrˇeny´ch hodnot
8. kapitola - za´veˇr a na´stin mozˇne´ho budouc´ıho vy´voje aplikace
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Kapitola 2
Za´kladn´ı pojmy
V te´to kapitole vymez´ım za´kladn´ı pojmy, na neˇzˇ bude pozdeˇji v textu odkazova´no. Jde
o pojmy ty´kaj´ıc´ı se zpracova´n´ı obrazu, klasifikace a boostingu. Pojmy na sebe navazuj´ı
v porˇad´ı, v jake´m jsou uvedeny.
2.1 Obraz a jeho vlastnosti
V cele´ te´to pra´ci je obrazem mı´neˇna digita´ln´ı rastrova´ grafika z´ıskana´ fotoapara´tem, video-
kamerou nebo jiny´m sn´ımac´ım zarˇ´ızen´ım. V oblasti detekce objekt˚u je pojem obraz zcela
beˇzˇneˇ uzˇ´ıva´n se stejny´m vy´znamem a prakticky nikdy nen´ı mysˇlen jinak, takzˇe nemu˚zˇe
doj´ıt k nedorozumeˇn´ı.
Obraz v nasˇem pojet´ı je graficka´ informace v podobeˇ rastrove´ matice o urcˇite´m pocˇtu
rˇa´dk˚u a sloupc˚u. Nejmensˇ´ı stavebn´ı jednotkou te´to matice je tzv. pixel. Kazˇdy´ pixel je
nositelem barevne´ informace. Obraz lze vn´ımat take´ jako dvourozmeˇrny´ diskre´tn´ı signa´l.
Pro te´ma detekce objekt˚u je d˚ulezˇite´ uveˇdomit si, zˇe rastrovy´ obraz v sobeˇ nenese
zˇa´dnou informaci o vza´jemne´m vztahu svy´ch hodnot, pixel˚u. Nen´ı tedy mozˇne´ prˇ´ımou
cestou z obrazu z´ıskat naprˇ. jednotlive´ objekty na neˇm vyobrazene´, jejich tvar ani jejich
pocˇet.
2.2 Zpracova´n´ı obrazu
Jde o aplikaci algoritmu˚ na obrazova´ data. Veˇtsˇinou tyto algoritmy pracuj´ı s jasovou cˇi
barevnou informac´ı, nebo data filtruj´ı. Mnoho aplikac´ı uvazˇuje vstupn´ı obraz jako dvou-
rozmeˇrny´ signa´l a tak s n´ım prˇi zpracova´n´ı i zacha´z´ı. Vy´stupem mu˚zˇe by´t novy´ obraz nebo
zjiˇsteˇna´ informace.
Obraz se cˇasto zpracova´va´ za u´cˇelem snadneˇjˇs´ıho z´ıska´n´ı informac´ı z neˇj. To ma´ za´sadn´ı
vy´znam v detekci objekt˚u, kde algoritmy ze sn´ımk˚u potrˇebuj´ı extrahovat jen urcˇite´ veˇtsˇinou
jednoduche´ informace (naprˇ. hrany, oblasti, rozd´ıly sveˇtlosti) a obt´ızˇneˇ by nakla´daly s p˚u-
vodn´ım obrazem obsahuj´ıc´ım obrovske´ mnozˇstv´ı barevny´ch informac´ı.
Vy´hodami zpracova´n´ı digita´ln´ıho obrazu jsou n´ızke´ na´klady a oproti analogove´mu zpra-
cova´n´ı nevznika´ zˇa´dny´ sˇum.
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2.3 Klasifikace
Statisticka´ klasifikace je proces, prˇi ktere´m se rozhoduje o prˇ´ıslusˇnosti polozˇek k urcˇeny´m
trˇ´ıda´m na za´kladeˇ kvantitativn´ı znalosti jejich charakteristicky´ch vlastnost´ı [6]. Tato znalost
vznika´ tre´nova´n´ım na tre´novac´ı mnozˇineˇ prˇ´ıklad˚u s prˇedem zna´mou prˇ´ıslusˇnost´ı. Jde tedy
o formu ucˇen´ı s ucˇitelem (anglicky supervised learning).
Tote´zˇ nyn´ı vysveˇtl´ım forma´lneˇ. Meˇjme naprˇ´ıklad klasifikaci o dvou trˇ´ıda´ch:
Y = {−1,+1} (2.1)
Takova´ klasifikace se nazy´va´ dvou-trˇ´ıdn´ı nebo bina´rn´ı klasifikace a mu˚zˇe znacˇit naprˇ. zda
o polozˇce plat´ı (trˇ´ıda +1) cˇi neplat´ı neˇjake´ tvrzen´ı (trˇ´ıda −1). Prvek te´to klasifikacˇn´ı
mnozˇiny budeme znacˇit yi, naby´vat mu˚zˇe hodnot −1 a +1. Da´le meˇjme mnozˇinu polozˇek
X a jej´ı prvky xi. Tre´novac´ı mnozˇina definovana´ na´sleduj´ıc´ı rovnic´ı je pak mnozˇinou dvojic
polozˇek a jejich prˇ´ıslusˇnost´ı k trˇ´ıda´m.
{(x1, y1), . . . , (xn, yn)},x ∈ X, y ∈ Y (2.2)
Vy´stupem tre´nova´n´ı na te´to tre´novac´ı mnozˇineˇ pak bude tzv. klasifika´tor
h : X → Y, (2.3)
ktery´ promı´ta´ polozˇku x do prˇ´ıslusˇne´ klasifikacˇn´ı trˇ´ıdy y. Jiny´mi slovy, klasifika´tor je hle-
dana´ funkce, ktera´ by pro dane´ vstupn´ı xi prˇedepisovala spra´vne´ vy´stupn´ı yi. Nalezen´ı te´to
funkce, nebo-li nalezen´ı prˇesne´ho klasifika´toru, je hlavn´ı proble´m.
2.4 Boosting
Boosting je metoda strojove´ho ucˇen´ı s ucˇitelem. Mysˇlenkou boostingu je vytvorˇit velmi
prˇesny´ klasifika´tor (nazy´va´n jako silny´) kombinac´ı relativneˇ jednoduchy´ch klasifika´tor˚u
(nazy´vany´ch jako slabe´).
Boosting ke sve´ cˇinnosti vyzˇaduje popsanou tre´novac´ı mnozˇinu, tedy s prˇedem zna´mou
prˇ´ıslusˇnost´ı jednotlivy´ch prˇ´ıklad˚u do trˇ´ıd. Na tuto mnozˇinu je aplikova´n algoritmus, jehozˇ
vy´stupem je natre´novany´ silny´ klasifika´tor.
Existuje neˇkolik boostingovy´ch algoritmu˚. Veˇtsˇina z nich pracuje v iterac´ıch. V kazˇde´
iteraci je hleda´n novy´ slaby´ klasifika´tor, ktery´ by minimalizoval chybu na tre´novac´ı mnozˇineˇ.
Kdyzˇ je takovy´ klasifika´tor nalezen, je mu na za´kladeˇ jeho chyby prˇiˇrazena urcˇita´ va´ha.
Pak je klasifika´tor prˇida´n do skupiny budouc´ıho silne´ho klasifika´toru, obvykle proveden´ım
operace linea´rn´ı kombinace. Na konci iterace jsou jesˇteˇ spocˇteny nove´ va´hy jednotlivy´ch
prvk˚u tre´novac´ı mnozˇiny.
Va´hy prvk˚u tre´novac´ı mnozˇiny maj´ı podstatny´ vliv na to, jaky´m zp˚usobem jsou vyb´ıra´ny
slabe´ klasifika´tory. Boostingove´ algoritmy tyto va´hy utva´rˇ´ı postupneˇ v pr˚ubeˇhu cele´ho
tre´nova´n´ı a reflektuj´ı v nich u´speˇsˇnost klasifikace kazˇde´ho prvku tre´novac´ı mnozˇiny. Cˇ´ım
mensˇ´ı je tato u´speˇsˇnost, t´ım veˇtsˇ´ı z´ıska´va´ prvek va´hu a naopak. To umozˇnˇuje algoritmu
zameˇrˇit se v tre´nova´n´ı na prvky drˇ´ıve chybneˇ klasifikovane´ a nale´zt v nich nove´ urcˇuj´ıc´ı
vlastnosti zlepsˇuj´ıc´ı jejich klasifikaci.
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2.5 Slaby´ klasifika´tor
Pojem slaby´ klasifika´tor se uzˇ´ıva´ ve spojen´ı s klasifikac´ı a boostingem. Jde o klasifika´tor,
ktery´ jen velmi vzda´leneˇ odpov´ıda´ spra´vne´ klasifikaci, ale zato je obvykle relativneˇ jedno-
duchy´ a rychle spocˇitatelny´.
K detekci objekt˚u se pouzˇ´ıvaj´ı r˚uzne´ druhy slaby´ch klasifika´tor˚u citlivy´ch na urcˇite´
informace extrahovane´ z obrazu (naprˇ. sveˇtlost, barva). V te´to pra´ci bude rˇecˇ pouze o tzv.
Haarovy´ch prˇ´ıznac´ıch, ktere´ reaguj´ı na vza´jemny´ vztah sousedn´ıch pixel˚u.
2.6 Haarovy prˇ´ıznaky
Haarovy prˇ´ıznaky (anglicky Haar-like features) jsou velmi rychlou alternativou k drˇ´ıve
pouzˇ´ıvane´ klasifikaci pracuj´ıc´ı se sveˇtlost´ı obrazu. Nevy´hoda tohoto prˇ´ıstupu spocˇ´ıvala
v jeho cˇasove´ slozˇitosti.
Haarovy prˇ´ıznaky pracuj´ı s obde´ln´ıkovy´mi oblastmi p˚uvodn´ıho obrazu. V nich jsou
pocˇ´ıta´ny sumy pixel˚u a vy´sledek prˇ´ıznaku je da´n jako rozd´ıl teˇchto sum. Na obra´zku
2.1 jsou zna´zorneˇny neˇktere´ Haarovy prˇ´ıznaky. Nejjednodusˇsˇ´ı varianta se skla´da´ ze dvou
osoveˇ soumeˇrny´ch obde´ln´ık˚u stejny´ch velikost´ı. Slozˇiteˇjˇs´ı se pak skla´daj´ı ze trˇ´ı nebo cˇtyrˇ
obde´ln´ık˚u, prˇ´ıpadneˇ jsou nav´ıc otocˇeny o 45◦.
Obra´zek 2.1: Uka´zka Haarovy´ch prˇ´ıznak˚u vcˇetneˇ neˇktery´ch diagona´ln´ıch variant.
Vysoka´ rychlost Haarova prˇ´ıznaku souvis´ı s vy´pocˇtem sum pixel˚u a s pojmem in-
tegra´ln´ı obraz, ktery´ byl poprve´ zaveden v publikaci autor˚u Viola a Jones [4]. Integra´ln´ı
obraz lze definovat jako dvourozmeˇrnou matici o rozmeˇrech p˚uvodn´ıho obrazu. Kazˇdy´ pr-
vek te´to matice obsahuje sumu vsˇech pixel˚u p˚uvodn´ıho obrazu v obde´ln´ıku umı´steˇne´m nad
a vlevo od tohoto prvku. Integra´ln´ı obraz takto umozˇnˇuje v konstantn´ım cˇase spocˇ´ıtat
sumu pixel˚u ktere´koliv obde´ln´ıkove´ cˇa´sti obrazu pouhy´m vyhleda´n´ım 4 hodnot a jejich
secˇten´ım/odecˇten´ım. Naprˇ´ıklad suma pixel˚u ve zvy´razneˇne´m obde´ln´ıku z obra´zku 2.2 je
vypocˇtena na´sledovneˇ:
SUM = S1 − S2 − S3 + S4 (2.4)
Obra´zek 2.2: Vy´pocˇet sumy pixel˚u vnitrˇn´ıho obde´ln´ıku integra´ln´ım obrazem. Body S1 azˇ
S4 prˇedstavuj´ı hodnoty v integra´ln´ım obraze.
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Kapitola 3
Detekce objekt˚u v obraze
Nyn´ı se zameˇrˇ´ım na popis detekce objekt˚u v obraze, jej´ıch princip˚u a existuj´ıc´ıch metod.
3.1 Vy´znam a pouzˇit´ı
Detekce objekt˚u v obraze je pocˇ´ıtacˇova´ technologie vyhleda´va´n´ı objekt˚u urcˇite´ trˇ´ıdy v ob-
raze. C´ılem je zjistit pozici a velikost kazˇde´ho nalezene´ho objektu.
Detekce objekt˚u se uzˇ´ıva´ hlavneˇ ve spojen´ı s videokamerou nebo jiny´m sn´ımac´ım zarˇ´ıze-
n´ım. Takto vybaveny´ pocˇ´ıtacˇ je schopen ve sn´ımane´m obraze automaticky lokalizovat dany´
objekt a na jeho vy´skyt nebo vlastnost da´le reagovat. Cˇasto se pouzˇ´ıvaj´ı detektory lidsky´ch
oblicˇej˚u v identifikacˇn´ıch syste´mech, kde detektor slouzˇ´ı jako prˇedstupenˇ rozpozna´va´n´ı
oblicˇej˚u. Da´le jsou detektory objekt˚u uplatnˇova´ny v oblasti automatizace vy´robn´ıch pro-
ces˚u, kde mohou slouzˇit jako zarˇ´ızen´ı kontroly vy´stupn´ı kvality. Jinou aplikac´ı jsou inteli-
gentn´ı roboti s videokamerami schopn´ı interakce se svy´m okol´ım nebo naprˇ´ıklad inteligentn´ı
videokamery sleduj´ıc´ı pohyb sn´ımane´ osoby. V mnohy´ch teˇchto aplikac´ıch prob´ıha´ detekce
v rea´lne´m cˇase, cozˇ umozˇnˇuje sta´le rostouc´ı vy´kon vy´pocˇetn´ı techniky a jej´ı vysoka´ dostup-
nost.
Acˇkoliv detekce objekt˚u poskytuje pocˇ´ıtacˇi schopnost ”videˇt“ urcˇite´ objekty, zdaleka
nejde o napodoben´ı lidske´ho videˇn´ı, ktere´ je ve sve´ podstateˇ mnohem slozˇiteˇjˇs´ı a kom-
plexneˇjˇs´ı. Hloubeˇji se t´ımto zaby´va´ obor pocˇ´ıtacˇove´ videˇn´ı, kde detekce objekt˚u figuruje
jako jeden z mnoha otevrˇeny´ch proble´mu˚.
3.2 Trˇ´ıda objekt˚u
Zˇa´dny´ univerza´ln´ı postup jak detekovat libovolne´ objekty nen´ı. Proto se soustrˇed’ujeme
vzˇdy na konkre´tn´ı trˇ´ıdu objekt˚u, ktere´ chceme detekovat.
Objektem dane´ trˇ´ıdy mu˚zˇe by´t naprˇ. automobil nebo lidsky´ oblicˇej, obecneˇ jaky´koliv
objekt, ktery´ lze prˇi sn´ıma´n´ı opticky rozliˇsit od okol´ı a ktery´ je charakteristicky´ svy´m vzhle-
dem. Stejneˇ jako veˇtsˇina automobil˚u je typicky´ch svy´m tvarem, maj´ı i oblicˇeje sve´ charak-
teristicke´ znaky, jezˇ sd´ıl´ı a d´ıky nimzˇ je lze za´rovenˇ odliˇsit od objekt˚u, ktere´ oblicˇeji v˚ubec
nejsou. Povaha teˇchto spolecˇny´ch znak˚u ma´ take´ vliv na vy´beˇr vhodne´ho typu detektoru.
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3.3 Principy detekce
Hlavn´ım proble´mem je, jak objekty v obraze detekovat. Obraz je totizˇ pouhou matic´ı
cˇ´ıselny´ch hodnot bez jake´koliv prˇ´ıme´ informace o objektech v neˇm.
K detekci vyuzˇ´ıva´me r˚uzny´ch princip˚u zpracova´n´ı obrazu a znalost´ı o lidske´m videˇn´ı
objekt˚u.
3.3.1 Detekce podle barvy
Pokud je objekt vy´znacˇny´ svou barvou a za prˇedpokladu, zˇe ma´me k dispozici barevne´
sn´ımac´ı zarˇ´ızen´ı, lze pouzˇ´ıt tuto jednoduchou metodu detekce. Jej´ı princip se zakla´da´ na
zpracova´n´ı obrazu filtrac´ı barevne´ informace s vhodnou toleranc´ı odchylky barvy a sveˇtlosti.
Jaka´koliv obrazova´ data mimo urcˇeny´ rozsah barev a sveˇtlosti jsou z obrazu odstraneˇna a
hledany´ objekt z˚usta´va´.
Proble´m samozrˇejmeˇ nasta´va´ v momenteˇ, kdy se na sn´ımc´ıch objev´ı jiny´ objekt stejne´
barvy. V prˇ´ıpadeˇ, zˇe neˇco takove´ho beˇzˇneˇ nenastane, lze detektor pouzˇ´ıt bez pot´ızˇ´ı. V o-
statn´ıch prˇ´ıpadech je mozˇne´ tuto metodu spojit s neˇjakou jinou metodou, ktera´ doka´zˇe
v mnozˇineˇ zjiˇsteˇny´ch objekt˚u eliminovat nezˇa´douc´ı prˇ´ıpady.
Detekce podle barvy objektu mu˚zˇe by´t vyuzˇita naprˇ´ıklad v kombinaci s detektory
oblicˇej˚u, kde prˇedem zna´me barvu lidske´ pokozˇky. V praxi se ale tato kombinace prˇ´ıliˇs
nepouzˇ´ıva´. Jednak proto, zˇe nefunguje se vsˇemi typy pokozˇky, a take´ kv˚uli zkreslen´ı barev
vlivem r˚uzny´ch sveˇtelny´ch podmı´nek.
3.3.2 Detekce podle pohybu
V prˇ´ıpadeˇ aplikace s videosekvenc´ı nebo videokamerou a obrazem sn´ımany´m v rea´lne´m
cˇase lze pouzˇ´ıt detekci objekt˚u podle pohybu. Jeden z mozˇny´ch princip˚u te´to metody je
zalozˇen na porovna´va´n´ı dvou posledn´ıch zachyceny´ch sn´ımk˚u a vyhodnocova´n´ı zmeˇn hodnot
jednotlivy´ch pixel˚u [2]. Objekty jsou nalezeny vyhleda´n´ım celistvy´ch oblast´ı, ve ktery´ch
dosˇlo ke zmeˇneˇ dostatecˇneˇ velke´ho mnozˇstv´ı pixel˚u.
Podobneˇ jako u metody detekce podle barvy zde nasta´va´ proble´m, kdyzˇ se v obraze
mu˚zˇe pohybovat v´ıce objekt˚u. Rˇesˇen´ım je opeˇt pouzˇit´ı tohoto detektoru v kombinaci s dalˇs´ı
detekcˇn´ı metodou.
Ve sn´ımane´m obraze je potrˇeba zohlednit i sˇum, ktery´ zde mu˚zˇe vzniknout a ktery´
by mohl by´t detektorem mylneˇ vyhodnocen jako pohybuj´ıc´ı se objekt. K rˇesˇen´ı je mozˇne´
pouzˇ´ıt jednoduchy´ filtr sˇumu, ktery´ z vyhodnoceny´ch zmeˇn pixel˚u odstran´ı male´ osamocene´
oblasti.
3.3.3 Detekce podle hran
Tato metoda je zalozˇena na zpracova´n´ı obrazovy´ch dat pomoc´ı segmentace. Vy´stupem seg-
mentace jsou nalezene´ vy´znamne´ oblasti v obraze zjiˇsteˇne´ pomoc´ı detektoru hran nebo
naprˇ. zkouma´n´ım oblast´ı s prˇiblizˇneˇ stejny´mi vlastnostmi pixel˚u. Zjiˇsteˇne´ oblasti jsou ob-
vykle da´le zkouma´ny jiny´m algoritmem. Ten se uplatn´ı v prˇ´ıpadeˇ cˇlenite´ho obraz, kde je
potrˇeba rozhodnout, ktera´ oblast obsahuje hledany´ objekt.
Existuje mnoho metod segmentace, detekce hran je jednou z nich. Spolecˇny´m c´ılem
teˇchto metod je zjednodusˇit dalˇs´ı zpracova´n´ı obrazu. Kdyzˇ je obraz rozdeˇlen do neˇkolika
celk˚u, je na´sledna´ analy´za snazsˇ´ı. Lze se tak namı´sto cele´ho obrazu veˇnovat konkre´tn´ım
vznikly´m segment˚um a ty pak trˇeba da´le klasifikovat.
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3.3.4 Detekce podle vzoru
V oblasti pocˇ´ıtacˇove´ho videˇn´ı je detekce objekt˚u podle vzoru tou nejvy´sˇe postavenou
a za´rovenˇ nejslozˇiteˇjˇs´ı metodou. Vyuzˇ´ıva´ se zde princip˚u strojove´ho ucˇen´ı na mnozˇineˇ
tre´novac´ıch dat.
Detektor mus´ı by´t nejdrˇ´ıve na tre´novac´ıch datech nacvicˇen, v cˇemzˇ se tato metoda liˇs´ı
od ostatn´ıch. Obvykle se detektor tre´nuje na sadeˇ obrazovy´ch dat rozdeˇlene´ do dvou trˇ´ıd
s prˇedem zna´my´m vy´znamem: trˇ´ıda sn´ımk˚u dane´ho objektu a trˇ´ıda sn´ımk˚u bez vy´skytu
tohoto objektu.
Obecneˇ slouzˇ´ı tre´novac´ı data v procesu tre´nova´n´ı k vyhleda´n´ı informac´ı, veˇtsˇinou za-
lozˇeny´ch na statisticke´m prˇ´ıstupu. V oblasti detekce objekt˚u jde o vyhleda´va´n´ı informac´ı
popisuj´ıc´ıch vzory v tre´novac´ıch datech. Tyto vzory jsou z obrazu z´ıska´va´ny pomoc´ı ma-
tematicky spocˇitatelny´ch prˇ´ıznak˚u. Pokud jsou informace o vzorech nalezeny, je na jejich
za´kladeˇ vytvorˇen vy´sledny´ klasifika´tor pouzˇitelny´ k detekci objekt˚u. Beˇzˇneˇ jde o bina´rn´ı
klasifika´tor rozliˇsuj´ıc´ı pouze dveˇ trˇ´ıdy: nacvicˇeny´ objekt a neˇco jine´ho nezˇ nacvicˇeny´ objekt.
Mezi nejzna´meˇjˇs´ı prˇ´ıstupy k te´to metodeˇ detekce patrˇ´ı v soucˇasne´ dobeˇ neuronove´ s´ıteˇ a
boosting. Charakteristicke´ jsou prˇedevsˇ´ım svou robustnost´ı, sˇiroky´m uplatneˇn´ım a vysokou
u´speˇsˇnost´ı. Dı´ky teˇmto i dalˇs´ım prˇednostem si metody detekce objekt˚u podle vzoru z´ıskaly
ve sveˇte velkou oblibu. Jejich vy´voj je sta´le prˇedmeˇtem vy´zkumu.
Pozna´mka: Zmı´neˇnou metodou boostingu se budu podrobneˇji zaby´vat v na´sleduj´ıc´ı kapitole
na straneˇ 10.
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Kapitola 4
Detekce oblicˇej˚u a metoda
AdaBoost
Pro svou pra´ci jsem jako trˇ´ıdu detekovany´ch objekt˚u zvolil oblicˇeje. Du˚vod˚u je neˇkolik.
Ze vsˇech trˇ´ıd objekt˚u je detekce oblicˇej˚u pravdeˇpodobneˇ nejrozsˇ´ıˇreneˇjˇs´ı, cozˇ znamena´ take´
existenci veˇtsˇ´ıho mnozˇstv´ı literatury na toto te´ma. Dalˇs´ım d˚uvodem jsou volneˇ dostupne´,
kvalitn´ı a rozsa´hle´ databa´ze tre´novac´ıch dat s prˇedzpracovany´mi sn´ımky oblicˇej˚u. Dı´ky exis-
tenci teˇchto databa´z´ı odpada´ potrˇeba vytva´rˇet vlastn´ı tre´novac´ı data, cozˇ je s ohledem na
potrˇebne´ mnozˇstv´ı a variabilitu vzork˚u cˇasoveˇ na´rocˇny´ proces. Jiny´m d˚uvodem je samotna´
zaj´ımavost oblicˇej˚u jako trˇ´ıdy objekt˚u dana´ specificky´mi vlastnostmi, ktere´ se u jiny´ch trˇ´ıd
obt´ızˇneˇ hledaj´ı.
Obra´zek 4.1: Uka´zka tre´novac´ı mnozˇiny se sn´ımky oblicˇej˚u (zdroj: Yale Face Database)
Jako metodu jsem zvolil detekci podle vzoru zalozˇenou na algoritmu AdaBoost a na
detekcˇn´ım syste´mu Viola & Jones [4]. Tento syste´m ma´ neˇkolik kl´ıcˇovy´ch vlastnost´ı: klasi-
fikaci prova´d´ı prˇes relativneˇ rychle´ Haarovy prˇ´ıznaky, k jejich vy´beˇru a tre´nova´n´ı vyuzˇ´ıva´
silny´ algoritmus AdaBoost a mı´sto jedine´ho vy´sledne´ho klasifika´toru vytva´rˇ´ı kaska´du klasi-
fika´tor˚u. Tyto vlastnosti zajistily detekcˇn´ımu syste´mu Viola & Jones znatelneˇ vysˇsˇ´ı rychlost
detekce a umozˇnily jeho nasazen´ı v real-time aplikac´ıch, cozˇ bylo u podobny´ch syste´mu˚ drˇ´ıve
nemyslitelne´.
4.1 Princip algoritmu AdaBoost
AdaBoost, aneb adaptivn´ı boosting, je algoritmus strojove´ho ucˇen´ı. Jeho vstupem je po-
psana´ tre´novac´ı mnozˇina a vy´stupem silny´ klasifika´tor sestaveny´ ze slaby´ch klasifika´tor˚u
nalezeny´ch v pr˚ubeˇhu tre´nova´n´ı. Adaptivnost tohoto algoritmu spocˇ´ıva´ v jeho schopnosti
prˇizp˚usobit tre´nova´n´ı novy´ch klasifika´tor˚u drˇ´ıve chybneˇ klasifikovany´m prˇ´ıpad˚um.
Meˇjme tre´novac´ı mnozˇinu {(x1, y1), . . . , (xn, yn)}, xi ∈ X, yi ∈ Y = {−1,+1}. Nejdrˇ´ıve
je inicializova´na distribucˇn´ı funkce D1(i) va´huj´ıc´ı prˇ´ıklady v tre´novac´ı mnozˇineˇ. Pak pro
iterace t = 1, . . . , T je prova´deˇna na´sleduj´ıc´ı posloupnost operac´ı [3, 5]:
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1. Najdi slaby´ klasifika´tor ht minimalizuj´ıc´ı chybu s ohledem k distribucˇn´ı funkci Dt(i)
2. Spocˇ´ıtej chybu tohoto klasifika´toru t jako pravdeˇpodobnost chybne´ klasifikace
3. Podle chyby t urcˇi va´hu αt tohoto klasifika´toru
4. Spocˇ´ıtej novou distribucˇn´ı funkci Dt+1 pro prˇ´ıˇst´ı iteraci
Nakonec je vytvorˇena linea´rn´ı kombinace slaby´ch klasifika´tor˚u ht(x) a jejich vah αt. Vznikne
suma:
f(x) =
T∑
t=1
αtht(x) (4.1)
Vy´sledny´ klasifika´tor je pak da´n zname´nkem te´to sumy:
H(x) = sign (f(x)) (4.2)
4.2 Kaska´da klasifika´tor˚u
Algoritmus Viola & Jones je charakteristicky´ pouzˇit´ım kaska´dy klasifika´tor˚u. Nen´ı zde pouze
jeden silny´ klasifika´tor, ale cela´ jejich rˇada (beˇzˇneˇ 10 azˇ 30).
Du˚vodem k pouzˇit´ı kaska´dy klasifika´tor˚u je dosazˇen´ı vysoke´ rychlosti detekce objekt˚u.
Obraz je totizˇ v naproste´ veˇtsˇineˇ prˇ´ıpad˚u tvorˇen velky´m mnozˇstv´ım pozic, kde se nenacha´z´ı
zˇa´dny´ hledany´ objekt. Detektor oblicˇej˚u mu˚zˇe mı´t azˇ tis´ıce rozhodovac´ıch element˚u. Kdyby
vsˇechny tyto elementy musely by´t spocˇteny v kazˇde´ pozici v obraze, zpracova´n´ı cele´ho
obrazu by bylo na´rocˇneˇjˇs´ı.
Kaska´da klasifika´tor˚u umozˇnˇuje velmi rychle prˇeskocˇit nezˇa´douc´ı pozice v obraze a
soustrˇedit se tak na oblasti s potencia´ln´ım vy´skytem hledane´ho objektu. V prvn´ıch sta´di´ıch
kaska´dy by´va´ obvykle jen neˇkolik ma´lo klasifika´tor˚u a s dalˇs´ımi sta´dii jejich pocˇet stoupa´.
Prvn´ı sta´dia jsou tedy vyhodnocena rychleji, d´ıky cˇemuzˇ lze aktua´ln´ı pozici drˇ´ıve oznacˇit
za nezˇa´douc´ı a prˇeskocˇit ji bez vyhodnocen´ı zby´vaj´ıc´ıch sta´di´ı, cozˇ je kl´ıcˇova´ vlastnost.
4.3 Falesˇne´ odezvy
Jedn´ım z d˚ulezˇity´ch c´ıl˚u prˇi tre´nova´n´ı je dosazˇen´ı co nejnizˇsˇ´ıho pod´ılu falesˇneˇ pozitivn´ıch
a take´ falesˇneˇ negativn´ıch odezev. Pokud uva´zˇ´ıme, zˇe v cele´m obraze je naprˇ´ıklad jeden
hledany´ oblicˇej, znamena´ to pro detektor velke´ mnozˇstv´ı pozic bez oblicˇeje, kde by tud´ızˇ
nemeˇl by´t zˇa´dny´ oblicˇej falesˇneˇ detekova´n. Z tohoto pohledu ma´ velky´ vy´znam n´ızky´ pod´ıl
falesˇneˇ pozitivn´ıch odezev. Pro rea´lne´ pouzˇit´ı detektoru jde o d˚ulezˇity´ parametr, ktery´ se
v konecˇne´m d˚usledku mu˚zˇe projevit i v jeho vysˇsˇ´ı rychlosti.
Nı´zke´ho pod´ılu falesˇneˇ pozitivn´ıch odezev se dosahuje volbou kvalitn´ı a rozsa´hle´ tre´nova-
c´ı mnozˇiny a dostatecˇneˇ dlouhy´m tre´nova´n´ım. Pro kvalitn´ı detektor by meˇlo by´t tre´nova´n´ı
ukoncˇeno azˇ po dosazˇen´ı pod´ılu falesˇneˇ pozitivn´ıch odezev alesponˇ 0,000005 [1]. Takovy´
detektor v milionu pozic´ıch bez oblicˇeje chybneˇ detekuje jen 5 pozic.
4.4 Postup detekce
Objekty jsou v dane´m obraze detekova´ny postupny´m procha´zen´ım obrazu pomyslny´m ok-
nem (viz obra´zek 4.2), prˇicˇemzˇ obsah tohoto okna je v kazˇde´m kroku vyhodnocen klasi-
fika´torem. Pokud klasifika´tor v neˇjake´m kroku pro dane´ okno vyhodnot´ı kladnou odezvu,
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znamena´ to, zˇe toto okno prˇedstavuje hledany´ objekt. V takove´m prˇ´ıpadeˇ je pozice a velikost
okna zaznamena´na nebo i vyznacˇena prˇ´ımo v obraze.
Protozˇe vsˇak nezna´me velikost hledane´ho objektu a chceme, aby detektor byl k velikosti
objektu invariantn´ı, mus´ı by´t procha´zen´ı obrazu provedeno neˇkolikra´t v r˚uzny´ch meˇrˇ´ıtka´ch.
Nemeˇn´ı se vsˇak velikost okna, ktery´m obraz procha´z´ıme, ale transformuje se velikost cele´ho
obrazu. Obraz je po kazˇde´m pr˚uchodu podvzorkova´n (viz obra´zek 4.3) s dany´m pomeˇrem
nove´ a prˇedchoz´ı velikosti a kdyzˇ uzˇ je tak maly´, zˇe jej nelze nasˇ´ım oknem procha´zet, detekce
skoncˇ´ı.
Pomeˇr podvzorkova´n´ı ma´ vliv na u´speˇsˇnost detekce. Pokud je jeho hodnota nastavena
prˇ´ıliˇs n´ızko, je obraz zmensˇova´n po velmi maly´ch kroc´ıch. To sice zvysˇuje pravdeˇpodobnost
spra´vne´ detekce vsˇech objekt˚u v obraze, ale detekce je cˇasoveˇ na´rocˇneˇjˇs´ı, protozˇe je nutne´
pr˚uchod obrazem prove´st v´ıcekra´t. Nastaven´ı prˇ´ıliˇs vysoke´ hodnoty zase vede k rychle´ de-
tekci, ale detektor cˇasteˇji neˇjaky´ objekt v˚ubec nezaznamena´, protozˇe jej zkra´tka ”prˇehle´dne“.
Prˇi implementaci detektoru je snaha minimalizovat pocˇet krok˚u nutny´ch k pr˚uchodu
obrazem. K urychlen´ı detekce se vyuzˇ´ıva´ naprˇ. poznatku, zˇe v mı´steˇ, kde jizˇ byl detekova´n
objekt, nebude prˇ´ıtomen dalˇs´ı objekt stejne´ho druhu. Takovou oblast tedy lze bez obav
prˇeskocˇit.
Jiny´m prˇ´ıstupem k urychlen´ı detekce je vyuzˇit´ı poznatku, zˇe pokud detekcˇn´ı okno pra´veˇ
obsahuje prˇ´ıliˇs cˇlenitou strukturu (naprˇ. veˇtveˇ stromu˚), urcˇiteˇ nep˚ujde o hledany´ objekt.
Takove´ oblasti v obraze jsou mı´stem s vysoky´m potencia´lem falesˇneˇ pozitivn´ıch odezev, kde
mu˚zˇe by´t klasifikace pomala´. Zde popisovany´ prˇ´ıstup spolupracuje s vhodny´m detektorem
hran, ktery´ doka´zˇe zmı´neˇne´ oblasti rychle rozpoznat a umozˇn´ı jim prˇi detekci prˇedej´ıt.
Obra´zek 4.2: Pr˚uchod obrazu pomyslny´m oknem prˇi detekci.
Obra´zek 4.3: Podvzorkova´n´ı v pomeˇru 0,5. Vlevo: pomeˇr velikost´ı. Vpravo: vliv na obraz.
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Kapitola 5
Na´vrh aplikace
V prˇedchoz´ıch kapitola´ch jsem probral teoreticky´ za´klad problematiky detekce objekt˚u v ob-
raze. Take´ jsem uvedl a zd˚uvodnil sve´ rozhodnut´ı veˇnovat se detekci oblicˇej˚u s pouzˇit´ım
metody AdaBoost. V te´to a dalˇs´ıch kapitola´ch se jizˇ budu veˇnovat prakticke´ cˇa´sti sve´ pra´ce,
formulaci c´ıle, jeho realizaci a testova´n´ı.
C´ılem me´ bakala´rˇske´ pra´ce bylo navrhnout a implementovat detektor objekt˚u urcˇite´ho
typu a testovat jeho vlastnosti. Jelikozˇ existuj´ı kvalitn´ı a volneˇ dostupne´ implementace
r˚uzny´ch detekcˇn´ıch algoritmu˚, bylo jizˇ od zacˇa´tku pocˇ´ıta´no s pouzˇit´ım jedne´ z nich. My´m
u´kolem tud´ızˇ bylo soustrˇedit se na na´vrh a proveden´ı aplikace, ktera´ by nad pouzˇitou
knihovnou vytva´rˇela intuitivn´ı graficke´ rozhran´ı poskytuj´ıc´ı funkce spojene´ s prˇ´ıslusˇnou
metodou detekce objekt˚u.
Cela´ aplikace byla v na´vrhu rozdeˇlena do neˇkolika samostatny´ch cˇa´st´ı. Hlavn´ı jsou
cˇa´sti ”Tre´nova´n´ı“ a ”Detekce“. Mimo tyto byly v aplikaci navrhnuty jesˇteˇ cˇa´sti ”Nasta-
ven´ı tre´nova´n´ı“, ”Testova´n´ı u´speˇsˇnosti“ a ”Vizualizace klasifika´toru“. Vyjmenovane´ cˇa´sti
zde nyn´ı pop´ıˇsi.
5.1 Tre´nova´n´ı
U´cˇelem te´to cˇa´sti je umozˇnit uzˇivateli vytvorˇit vlastn´ı klasifika´tor. Tre´nova´n´ı vyzˇaduje
mnozˇinu tre´novac´ıch dat s prˇedem zna´my´m prˇiˇrazen´ım prvk˚u do trˇ´ıd. Prˇedpokla´da´ se exis-
tence dvou adresa´rˇ˚u s obrazovy´mi soubory, jeden s pozitivn´ımi prˇ´ıklady - sn´ımky dane´ho
objektu - a druhy´ s negativn´ımi prˇ´ıklady - sn´ımky bez vy´skytu dane´ho objektu. Aplikace
nab´ıdne uzˇivateli mozˇnost volby teˇchto adresa´rˇ˚u.
Pomoc´ı prˇ´ıslusˇne´ho tlacˇ´ıtka da´ uzˇivatel pokyn k prˇ´ıpraveˇ na tre´nova´n´ı. Aplikace pro-
vede kontrolu a nacˇte obrazove´ soubory ze zvoleny´ch adresa´rˇ˚u. O prˇ´ıpadny´ch proble´mech
s nacˇ´ıta´n´ım sn´ımk˚u je uzˇivatel informova´n prostrˇednictv´ım vy´pisu. Jakmile tato prˇ´ıprava
skoncˇ´ı, informuje aplikace uzˇivatele kolik bylo u´speˇsˇneˇ nacˇteno sn´ımk˚u.
Da´le aplikace nab´ıdne uzˇivateli volbu c´ıle, kam bude po dokoncˇen´ı tre´nova´n´ı ulozˇen
vy´sledny´ klasifika´tor v podobeˇ konfiguracˇn´ıho souboru. Tre´nova´n´ı pak uzˇivatel spust´ı tla-
cˇ´ıtkem. V pr˚ubeˇhu tre´nova´n´ı budou zobrazova´ny podrobne´ informace, naprˇ. aktua´ln´ı chyba
klasifika´toru.
Jelikozˇ je tre´nova´n´ı dlouhodoby´ proces, ktery´ mu˚zˇe trvat i na vy´konne´m stroji neˇkolik
dn´ı, prˇedpokla´da´ se, zˇe do c´ılove´ho adresa´rˇe budou pr˚ubeˇzˇneˇ ukla´da´ny hotove´ cˇa´sti tre´no-
vane´ho klasifika´toru. Dı´ky tomu bude mozˇne´ po prˇerusˇen´ı pozdeˇji v tre´nova´n´ı pokracˇovat.
Aplikace tedy nab´ıdne uzˇivateli tuto mozˇnost, pokud nalezne data z prˇedesˇle´ho tre´nova´n´ı.
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Obra´zek 5.1: Blokove´ schema tre´novac´ı cˇa´sti aplikace.
5.2 Nastaven´ı tre´nova´n´ı
Tre´nova´n´ı klasifika´toru lze ovlivnit neˇkolika parametry, jako pocˇet sta´di´ı, c´ılovy´ pod´ıl falesˇneˇ
pozitivn´ıch odezev, rozmeˇry vzorku a dalˇs´ımi. Aplikace poskytne uzˇivateli prˇehled o teˇchto
parametrech a umozˇn´ı mu tyto prˇed tre´nova´n´ım upravit dle potrˇeby. Aplikace mus´ı kont-
rolovat spra´vnost zadany´ch parametr˚u. V prˇ´ıpadeˇ chybne´ho parametru upozorn´ı uzˇivatele
a znemozˇn´ı mu spusˇteˇn´ı tre´nova´n´ı, dokud nebude parametr zada´n spra´vneˇ.
5.3 Detekce
Detekcˇn´ı cˇa´st aplikace slouzˇ´ı k proveden´ı detekce objekt˚u v konkre´tn´ım obraze. Pouzˇije se
zde jizˇ hotovy´ natre´novany´ klasifika´tor. Aplikace nab´ıdne uzˇivateli volbu soubor s konfigu-
rac´ı klasifika´toru a volbu vstupn´ıho obrazove´ho souboru. Prostrˇednictv´ım zvolene´ho kla-
sifika´toru jsou na´sledneˇ ve zvolene´m obraze detekova´ny vsˇechny vy´skyty objekt˚u te´ trˇ´ıdy,
na ktere´ byl klasifika´tor nacvicˇen. Obraz je pak uzˇivateli zobrazen s vyznacˇen´ım vsˇech
zjiˇsteˇny´ch pozic a jejich velikost´ı. Aplikace pro uzˇivatel˚uv prˇehled uvede celkovy´ pocˇet ob-
jekt˚u detekovany´ch v obraze.
C´ılem te´to cˇa´sti aplikace je umozˇnit uzˇivateli otestovat natre´novany´ klasifika´tor na
konkre´tn´ıch sn´ımc´ıch a oveˇrˇit tak jeho spra´vne´ chova´n´ı. K testova´n´ı u´speˇsˇnosti detekce
nad v´ıce sn´ımky je vhodne´ pouzˇ´ıt cˇa´st ”Testova´n´ı u´speˇsˇnosti“.
Obra´zek 5.2: Blokove´ schema detekcˇn´ı cˇa´sti aplikace.
5.4 Testova´n´ı u´speˇsˇnosti
Tato cˇa´st slouzˇ´ı k zmeˇrˇen´ı u´speˇsˇnosti dane´ho klasifika´toru. Meˇrˇen´ı se prova´d´ı na mnozˇineˇ
testovac´ıch pozitivn´ıch prˇ´ıklad˚u. Prˇedpokla´da´ se existence adresa´rˇe s obrazovy´mi soubory,
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na ktery´ch ma´ by´t testova´n´ı provedeno. Uzˇivatel v aplikaci zvol´ı tento adresa´rˇ a sou-
bor s konfigurac´ı klasifika´toru, ktery´ ma´ by´t testova´n. Kliknut´ım na tlacˇ´ıtko je testova´n´ı
spusˇteˇno a po jeho skoncˇen´ı je uzˇivateli zobrazena informace o nameˇrˇene´ u´speˇsˇnosti.
Zpracova´n´ı veˇtsˇ´ıho mnozˇstv´ı obrazovy´ch dat mu˚zˇe trvat delˇs´ı dobu. Proto bude v pr˚u-
beˇhu testova´n´ı zobrazena informace o postupu, aby uzˇivatel meˇl prˇehled o pocˇtu jizˇ zpra-
covany´ch sn´ımk˚u a mohl odhadnout dobu zby´vaj´ıc´ı do konce testova´n´ı.
Obra´zek 5.3: Blokove´ schema testova´n´ı u´speˇsˇnosti.
5.5 Vizualizace klasifika´toru
Tato funkce aplikace je urcˇena sp´ıˇse k vy´ukovy´m nebo demonstracˇn´ım u´cˇel˚um. Slouzˇ´ı
k zna´zorneˇn´ı toho, co je vy´sledkem cele´ho procesu tre´nova´n´ı klasifika´toru. Zobraz´ı totizˇ
vnitrˇn´ı stavbu kaska´dy klasifika´toru a zna´zorn´ı rozlozˇen´ı jednotlivy´ch prˇ´ıznak˚u, tak jak
budou pouzˇity prˇi detekci objekt˚u.
Aplikace si od uzˇivatele vyzˇa´da´ volbu souboru s konfigurac´ı klasifika´toru. Po jeho nacˇten´ı
nab´ıdne seznam jednotlivy´ch sta´di´ı kaska´dy, v kazˇde´m sta´diu jednotlive´ klasifika´tory a pro
kazˇdy´ z nich prˇ´ıslusˇne´ prˇ´ıznaky. Uzˇivatel ma´ mozˇnost mezi jednotlivy´mi sta´dii, klasifika´tory
a prˇ´ıznaky libovolneˇ prˇep´ınat, prˇicˇemzˇ mu vzˇdy bude zobrazena vizualizace momenta´lneˇ
zvolene´ho prˇ´ıznaku a dalˇs´ı u´daje jako leva´ a prava´ hodnota prvku rozhodovac´ıho stromu,
prahova´ hodnota a va´hy jednotlivy´ch cˇa´st´ı prˇ´ıznaku.
Obra´zek 5.4: Blokove´ schema vizualizace klasifika´toru.
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Kapitola 6
Implementace aplikace
Navrzˇenou aplikaci jsem implementoval v programovac´ım jazyce C++ s pouzˇit´ım knihovny
OpenCV pro detekci objekt˚u v obraze a s pouzˇit´ım GUI knihovny wxWidgets pro realizaci
uzˇivatelske´ho rozhran´ı. Pro implementaci cˇa´sti ”Tre´nova´n´ı“ jsem pouzˇil zdrojovy´ ko´d pro-
gramu haartraining, ktery´ je doda´va´n s knihovnou OpenCV. Vsˇechny cˇa´sti, jichzˇ nejsem
autorem, byly pouzˇity v souladu s licencˇn´ımi ujedna´n´ımi teˇchto cˇa´st´ı.
Popsane´ rˇesˇen´ı jsem zvolil kv˚uli me´ znalosti jazyka C++ a kv˚uli prˇedesˇle´ kladne´ zku-
sˇenosti s knihovnou wxWidgets. Knihovnu OpenCV jsem zvolil na za´kladeˇ doporucˇen´ı ve-
douc´ıho te´to pra´ce.
Vy´hodami zvolene´ho rˇesˇen´ı jsou prˇenositelnost ko´du mezi r˚uzny´mi operacˇn´ımi syste´my
a snadna´ pouzˇitelnost, prˇ´ıpadneˇ i mozˇnost dalˇs´ıho rozsˇ´ıˇren´ı. Aplikaci lze provozovat na
majoritn´ıch operacˇn´ıch syste´mech Linux, Windows a zrˇejmeˇ i Mac OS X. Funkcˇnost byla
oveˇrˇena pouze pod operacˇn´ım syste´mem Linux, ve ktere´m byla aplikace vyv´ıjena, a cˇa´stecˇneˇ
pod syste´mem Windows.
6.1 Pouzˇite´ na´stroje
6.1.1 OpenCV
OpenCV (Open Source Computer Vision) je rozsa´hla´ volneˇ pouzˇitelna´ knihovna zameˇrˇena´
na aplikace v oboru pocˇ´ıtacˇove´ho videˇn´ı. Kromeˇ mnoha jiny´ch u´cˇel˚u, ke ktery´m se pouzˇ´ıva´, ji
lze vyuzˇ´ıt k detekci objekt˚u v obraze. Pouzˇita byla knihovna OpenCV verze 1.0.0. Aktua´ln´ı
verzi lze z´ıskat na URL http://opencvlibrary.sourceforge.net/.
6.1.2 Haartraining
Knihovna OpenCV je doda´va´na se zdrojovy´m ko´dem programu haartraining. Tento pro-
gram slouzˇ´ı k natre´nova´n´ı klasifika´toru pomoc´ı neˇktere´ z variant algoritmu AdaBoost.
Knihovna OpenCV samotna´ nedisponuje funkcemi pro tre´nova´n´ı klasifika´toru. Aby vlastn´ı
aplikace mohla uzˇivateli nab´ıdnout tuto funkcionalitu, vyuzˇ´ıva´ pra´veˇ programu haartraining
a jeho definovane´ho rozhran´ı.
6.1.3 wxWidgets
Knihovna wxWidgets je volneˇ pouzˇitelny´ multiplatformn´ı na´stroj pro tvorbu graficke´ho
uzˇivatelske´ho rozhran´ı (GUI - Graphical user interface). Poskytuje jednotne´ aplikacˇn´ı roz-
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hran´ı (API - Application programming interface) a umozˇnˇuje tak vytva´rˇet aplikace pro
r˚uzne´ operacˇn´ı syste´my, anizˇ by bylo potrˇeba pro kazˇdy´ syste´m psa´t odliˇsny´ zdrojovy´ ko´d.
Prˇi vy´voji aplikace byla pouzˇita knihovna wxWidgets (konkre´tneˇ wxGTK) verze 2.8.7.
Aplikace je vsˇak prˇelozˇitelna´ i s nizˇsˇ´ımi verzemi knihovny.
Knihovnu wxWidgets lze z´ıskat na URL http://www.wxwidgets.org/.
6.2 Popis vlastn´ı implementace
V te´to podkapitole proberu jednotlive´ cˇa´sti aplikace a zp˚usob jejich implementace. Pouzˇite´
funkce a jine´ symboly jsou v textu vyznacˇeny zvla´sˇtn´ım zp˚usobem. V jejich na´zvech se lze
orientovat podle pocˇa´tecˇn´ıch p´ısmen. Vı´ce viz na´sleduj´ıc´ı tabulka.
prefix vy´znam
cv funkce knihovny OpenCV
icv funkce programu haartraining
wx funkce nebo trˇ´ıda knihovny wxWidgets
jine´ vlastn´ı funkce nebo standardn´ı funkce C/C++
Tabulka 6.1: Vy´znamy pocˇa´tecˇn´ıch p´ısmen (prefix˚u) v na´zvech symbol˚u.
6.2.1 Tre´novac´ı cˇa´st
Tato cˇa´st vyuzˇ´ıva´ rozhran´ı programu haartraining k vytvorˇen´ı konfiguracˇn´ıch soubor˚u
tre´novac´ı mnozˇiny a ke spusˇteˇn´ı tre´nova´n´ı, jehozˇ vy´stupem je konfiguracˇn´ı soubor kla-
sifika´toru. Program haartraining vyzˇaduje k tre´nova´n´ı data tre´novac´ı mnozˇiny, ale ne-
umozˇnˇuje pouzˇ´ıt prˇ´ımo adresa´rˇe s obrazovy´mi soubory. Je potrˇeba vytvorˇit dva pomocne´
soubory - VEC soubor pro pozitivn´ı prˇ´ıklady a BG soubor pro negativn´ı prˇ´ıklady.
VEC soubor obsahuje prˇedzpracovane´ vzorky pozitivn´ıch prˇ´ıklad˚u. Deˇl´ı se na hlavicˇku
s u´daji o sve´m obsahu a teˇlo, ktere´ obsahuje vzorky pozitivn´ıch prˇ´ıklad˚u, naprˇ. sn´ımky
oblicˇej˚u. Tyto vzorky jsou vytvorˇeny z p˚uvodn´ıch sn´ımk˚u jejich prˇeveden´ım do sˇede´ sˇka´ly
a zmensˇen´ım na pozˇadovane´ rozmeˇry. Rozmeˇry vzork˚u postacˇuj´ı velmi male´, naprˇ´ıklad
jen 20×20 pixel˚u (lze nastavit). Dı´ky tomu je VEC soubor i prˇi velke´m mnozˇstv´ı sn´ımk˚u
relativneˇ maly´. Pro za´pis vzork˚u vyuzˇ´ıva´m dvou funkc´ı z rozhran´ı programu haartraining
- funkce icvWriteVecHeader zap´ıˇse hlavicˇku a icvWriteVecSample zap´ıˇse konkre´tn´ı vzorek.
Cely´ postup vytvorˇen´ı VEC souboru, od z´ıska´n´ı seznamu soubor˚u, prˇes jejich prˇevod a
zmeˇnu velikosti, azˇ po za´pis, obstara´va´ vlastn´ı funkce MakeVecFile. Jako argumenty tato
funkce prˇij´ıma´ cestu k adresa´rˇi s pozitivn´ımi prˇ´ıklady, cestu k vy´sledne´mu VEC souboru a
pozˇadovane´ rozmeˇry vzork˚u.
BG soubor obsahuje vy´cˇet soubor˚u adresa´rˇe s negativn´ımi prˇ´ıklady. Oproti bina´rn´ımu
VEC souboru je v textove´m forma´tu. K vytvorˇen´ı BG souboru slouzˇ´ı vlastn´ı funkce Make-
BgFile. Ta ze zadane´ho adresa´rˇe z´ıska´ seznam soubor˚u, oveˇrˇ´ı, zda jde o obrazove´ soubory,
a do vy´stupn´ıho souboru zaznamena´ jejich cesty. Argumenty te´to funkce jsou pouze cesta
k adresa´rˇi s negativn´ımi prˇ´ıklady a cesta k vy´stupn´ımu BG souboru.
Jakmile jsou soubory VEC a BG vytvorˇeny, lze prˇistoupit k vlastn´ımu tre´nova´n´ı. Tre´-
nova´n´ı je spusˇteˇno zavola´n´ım jedine´ funkce cvCreateTreeCascadeClassifier, ktera´ je dekla-
rova´na v rozhran´ı programu haartraining. Tato funkce pozˇaduje jako argumenty prˇedevsˇ´ım
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cesty k prˇipraveny´m VEC a BG soubor˚um. Da´le funkce prˇij´ıma´ velke´ mnozˇstv´ı jiny´ch argu-
ment˚u ovlivnˇuj´ıc´ıch pr˚ubeˇh tre´nova´n´ı. Teˇmito parametry jsou zejme´na pocˇet pozitivn´ıch a
negativn´ıch prˇ´ıklad˚u, pocˇet sta´di´ı tre´nova´n´ı, rozmeˇry vzork˚u ve VEC souboru, c´ılovy´ pomeˇr
falesˇneˇ pozitivn´ıch odezev, varianta algoritmu AdaBoost, sada Haarovy´ch prˇ´ıznak˚u a dalˇs´ı.
Vsˇechny parametry je mozˇne´ nastavit v graficke´m rozhran´ı aplikace v cˇa´sti ”Nastaven´ı
tre´nova´n´ı“. Funkci jsou pak tyto parametry prˇeda´ny prˇi jej´ım zavola´n´ı.
Funkce cvCreateTreeCascadeClassifier spousˇt´ı proces tre´nova´n´ı. Beˇhem neˇj jsou funkc´ı
printf pr˚ubeˇzˇneˇ tisknuty informace na standardn´ı vy´stup. Aby mohly by´t tyto informace
mı´sto standardn´ıho vy´stupu zobrazeny v okneˇ vlastn´ı aplikace, musel jsem mı´rneˇ zasa´hnout
do zdrojovy´ch ko´d˚u programu haartraining. Do dvou soubor˚u jsem prˇidal definici makra
C++ prekompila´toru, ktere´ prˇi kompilaci prˇep´ıˇse vola´n´ı standardn´ı funkce printf na vola´n´ı
me´ vlastn´ı prˇipravene´ funkce MyPrintf. Tato funkce se stara´ o prˇeda´va´n´ı vesˇkere´ho vy´stupu
do prˇ´ıslusˇne´ komponenty wxTextCtrl.
Proste´ zavola´n´ı tak na´rocˇne´ funkce jako cvCreateTreeCascadeClassifier nen´ı v graficke´
aplikaci vhodne´. Dosˇlo by k prˇerusˇen´ı zpracova´va´n´ı vesˇkery´ch uda´lost´ı rozhran´ı a aplikace by
dlouhou dobu nereagovala na uzˇivatelske´ vstupy ani by nedocha´zelo k prˇekreslova´n´ı jej´ıho
okna. Tento proble´m jsem se rozhodl vyrˇesˇit vyhrazen´ım nove´ho vla´kna v beˇzˇ´ıc´ı aplikaci
pouze pro potrˇeby tre´novac´ı funkce. Vla´kno je definova´no jako vlastn´ı trˇ´ıda odvozena´ z trˇ´ıdy
wxThread. Vytvorˇeno a spusˇteˇno je prˇi kazˇde´m tre´nova´n´ı. Kdyzˇ tre´nova´n´ı skoncˇ´ı, vla´kno
samo zanikne a uvoln´ı vyuzˇite´ prostrˇedky. Pozastaven´ı ani prˇerusˇen´ı beˇzˇ´ıc´ıho vla´kna jsem
vsˇak neimplementoval, acˇkoliv by to bylo velmi uzˇitecˇne´. Implementace teˇchto funkc´ı by
totizˇ vyzˇadovala veˇtsˇ´ı za´sah do zdrojovy´ch ko´d˚u programu haartraining nebo u´plneˇ jiny´
prˇ´ıstup.
6.2.2 Detekcˇn´ı cˇa´st
Detekcˇn´ı cˇa´st aplikace vykona´va´ detekci objekt˚u v dane´m obraze. K cˇinnosti je potrˇeba
natre´novany´ klasifika´tor. Soubor s konfigurac´ı klasifika´toru je nejdrˇ´ıve nacˇten funkc´ı Lo-
adClassifier, ktera´ jen zapouzdrˇuje funkci cvLoad. Da´le mus´ı by´t nacˇten samotny´ obraz,
cozˇ je provedeno funkc´ı cvLoadImage. Detekce objekt˚u je pak vyvola´na vlastn´ı funkc´ı De-
tectObjects, ktera´ prˇi u´speˇchu vra´t´ı sourˇadnice vsˇech nalezeny´ch objekt˚u. Do obrazu tyto
sourˇadnice vyznacˇ´ı v podobeˇ obde´ln´ık˚u funkce DrawRectangles. Vy´sledny´ obraz je nakonec
zobrazen uzˇivateli v okneˇ odvozene´m od trˇ´ıdy wxScrolledWindow.
V te´to cˇa´sti aplikace je za´sadn´ı funkce DetectObjects. V p˚uvodn´ım na´vrhu aplikace
se pocˇ´ıtalo s vlastn´ı implementac´ı detekce objekt˚u postupny´m pr˚uchodem obrazu, ale zvo-
lena´ knihovna OpenCV disponuje jednodusˇe pouzˇitelnou funkc´ı cvHaarDetectObjects, ktera´
tento u´kon jizˇ implementuje. Funkce DetectObjects tedy jen vytva´rˇ´ı podmı´nky pro pouzˇit´ı
knihovn´ı funkce (prˇiprav´ı pozˇadovane´ promeˇnne´, struktury, alokuje a uvoln´ı pameˇt’), vola´
tuto funkci s prˇednastaveny´mi parametry a vy´stup, tedy seznam sourˇadnic, prˇeda´va´ do
snadno zpracovatelne´ho C++ typu vector.
Prˇednastaveny´mi parametry funkce cvHaarDetectObjects jsou pomeˇr podvzorkova´n´ı ob-
razu, minima´ln´ı pocˇet soused˚u detekovany´ch oblast´ı pro vyrˇazen´ı neˇkolikana´sobne´ detekce
stejne´ho objektu v r˚uzny´ch meˇrˇ´ıtka´ch a zapnut´ı cˇi vypnut´ı detektoru hran, ktery´ prˇedcha´z´ı
oblastem v obraze s prˇ´ıliˇs cˇlenitou strukturou.
Vlastn´ı funkce DetectObjects ve sve´m teˇle vstupn´ı obraz prˇevzorkuje na polovicˇn´ı veli-
kost. Dle OpenCV manua´lu [7] je d´ıky tomu mozˇne´ zvy´sˇit rychlost detekce.
Jako argumenty funkce DetectObjects prˇij´ıma´ ukazatel na nacˇteny´ klasifika´tor, ukazatel
na vstupn´ı obraz a ukazatel na vector pro zaznamena´n´ı z´ıskany´ch sourˇadnic.
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6.2.3 Cˇa´st testova´n´ı u´speˇsˇnosti
Testova´n´ı u´speˇsˇnosti klasifika´toru je zalozˇeno na proveden´ı detekce nad mnozˇinou pozi-
tivn´ıch testovac´ıch prˇ´ıklad˚u. Meˇrˇ´ı se pocˇet sn´ımk˚u, v nichzˇ byl detekova´n pra´veˇ jeden ob-
jekt (oblicˇej). U´speˇsˇnost klasifika´toru je pak da´na pomeˇrem celkove´ho pocˇtu sn´ımk˚u k pocˇtu
spra´vneˇ detekovany´ch sn´ımk˚u.
Implementace te´to cˇa´sti aplikace je podobna´ cˇa´sti ”Detekce“. Nejdrˇ´ıve je nacˇten dany´
klasifika´tor, opeˇt pomoc´ı funkce LoadClassifier. Da´le je z´ıska´n seznam vsˇech soubor˚u v ad-
resa´rˇi s testovac´ımi sn´ımky a na kazˇde´m z nich se provede detekce funkc´ı DetectObjects,
ktera´ vrac´ı pocˇet detekovany´ch objekt˚u. Za´rovenˇ je meˇrˇena statistika u´speˇsˇnosti detekce,
jak byla vysveˇtlena v tomto textu vy´sˇe.
6.2.4 Cˇa´st vizualizace klasifika´toru
V te´to cˇa´sti aplikace je u´kolem zna´zornit vnitrˇn´ı strukturu souboru s konfigurac´ı natre´-
novane´ho klasifika´toru. Tento soubor je programem haartraining ukla´da´n v obecne´m XML
forma´tu. K z´ıska´n´ı struktury klasifika´toru je potrˇeba tento soubor prˇecˇ´ıst a obsah vhodny´m
zp˚usobem interpretovat. Nemus´ıme k tomu vsˇak pouzˇ´ıt dalˇs´ı knihovnu pro zpracova´n´ı XML
soubor˚u. Knihovna OpenCV ma´ vestaveˇn potrˇebny´ interpret, cozˇ vlastneˇ vyply´va´ i z toho,
zˇe umı´ klasifika´tor z XML souboru nacˇ´ıst a zpracovat sama. Tuto funkcionalitu skry´va´
v´ıceu´cˇelova´ funkce cvLoad, ktera´ dany´ XML soubor nacˇte do prˇedem definovany´ch da-
tovy´ch struktur. Odtud je jizˇ mozˇne´ z´ıskat popis klasifika´toru prˇ´ımocˇarˇe. Jednotlive´ datove´
struktury jsou zdokumentova´ny v manua´lu OpenCV [7] a z´ıskan´ı jejich u´daj˚u je jen ota´zkou
prˇ´ıstupu k za´znamu˚m a pol´ım.
Kaska´dovy´ klasifika´tor se v OpenCV skla´da´ ze sta´di´ı, sta´dium z jednotlivy´ch klasi-
fika´tor˚u a klasifika´tor z Haarovy´ch prˇ´ıznak˚u. Jednotliva´ sta´dia jsou z´ıska´na ze struktury Cv-
HaarClassifierCascade, jednotlive´ klasifika´tory prˇ´ıslusˇne´ kaska´dy nab´ızi struktura CvHaar-
StageClassifier, Haarovy prˇ´ıznaky klasifika´toru jsou k nalezen´ı ve strukturˇe CvHaarClas-
sifier a konkre´tn´ı cˇa´sti jednoho prˇ´ıznaku obsahuje struktura CvHaarFeature. Informacemi
z teˇchto struktur jsou naplneˇny ovladatelne´ prvky wxList, z ktery´ch si uzˇivatel mu˚zˇe vyb´ırat
polozˇky.
Vizualizace Haarovy´ch prˇ´ıznak˚u spocˇ´ıva´ v nacˇten´ı u´daj˚u konkre´tn´ıho prˇ´ıznaku a jejich
prˇeveden´ı do graficke´ formy. O kazˇde´m prˇ´ıznaku jsou v prˇ´ıslusˇny´ch struktura´ch zazna-
mena´ny sourˇadnice, velikosti a va´hy jeho d´ılcˇ´ıch obde´ln´ık˚u. Obde´ln´ıky mu˚zˇou by´t dva nebo
trˇi. Da´le jsou k prˇ´ıznak˚um vedeny informace o jejich pootocˇen´ı o 45◦, tedy zda jsou dia-
gona´ln´ı cˇi nikoliv. Vsˇechny tyto informace kromeˇ va´hy (ta nen´ı pro vizualizaci potrˇebna´)
jsou vyuzˇity vlastn´ı funkc´ı DrawFeature k zakreslen´ı obde´ln´ık˚u do rastrove´ho obrazu. Kres-
len´ı je umozˇneˇno prove´st v libovolne´m meˇrˇ´ıtku. Funkce DrawFeature vrac´ı obraz dany´ch
rozmeˇr˚u jako objekt trˇ´ıdy wxBitmap. Obraz je v aplikaci da´le zobrazen v okneˇ odvozene´m
od trˇ´ıdy wxScrolledWindow.
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Kapitola 7
Testova´n´ı
Na implementovane´ aplikaci nyn´ı prˇedstav´ım provedene´ testova´n´ı. Jedna´ se o srovna´n´ı dvou
detektor˚u: jednoho s pouzˇit´ım kaska´dy klasifika´tor˚u a druhe´ho bez te´to kaska´dy. C´ılem
bylo oveˇrˇit, zda kaska´da v praxi opravdu prˇina´sˇ´ı znatelneˇ vysˇsˇ´ı rychlost detekce, a prˇ´ıpadneˇ
zmeˇrˇit, jak je toto zrychlen´ı velike´.
7.1 Podmı´nky tre´nova´n´ı
Tre´novac´ı mnozˇina zvolena´ k tre´nova´n´ı obsahovala asi 2400 pozitivn´ıch prˇ´ıklad˚u oblicˇej˚u
o rozmeˇrech 19 x 19 pixel˚u a zhruba 23500 negativn´ıch prˇ´ıklad˚u o stejny´ch rozmeˇrech. Tento
te´meˇrˇ desetina´sobny´ pocˇet negativn´ıch prˇ´ıklad˚u jsem zvolil z toho d˚uvodu, zˇe v dobeˇ tes-
tova´n´ı jsem nemeˇl k dispozici jinou databa´zi sn´ımk˚u s veˇtsˇ´ım rozliˇsen´ım. Jinak by postacˇilo
naprˇ´ıklad asi 4000 azˇ 5000 negativn´ıch prˇ´ıklad˚u s rozliˇsen´ım 384 x 288 pixel˚u.
Prˇed samotny´m tre´nova´n´ım bylo nutne´ nastavit parametry obou detektor˚u a krite´rium
ukoncˇen´ı tre´nova´n´ı. Prˇi volbeˇ parametr˚u jsem vycha´zel z prˇednastaveny´ch hodnot pro-
gramu haartraining. Pro oba detektory jsem zvolil jako boostingovy´ algoritmus obecneˇ
doporucˇovany´ Gentle AdaBoost, mnozˇinu Haarovy´ch prˇ´ıznak˚u jsem nastavil na svisle´ a
vodorovne´ (diagona´ln´ı prˇ´ıznaky se projevily jako podstatneˇ na´rocˇneˇjˇs´ı na vy´kon pocˇ´ıtacˇe),
rozmeˇry detekcˇn´ıho okna jsem nastavil na 19 x 19 pixel˚u (cela´ tre´novac´ı mnozˇina je v tomto
rozliˇsen´ı), povolil jsem optimalizaci pro symetricke´ objekty (oblicˇeje lze povazˇovat za syme-
tricke´) a zbyle´ parametry jsem ponechal ve vy´choz´ım nastaven´ı.
Krite´ria pro ukoncˇen´ı tre´nova´n´ı byla nastavena s c´ılem dosazˇen´ı prˇiblizˇneˇ stejne´ u´speˇsˇ-
nosti detekce obou detektor˚u. Prvn´ı detektor jsem tedy nastavil tak, aby pomeˇr falesˇneˇ
pozitivn´ıch odezev v kazˇde´m sta´diu byl mensˇ´ı jak 0,5 a pocˇet sta´di´ı jsem zvolil 10. To
by meˇlo ve vy´sledku da´t detektor s pomeˇrem falesˇneˇ pozitivn´ıch odezev minima´lneˇ 0,510,
tedy 0,000976562. Nejde o zˇa´dnou vysokou prˇesnost, pro testova´n´ı vsˇak postacˇuje. Druhy´
detektor byl nastaven pro vytvorˇen´ı jedine´ho sta´dia s t´ım, zˇe by tre´nova´n´ı meˇlo v tomto
sta´diu dosa´hnout stejne´ho pomeˇru falesˇneˇ pozitivn´ıch odezev jako cela´ kaska´da prvn´ıho
detektoru.
Tre´nova´n´ı jsem provozoval na pocˇ´ıtacˇi s procesorem Intel Celeron M 1,3GHz a operacˇn´ı
pameˇt´ı 512MB. Pro tre´nova´n´ı detektoru nejde o prˇ´ıliˇs vhodnou konfiguraci. K dispozici jsem
sice meˇl vy´konneˇjˇs´ı stroj, ale na neˇm se mi nepodarˇilo tre´novac´ı aplikaci vcˇas zprovoznit.
20
7.2 Pr˚ubeˇh tre´nova´n´ı
Tre´nova´n´ı prvn´ıho detektoru s kaska´dami bylo v pozdeˇjˇs´ıch sta´di´ıch problematicke´. Jak se
dalo ocˇeka´vat, poty´kal jsem se prˇedevsˇ´ım s nedostatecˇny´m vy´konem pocˇ´ıtacˇe a nedostat-
kem operacˇn´ı pameˇti. Vlivem toho byl postup v tre´nova´n´ı pomaly´. Prˇedevsˇ´ım ve fa´z´ıch
mezi sta´dii, kde tre´novac´ı algoritmus zpracova´val sn´ımky, docha´zelo k neu´nosneˇ dlouhy´m
prodleva´m. Po prˇerusˇen´ı a opeˇtovne´m spusˇteˇn´ı tre´nova´n´ı od mı´sta prˇerusˇen´ı vsˇak k zˇa´dne´
prodleveˇ jizˇ nedosˇlo. Prˇ´ıcˇinu se mi nepodarˇilo objasnit. Nicme´neˇ i prˇesto jsem tre´nova´n´ı
dokoncˇil. Jen pro zaj´ımavost uva´d´ım, zˇe doba zpracova´n´ı negativn´ıch prˇ´ıklad˚u se s kazˇdy´m
novy´m sta´diem zdvojna´sobovala a v desa´te´m sta´diu dosahovala te´meˇrˇ 4 hodin. Pro dalˇs´ı
dveˇ sta´dia by jen toto zpracova´n´ı trvalo te´meˇrˇ cely´ den. A v tomto cˇase jesˇteˇ nen´ı zapocˇteno
samotne´ tre´nova´n´ı.
Abych tre´nova´n´ı urychlil, experimentoval jsem s nizˇsˇ´ım pocˇtem negativn´ıch prˇ´ıklad˚u
(sta´le na stejne´ mnozˇineˇ sn´ımk˚u 19 x 19 pixel˚u), ale v tomto prˇ´ıpadeˇ tre´nova´n´ı pravidelneˇ
selha´valo, protozˇe algoritmus po neˇjake´ dobeˇ jizˇ nenale´zal dobre´ slabe´ klasifika´tory, ktere´
by da´le minimalizovaly chybu detektoru.
Tre´nova´n´ı druhe´ho detektoru bez kaska´dy bylo podstatneˇ rychlejˇs´ı a bezproble´move´.
Dosˇlo zde jen k jednomu zpracova´n´ı negativn´ıch prˇ´ıklad˚u (pokud nepocˇ´ıta´m za´veˇrecˇne´
meˇrˇen´ı prˇesnosti detektoru), takzˇe proble´my spojene´ s tre´nova´n´ım prvn´ıho detektoru se
nestihly projevit. Beˇhem tre´nova´n´ı byly sta´le nale´za´ny nove´ slabe´ klasifika´tory a chyba
u´speˇsˇneˇ klesala azˇ pod stanovenou mez.
Pokud zanedba´m zmı´neˇne´ pot´ızˇe s prvn´ım detektorem, trvalo jeho natre´nova´n´ı odhadem
asi 16 hodin. Druhy´ detektor se podarˇilo na stejne´m stroji natre´novat bez prˇerusˇova´n´ı za
necele´ 4 hodiny.
7.3 Vy´sledne´ detektory
Vy´sledky tre´nova´n´ı jsou popsa´ny v tabulce 7.1. Sloupec HR (hit rate) v tabulce oznacˇuje
pomeˇr kladny´ch odezev pro pozitivn´ı prˇ´ıklady tre´novac´ı mnozˇiny (idea´lneˇ 1,0) a sloupec
FA (false alarm rate) oznacˇuje pomeˇr falesˇneˇ pozitivn´ıch odezev pro negativn´ı prˇ´ıklady
tre´novac´ı mnozˇiny (idea´lneˇ 0,0).
detektor sta´di´ı prˇ´ıznak˚u HR FA cˇas tre´nova´n´ı
1. s kaska´dou 10 89 0,958419 0,000127269 16h?
2. bez kaska´dy 1 43 0,995060 0,000593915 4h
Tabulka 7.1: Vy´sledne´ parametry tre´novany´ch detektor˚u.
V tabulce stoj´ı za povsˇimnut´ı rozd´ıl v pomeˇru kladny´ch odezev (HR), na neˇjzˇ ma´ vliv
pouzˇit´ı kaska´dy klasifika´tor˚u. Prˇed tre´nova´n´ım byl nastaven tento pomeˇr na minima´ln´ı
pozˇadovanou hodnotu 0,995. Detektoru bez kaska´dy se tento pozˇadavek podarˇilo dodrzˇet,
protozˇe po celou dobu tre´nova´n´ı pracoval s kompletn´ı tre´novac´ı mnozˇinou a algoritmus mohl
vyb´ırat nove´ prˇ´ıznaky s ohledem na dodrzˇen´ı te´to hodnoty. Detektor s kaska´dou ovsˇem
tento pomeˇr nedodrzˇel. Je to da´no t´ım, zˇe prˇi vytva´rˇen´ı novy´ch sta´di´ı kaska´dy docha´z´ı
k redukci tre´novac´ı mnozˇiny. Jakmile drˇ´ıveˇjˇs´ı sta´dia neˇjaky´ prˇ´ıklad klasifikuj´ı za´porneˇ, je
tento sn´ımek z tre´novac´ı mnozˇiny vyrˇazen1. Chyba zanesena´ kazˇdy´m novy´m sta´diem pak
1Prˇi jeho ponecha´n´ı by dalˇs´ı sta´dia byla natre´nova´na na sn´ımku, ktery´ nikdy nebudou klasifikovat.
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kumuluje a v pozdeˇjˇs´ıch sta´di´ıch ji nelze ovlivnit ani t´ım nejlepsˇ´ım vy´beˇrem prˇ´ıznak˚u.
Odliˇsne´ hodnoty dosazˇeny´ch pomeˇr˚u falesˇneˇ pozitivn´ıch odezev (FA) jsou da´ny jen t´ım,
jake´ se podarˇilo nale´zt posledn´ı prˇ´ıznaky prˇed dosazˇen´ım krite´ria pro ukoncˇen´ı tre´nova´n´ı.
Da´le tabulka 7.1 ukazuje pocˇty sta´di´ı, ktere´ odpov´ıdaj´ı nastaveny´m parametr˚um, a
celkove´ mnozˇstv´ı prˇ´ıznak˚u v detektorech. Prozkouma´n´ı prˇ´ıznak˚u ve vizualizacˇn´ı cˇa´sti im-
plementovane´ aplikace uka´zalo, zˇe prˇ´ıznaky v prvn´ım sta´diu detektoru s kaska´dou prˇesneˇ
odpov´ıdaj´ı prvn´ım prˇ´ıznak˚u detektoru bez kaska´dy. Ze zacˇa´tku totizˇ prob´ıhalo tre´nova´n´ı
obou detektor˚u na stejne´ kompletn´ı tre´novac´ı mnozˇineˇ. Dalˇs´ı prˇ´ıznaky se jizˇ vza´jemneˇ liˇs´ı,
protozˇe detektor s kaska´dou byl od druhe´ho sta´dia tre´nova´n na redukovane´ mnozˇineˇ.
7.4 Uka´zka detekce
Na na´sleduj´ıc´ım sn´ımku je uka´zka vy´stupu detekce oblicˇej˚u na skupinove´ fotografii. Vlevo
je vy´stup detektoru s kaska´dou a vpravo vy´stup detektoru bez kaska´dy. Na sn´ımku vpravo
je videˇt veˇtsˇ´ı mnozˇstv´ı falesˇneˇ pozitivn´ıch odezev (da´no te´meˇrˇ 5× vysˇsˇ´ım pomeˇrem falesˇneˇ
pozitivn´ıch odezev tohoto detektoru).
Obra´zek 7.1: Uka´zka vy´stupu detektor˚u (zdroj p˚uvodn´ıho sn´ımku: Bao Face Database)
7.5 Testovac´ı sady
K otestova´n´ı detektor˚u jsem pouzˇil trˇi r˚uzne´ sady pozitivn´ıch prˇ´ıklad˚u. Pro vsˇechny sady
plat´ı, zˇe na kazˇde´m sn´ımku je pra´veˇ jeden oblicˇej.
• Sada A - 149 barevny´ch sn´ımk˚u, te´meˇrˇ zˇa´dne´ pozad´ı, pr˚umeˇrneˇ cca 170×170 pixel˚u
• Sada B - 1521 sˇedoto´novy´ch sn´ımk˚u, 384×286 pixel˚u
• Sada C - 450 barevny´ch sn´ımk˚u, mnoho pozad´ı, 896×592 pixel˚u
7.6 U´speˇsˇnost detektor˚u
Zde pro zaj´ımavost uva´d´ım orientacˇn´ı u´speˇsˇnosti detektor˚u zmeˇrˇene´ v implementovane´
aplikaci na zmı´neˇny´ch testovac´ıch sada´ch (viz tabulka 7.2). Za u´speˇsˇneˇ detekovany´ sn´ımek
byl povazˇova´n takovy´, v neˇmzˇ byl nalezen pra´veˇ jeden objekt. Nejde o nijak prˇesny´ zp˚usob
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meˇrˇen´ı, protozˇe detektor mu˚zˇe ve sn´ımku detekovat i neˇco, co ve skutecˇnosti nen´ı oblicˇej,
ale veˇrˇ´ım, zˇe nameˇrˇene´ vy´sledky se bl´ızˇ´ı pravdeˇ alesponˇ ve vza´jemny´ch vztaz´ıch.
U´speˇsˇnost jsem meˇrˇil jednou s podvzorkova´n´ı vsˇech sn´ımk˚u na polovicˇn´ı rozmeˇry a
podruhe´ bez tohoto podvzorkova´n´ı s p˚uvodn´ımi rozmeˇry sn´ımk˚u.
Vy´sledky v tabulce ukazuj´ı, zˇe oba detektory jsou na tom s u´speˇsˇnost´ı veˇtsˇinou podobneˇ.
Za n´ızkou u´speˇsˇnost u sady Cmu˚zˇe prˇ´ıtomnost veˇtsˇ´ıch oblast´ı s pozad´ım ve sn´ımc´ıch, kde se
projevuj´ı falesˇneˇ pozitivn´ı odezvy detektor˚u. Da´le je ve vy´sledc´ıch videˇt, zˇe podvzorkova´n´ı
sn´ımk˚u na polovicˇn´ı rozmeˇry poma´ha´ lepsˇ´ı detekci. Zrˇejmeˇ je to zp˚usobeno ztra´tou cˇa´sti
informac´ı z podvzorkovane´ho obrazu.
testovac´ı sada s podvzorkova´n´ım bez podvzorkova´n´ı
s kaska´dou bez kaska´dy s kaska´dou bez kaska´dy
Sada A 42% 48% 52% 43%
Sada B 56% 47% 33% 12%
Sada C 30% 12% 1% 0%
Tabulka 7.2: Vy´sledne´ u´speˇsˇnosti detektor˚u zmeˇrˇene´ na testovac´ıch sada´ch s a bez podvzor-
kova´n´ı sn´ımk˚u na polovicˇn´ı rozmeˇry.
7.7 Rychlost v detekci
Na za´veˇr prˇedstav´ım vy´sledky meˇrˇen´ı rychlosti detekce (tabulka 7.3). Tyto vy´sledky pro-
ka´zaly, zˇe v praxi dosahuje detektor s kaska´dou skutecˇneˇ vysˇsˇ´ı rychlosti detekce. Pr˚umeˇrneˇ
detektor s kaska´dou detekoval 1, 35× rychleji, nezˇ detektor bez kaska´dy.
V tabulce byly nameˇrˇene´ doby detekce prˇepocˇ´ıta´ny na pocˇet sn´ımk˚u za vterˇinu a kv˚uli
r˚uzny´m velikostem sn´ımk˚u testovac´ıch sad take´ na pocˇet megapixel˚u za vterˇinu (Mpx/s).
testovac´ı sada rozmeˇry sn´ımku s kaska´dou bez kaska´dy
sn´ımk˚u/s Mpx/s sn´ımk˚u/s Mpx/s
Sada A cca 170×170 px 53,2 1,5 48,1 1,4
Sada B 384×286 px 25,1 2,8 18,8 2,1
Sada C 896×592 px 5,2 2,8 3,2 1,7
Tabulka 7.3: Rychlosti detektor˚u zmeˇrˇene´ na testovac´ıch sada´ch.
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Kapitola 8
Za´veˇr
Navrhovana´ aplikace byla u´speˇsˇneˇ implementova´na a vsˇechny jej´ı cˇa´sti odzkousˇeny. Apli-
kace je plneˇ funkcˇn´ı, vsˇe co bylo navrzˇeno, se podarˇilo vcˇas implementovat a v ra´mci te´to
vy´vojove´ etapy nez˚ustala zˇa´dna´ cˇa´st nedokoncˇena´.
V aplikaci by samozrˇejmeˇ sˇlo navrhnout a implementovat celou rˇadu dalˇs´ıch rozsˇ´ıˇren´ı.
V budouc´ı pra´ci bych se tak mohl pokusit naprˇ´ıklad o vytvorˇen´ı na´stroje pro prˇ´ıpravu
tre´novac´ıch dat. Jednalo by se o soucˇa´st aplikace umozˇnˇuj´ıc´ı vytvorˇit z dostupny´ch sn´ımk˚u
sadu vy´rˇez˚u konkre´tn´ıho objektu. Veˇtsˇinou se totizˇ nepodarˇ´ı k tre´nova´n´ı z´ıskat nebo vy-
tvorˇit sn´ımky, ktere´ by obsahovaly pouze dany´ objekt bez rusˇive´ho pozad´ı. Dalˇs´ım rozsˇ´ıˇren´ım
by mohla by´t hloubeˇji propracovana´ cˇa´st ”Testova´n´ı u´speˇsˇnosti“. Tato cˇa´st by dispono-
vala nastavitelny´mi parametry, naprˇ. kolik vy´skyt˚u objektu se prˇedpokla´da´ na testovac´ıch
sn´ımc´ıch. Take´ by prˇiˇsel vhod detailn´ı popis vy´sledk˚u testova´n´ı, naprˇ. toho, v ktery´ch
konkre´tn´ıch sn´ımc´ıch testovac´ı sady detektor selhal. Dalˇs´ı rozsˇ´ıˇren´ı by se mohlo ty´kat
detekcˇn´ı cˇa´sti aplikace a jej´ıho vybaven´ı ovla´dac´ım prvkem pro rychle´ prˇep´ına´n´ı mezi
sn´ımky v aktua´ln´ım adresa´rˇi. Neˇkdy je potrˇeba kontrolovat u´speˇsˇnost detektoru manua´lneˇ
prohl´ızˇen´ım jeho vy´stup˚u na v´ıce sn´ımc´ıch. Soucˇasna´ jedina´ cesta volby vstupn´ıho sn´ımku
prˇes dialog vy´beˇru souboru je pro tyto u´cˇely prˇ´ıliˇs pomala´. Posledn´ı rozsˇ´ıˇren´ı, ktere´ zmı´n´ım,
spada´ do jine´ kategorie. Jednalo by se o modifikaci detekcˇn´ıho algoritmu umozˇnˇuj´ıc´ı dete-
kovat oblicˇeje cˇi jine´ objekty v poloha´ch, s jaky´mi p˚uvodn´ı detektor nepocˇ´ıta´. Naprˇ´ıklad
detekce oblicˇej˚u nakloneˇny´ch o r˚uzne´ u´hly mu˚zˇe by´t zaj´ımavy´m na´meˇtem k rˇesˇen´ı.
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Seznam zkratek
AdaBoost Adaptive boosting
API Application programming interface
BG Background file
FA False alarm rate
GTK GIMP Toolkit
GUI Graphical user interface
HR Hit rate
OpenCV Open Source Computer Vision
URL Uniform resource locator
VEC Vector file
XML Extensible markup language
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Seznam prˇ´ıloh
A Na´vod k pouzˇit´ı aplikace
B Sn´ımky aplikace
C Disk CD (v zadn´ı cˇa´sti vy´tisku)
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Prˇ´ıloha A
Kompilace a spusˇteˇn´ı
Aplikaci je mozˇne´ zprovoznit na syste´mech Windows, Linux a u´dajneˇ i Mac OS X
(nebylo vyzkousˇeno). Tyto syste´my jsou podporova´ny knihovnami OpenCV a wxWidgets
soucˇasneˇ. S aplikac´ı je doda´va´n Makefile, ale pouze pro operacˇn´ı syste´my Linux. Pro ostatn´ı
syste´my bude nutne´ Makefile nejdrˇ´ıve vyrobit, naprˇ´ıklad s pomoc´ı na´stroje Bakefile.
Vyzˇadova´ny jsou nainstalovane´ knihovny OpenCV verze 1.0.0 a wxWidgets nejle´pe verze
2.8.7. Pro zkompilova´n´ı pod syste´mem Linux je potrˇeba GNU kompila´tor GCC nejle´pe verze
3.x a vysˇsˇ´ı. Kompilaci lze spustit prˇ´ıkazem make.
Aplikaci lze po zkompilova´n´ı v Linuxu spustit prˇ´ıkazem ./adaboost. Detekci je mozˇne´
vyzkousˇet na jizˇ existuj´ıc´ıch klasifika´torech, ktere´ jsou doda´va´ny s knihovnou OpenCV a
nacha´zej´ı se v jej´ım adresa´rˇi v podadresa´rˇi ”data“. Jinak lze v aplikaci vytvorˇit vlastn´ı
klasifika´tor pomoc´ı tre´nova´n´ı.
Tre´novac´ı data
Pro tre´nova´n´ı jsou potrˇeba dveˇ sady sn´ımk˚u - sada s pozitivn´ımi prˇ´ıklady a sada s ne-
gativn´ımi prˇ´ıklady. Pozitivn´ı prˇ´ıklady by meˇly by´t sn´ımky s vy´rˇezy zvolene´ho objektu,
ktere´ chceme detektor naucˇit detekovat. Negativn´ı prˇ´ıklady mu˚zˇou by´t libovolne´ sn´ımky
bez vy´skytu zvolene´ho objektu.
Naprˇ´ıklad pro natre´nova´n´ı detektoru hrusˇek bude sada pozitivn´ıch prˇ´ıklad˚u tvorˇena
sn´ımky hrusˇek ze stejne´ho u´hlu pohledu a prˇi stejne´ poloze hrusˇek (hrusˇka naprˇ. nesmı´
by´t nasn´ıma´na jednou nalezˇato a jednou nastojato). Negativn´ı prˇ´ıklady budou libovolne´
sn´ımky, v ktery´ch nejsou vyobrazeny podobne´ nebo pro jistotu zˇa´dne´ hrusˇky.
Dobre´ pozitivn´ı prˇ´ıklady obsahuj´ı jen dany´ objekt a co nejme´neˇ pozad´ı. Umı´steˇn´ı ob-
jektu na sn´ımc´ıch by meˇlo by´t nemeˇnne´ a jeho vy´znamne´ znaky by meˇly by´t vzˇdy na
prˇiblizˇneˇ stejny´ch mı´stech v obraze v ra´mci cele´ sady sn´ımk˚u. Sn´ımky nemusej´ı by´t prˇ´ıliˇs
rozmeˇrne´. Prˇed tre´nova´n´ım se totizˇ prˇeva´deˇj´ı do sˇedoto´novy´ch vzork˚u o male´ velikosti
kolem 24×24 pixel˚u (za´lezˇ´ı na nastaven´ı a konkre´tn´ım prˇ´ıpadu). Negativn´ı prˇ´ıklady mo-
hou mı´t rozmeˇry naprˇ. 384×288 pixel˚u i v´ıce. Vsˇechny sn´ımky jsou aplikac´ı podporova´ny
v na´sleduj´ıc´ıch obrazovy´ch forma´tech:
• Windows bitmap (*.bmp, *.dib)
• JPEG (*.jpeg, *.jpg, *.jpe)
• Portable Network Graphics (*.png)
• Portable image format (*.pbm, *.pgm, *.ppm)
• Sun rasters (*.sr, *.ras)
• TIFF (*.tiff, *.tif)
• OpenEXR HDR (*.exr)
• JPEG 2000 (*.jp2)
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Sn´ımky je potrˇeba rozdeˇlit do dvou adresa´rˇ˚u - jeden s pozitivn´ımi a druhy´ s negativn´ımi
prˇ´ıklady.
Nastaven´ı tre´nova´n´ı
Jesˇteˇ prˇed tre´nova´n´ım lze v aplikaci pod za´lozˇkou Tr.Nastaven´ı vybrat parametry
tre´nova´n´ı. Prˇ´ıpadneˇ lze ponechat prˇednastavene´ hodnoty. Zde vysveˇtl´ım neˇktere´ parametry.
Polozˇky Pozitivn´ıch prˇ´ıklad˚u a Negativn´ıch prˇ´ıklad˚u urcˇuj´ı, kolik ma´ by´t pouzˇito
prˇ´ıklad˚u z prˇ´ıslusˇny´ch adresa´rˇ˚u s tre´novac´ımi daty. Pokud je neˇktera´ polozˇka nastavena
na nulu, pouzˇij´ı se vsˇechny prˇ´ıklady. Pocˇet sta´di´ı urcˇuje maxima´ln´ı pocˇet sta´di´ı, jaky´
mu˚zˇe by´t v kaska´deˇ klasifika´tor˚u vytvorˇen. Vyuzˇit´ı pameˇti v MB urcˇuje maxima´ln´ı
mnozˇstv´ı operacˇn´ı pameˇti vyuzˇitelne´ k prˇedzpracova´n´ı tre´novac´ıch dat. Tuto hodnotu je
potrˇeba volit prˇimeˇrˇeneˇ podle aktua´ln´ıho mnozˇstv´ı volne´ pameˇti v syste´mu. Vhodny´m na-
staven´ım lze dosa´hnout vysˇsˇ´ı rychlosti tre´nova´n´ı. Nastaven´ı prˇ´ıliˇs vysoke´ hodnoty (naprˇ.
cela´ kapacita RAM) vsˇak mu˚zˇe tre´nova´n´ı naopak zpomalit.Minima´ln´ı pod´ıl pozitivn´ıch
odezev urcˇuje minima´ln´ı pod´ıl pozitivn´ıch prˇ´ıklad˚u, jaky´ mus´ı by´t v tre´nova´n´ı pozitivneˇ
klasifikova´n.Maxima´ln´ı pod´ıl falesˇneˇ pozitivn´ıch odezev pak urcˇuje maxima´ln´ı pod´ıl
prˇ´ıpad˚u falesˇneˇ pozitivn´ı klasifikace v mnozˇineˇ negativn´ıch prˇ´ıklad˚u. Mnozˇina Haar fea-
tur nastavuje sadu Haarovy´ch prˇ´ıznak˚u pouzˇity´ch jako slabe´ klasifika´tory. Symetricke´
objekty lze nastavit na ANO, pokud budou tre´nova´ny symetricke´ objekty jako trˇeba
hrusˇky, oblicˇeje, dopravn´ı znacˇky, aj. Sˇ´ıˇrka a Vy´sˇka okna v pixelech urcˇuj´ı rozmeˇry
detekcˇn´ıho okna a t´ım i velikost vzork˚u, na jakou budou prˇed tre´nova´n´ım prˇevedeny pozi-
tivn´ı prˇ´ıklady. Parametrem Typ boostingu lze nastavit konkre´tn´ı variantu boostingove´ho
algoritmu pouzˇite´ho k tre´nova´n´ı.
Spusˇteˇn´ı tre´nova´n´ı
V za´lozˇce Tre´nova´n´ı je nutno zvolit adresa´rˇ s pozitivn´ımi prˇ´ıklady, adresa´rˇ s nega-
tivn´ımi prˇ´ıklady a da´le adresa´rˇ, kam bude ulozˇen vy´stupn´ı XML soubor s natre´novany´m
klasifika´torem. Pote´ kliknut´ım na tlacˇ´ıtko Konfiguruj se prohledaj´ı zvolene´ adresa´rˇe a
z nalezeny´ch sn´ımk˚u se vytvorˇ´ı pomocne´ konfiguracˇn´ı soubory. Nakonec je mozˇne´ tlacˇ´ıtkem
Start spustit samotne´ tre´nova´n´ı. Vy´stupy tre´nova´n´ı se budou postupneˇ objevovat v okneˇ
pod za´lozˇkou Tr.Vy´stup.
Aplikace neumozˇnˇuje zastavit beˇzˇ´ıc´ı tre´nova´n´ı. Prˇerusˇit jej lze jen tlacˇ´ıtkem pro zavrˇen´ı
aplikace v za´hlav´ı jej´ıho okna nebo na´silny´m ukoncˇen´ım.
Nava´za´n´ı tre´nova´n´ı
V aplikaci lze na´va´zat na prˇedchoz´ı tre´nova´n´ı, ktere´ bylo prˇerusˇeno uzˇivatelem nebo
pa´dem aplikace. Pokracˇovat lze i v tre´nova´n´ı, ktere´ jizˇ u´speˇsˇneˇ skoncˇilo. Postup je podobny´
jako prˇi spusˇteˇn´ı nove´ho tre´nova´n´ı. Opeˇt je nejdrˇ´ıve nutno nastavit parametry tre´nova´n´ı
pod za´lozˇkou Tr.Nastaven´ı. Parametry se mu˚zˇou liˇsit od teˇch prˇedchoz´ıch. Pod za´lozˇkou
Tre´nova´n´ı je da´le potrˇeba znovu zvolit adresa´rˇe s pozitivn´ımi a negativn´ımi prˇ´ıklady.
Vy´stupn´ı adresa´rˇ se mus´ı nastavit stejny´ jako v prˇedchoz´ım tre´nova´n´ı. Pak lze pokracˇovat
dveˇma zp˚usoby. Aplikace si pamatuje posledn´ı provedenou konfiguraci tre´novac´ıch dat,
takzˇe pokud nebyly v cˇa´sti Tr.Nastaven´ı zmeˇneˇny rozmeˇry detekcˇn´ıho okna a nebyly
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zvoleny jine´ adresa´rˇe s prˇ´ıklady, je mozˇne´ vynechat konfiguracˇn´ı proceduru a rovnou spustit
tre´nova´n´ı tlacˇ´ıtkem Pokracˇovat. V opacˇne´m prˇ´ıpadeˇ je prˇed pokracˇova´n´ım nutna´ nova´
konfigurace tlacˇ´ıtkem Konfiguruj a azˇ pote´ lze spustit tre´nova´n´ı tlacˇ´ıtkem Pokracˇovat.
Pokud prˇi vynecha´n´ı konfigurace ihned po kliknut´ı na tlacˇ´ıtko Pokracˇovat aplikace
skoncˇ´ı, je to pravdeˇpodobneˇ kv˚uli stary´m konfiguracˇn´ım soubor˚um, ktere´ nejsou v souladu
s noveˇ nastaveny´mi parametry. V takove´m prˇ´ıpadeˇ je rˇesˇen´ım prˇed spusˇteˇn´ım tre´nova´n´ı
pomoc´ı tlacˇ´ıtka Konfiguruj vytvorˇit novou konfiguraci.
Pozn.: Na´hle´ ukoncˇen´ı nen´ı zp˚usobeno chybou v aplikaci. Jde o nevy´hodu spojenou
s pouzˇit´ım zdrojovy´ch ko´d˚u programu haartraining, ktery´ prˇi proble´mu okamzˇiteˇ ukoncˇ´ı celou
aplikaci. Odstraneˇn´ı tohoto neprˇ´ıjemne´ho chova´n´ı je na´meˇtem pro budouc´ı vy´voj aplikace.
Vizualizace klasifika´toru
Pod za´lozˇkou Klasifika´tor lze zobrazit strukturu natre´novane´ho klasifika´toru vcˇetneˇ
vizualizace prˇ´ıznak˚u. Stacˇ´ı zvolit XML soubor klasifika´toru. Ten je na´sledneˇ nacˇten, zpra-
cova´n a zobrazen v podobeˇ seznamu sta´di´ı, klasifika´tor˚u a prˇ´ıznak˚u, mezi nimizˇ je mozˇne´
prˇep´ınat a t´ım zobrazovat dalˇs´ı informace.
Testova´n´ı u´speˇsˇnosti
Testova´n´ı u´speˇsˇnosti detektoru vyzˇaduje adresa´rˇ s pozitivn´ımi testovac´ımi prˇ´ıklady.
Meˇlo by j´ıt o sadu sn´ımk˚u s objektem, na neˇmzˇ byl detektor natre´nova´n. Kazˇdy´ sn´ımek mus´ı
obsahovat pra´veˇ jeden tento objekt, ale nemus´ı to by´t prˇesny´ vy´rˇez. Sn´ımky mohou by´t
veˇtsˇ´ıch rozmeˇr˚u, mohou obsahovat v´ıce pozad´ı a objekty v nich mohou by´t r˚uzneˇ umı´steˇny.
Tato testovac´ı sada by ale nemeˇla by´t totozˇna´ se sadou pozitivn´ıch prˇ´ıklad˚u, na ktere´ byl
detektor tre´nova´n. Testova´n´ı by tak nevypov´ıdalo o skutecˇne´ u´speˇsˇnosti detektoru.
V aplikaci pod za´lozˇkou Testova´n´ı stacˇ´ı zvolit XML soubor testovane´ho klasifika´toru,
zvolit adresa´rˇ s testovac´ımi sn´ımky a da´le kliknout na tlacˇ´ıtko Start, ktere´ zaha´j´ı meˇrˇen´ı.
Vy´sledna´ u´speˇsˇnost je po meˇrˇen´ı zobrazena ve spodn´ı cˇa´sti aplikace. Vyja´drˇena je pro-
centua´lneˇ a take´ pocˇtem u´speˇsˇneˇ detekovany´ch sn´ımk˚u z celkove´ho pocˇtu sn´ımk˚u.
Detekce
V te´to cˇa´sti, pod za´lozˇkou Detekce, lze zobrazit vy´stup detektoru na konkre´tn´ım
sn´ımku. Nejdrˇ´ıve se zvol´ı XML soubor klasifika´toru a da´le vstupn´ı sn´ımek, v neˇmzˇ ma´
by´t detekce provedena. V okneˇ n´ızˇe je pak zobrazen zvoleny´ sn´ımek s vyznacˇen´ım vsˇech
detekovany´ch objekt˚u. Spodn´ı cˇa´st aplikace indikuje celkovy´ pocˇet nalezeny´ch objekt˚u.
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Prˇ´ıloha B
Tre´novac´ı cˇa´st: S vy´pisem po konfiguraci a tre´nova´n´ı.
Tre´novac´ı cˇa´st: Vy´stup tre´nova´n´ı produkovany´ programem haartraining.
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Tre´novac´ı cˇa´st: Nastaven´ı parametr˚u tre´nova´n´ı.
Vizualizace klasifika´toru: Zobrazuje sta´dia, klasifika´tory a prˇ´ıznaky.
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Testovac´ı cˇa´st: Ve spodn´ı cˇa´sti zobrazuje nameˇrˇenou u´speˇsˇnost.
Detekcˇn´ı cˇa´st: Vy´stup detekce oblicˇej˚u v cˇernob´ıle´m sn´ımku.
33
