Simple Minimization Method of the Variables Number in Complete and Incomplete Logic Functions. Part 1 by Rytsar, B.Ye.
32 ISSN 0130-5395, УСиМ, 2017, № 4 
Новые методы в информатике 
UDC 519.718 
B.Ye. Rytsar 
A Simple Minimization Method of the Variables Number in Complete and Incomplete  
Logic Functions. Part 1 
Предложен новый метод минимизации числа переменных в полных и неполных логических функциях, основанный на процедуре 
расцепления конъюнктермов. Преимущества предложенного метода иллюстрируют примеры определения несущественных пе-
ременных в функциях, заимствованных автором из известных публикаций с целью сравнения. 
Ключевые слова: минимизация числа переменных, логическая функция, несущественная переменная, конъюнктерм, процедура 
расцепления. 
Запропоновано новий метод мінімізації кількості змінних у повних і неповних логічних функціях, що ґрунтується на процедурі 
розчеплення кон'юнктермів. Переваги пропонованого методу ілюструють приклади визначення неістотних змінних у функціях, які 
автор запозичив з відомих публікацій з метою порівняння. 
Ключові слова: мінімізації кількості змінних, логічна функція, неістотна змінна, кон'юнктерм, процедура розчеплення. 
A new minimization method of the variables number in complete and incomplete logic functions, based on the procedure of conjunc-
terms splitting is proposed. The advantages of the proposed method are illustrated by examples of determining nonessential variables in 
the functions, which are borrowed from the well-known publications. 
Keywords: minimization of the variables number, logic function, nonessential variable, conjuncterm, splitting procedure. 
 
Introduction. Detection and reduction of variables that for the logic function are not essential as they do 
not change its value after their elimination is an important pre-procedure process of logic synthesis of 
digital devices and systems [1–9]. The reduction of nonessential variables in incomplete (incompletely 
specified) functions is called minimization of the number of variables that is essentially different from 
the minimization of the function itself [2, 3]. Such reduction in a given function is important especially 
for the problems of the function minimization as evaluation of the complexity (the cost) of the synthe-
sized device implementation depends on the number of variables. 
The problem of minimization of the variables number in complete and incomplete functions by eliminat-
ing nonessential variables was analyzed in [1, 3]. The procedure for the reduction of nonessential variables is 
much more complicated for incomplete, especially weakly determinated, functions [1, 3–6]. The known 
tabular methods (including K-maps) [3–7], analytical methods based on the Shannon expansion [3, 6, 8], 
heuristic methods [1, 4, 8], methods based on the functional decomposition [7, 8], on decomposition clones 
[9] etc. are very complex in their practical implementation. Thus, the tabular and analytical methods have an 
obvious disadvantage related to their implementation (the dimension of given function). On the contrary, the 
heuristic methods are cumbersome (heavy) to implement since in order to eliminate a variable that at first is 
considered as nonessential, for each minterm of function there is an artificially introduced adjacent minterm 
to detect if the function is preserved or destroyed. However, as noted in [1], the reliability of the result is not 
guaranteed, due to its dependence of the removal sequence (relatively nonessential) of variables. The men-
tioned disadvantages of the known methods are particularly notable for weakly determinated functions and 
their systems. 
This paper proposes a new method for the reduction of the number of variables in complete and incomplete 
functions and their systems. It is based on the method of conjuncterms splitting [10, 11] but differs in the fact 
that for the detection of nonessential variables a relatively simple procedure is used for both complete and in-
complete (in predeterminated and weakly determinated) functions and their systems. The presented approach 
provides simultaneous execution of the predetermination procedure for incomplete functions allowing the sim-
plification for the search of nonessential variables as for one function as well as for a system of functions. 
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1. The theoretical basis of the method. The conjuncterms splitting method of r-rank 1r ,2r ,...,kr  of 
the logic function f (x1, x2,..., xn), where , , , is based on the 
idea of sequential replacing of all their binary values by one, two, ...,  dashes (–) setting the masks 
of literals  of the ranks lower than the initial rank r [10,11]. In particular, when to impose all the 
masks of literals of –, –, …, r-ranks on a minterm (i.e. conjuncterm of n-rank) of a function 
f, it generates the set of conjuncterms splitting of –, –, …, r-ranks. This is illustrated by the 
following example of the binary minterm (1001) of a function f (x1, x2, x3, x4 ): 
, , , 
where  is a symbol of splitting procedure. 
Accordingly, if conjuncterm is of r-rank, for example of 3-rank , we obtain 
, . 
Let the function f (x1, x2,..., xn) is given in the set-theoretical form (STF) of a set of minterms 
m1,m2,...,mk  as a perfect STF ,  [10,11]. After imposition of all masks of 
 literals of -rank on the k minterms a splitting matrix is derived 
 , (1) 
where matrix elements will be  splitted conjuncterms of -rank . 
In the matrix (1) the identical pairs of elements can be formed that are conjuncterms-copies of -rank 
and we will further underline them. They define a minimal coverage of the matrix (1), necessary to obtain the 
desired result. The set of matrix covering is final when its elements do not form conjuncterms-copies during 
the next step of the splitting procedure. Note, that the splitting procedure of conjuncterms underlies the 
known minimization method of logic functions. This algorithm is implemented in SPLIT v.2.3 software [10]. 
The splitting procedure is illustrated by an example of a function f (x1, x2, x3) given perfect STF 
. After imposition of all masks of literals of -rank on the given 
minterms, we obtain a matrix M23, where the allocated conjuncterms-copies of 2-rank are underlined: 
 
, 
where is a coverage operator of matrix splitting M23.  
Nonessential variables of the function f can be easily identified by the splitting procedure for the 
given minterms, starting with the matrix . 
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2. Definition of nonessential variables in the complete functions. Let us formulate the theorem for 
the case of complete function . 
Theorem. A logic function f (x1, x2,..., xn) is given by a perfect STF , 
, , here is an even number, has a nonessential variable xp if and 
only if the imposition of all masks of literals of -rank on the k given minterms m1,m2,...,mk  is done, 
the splitting matrix  is formed and is completely covered by the splitting conjuncterms-copies of 
-rank , ,…,  of i-th row created by the mask of literals . 
Proof. Evidence of this assertion is based on the fact that any one-pair of conjuncterms-copies of -
rank in splitting matrix  is formed by two adjacent (generating) minterms that differ in the value of the 
same binary position [10]. The position of the dash (–) in these elements of the matrix  is specified by 
certain mask of literals of -rank. Therefore, if the matrix  has a i-th row of conjuncterms-copies of 
-rank , ,…, , created by the mask  that completely cover the ma-
trix (and this is only possible for even k), then the derived set covering the matrix  will have a dash in 
the same binary position p that will finally define a nonessential variable xp of a function f. In the case of 
odd k of minterms all variables of complete function f are essential.              
The following example illustrates the validity of this Theorem. 
Example 1. To determine nonessential variables using the splitting method in the complete function 
f (x1, x2, x3, x4, x5) given in the perfect STFY1  {2,3, 6, 7,8,10,18,19,22, 23, 24, 26}1 (this function is borrowed 
from [1, p. 270]) 
Solution. As a result of the imposition of all (five) masks of 4-rank literals on binary minterms of the 
given function f the splitting matrix M54  formed: 
 llll 
lll  l
ll  ll
l  lll
llll
ì
ì
ìì
ì
ìì
ì
ì
ìì
ì
ìì

0001 0001 0011 0011 0100  0101 1001 1001 1011 1011 1100  1101
000  0 000 1 001 0 0011 010  0 010  0 100  0 100 1 101 0 1011 110  0 110  0
00 10 00 11 00 10 00 11 01 00 0110 10 10 10 11 10 10 10 11 11 00 1110
0  010 0  011 0 110 0 111 0  000 0  010 1 010 1 011 1110 1111 1 000 1 010
0010 0011 0110 0111 1000 1010 0010 0011 0110 0111 1000 1010
ì
ì
ìììììì
ì
ì
ìììììì
. 
Since the matrix M54 is completely covered by the last row for the mask of literals {llll}, namely: 
, 
then, according to the Theorem, the given function f has the nonessential variable x1.  
If necessary, the minimal STFY1 function  can be obtained as follows: 
 
 
. 
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Answer. The given function , that corresponds to [1]. 
Corollary of Theorem. If the splitting matrix  of the given k minterms m1,m2,...,mk  of the per-
fect STF Y1 of the function f has two, three, ...,  rows of the conjuncterms-copies of -rank, 
each of which covers it completely, then this function f has respectively two, three, …,  nonessen-
tial variables; in the case of n rows we have degenerated the function f. 
This case is illustrated below by an example of the function f (x1, x2, x3, x4, x5) given in perfect STF 
. Splitting of the given minterms by the matrix M54 , we obtain 
 
 
. 
Since the splitting matrix M54  has two rows for the masks  and , each of which covers 
it completely, then according to the corollary of the Theorem the given function f has the two nonessen-
tial variables x5 and x3 . Performing the splitting procedure on the elements of the obtained sets by the 
matrix M53, we will get the minimal STF Y1of the function f: 
 
 
. 
Answer. Minimal STF , that corresponds to 
. 
3. Definition of nonessential variables in the incomplete functions. The definition of nonessential 
variables in the incomplete functions (unlike the complete functions) belongs to the complex multivari-
ate optimization problems [1, 3]. The solution of the problem by the proposed method is also based on 
the Theorem and its corollary but taking into account peculiarities of the incomplete functions. 
The incomplete function , where sign (tilde) ~ symbolizes the «don't care», i.e. «unde-
fined» value of the function f, in the set-theoretic format is represented by two sets that make up the perfect STF 
     
        or ,      , (2), (3) 
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Where Y1, Y0  and Y~  are subsets of minterms of the full set E2n , on which the function f takes the value 
respectively 1, 0 and «don't care» (~) [10]. If , then such the inpredeterminated (incomplete) 
function f given by minterms of perfect STF {Y1,Y~} (2), and if , then the weakly determi-
nated (incomplete) function f given by minterms of perfect STF {Y1,Y0} (3). Accordingly, the splitting 
matrix Mnr , , will consists of two submatrices – basic (for Y1) and additional (for Y~  or Y0 ) 
that will be separatedby the symbol . Thus, if the given function f is inpredeterminated we have , and 
if the given function f is weakly determinated we have . 
The algorithm of definition of the nonessential variables in the incomplete functions f will be imple-
mented as follows. The conjuncterms-copies in the basic submatrix (for Y1) are under lined as well as in the 
case of the complete function. Therefore, the double underlining is applied in the case of an inpredetermi-
nated function f to the conjuncterms-copies which (one by one) belong to two submatrices Y1 and Y~ , and in 
the case of the weakly determinated function f to the elements of the submatrix Y1 that do not have copies of 
the submatrix Y0 . In such a way, the procedure of predetermination of the incomplete functions is imple-
mented. While in both cases for a certain mask of literals all elements in the submatrix Y1 are allocated, then 
according to the Theorem we obtain the desired result: a dash (–) in the same position of elements covering 
the submatrix Y1 indicates the nonessential variable in the incomplete function f . 
Definition of nonessential variables in the incomplete functions by the proposed method is illustrated 
by the following example of the function f (x1, x2, x3). 
Let the inpredeterminated function f be given in the perfect STF  and the weakly de-
terminated function f be given in the perfect STF . In both cases, the splitting procedure 
of the given minterms is performed with the matrix M32 .  
For the inpredeterminated function f we have:  
 
, 
where according to the Theorem the nonessential variable is x2 , since the matrix M32  is covered by the 
splitted conjuncterms of the 2-rank of the submatrix for Y1 which are formed by the mask . 
In the case of the weakly determinated function f we will have the same result: 
 
.  
Therefore, the given function f has the nonessential variable x2 , i.e. . 
Example 2. To determine nonessential variables with the splitting method in the incomplete function 
f (x1, x2, x3, x4, x5) given in the analytical expressions:  
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(this function is borrowed from [3, example 11.1, p.133]). 
Solution. The given incomplete function f is represented by the perfect STF 
 
Let us perform the splitting procedure of the given minterms using the matrix M54 . The conjunc-
terms-copies in the submatrix Y1 are underlined and the double underlining is for the conjuncterms with 
no copies in the submatrix Y0  (i.e. their copies are in the submatrix Y~ ):  
 
 
. 
As one can see, the submatrix Y1 has only one row for the mask  covered by selected elements. 
This indicates that, according to the Theorem, the given function f has the nonessential variable x5, that cor-
responds to [3].  
As it was noted above, between the minimization of a function and the minimization of its number of 
variables there is a fundamental difference. Both of these concepts are easily distinguished by the proposed 
method. We demonstrate it by an example of the weakly determinated function f (x1, x2, x3, x4 ) given in the 
perfect STF  (this function is borrowed from [3, p. 120 and 7, p. 45].  
As a result of splitting of the given minterms we obtain: 
 
ì
S
lll 
ll  l
l  ll
lll
ì
ì
ìì
ì
ìì
ì
ì
ìì
ì
ìì

010  100  110  000  011 100 
011 10 1 11 0 00 1 01 0 10  0
0  01 1 01 1 00 0  01 0 10 1 00
101 001 100 001 110 000
ì
ì
ììììì
ì
ì
ììììì
ì
C
.  
As the submatrix Y1 of the splitting matrix M43 is covered by conjuncterms-copies, formed by the 
mask , then according to the Theorem the given function f has the nonessential variable x3 .  
When continuing the splitting procedure of the obtained conjuncterms by the matrix M42  we obtain 
the minimal STF Y1 of the given function f with the nonessential variable x3 : 
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ì
S ll  
l  l
l  l
ì
ìì
ìì
ì
ìì
ìì

01  10   11  00   01  10  
0 1 1 1 1 0 0 1 0  0 1 0
11 0 1 1 0 0 1 1 0 0  0
ì
ì
ììì
ì
ì
ììì
ì
C
{(11),(1 1),(11 )}1 ì
 ì{(5,7,13,15),(9,11,13,15),(12,13,14,15)}1, 
where the predeterminated decimal minterms 7, 11, 13, 14 і 15 are given in bold.  
The obtained minimal STF Y1corresponds to the minimal SOP (Sum-Of-Product expression) with the 
nonessential variable x3 , i.e. .  
If the submatrix Y1 of the matrix M 43 of the same function f is covered by the conjuncterms-copies, 
the forced masks  and  or by the masks  and , we will have the following sets: 
ì
C
{(010),(110),(1 01)}1 ì {(10),(1 01)}1 
Or .  
By splitting the conjuncterm of the 3-rank (1 01)using the matrix M42 , we will obtain: 
 
ì
S
l  l 
l  l
  ll
ì
ìì
ìì
ì
ìì
ìì

1 0  0  0  0 1 1 0 
1 1 0  1 0  0 1 0
  01   01  10   00
ì
ì
ììì
ì
ì
ììì
ì
C
{1 1}1. 
Thus, the given function f has a minimal STF , where all variables are nones-
sential that corresponds to the minimal SOP . As one can see, the realization cost 
of the minimazed function is less, than those of the function with nonessential variable.  
Among the weakly determinated functions, mainly occur those having so-called apparent variables: with 
minimal predeterminationof a function such variables manifest themselves as nonessential, and with the expan-
sion of predetermination area of the same function as essential ones. Such properties of the weakly determi-
nated functions are convenient to identify with the proposed method. Let us consider this in more detail. 
If the function has an essential variable, it means that there is a pair of adjancent minterms, different by 
such a variable. In this case the splitting matrix  contains a pair of identical elements formed by the cor-
responding mask of literals: there are a two conjuncterms-copies of -rank– one is in the submatrix Y1 
and the second is in the submatrix Y0 . Accordingly, if the matrix  does not contain such pairs, it means 
that each element of its submatrix Y1 (or Y0 ) has a equivalent in the subset Y~ . Therefore, if this function is 
predeterminated by minterms of the subset Y~ , then the matrix  could be covered by all its rows. This 
could correspond to the degenerated function where all variables are nonessentials. However, in fact, in these 
functions there is some subset of apparent nonessential variables, and the rest of them are essentials. To de-
termine which variables are essentials and which are not, it is enough to expand the domain of the function 
predetermination by formation of the splitted conjuncterms of lower ranks using the matrices . 
If on the i-stage of the splitting procedure the submatrix Y1 of the matrix  has a row (or several rows) of 
elements that do not have any copies in the submatrix Y0 , then according to the Theorem, this function has 
one or more nonessential variables. The following execution of the splitting procedure on (in –, –
, ..., stages) is meaningless, since in each row of the matrices , , ... the pairs of identical ele-
ments (one by one) will be formed in their submatrices Y1 and Y0 . 
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The following examples illustrate the solution of this problem using the proposed method. 
Example 3. To determine nonessential variables with the splitting method in the weakly determinated 
function f (x1, x2, x3, x4 ) given in the perfect STF  (this function is borrowed from [3, example 
11.2.2, p. 121]). 
Solution. Let us perform the splitting procedure of the given minterms using the matrix M43: 
ì
S
lll 
ll  l
l  ll
lll
ì
ìì
ìì
ì
ìì
ìì

011 100  010  110 
01 0 10 1 011 11 0
0 10 1 01 0  01 1 00
110 001 101 100
ì
ì
ììì
ì
ì
ììì
.  
As one can see, the matrix M43 does not contain pairs of identical elements in one Y1 and Y0 . This indi-
cates lack of nonessential variables on the stage of the minimal predetermination of the function f. The con-
tinuation of the splitting procedure of the given minterms using the matrix M42  gives the following: 
.
 
As the submatrix Y1 has two rows of elements for the masks  and  that do not have 
copies in the submatrix Y0 , then, according to the Theorem, the nonessential variables of the given func-
tion f are: for 1) x2  and x3 , for 2) x1 and x4 , that corresponds to [3]. 
For the solution 2) the minimal form can be found: 
. 
Thus, the given function f has two solutions that reflect the minimal STF 
, 
where the predeterminated decimal minterms are highlighted in bold.  
These solutions correspond to the analytical expressions: . 
Example 4. To determine nonessential variables with the splitting method in the weakly determinated 
function f (x1, x2, x3, x4, x5, x6 ) given in the perfect STF Y
1 {(001010),(101111),(111101)}1
Y0 {(011001),(100011),(010110)}0
ììì
 (this function 
is borrowed from [1, p.271]). 
Solution. Let us perform the splitting procedure of the given minterms using the matrix M65:  
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. 
As in the previous example, all variables are nonessential on the predetermination minimum stage of 
the given function f. However, if the given minterms are further split, starting with M64 , M63, and etc., 
we obtain the following result for the matrix M62 : 
 
.  
From here we obtain , where x1, x2 , x3 , x5 are the nonessential vari-
ables, that corresponds to [1]. 
Example 5. To determine nonessential variables with the splitting method in the weakly determi-
nated function F(a,b,c,d,e, f ,g,h) given in the Table 1.1 (this function is borrowed from [3, p. 134]). 
T a b l e  1.1. 
a   b   c   d   e   f   g   h F
0   0   1   0   0   0   0   0
0   1   0   0   0   0   1   0
0   0   1   0   0   1   1   0
0   0   0   1   0   0   1   0
0   1   0   0   1   1   0   0
1   0   0   1   0   1   0   0
0 
0 
0 
1 
1 
1 
Solution. Let us perform the splitting procedure of the given minterms using the matrix M87 :  
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. 
The given function f, as in the examples 3 and 4, does not contain any essential variable on the stage 
of minimum predetermination. By expanding the area of predetermination of this function f using matri-
ces M86 , M85, M84 , etc., we obtain the result for the mask  of the matrix M81: 
 
. 
Answer. Thus, the given function , where a, b, c, f, g, h are the nones-
sential variables, that corresponds to [3, p. 174]. 
4. Effectiveness of the proposed method. The comparison of the proposed method with the known 
methods demonstrates the following advanced features of its implementation. If the mask of literals of 
the certain r-rank is imposed on an even number of k minterms of the given function f, then in formed 
splitting matrix Mnr  one can immediately (without any additional operations or procedures) determine 
one nonessential variable for , or more nonessential variables if . This is proved by the 
described above Theorem and its corollary (see Section 2). 
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This fundamentally differentiates the proposed method from the known methods [1–8], where more im-
plementation steps are required. In particular, when comparing with the tabulated methods [3–7] and analyti-
cal methods [3, 6, 8], the advantages of the proposed method are obvious. For example, as mentioned in [3, 
p. 122, example 11.3.1], to answer the question whether a given the weakly determinated function with 
 has any nonessential variables or not, it is necessary to perform 5 steps of the algorithm. Meanwhile, 
the proposed algorithm requires only 2 steps: the splitting procedure of the given minterms and the verifica-
tion of Theorem (Section 2) on the covering of the splitting matrix  Algorithms of the heuristic methods 
[1, 4, 8] as they are based on the Shannon expansion for identification of a nonessential variable involve hav-
ing two adjacent minterms and for identification of two nonessential variables – four adjacent minterms, to 
identify three nonessential variables – eight adjacent minterms, etc.. Similarly, the algorithm based on the 
functional decomposition [7, 8] and the decomposition clones is very complicated [9]. That is why, in this 
paper we have borrowed the examples from the well-known publications for comparison of different ap-
proach and illustration of the advantages of the presented method. 
The simplicity of the implementation of the proposed algorithm is particularly evident for the case of de-
termination of nonessential variables in the incomplete and especially in the weakly determinated functions. 
Since the splitting matrix Mnr  consists of a basic (for Y1) and additional matrices (for Y~  if the function f is 
inpredeterminated, or forY0 if the function f is weakly determinated), the simultaneous execution of proce-
dures of predetermination of the incomplete functions is provided. This significantly simplifies the algorithm 
of search of nonessential variables. 
Conclusion 
A new method for the reduction of the number of variables in complete and incomplete logic functions by 
eliminating nonessential variables is described. This method is based on the splitting conjuncterms proce-
dure, which in comparison with the known algorithms provides a relatively simpler implementation. 
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