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Electroencephalogram (EEG) analysis has garnered attention in the research domain
due to its ability to detect various neural activities starting from brain seizures to a
person’s concentration level. To make it more beneficial for the users, it is important
to miniaturize the currently available clinical-grade large EEG monitors to wearables
which can provide decisions at the edge. Traditionally, for performing such analysis, the
raw EEG signals are collected at the edge which is then transferred to the cloud where
the data is interpreted and forwarded accordingly. However, this method of transferring
the user data for analysis poses a risk of security and privacy breach as well as consumes
a considerable bandwidth and time which makes it inefficient in terms of scalability.
In this vein, we investigated on transferring the Artificial Intelligence (AI)-logic of the
analysis to the sensors, so that a localized decision can be made on the edge, without
transferring the data, thus saving precious bandwidth and restoring privacy of the users.
However, the main challenge in achieving such a scenario is the devices’ inability to
perform complex computations due to its resource constraints. Hence, we have explored
various AI-based techniques throughout this thesis to find out a lightweight model
which will be able to give a decent performance while consuming lower resources. We
have validated our candidate models in various use-cases throughout the chapters to
compute the performance of the AI models. It is believed that, this type of analysis can
encourage the sensor foundries to integrate AI-logic with wearable sensors, to conduct
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The Electroencephalogram (EEG) has emerged as a buzzword in the Brain Computer
Interface (BCI) domain due to its numerous advantages. It is a method of recording
electrical activity of the brain by detecting the brain waves. The brain is very sensitive
to alterations due to various activities and the consequent changes can be observed
through EEG signals for e.g. the response after seeing a particular image, or speaking a
particular word, or reacting to a particular event and so forth. The process of collecting
the signals are non invasive while providing a high temporal resolution of the electrical
activity. This is also very uncomplicated and cost effective which make it a popular
approach for detecting any brain activities. The signals are commonly used to detect
crucial activities such as epilepsy, seizures or similar brain disorders of a person to
other abnormal brain activities such as sleep disorders, coma and brain death. Typically,
the EEG signals are collected over multiple channels as shown in Fig. 1.1, since the
exact location of the activated neuron in our brain is not known in most cases, and
sometimes it occurs with a particular combination. It is believed that, if particular EEG
signal values for a physiological risk can be determined, the severity of any damage
or action can be assessed and accordingly addressed and mitigated. In a traditional
setting, several small electrodes and wires are connected to different part of scalp as
well as forehead and back of the neck in order to record brain’s electrical activities
i.e the EEG signals. The voltage fluctuations are then measured which is a result of
ionic current change in the neuron of the brain. To make it more within the reach of
people, there are also various commercially available EEG sensors which are able to
detect the electrical activities of the brain very easily. These EEG headset/headbands
are non-invasive, consumer-grade wearable devices that require no extra setups in
contrast with the clinical grade EEG machines which are typically wired and comprise
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of wet electrodes [1]. Some of the most popular devices among them include Neurosky,




Fig. 1.1 Representation of EEG signals collected over various channels.
As stated above, the EEG signals are indicators of various crucial diseases, which
is why several machine learning and deep learning techniques are implemented on
the EEG signals to learn and determine particular patterns which is suggestive of
a specific task. EEG analytics are therefore emerging as a hot area of research for
continuous, prolonged, and non-intrusive monitoring. Various Artificial Intelligence
(AI)-based techniques has been very effectively and widely used to determine various
activities of a person starting from anesthesia monitoring during and post surgery, to
detecting concentration level of a person. These neural activity monitoring are usually
done beyond hospital settings which makes it more popular and desirable among the
users. Such AI-based analysis has revolutionized various application in the field of BCI
such as by introducing brain controlled wheelchairs [2] for the physically challenged
people, word prediction, rehabilitation of patients undergoing stroke [3, 4], mental state
detection devices [5], and so forth [6, 7]. The process of analysing the EEG signals
usually comprises of a series of steps which include signal acquisition, processing,
feature extraction and selection and classification. The multiple steps lead to a very
accurate AI-based classification model. There are several types of classifier used for the
purpose such as the heavily discussed AI-based classifiers, adaptive classifiers, matrix
and tensor-based classifiers. The process of EEG data manipulation is carried out in
two steps, firstly to train a machine learning model offline using a training data which
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is collected prior to the training, based on a particular activity, and tuning various
hyperparameters of the AI model to make it robust. Secondly an online interface that
will collect the EEG signals and determine the pattern of the signal from the trained
model and send to users. This is usually presented to the users using the concepts of
Internet of Things (IoT).
Architecture:








Transfer Inferred Data 
to Edge Devices
Fig. 1.2 Proposed logic-in-headbands-based edge analytics framework to facilitate
localized EEG computing.
The recently emerging applications of the IoT and wearable devices are dramatically
transforming the digital health landscape by offering continuous, efficient, portable as
well as convenient monitoring systems [8, 9]. IoT-based health data gathering followed
by cloud-based process and medical analytics have made the users more attentive
toward their health. In a traditional IoT scenario, the EEG data to be analysed are
collected over sensors which are connected to the internet. The collected data from the
sensors are usually passed to the cloud or edge server for further processing and analysis.
The entire process consumes precious bandwidth and adds communication delay while
raising privacy as well as security concerns [10]. Previously, various edge/fog computing
approaches were proposed to reduce data retrieval latency [11]. To facilitate a speedier
and efficient data analysis method, the computation tasks need to be migrated to even
further along the network edge, i.e., at the data generation point. Therefore, if a localized
EEG analysis can be performed on the IoT device itself, the process of data collection
and analysis can be made seamless, swift, and secure. However, this requires a lot
of computational resources which poses a burden on the traditional IoT devices (i.e.,
ultra-edge nodes [12]). The IoT nodes are typically resource-constrained which makes
it difficult to enable such analysis over the edge. Motivated by the paradigm shift of
edge computing and IoT for continuous monitoring, we focus on the first step to carry
out EEG edge analytics at the last frontier, which is the ultra-edge of our considered
cyber-physical system for ensuring users’ convenience and privacy. We propose the
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concepts of a lightweight model incorporated with the commercially available EEG
headbands that will have inferring capability at the edge as shown in Fig. 1.2. As it can
be seen in the figure that the ultra-edge device consists of EEG sensors to collect EEG
data, the selected optimal algorithm as well as the ability to make an inference. The EEG
analytics will be carried out in the ultra-edge node thus avoiding any communication
with remote servers and the data will then be transferred to the edge devices such as
smartphones, routers, etc. To overcome challenges due to computational and energy
resource constraints of IoT devices (e.g., EEG headbands/headsets), we envision a smart,
lightweight model, which can be seamlessly incorporated with the consumer-grade EEG
headsets to reduce delay and bandwidth consumption. By systematically investigating
various machine/deep learning models, we identify and select the best model for our
envisioned system.
1.2 Problem Description
We aim to conduct brainwave signal capturing and analysis directly on IoT and wearable
devices, such as EEG-headsets/headbands. It is believed that, such analysis will be
able to reduce the communication delay and bandwidth while also securing data.
However, this is challenging as the conventional approaches of EEG analysis entails
a series of complicated steps starting from signal processing to feature extraction to
classification. Due to the resource constraints of the ultra-edge IoT devices, it becomes
difficult to enable such heavy computations within the device. Therefore, it is important
to limit the use of computational resources as much as possible while ensuring a precise
classification model. This can be done by eliminating some of the crucial steps of
EEG analysis and using a lightweight classifier, but at the same time making sure the
performance of the classification model does not degrade in the process. A matrix
and tensor based classifier called Riemannian geometry [13] has recently gained its
popularity among the classification methods due to its precise detection of patterns in the
signal using covariance matrices. Several research are being conducted in the domain
to improve the algorithm due to its ample advantage in classifying the EEG signals. It
uses a closed form equation which also makes it suitable for such logic-in-headbands
scenario. However, it employs a spatial covariance matrix to extract the spatio-temporal
features of the signal, which increases its complexity with increasing number of channels.
Since our aim is to conduct a lightweight analysis for the convenience of the users, we
need to ensure that the inference is done in polynomial time. In this vein, we considered
another variety of classifiers which is the AI-based classification models. The AI-based
models have a much better generalization capability and good performance, while
having a reduced inferring time.
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In addition to that, the computational delay can be further reduced by minimizing
the number of signal processing steps which also adds complexity to the computation.
Usually, to get a better representation of the data in both temporal and spectral domain,
a signal transformation technique is applied such as Fourier Transform, Wavelet
Decomposition and so forth. These methods are used to increase the performance
of the model while reducing the computational load of the AI-models by reducing
the dimension and providing a better representation of the data. Yet, there is a
computational complexity of these transformation steps itself. With increasing number
of inputs, it is noticed that the complexity of the models increase exponentially. Thus
the problem becomes challenging to be solved in polynomial time which is not ideal for
an ultra-edge IoT device. Therefore, we further explored in the AI domain to find out
the an algorithm which will be able to classify the raw EEG signals directly, thus getting
rid of some of the preprocessing steps if EEG analysis. Therefore, we systematically
investigate machine/deep learning techniques to identify the candidate light-weight
AI logic/inference models required for the EEG data analytics on these ultra-edge IoT
devices.
1.3 Contribution
In this dissertation, we tried to address a key question which is: how can we miniaturize
currently available clinical-grade large EEG monitors to wearables which can provide
automated/local decisions? The solution to this question requires a major paradigm
shift in computing. In this vein, we investigate how to migrate the AI-based edge
computing on raw EEG data to the resource-constrained sensors/devices at the final
frontier (ultra-edge) of our considered system. To enable that, we assumed that the
ultra-edge EEG analysis devices will have the same configuration as the standard IoT
devices. We used two use-cases to test our proposed AI models. We also explored
various algorithms to find out the most suitable algorithm for integrating with the
ultra-edge. We computed the inference time and memory consumption of the models
to see if they are suitable to be used in the ultra-edge nodes. Our proof-of-concept
model aims at encouraging the sensor foundries to integrate AI logic with wearable
sensors, to conduct localized EEG analysis on the ultra-edge devices which will be more
practical, cheaper, and scalable despite limited resources. In the future, the AI-based
classification model can be deployed on various platforms for a plethora of tasks, which
may range from smart device control to continuous and non-intrusive monitoring of
post-surgical patients while rehabilitating at home, non-intrusive sleep monitoring, etc.
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1.4 Organization of Thesis
The remainder of the dissertation proceeds as follows. Chapter 2 presents various
methods in the existing literature that are commonly used for EEG analysis and how
they are used in the IoT platforms. Chapter 3 describes the explored methodologies
in detail and their various characteristics which made it a suitable candidate in the
systematic analysis. In chapter 4, we present our first use-case to select a suitable
classification model for the ultra-edge IoT analysis. Later in chapter 5, we presented
another use-case to further reduce the complexity of the ultra-edge analysis model by
eliminating signal transformation steps using a deep learning based hybrid approach.
And finally, chapter 6 concludes the dissertation.
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Chapter 2
Background and Related Works
EEG data analysis is an interesting domain of research as the behaviour of a human
being (eg. concentration level, emotions etc.) as well as various critical diseases (eg.
stroke, seizures etc.) can be deducted from it. It exhibits a high temporal resolution
of a human brain, which makes it suitable for these type of critical detections and
predictions. At the same time, it is also a particularly challenging field due to various
properties of the signals such as their high dimension, spatial and temporal covariance
as well as its non-stationary property. This is why various signal and noise processing
techniques are used to make the EEG data more comprehensible for the classification
models. Another important challenge with this type of data is the lack of ground truth
which makes it difficult to establish a standard dataset to compare the performances
like the MNIST digit dataset for image classification. Usually, the implementation of
such EEG analysis in real world to enable Internet of Things (IoT) based analysis are
done in a cloud or edge-based environment. In this section, various methods of EEG
analysis (as depicted in Fig. 2.1) in the literature are reviewed.
2.1 EEG Signal Processing
2.1.1 Noise and artefact removal of the raw signals
Once the EEG signals are collected from a device, the signals contain various noise
and artefacts such as, Electrocardiography (ECG) signals, Electrooculography (EOG)
signals and so forth. These noise and artefacts can provide misleading information to
the classifier which is not significant to the data analysis. Thus it is important to remove
such features for a clearer interpretation of the collected brain signals. There are various
techniques that are used in the literature for the stated purpose namely Common
Spatial Patterns (CSP), Principal Component Analysis (PCA), Independent Component














❑ Ultra-edge Computing 
(Proposal)
Fig. 2.1 The processing techniques of the EEG signals in the literature.
has been established as the most effective method of removing noise and artefacts due
to its good performance as well as efficiency [18]. The ICA technique has the capability
of separating the artefacts of the EEG signals into independent components solely based
on the signals and no other features such as their channel information. It is also very
effective for larger datasets. The PCA on the other hand is a widely used method for
representing data as well as reduce dimensionality of the feature set. The technique
divides the correlated features into principal components which are uncorrelated using
the covariance matrix. The study in [19] established that the features extracted from the
PCA can achieve the best performance in some cases. Additionally, the CSP technique
uses the spatial filtering and converts the signals into variance matrices which can be
differentiable by each labels of the dataset. However, the practicality of the method
highly varies with the position of channels as stated in [20]. Finally, the adaptive
filtering approach changes the features of the signals based on various properties of
the signal. This approach is considered very useful for removing artefacts that have
similar properties as the signals of interest unlike other methods, where usually critical
signal properties are removed along with the noise/artefacts. Two of the most effective
algorithm for this approach are least mean square and recursive least squares algorithm
which has efficiently removed various artefacts such as ECG signals.
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2.1.2 Feature extraction from the EEG signals
Once the noise and artefacts are removed from the EEG signals, we are simply left
with the EEG signals which can be used for classifying a particular task. However,
in reality, the signals are nonstationary and non-linear in nature, which is why it
becomes difficult to find a pattern from the signals in time domain. In this vein,
various feature extraction techniques are applied to the signals so that meaningful
features can be extracted from the dataset in both frequency and time domain, without
losing any information. Some common methods of feature extraction includes Fourier
Transformations (FT), Wavelet Transformations (WT), Gabor Transformation (GT),
Wavelet Packet Decomposition (WPD), Auto Regressive parameters (AR) and many
more [21–25]. The Fourier transform method is a very popular method used to extract
the frequency domain features from the time domain. The signals are first divided into
a window of one-second which collides with a window of half-second. This method
is also known as Discrete Fourier Transform or Power Spectral Density. The Gabor
transform is a variant of FT i.e a short-time Fourier transform or a windowed FT which
is able to represent the signals in time domain in addition to the frequency domain. Here
a gaussian window is considered for the data and the FT is calculated for that particular
window [26]. In addition to that, another very popular method of extracting features
from the EEG signal is WT, which is also effective for discontinuous signals. Here,
the signals are broken down into wavelets which are temporary oscillating function.
These extracted features can be presented in both frequency and time domain. Like
WT, the WPD can also extract features into frequency and time domain. The WPD
checks the frequency of the signals and creates two separate subspaces in the time
domain. At first it selects a set of features from the signal subsets and calculates the
separability of the features by employing Fisher’s criterion. The features with highest
separability are considered in the final vector. It has the ability to extract features from
the non-stationary signals with a slight expense of computation time. Finally, the AR
technique can be used to extract the features of the EEG signals which are in time
domain. The method uses smaller duration of data which helps to address the issue of
spectral loss and also gives a good frequency resolution. It can also be used to extract
features from the non-stationary EEG signals.
2.2 Classifiers
2.2.1 Adaptive classifiers
The adaptive classifiers have been a classical method of analysing EEG signals because
of its ability to update its parameter weights with new data. This is very effective
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for the non-stationary EEG signals as it can change its feature space as well, keeping
the classifier up to date. Some of the most popular algorithms of the adaptive
classifier includes Support Vector Machine (SVM), Linear Discriminant Analysis (LDA),
Quadratic Discriminant Analysis (QDA), Bayesian classifier and so forth. In various
event related potential tasks, a continuous adaptation was claimed to be useful while
classification [27, 28]. Even though the adaptive classifier can be implemented for
both supervised and unsupervised cases, the supervised classification is more popular
with this type of classifier. For e.g., in [29], a Bayesian classifier was proposed to
address the issue of erroneous labels of the signals in supervised cases. The proposed
classifier was employed sequential Monte Carlo sampling for modelling unreliability
of the defined labels. Additionally, in [30], both LDA and QDA was explored to
study the adaptive classifiers with various feature types in a BCI dataset, and they
concluded that the concatenation of features with the LDA approach yielded to the best
performance. An adaptive probabilistic neural network was proposed in [31], which
was able to deal with variation in EEG data among subjects as well as with time, where
the training was performed online. Their model achieved a reasonable accuracy over
various experiments in different days for several subjects. The classifier focuses on the
feature distribution of the task labels in non-parametric way and changes the feature
distribution with availability of new EEG data. Apart from the traditional methods,
various ensemble adaptive classifiers were also explored to analyse the signals. One
such instance is shown in [32], where multiple SVM classifiers were implemented to
classify the EEG signals based on their majority decision. However, upon the arrival
of new EEG signals, the oldest SVM model was removed and the new model was
added to the ensemble model. In [33], Independent Component Analysis (ICA) or
independent component correlation algorithm was applied as an adaptive classifier to
extract motor-dependent features from the EEG signals. In addition to the supervised
learning, various unsupervised learning techniques for the EEG signals, were also
studied throughout the years. The main idea of this is to determine the class labels
of the newly collected EEG signals and once the labels are determined, the adaptive
classifier will be updated based on the estimated labels. In [34], an adaptive classifier
was proposed which can adapt in a totally unsupervised way or use an evaluation signal
along with the unsupervised method to improve the performance of the model. Also
in [35], a Gaussian Mixture Model (GMM) is used to predict the labels of the unknown
classes. The proposed GMM model was compared with two other existing methods
and the proposed model showed a better performance in terms of adaptability. Lastly, a
LDA-based unsupervised classifier was proposed in the motor imagery domain. Here,
the data was considered to be balanced and only the bias of the model was adapted
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with newer EEG signals instead of all the parameters, making it less computationally
complex [36, 37].
2.2.2 Matrix and tensor-based classifiers
The most popular matrices and tensor-based classification technique that has grabbed
attention in the field of BCI over the past few years is Riemmanian Geometry based
classification. For classifying the signals using Riemannian geometry, the covariance
matrix having property of the Symmetric Positive Definite (SPD) matrix of the EEG data
is first computed. The SPD matrix are expected to have all positive eigenvalues. The
covariance matrix, µϵRnc×nc of a signal SϵRnc×ns can be calculated using eq. (2.2) where nc
is the number of channels, ns is the number of samples of the signals in temporal region.
An advantage of calculating the covariance matrix is that the traditional preprocessing
steps while classifying an EEG signal can be avoided as the covariance matrix is able to
represent the spatial information as well. In order to classify the signals the Riemmanian
manifold plays an important role. It is a smooth manifold that has finite amount of
dimensional Euclidean tangent space over every location. The manifolds are similar
to the covariance matrices. Along the Riemannian manifolds, the distance between
the covariance matrices are calculated which can be employed to construct classifiers
that will take the covariance matrix directly as input. The most common classification
method from the Riemannian input is the minimum distance to the mean (MDM)
approach [38], that employs the covariance matrix to calculate the minimum distance
between two points which is considered as the class label. The classification of a newly
collected EEG data to determine the class label, Ck, may be expressed as:
k = arg argmink δ2(S j,Ck), (2.1)
where δ denotes the Riemannian distance, and S j indicates the symmetric positive
definite (SPD) matrix.
However, for some algorithms like LDA and SVM, it is not possible to give the matrix
as input, which can be solved by vectorizing the matrices to feed to the model. In [39],
various Riemannian geometry classifier and Riemannian geometry-based adaptive
classifiers are discussed such as MDM, Fisher geodesic MDM (FgMDM), unsupervised,
supervised, biased MDM, FgMDM and so forth. After thorough experimentation of
the models in two datasets, they concluded that the Riemmanian geometry is able to
perform better with the adaptive classifiers rather than individually. In addition to that,
various optimization problem are also being analysed based on the manifold, which is






The Riemannian classifiers that employs the Riemannian manifolds are proven
to give good performance in various studies for both normal and irregular data [42–
44]. However, the complexity increases with increasing number of channels, thus
degrading the performance of the model. In some cases, the classification is performed
by projecting the data into tangent space. This was also proven as a very effective
method of classification in terms of accuracy in various studies such as in [42, 45].
Apart from a good performance by the classifier, one more advantage of this classifier
is its simplicity. The Riemannian based models require less preprocessing steps. Also,
since the classification process relies on the covariance matrix of the data, the tuning of
hyperparameters are not required in the process, saving training time. The models are
also more generalized as the distance between the covariance matrices does not change
under any condition like matrix inversion, or any other type of data transformation.
However, the approach also have some major disadvantages. For greater dimension,
the distance between the covariance matrices increases thus more noise gets added
to the value. Additionally, when the number of channels increases in the dataset, the
computation of geometric mean and Riemannian distance also gets more complex.
Therefore, for a bigger scenario the model might not be suitable. However, further
studies are being performed in the field to reduce the complexity of the model, due to
its ample advantages.
2.2.3 AI-based classifiers
The use of AI-based classifier in the field of BCI is also a very well-known approach
of analysing the brain signals. Various machine learning and deep learning methods
have been implemented over the years to find patterns in the EEG data. Some of
the very popular methods of analysing the data includes, Random Forest, K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), Bayesian classifiers, Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN), Multilayer Perceptron
(MLP) etc. The KNN algorithm has been repeatedly used in the BCI domain to perform
classification of the EEG signals [46–48]. However in [49] and [50], it is apparent that
KNN is unable to handle the large dimensions of data. However, if the dimension is
small, it can perform well [51] despite of having a simple architecture. On the other
hand, SVM can be very efficiently used to handle EEG signals having large dimensions
with the help of different types of kernels. Some of the notable studies performed
on EEG data employing SVM includes [52–54] and so forth. Additionally, the SVM
models are usually very generalizable and are not affected by overfitting [55]. However,
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the they might get very complex while classifying the data. The random forest is
also very efficient in classifying EEG data due to its ensemble properties. The parallel
computation property of the random forest makes it suitable for the classification of
EEG signals efficiently [56]. In various studies it has been able to outperform several
other algorithms [57–59]. However, one of the disadvantages of this algorithm is that
with increasing number of trees, the number of hyperparameters in the model increases
which makes the model more complex while training.
In addition to that, the deep learning algorithms are also used in the domain to
classify EEG data due to its precise performance. The CNN is the most used deep
learning model in the field of EEG according to the survey in [60]. It states that almost
40% of the EEG analysis using deep learning algorithms are analysed using CNN. The
CNN is an excellent algorithm for detecting features of a data. It is most commonly used
for image data, however, it has also gain its popularity in determining features from
different physiological signals. Some of the EEG research using CNN algorithm out
of numerous studies can be found in [61–64], which managed to achieve a significant
performance. Apart from CNN, the RNN algorithms are considered extremely efficient
for finding patterns in a sequence. Using a fixed time window, the RNN models maps
the input over a period of time to the output, which makes it suitable for time-series
datasets. In the RNN, the LSTM and GRU have risen as very effective for analysing
biosignals as can be seen in the studies [65–69]. Apart from that, various hybrid
architecture has also been proven to perform well from time to time in various papers
in the literature. Most of this architecture contains CNN at the beginning, to extract
meaningful features from the signals which are then passed to an RNN layer for the
time-series analysis part. It has been able to perform well in several cases [70–73]. The
autoencoders are also used in various studies to extract featured from the signals which
is then fed to a neural network [74, 70]. One major disadvantage of EEG data is that
its time consuming to collect the signals from different people for different activities.
So there is always a shortage of data. Therefore, in some studies, data augmentation
techniques such as Generative Adversarial Network (GAN), which is able to generate
realistic synthetic data which can be used while training the models. It is found that the
synthetic data has been able to improve the performance of the model [75–77].
As seen in this section, various types of classifiers are used to classify the EEG
signals namely adaptive classifiers, matrix and tensor based classifiers and finally the
AI-based classifiers. There are many strengths and weaknesses of these classification
which have been summarized in table 2.1. It can be seen that, despite of the advantages
of adaptive classifiers, the models update themselves whenever a new data comes, This
might be computationally expensive for the ultra-edge IoT device. Thus, the other two
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Table 2.1 Table representing the advantages and disadvantages of various EEG signal
classification techniques.






























types of classifiers can be considered as the two candidate choice for deploying on the
ultra-edge, and hence they are scrutinized further in the later chapter.
2.3 IoT-based EEG analysis platforms
Traditionally, the EEG analysis is carried out in the cloud due to better computational
power and resources. In [78], an auto encoder-based deep learning classifier was
proposed to predict epileptic seizures. In order to store the data and perform heavy
computation, the model was created in a cloud-based environment. Additionally, to
reduce bandwidth and usage of computational resources, the authors used PCA to
reduce the dimension of the signals. On the other hand, in [79], the authors proposed a
system that collects EEG data from the commercially available device named Neurosky
Mindwave that will collect and store the signals locally on an android application
via bluetooth. However, while analysing the data, the signals are sent to cloud for
further data analysis. The study in [80], at first discusses about the absence of an
appropriate computing platform while analysing EEG signals. The authors then
proposed a lightweight CNN model which will be trained on the cloud. Similarly,
Blondet et al., in their paper [81], proposed a cloud-based mobile application which
would collect the data with EEG sensors and pass to the mobile application. The data
will then be transferred to the cloud for further computation and the results will then
be transferred to the mobile application. Apart from these, some notable cloud-based
EEG analysis techniques can be found in [82–85]. In [86], a hybrid cloud and edge
based system is proposed where various kinds of EEG data will be stored at the cloud
and a signal analysis will be performed at the edge based on the data available on
cloud. The edge analysis exclusively is also growing to be a well known platform
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for EEG signal analysis. For instance, in [87], the data is collected at the sensor level
and sent to mobile edge cloud platform for computation. The computed results are
then sent to an alert system which will notify about any possible seizures in this case.
In [88], EEG data was initially collected at Mobile/Infrastructure Edge Node (MEN)
which was later analyzed in cloud server for efficient transmission and fast detection of
epileptic seizures. An accuracy of 98.3% was achieved by the classifier in the process.
In the study [89], a platform was proposed where EEG data can be collected through
consumer-grade headsets like Emotiv EPOC and Neurosky Mindwave using raspberry
pi and transmitted over the internet to track neural activity in real-time.
2.4 Limitations of the existing literature
Table 2.2 represents the methodologies of some of the studies discussed in the previous
sections of this chapter and whether they have mentioned a sensor level integration
capability for their models. It can be seen that, none of the studies have mentioned
sensor level computation. Most of the EEG analysis are carried out in cloud or edge
platform as stated in Section 2.3. However this entails a great amount of time and
bandwidth to transfer the big data. According to [88], the biosignals data collected
from each patient everyday can range from 8 to 10 gb, which, in a large scale scenario,
might get very inefficient. In a typical cloud based architecture, data needs to be sent to
the cloud continuously and this quantity of data from only one person will consume
significant bandwidth and hence introduce latency in the process. On the other hand,
for edge computation, there is still a need to transmit the data to the closest edge node.
The energy consumption is greatly reduced in the process, however, there are still some
challenges. The more the distance of the sensors from the edge node, the more energy
will be required to send the data to the node after being collected in the signals. Thus it
hampers the flexibility of usage of such systems. The ultra-edge computing can thus be
employed to address these challenges. If the computation is performed in the same
platform where data is being collected, a significant amount of bandwidth and energy
can be saved while reducing the delay of communication as well.
In order to deploy an ultra-edge IoT device, it is important to minimize the
computational energy of the devices. The computation energy largely depends on the
type of classification model being used in the device. Therefore, in the next section, we
selected some classification models based on the advantages and disadvantages learned
from the literature, to find out the best-suited classification model for the ultra-edge
device.
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Table 2.2 Table representing various EEG signal analysis studies in the literature and
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Fig. 3.1 Systematic methodology of classifying the EEG signals.
3.1 Preprocessing Methods
3.1.1 Feature Scaling
The process of feature scaling refers to the change of all feature values to a certain range
so as to make the model more generalized. It is an important step in various types of
scenarios such as distance-based algorithms, the algorithms which employs gradient
descent and so forth. In a distance based algorithms such as KNN or SVM, the values
of different features may greatly affect the way the classifier behaves. Features having
higher values, will carry a greater weight than feature having smaller values and the
model will hence be biased towards features having larger values. Additionally, in
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methods such as logistic regression, neural networks etc., that uses gradient descent
optimization technique to train the model are greatly affected by scaling. This is because
the gradient descent algorithm focuses on minimizing a function’s local minima by
taking small steps towards the local minima. However, if the features have different
ranges, the step size for each feature will be different from one another which might
result in a delayed convergence. In such cases, the scaling ensures that the step size of
all the features are changed at the same rate and the gradient descent moves smoothly
into the direction of the minima. On the other hand, the tree-based algorithms such as
decision trees, random forest does not get affected by the different ranges of each feature






There are two commonly used scaling techniques which are normalization or min-
max feature scaling method and standardization or z-score scaling method. Throughout
the experimentation, the normalization technique was used for scaling the EEG signals
since they do not follow a gaussian distribution. The method normalizes the values
in a scale of 0 – 1 using eq. (3.1). Thus, the standard deviation is reduced and the
domination of higher values in the entire model is avoided.
3.1.2 Dimensionality Reduction
As reviewed in the literature, various dimensionality reduction techniques are used for
classifying the EEG signals to reduce the computational complexity and training time.
Among them, the Principal Component Analysis (PCA) is a very well-known approach.
If χϵRN is a data space, the PCA computes a mapping γ = f (χ) : RX → RM where
M < X so that maximum information of χ can be preserved in γ. It is done by capturing
the highest variance of dataset with minimum principal components where the first
principal component always holds the highest variance of data, and the second principal
components have the second highest variance and so forth. The PCA first creates a
covariance matrix, σ, which is diagonal from the input EEG signals [90]. Then the
covariance matrix and identity matrix are made equal by normalizing the dimensions
using a transformation technique [91]. At first, the eigenvalue decomposition of σ is
calculated using σ = χχT. Based on the eigenvalues, λ sorted in descending order, the
eigenvectors are then selected. The value of the dimension of the PCA features, M, can
be determined by eq. (3.2), i.e the minimum M principal components whose cumulative
eigenvalues is more than 90% of the total eigenvalues. Thus the principal components
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Fig. 3.2 Proposed deep convolutional general adversarial network model.
are computed accordingly. ∑M
i=1 λi∑N
i=1 λi
100% ≥ 90% (3.2)
3.1.3 Data augmentation techniques
Data augmentation is a very important preprocessing step while dealing with EEG
signals. Since the EEG signals need time to be collected for different experiments, there
are many publicly available EEG datasets which are not big enough or the classes
of the data are imbalanced to construct a robust model. The generative adversarial
network, introduced in [92], has emerged as one of the most popular data augmentation
technique due to its capability of generating synthetic EEG traces accurately. In a basic
GAN, the models employ the multilayer perceptron to generate synthetic data which
will be indistinguishable from the original data, however where are various types of
other GAN used for the purpose of data augmentation such as Deep Convolutional
GAN (DCGAN) [93], Wasserstein GAN (WGAN) [76] etc. We have used DCGAN for
constructing synthetic EEG signals because it interprets the original EEG signals (s)
more precisely by employing deep convolution layers. Fig. 3.2 depicts our customized
DCGAN architecture for augmenting EEG signals. The model consists of two main
components, namely a generator (MG) and a discriminator(MD). MG takes as input
random noise/latent vectors (η) produced by a Gaussian distribution, and generates
signals s′ that replicates s. The objective of MG is to generate such signals, which
are difficult for MD to differentiate; i.e., by enhancing MG as shown in eq. (3.3). To
accomplish this, the generator is constructed with nG hidden layers where each ith layer
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consists of a convolution layer followed by an activation function α:
(3.3)minMGV(MG) = Eη∼p(η)[log(1 −MD(MG(η)))].
On the other hand, MD is trained to distinguish between s and s′ by stating if the
generated signal is real or fake. The objective is, therefore, to be precise enough to infer
the maximum likelihood of the observed data as stated in eq. (3.4),
(3.4)maxMDV(MD) = Es∼p(s)[log MD(s)] + Eη∼p(η)[log(1 −MD(MG(η)))].
The results are used to update the weights of MG that are denoted by WG. Then, MG
is trained again based on these new weights. Thus, the discriminator is constructed
with nD hidden layers, where each ith layer is composed of a convolution layer followed
by α and a dropout layer. The dropout layer introduces randomness to prevent the
discriminator from becoming stuck in local minima.
Thus, the overall objective function of the entire adversarial network is expressed as
follows. Note that the model is trained for I iterations.
(3.5)minMGmaxMDV(MD,MG) = Es∼p(s)[log MD(s)] + Eη∼p(η)[log(1 −MD(MG(η)))].
3.2 AI-based Classification Algorithms
Various AI-based algorithms that has been used in the literature were explored to find
an optimal model for carrying out EEG analysis at the ultra-edge. In this section, the
algorithms used for classifying the EEG signals are discussed.
K Nearest Neighbour (KNN) is a lazy learning method that considers the k nearest
points around a data point and make a classification decision for the data point
accordingly instead of computing for the whole dataset. The algorithm calculates the
distance of the new data point with all the available datapoints in a dataset and choose
the k datapoints closest to it. In our case, the Euclidean distance, Ed was considered
as the distance metric which uses eq.(3.6), where x1 and x2 are two datapoints whose
distance are being calculated and n is the number of datapoints. The number of
neighbours, k, is considered as a hyperparameter for the model which is altered to find
an optimal model. The KNN algorithm is a very simple algorithm and performs well
in various cases. Also, the number of hyperparameters are reasonable which makes
it easier to implement. However, since it calculated the distance of a datapoint with
all the existing instances of a dataset, with increasing number of instances, the time





(x2i − x1i)2 (3.6)
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The Logistic Regression is a classification method that is known to classify a problem
with great precision using statistical methods. It does so by calculating the probability, P,
of class labels after choosing a threshold between the two class labels from the training
dataset. The decision boundary can be linear or non-linear. Often, the polynomial order
is altered to change the complexity of the decision boundary. The P is correlated to the
explanatory variables of the dataset as shown in eq. (3.7) where λi is the coefficient of
the datapoint xi. The logistic regression is also a very fast and simple algorithm, which
performs well when the dataset has greater number of instances. The relation between
the features can also be known since the model gives either a positive or negative
value. The model can also be updated based on the newly collected data using gradient
descent approach. However, in short and wide datasets having higher dimension data
and lower number of instances, the model might tend to overfitting. Additionally,
the logistic regression model struggles to solve non-linear problems since its decision









Support Vector Machine (SVM) is a very effective classification method that utilizes
various kernels to transform high dimension data in order to create an optimal decision
boundary that separates the class values. The decision boundary also known as
hyperplane, is chosen in such a way so that it maximizes the distance of the datapoints
from the plane for the classes with the help of a hinge loss (eq. (3.8)). The points closest
to the hyperplane are called support vectors and the boundary mostly depends on
them. Thus, a change in the support vectors can cause the decision boundary to change.
This algorithm has the capability to deal with multi dimensional feature set. Since
higher dimensions are also considered while developing a hyperplane, SVM is said
to separate the class values even more accurately than other algorithms. An idea of
feature dimensionality of the dataset can be found employing various kernels like linear,
sigmoid and radial basis function (rbf) in the model. However, in some cases, the data
cannot be perfectly separated if an optimal boundary is built. In that case, a penalty
factor known as regularization parameter can be introduced that is a trade-off between
an optimal boundary and more accurate classification. It is an efficient algorithm which
consumes comparatively less memory and usually works really well for data points
can be separated completely based on their classes. Nonetheless, when the classes are
not entirely distinguishable, i.e, there is noise in the dataset, the performance of the
SVM degrades.
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δ(x, y, f (x)) = (1 − y f (x))+ (3.8)
Random Forest, on the other hand, is an ensemble classifier that employs multiple
decision trees to classify a dataset. In this algorithm, the class labels are determined
based on multiple decision trees. An individual tree is created based on bootstrap
sampling of the instances. For each decision tree, the importance of each feature is
calculated, based on their entropy, gini impurity or information gain value. The entropy
measures the impurity of a dataset using eq. (3.9) where d is the dataset, c is the number
of classes. The lower the entropy, the more pure the dataset is. From this entropy value,
the information gain from each feature, f can then be determined using eq. (3.10) where
di is the subset of dataset having the ith feature. Finally the gini impurity of a dataset d
is another metric for evaluating the purity of the dataset which can be calculated using
eq. (3.11). The feature importance then determines the feature which best classifies
the dataset among all. Based on the feature importance, the tree is split, dividing the
data into multiple branches. The process is repeated until the data is divided into their
respective class labels completely, or the required number of features are explored.
This method does not require any scaling method as only one feature is dealt at a
time. Additionally, the overfitting is also reduced since multiple decision trees are
used. However, since multiple decision trees are used, the computational time and
















The Artificial Neural Network (ANN) is the most basic form of neural network. It
mainly consist of three layers containing neurons which are input, hidden and output
layer. The EEG signals are passed through the input layer which are passed forward to
the fully connected hidden layers. The inputs are assigned a random weight at first,
which are then updated with the help of forward and back propagation techniques.
After the inputs are passed to the output layer, the activation of the output layers checks
for specific criteria i.e whether the output is equal to the label. If it does not meet the
criteria, an error is calculated using a cost function and the data are backpropagated
through the same network. Therefore, it is important to minimize the cost function













Fig. 3.3 The architecture of a typical convolutional neural network.
technique searches for the local minima of the function while taking small steps towards
the direction of the gradient. At each step, the weights are updated by multiplying with
a parameter called learning rate. The learning rate plays a very important role while
training the model. The ANN is able to determine various complex and non-linear
relations and usually have a great generalization power. However, the network requires
heavy computational resources and sometimes tend to overfitting. The overfitting can
be avoided by taking smaller number of neurons or adding a penalty factor [94].
The Convolutional Neural Network (CNN) are deep learning models that mainly
consist of convolutional layers, max pooling layers. The convolutional layers are very
efficient for detecting important features of a data. It employs numerous convolutional
kernels which are integer matrices that are slid across the input data to perform
computations over a small window. In [95], it was stated that the convolutional layers
are able to eliminate the effect of noise in the signals, which makes it more suitable
for EEG data analysis. Each convolutional kernel creates its own feature map. The
size of feature maps usually consume a great amount of memory, thus, a max pooling
layer is applied to reduce the size of the feature maps without losing any information.
The max pooling layer considers a small window and within that window size in the
feature maps, the maximum value is chosen. For a better approximation of the features,
a non-linear activation function is applied in the network. The ’Rectified Linear Unit
(ReLU)’ is most commonly used for the purpose. It goes through the feature maps, and
change any negative number there is to 0, thus getting rid of all the negative numbers.
In many cases, to reduce the overfitting of the model by regularization, and also to
help make stable predictions a batch normalization layer is used with the convolutional
and max-pooling layers. The typical architecture of a CNN layer is depicted in Fig. 3.3.
These layers are repeated many times to extract diverse, more meaningful information
from the input data. Thus, the input signals are directly fed to the CNN model and
the model is able to capture hierarchical patterns in the signals [96]. However, one
23
big disadvantage of the model is, it typically requires large number of data which
is difficult to find in the EEG domain. The data augmentation techniques such as
generative adversarial network and many more can be explored to address the issue.
Also, the training usually requires longer and the model have a higher number of
hyperparameters such as the activation function, the number of kernels, the number of
layers and so forth.
3.2.1 Cross validation techniques of the EEG signals
The three most commonly used cross validation techniques in the domain of EEG
analysis are k-Fold cross validation, subject independent cross validation and subject
specific cross validation. The cross validation is important as it helps to avoid overfitting
of the model by considering all the instance of a data in both train and test set atleast
once. The k-fold cross validation is a popular method of cross validation that evaluates
an individual EEG signal associated with an activity. Here, the data is split into k folds
to evaluate its performance. In each iteration, one of the fold among the k folds is
considered as the test set and the rest of the k − 1 folds are considered as train sets
as shown in Fig. 3.4(a). This method is repeated for all k folds i.e until all the data
are considered in both train and test splits. The average of the performance of each
iteration are then usually considered as the final performance of the model. The subject
independent cross validation technique on the other hand, focuses more on the subject
to subject EEG variation. This means that if the EEG data are collected from n subjects, at
first, n − 1 subjects data will be considered in the training set and the remaining subject
will be considered in the test set as depicted in Fig 3.4(b). This process will be repeated
until all the subjects appear as both train and test sets. This is an effective approach
as it will be able to analyse signals of new subject’s data based on the existing model
that might or might not be present in the training model. Finally, the subject specific
cross validation is another popular approach that validates the data present among an
individual subject as shown in Fig. 3.4(c). This technique is suitable for datasets where
the same experimentation is repeated for an individual subject. Therefore, if there are e
experiments done for one particular subject, then e − 1 experiments will be considered
as the train set of that particular subject and the remaining experiment data will be
considered as the test set. The performance of all the subjects are then averaged to get
the overall performance of the model.
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3.2.2 Performance Evaluation
The performance of the candidate AI models trained with the EEG datasets of our EEG






1(ȳi = yi), (3.12)
where y denotes the true class of the dataset, ȳ represents the predicted class, and ntest
indicates the number of test data.
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(a) K-Fold cross validation.
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(b) Subject independent cross validation
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(c) Subject specific cross validation




Migrating EEG Analytics to Ultra-Edge
IoT Devices with Logic-in-Headbands
4.1 Introduction
Recently, the rapid proliferation of the Internet of Things (IoT) has revolutionized
the healthcare industry with the adoption of a plethora of technologies ranging from
wearable devices to the early warning or monitoring systems. Most existing IoT
systems collect biomedical and environmental data, and then employ existing wireless
communication systems to transmit the data to a central server or the cloud. The
obtained data are processed, analyzed, and various analytics decisions are generated by
the centralized/cloud environment. Thus, this traditional analytics ecosystem requires
the raw and often sensitive patient data to be transferred over the Internet or dedicated
networks that consumes precious network resources (e.g., bandwidth) and contributes to
a significant network delay while raising various security and privacy concerns [97, 98].
Edge computing recently emerged as a viable technique to address these concerns
where user-smartphones and network nodes (e.g., base stations and access points) with
some computational resources can tackle the computing tasks. For instance, with the
popularity of EEG analytics for continuous monitoring and assessing various neural
activities beyond a hospital setting, it is critical to localize and automate the process of
EEG data analytics. In this chapter, we investigate how to migrate the edge computing
operations to the final frontier of the considered system, i.e., the IoT sensor level, that we
refer to as the ultra-edge. The ultra-edge computing was introduced in one of our earlier
research work in [12] with an entirely different use case for smart, localized ECG noise
reduction. Motivated by our success in that work, in our conceptualized ultra-edge
EEG computing, we aim to conduct brainwave signal capturing and analysis directly
on-board IoT devices and wearable devices, such as EEG-headsets/headbands. While
this ultra-edge computing concept is appealing, it requires high computational and
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energy resources. On the other hand, the IoT nodes are typically resource-constrained.
In this work, we address this challenge and conceptualize a Logic in Headbands-based
Edge Analytics (LiHEA) architecture. Thus, we perform a systematic investigation to
move the traditional cloud analytics operations from the traditional resource-heavy
cloud environment towards the resource-constrained ultra-edge nodes.
Our envisioned LiHEA framework requires seamless incorporation of a lightweight
AI (artificial intelligence) inference model to minimize the computational and energy
burden on the EEG headband acting as the resource-constrained IoT node. The
predictions, indicating anomalies or aberrations, can be transferred to edge devices
and then to the hospital-server for prompt intervention. Conventional approaches,
such as Riemannian Geometry-based classifiers, are inefficient for LiHEA-incorporation
because of their high timing and space complexity. Therefore, in this chapter, we
systematically investigate various machine/deep learning techniques (e.g., random
forest, K-nearest neighbor (KNN), support vector machine (SVM), logistic regression,
artificial neural network (ANN) , and convolutional neural network (CNN)) to identify
the candidate lightweight AI inference models required for the LiHEA framework.
To train these AI models, we consider the use-case of EEG data analytics for detecting
the confusion of an individual since this scenario may largely impact mental health
assessment and concentration levels, particularly while attending online educational
courses that proliferated during the novel coronavirus (COVID-19) pandemic. Indeed,
confusion is regarded as a salient factor in various other scenarios such as medical
settings over short-term (e.g., EEG monitoring of a patient during a surgical procedure)
and long-term (e.g., post-operative EEG monitoring along with other modalities) dura-
tion. A dataset containing EEG records of the frontal lobe using a single channel headset
is used to evaluate the performance of our considered AI models. Our investigation
reveals that the unavailability of a large EEG dataset could be a performance bottleneck
for EEG computing using deep learning techniques. To remedy this issue, we employ a
deep convolutional general adversarial network (DCGAN)-based data augmentation
technique to generate synthetic EEG traces to train the deep learning models to conduct
comparative analytics with the machine learning counterpart with high accuracy, i.e.,
random forest. Even though we find a significant performance boost of deep learning
algorithms with our customized DCGAN, it still cannot outperform the random forest
model in terms of accuracy. We then investigate the timing complexity of the entire
process for the candidate models (i.e., random forest, CNN, and DCGAN-boosted CNN)
in terms of accuracy, time, and memory for deployment on IoT nodes such as Jetson
Nano and raspberry pi 3/4 to simulate the inference model incorporation on the EEG
headsets.
The contributions of this chapter are summarized as follows.
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1. We propose the LiHEA framework to migrate EEG computing from the traditional
cloud to the ultra-edge (i.e., the final frontier of the considered cyber-physical
system).
2. We perform a systematic investigation of various machine/deep learning algo-
rithms and demonstrate that the random forest emerges as the most viable model
for LiHEA-incorporation in terms of accuracy as well as memory/energy overhead
minimization for the EEG headset.
3. We consider a use-case for online course participation to track the confusion
states of the users using the LiHEA framework. This is to assess the concentra-
tion/distraction levels of the participants, which appeared as a key concern during
remote course delivery during the COVID-19 pandemic, and our proposal can
be regarded as an initial step to practically address this issue. We achieved a
state-of-the-art performance with the use-case compared to earlier studies in the
literature, that employed the particular use-case.
4. We consider synthetic data generation to boost the performance of deep learning-
based models for further comparative analytics of EEG edge computing.
4.2 Related Work
Brain signal sensing, collection, and analysis have been an active area of research.
However, most of these research works were conducted in a clinical/centralized setting,
and continuous home-monitoring and edge computing of EEG data for prompt decision
making and intervention is yet to be taken into consideration. Therefore, in this
section, we survey the relevant research work from two aspects, EEG computing using
machine/deep learning-based classification techniques and IoT-based EEG monitoring
systems.
4.2.1 EEG Classification Techniques
Previously, a variety of studies were conducted relevant to our considered use-case,
i.e., confusion detection from EEG signals. A study was conducted to determine if
EEG data were associated with confusion and whether it could outperform human
observers [99]. The study concluded that confusion is positively correlated with the
EEG signals. In [99], Wang et al. employed the Gaussian Naïve Bayes technique to
perform binary classification and achieved an accuracy of 57(%). A feature selection
was also performed where they concluded the Theta signal to be a significant feature for
the procedure. In another study [100], Ni et al. compared the performances of support
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vector machine (SVM), k-nearest neighbor (KNN), convolutional neural network (CNN),
deep belief network, and bi-directional long short term memory (Bi-LSTM) for detecting
confusion states from an EEG dataset. Among these models, Bi-LSTM exhibited the
best classification accuracy of 73.6(%). Their research identified gamma wave to be
the feature, which contributes the most towards confusion. Next, in [101], Tahmassebi
et al. applied a genetic programming classifier to predict confusion and achieved an
accuracy of 89%. On the other hand, in [102], a pictorial representation was employed
to collect and then classify raw EEG data (without pre-processing) using CNN to
ascertain confused or non-confused states, yielding an accuracy of 71.36%. Wang et.
al, in another study [103], removed various confounding factors from the collected
EEG data to predict confusion, lung adenocarcinoma, and the segmentation on the
right ventricle of the heart. To detect confusion after removing confounding factors, an
accuracy of 75% was achieved with a variation of BiLSTM. Next, Subashi et al. employed
SVM to derive a relationship between epileptic seizures and EEG signals with 100%
accuracy [104]. Furthermore, in [105], a Riemannian geometry-based classifier was
introduced to classify EEG data using both filtered and unfiltered algorithm, indicating
the approach to be convenient for small, noisy, or multi-class datasets.
In addition to purely clinical settings, EEG data were successfully utilized in other
domains. For instance, Yeo et al. detected the drowsiness of car drivers using EEG
data with an accuracy of 99.3% [52]. Deep learning emerged as a popular technique for
enhanced EEG data analysis in various domains [60]. In a study conducted in [106], a
method called SleepEEGNet was introduced that automatically annotates sleep-stages
using a CNN model by extracting various features and information. The method
yielded an accuracy of 84.26%. In another interesting research in [107], a combined
auto-encoder and CNN structure was utilized on motor imagery data classification.
On the other hand, generative adversarial network (GAN) was applied to augment
EEG data to train a more robust model in various domains [75, 76]. The latter studies
implemented Wasserstein GAN, and reported a substantial performance improvement.
In [108] Zhang et al. applied a conditional deep convolutional generative adversarial
network (cDCGAN) to generate synthetic EEG signals on a motor imagery dataset, and
the accuracy for CNN-based classification of motor imagery was reported to improve
from 83% to 86%.
4.2.2 IoT-based EEG Monitoring
Various wearables, monitoring, and detection systems have been proposed in earlier
studies to make early warning systems more efficient and simple, particularly for
continuous monitoring at user-homes. In [88], a feature selection and classification
was performed on EEG data collected by the mobile/infrastructure edge node (MEN)
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for efficient transmission and fast detection of epileptic seizures. This cloud-based
classifier achieved an accuracy of 98.3%. The research work in [109] also utilized
cloud computing to identify important features from voice signals in order to detect
Parkinson’s disease, results of which are then sent to registered doctors. Vidyaratne et
al. utilized a fast wavelet decomposition method to detect seizures using EEG signals
in real-time [110]. Furthermore, various methods were designed in other domains of
healthcare. For instance, in [111], facial expressions were recorded to measure the heart
rate to extract physiological signals of an individual, thereby acting as a contact-less
monitoring system. Various wearables such as Ring sensors for pulse oximetry [112],
attachable Bio-Patch [113], and chest-worn ECG monitor [114] have become popular
among patients for monitoring their vitals. Furthermore, wearables, such as smart
clothes embedded with textile-based sensors, to monitor autonomic nervous system
responses were introduced by [115]. However, these wearables also required the
collected data to be transmitted to the cloud for EEG data analytics.
4.3 Problem Description
Since EEG signals exhibit a high temporal resolution, various techniques are used
to analyze EEG data to detect various important activities and irregularities of a
subject (i.e., a user). The EEG classification methods include Riemannian geometry-
based classification, adaptive classifiers, and machine/deep learning-based algorithms.
However, the conventional Riemannian geometry-based approach and its variants
require solving a computationally demanding Riemannian optimization problem.
This includes the use of stochastic gradient approaches adapted to manifolds [116].
Additionally, these methods require EEG data to be pre-processed, followed by feature
extraction, to classify the data. In other words, these techniques are unable to classify
raw signals and require rigorous pre-processing. The classification of a newly collected
EEG data to determine the class label using a Minimum Distance to the Mean (MDM)
method, Ck, may be expressed as:
k = arg argmink δ2(S j,Ck), (4.1)
where δ denotes the Riemannian distance, and S j indicates the symmetric positive
definite (SPD) matrix.
This traditional approach of conducting EEG analytics employs a closed-form
equation (eq. (4.1)) to determine the class label, making it a theoretically ideal classifier
for performing edge analytics to construct LiHEA. However, to classify the signals, SPD
matrix needs to be calculated, which also models covariance matrices. For event-related
desynchronization (ERD) tasks, the spatial covariance matrix (Cs) is largely utilized
31
because the spatio-frequential information can be extracted from this matrix. This
spatial covariance matrix can be computed using eq. (4.2), where Z is a multichannel





Therefore, with an increase in the number of channels, the complexity of the equation
also increases. This results in the need for much higher computational resources, e.g.,
computational power, memory, and energy. Therefore, making an inference in our
considered LiHEA framework using the conventional Riemannian algorithm can be
complicated and inefficient. Thus, it may be difficult to analyze the EEG signals in
polynomial time. Additionally, for continuous EEG monitoring and analytics, cloud-
based implementation of this technique requires continuous Internet connectivity for
the cloud-based implementation yielding high network overheads and significant
latency in transferring the data. Thus, executing such computations on edge devices,
such as EEG headbands, can be challenging since they are resource-constrained. To
facilitate localized analytics in polynomial time, various AI inference models could
be leveraged due to their much better generalization ability in contrast with the
Riemannian geometry-based counterpart. Hence, the problem considered in our work
is to systematically compare various AI inference models and determine the most viable
one for LiHEA to carry out ultra-edge EEG analytics.
4.4 Proposed Methodology for Logic in Head-bands Based
Edge Analytics (LiHEA)
In this section, we provide several approaches to construct our envisioned LiHEA
framework, which aims to classify EEG data precisely and efficiently at the ultra-edge
sensing layer. Several machine/deep learning techniques are considered by varying
various parameters to determine the most suitable AI inference model for EEG signal
analysis for incorporating with the LiHEA framework. The notations, used in this
section and the remainder of the chapter, are listed in Table 4.1.
Our systematic approach of implementing LiHEA is shown in the steps of Algo-
rithm 1. Here, D contains the various datasets that were used in the experiment,
which can be considered to be collected from the EEG headsets acting as IoT devices of
various users. Initially, for each dataset d, the data need to be pre-processed, and an
AI model, MN, is applied to classify the EEG data to make a relevant prediction, e.g.,
confusion state(s). KNN, SVM, random forest, logistic regression, ANN, and CNN are
considered as candidate techniques for implementing MN. For each model mn, various
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cross-validation methods, VNs are used to validate the model. Therefore, for each
validation method vn, the models are classified and the model, mmax, that achieved the
highest accuracy Amax is saved. Subsequently, a feature selection algorithm is applied
for the model that achieves the maximum accuracy for the processed D datasets. A grid
search approach is then used to tune the hyper-parameters of the best model with the
best dataset to ensure an optimized model. The optimal accuracy Aop is then returned
by the algorithm. In the following sections, the details of our customized candidate AI
inference models are presented.
4.4.1 Pre-processing, Classification and Validation Approaches
The frequency of each EEG signal of the power spectrum lies in a diverse range.
Therefore, to process the EEG data to feed into machine/deep learning algorithms,
the min-max feature scaling method is applied in the entire feature set. The method
normalizes the values in a scale of 0 – 1 using eq. (4.3). Thus, the standard deviation
is reduced and the domination of higher values in the entire model is avoided. The





Among the considered candidate models, KNN, SVM, logistic regression, ANN,
and CNN, are applied in the scaled datasets. On the other hand, the random forest
model does not require any scaling since it focuses more on the partitioning due to its
decision tree-based properties.
The aforementioned models are applied to predict confusion from the EEG data to
find out which model performs optimally. The random forest model adopts an ensemble
classification method that predicts the classes based on the results of multiple decision
trees. In this chapter, the random forest model is customized using log2 n number of
features and the number of trees (Nt) are altered among a set of values ranging from
Nt0 to Ntn. Next, KNN, adopting a lazy learning method, is considered that determines
class labels based on the most frequent value among kn neighbors. To implement the
KNN as a candidate model for LiHEA, various number of neighbors (kn) are considered
to determine which value of kn yields the best performance. Additionally, logistic
regression is considered as a candidate model, which predicts classes by calculating
the probability of class labels after choosing a threshold between the two class labels
from the training dataset. On the other hand, the SVM-based candidate model utilizes
various kernels to transform high dimension EEG data to create an optimal decision
boundary separating the class values. Therefore, SVM exhibits the capability to deal
with a multi-dimensional feature set. Therefore, to get an idea of feature dimensionality
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of the dataset that is used, various kernels like linear, sigmoid, and radial basis function
(RBF) kernels are applied; and the value of a penalty factor (C) is also varied by a factor
10 from C0 to Cn, i.e., ith C (Ci) = Ci−1 ∗ 10.
In addition to the aforementioned traditional machine learning models, two deep
learning approaches (convolutional neural network (CNN) and a deep neural network
(ANN)) are considered as candidate models for LiHEA for the lightweight EEG
classification. For CNN, c number of 1-dimensional convolution layers, along with
ac hidden layers, are used in order to extract the underlying features from the EEG
data for various filter sizes using δ as the activation function. Each of these layers is
followed by a max-pooling and batch normalization layer. On the other hand, for the
ANN-based model, a number of hidden layers are used to classify the EEG confusion
states. In both CNN and ANN models, the output layer consists of two neurons for
two-class labels for simplicity, indicating confused or non-confused states.
The algorithms are validated using three techniques, namely, k-fold cross-validation,
subject independent validation, and subject-specific validation. In the k-fold cross-
validation technique, accuracy is calculated for each set of training and testing values,
and the average of those accuracies are taken as the final accuracy. A few values for the
random seed are tried, which states the starting number of random number generator
for the folds, and the results are all produced with random seed = r Setting a random
seed ensures that the same folds are generated during every execution. On the other
hand, the subject independent validation method evaluates the change of EEG signals
of a user/subject in terms of other users. For instance, (n − 1) subjects’ (S) data are
considered for training while one subject’s data is used as the testing set. Alternatively,
the subject-specific validation method states how the EEG signal changes among a
person. In this case, (m− 1) data of a single subject/user, ES, is used to train the classifier
while one data is held out as the testing set. This is repeated for each user, and the
average accuracy is considered as result.
4.4.2 Feature Selection and Model Optimization
A feature selection procedure is performed to accomplish two objectives. First, we aim
to know the most significant features for detecting confusion. If the most important
features can be found, more detailed information with respect to those features can be
collected in the future. Additionally, better knowledge can be derived regarding the
features that contributes the most toward the confusion of a user. Secondly, it is carried
out to improve the performance of a given classifier. There are some unimportant
features that weigh down the classifier’s performance. Also, too many features in a
dataset might lead to model overfitting. Therefore, to avoid these issues, some of the
insignificant features are removed to enhance the model performance.
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For selecting the features, the random forest feature selection method is used. In
this method, the important features are selected based on decrease in gini impurity
on each node. The node, where the gini impurity decreases the most, is considered as
the most important feature. For both feature importance determination and feature
set selection, this method is adopted. k-fold cross-validation is applied to validate
the feature selection. The feature selection is applied to the training folds, and then
the random forest model is constructed again based on the new set of features. The
model is tested on the test fold to assess the performance of feature selection. The
common set of features in all the folds is considered as the final feature set; i.e.,
Fimp = Flist[0] ∩ Flist[1] ∩ ...Flist[n − 1], where Flist denotes the list of selected features of
all folds. For detecting the most important features, the features are ranked based on
their gini impurity values. The feature with the highest impurity is considered the most
important feature.
After the feature selection is performed, the model optimization is performed by
executing a grid search. Thus, we find the optimal number of parameters for enhancing
the model performance. The grid search is applied in the random forest algorithm
altering various parameters, such as the number of trees, the maximum number of
features, the maximum depth, the minimum sample split of the trees, and the necessity
of bootstrap sampling.
4.5 Dataset Preparation
We use the confused student EEG brainwave data from a public repository [117] to
train the candidate AI models described in the earlier section. For the dataset collection,
twenty online educational videos were acquired where ten videos were pre-labeled as
confusing (e.g., quantum mechanics, stem cell research videos, and so forth) while the
remainder of the videos consisted of comparatively easy content (e.g., basic algebra,
geometry, and so on). 10 students, S, were shown 10 videos, ES, each, 5 from each
category; and the students rated their difficulty of understanding or confusion on a
scale of 1 to 7. Their EEG signals were also recorded from the frontal lobe for one
minute over a 0.5-second interval using a single-channel wireless EEG headset called
MindSet. Considered features include (i) subject id and video id (ranging from 0 to 9 for
10 students and 10 videos), (ii) the attention and meditation of each student sampled
over 1Hz collected directly from the device to check the calmness and level of focus
of the student, (iii) the raw EEG signals collected in volts from the device, and (iv) the
delta, theta, alpha 1, alpha 2, beta 1, beta 2, gamma 1, and gamma 2 frequency bands in
the power spectrum extracted from the raw EEG data. Each of the frequency waves was
considered to be responsible for a particular set of actions. The sampling frequency for
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the features extracted from the MindSet was 2 Hz. The subject ID and video ID were not
considered while training the model in order to avoid biasness in the model. Therefore,
from the dataset, a total of 12 features were used. For each video of one student, there
were approximately 120 values. Thus, the total number of rows in the dataset was
approximately 12800 for 100 data points (10 videos of 10 students). Additionally, since
each student tends to describe her/his confusion in a different manner, the students’
ratings of 1 to 7 were converted to binary ratings where any value greater than the
median is confusing (1) while less or equal to the median is considered not confusing (0).
Note that the confusion rating of each of the data points was the same throughout the
rows for a single datapoint. The student rating is the class that will be predicted through
the candidate AI models for LiHEA. Therefore, our considered problem is reduced
to a binary classification where the state of confusion of a student/user is detected
from the electrical activity of the brain. This dataset was selected as it is important to
highlight the use of such ultra-edge systems outside hospital settings, specially in a
domain which is crucial in the time of pandemic. This type of use case is imperative for
detecting confusion of students in an online class to provide valuable feedback to the
teachers or in a post surgical monitoring scenario where it is important to keep track of
the surgical patients.
The dataset was rearranged in four different ways for training the AI models. In
the first dataset (D1), each time segment of EEG data of a person was considered as
a set of features. The minimum number of EEG data available for a person was 112.
Therefore, 112 EEG recordings were considered for each datapoint. As each feature set
contained 12 features, the total number of features in D1 was 112 X 12. Thus, for D1, the
total number of features was 1344 for 100 datapoints. In the second dataset (D2), the
mean of each datapoint was considered to represent the overall EEG records. Here, the
number of features was 12 for the 100 datapoints. The third dataset (D3) contained the
mean and standard deviation of each datapoint in order to obtain a greater variety of
data. Since the standard deviation values of both pre-defined and user-defined labels
were 0, those two columns were omitted from the dataset. Therefore, the number of
features was 23; 12 mean features and 11 standard deviations of the features for the 100
datapoints. The fourth and final dataset (D4) included the minimum and maximum
values of the EEG records in addition to the standard deviation and mean. So, the
number of features considered in this dataset was 48 for the 100 datapoints. Since there
was only one confusion rating for each data point, that was considered as the class
value for all the datasets.
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4.6 Performance Evaluation
The results of the systematic methodology, that led to finding the most viable AI
inference model for incorporating with the LiHEA framework, are described in detail
in this section.
4.6.1 Classification and Validation
This section represents the performance of KNN, logistic regression, SVM, random
forest, ANN, and CNN models in the datasets for classifying confusion which were
validated using the k-fold cross-validation method considering k = 5.
K-Nearest Neighbor (KNN)
The values of kn were altered between 3 to 9 for all four datasets (i.e., D1, D2, D3, and
D4), and the results of the KNN model are depicted in Table 4.2. KNN on D2 and D4
achieved the highest accuracy of 66-67% with kn = 3 and 5. However, in both cases,
the performance dropped when the values of kn were increased. KNN applied to the
other two datasets (D1 and D3), on the other hand, demonstrated poor performance for
predicting confusion.
Logistic Regression
Fig. 4.1 demonstrates the results of the logistic regression model. It is noticed that
the highest accuracy of 65% was achieved with logistic regression with D3. The
performances of the logistic regression trained with the datasets D2 and D4 were
slightly lower than that with D3.
Support Vector Machine (SVM)
Fig. 4.2 demonstrates the performance of SVM while the hyper-parameters, such as
the kernels and penalty factor (C), were altered. Fig. 4.2(a) depicts the results of SVM
when different kernels, namely linear, sigmoid, and rbf, were applied with C=0.1. In all
cases, linear kernels performed significantly better than rbf and sigmoid. This result
signifies that the features are linearly separated. Subsequently, the value of C0 and
Cn was considered to be 0.01 and 100, respectively, for the linear kernel. The results
are reported in Fig. 4.2(b). The performance of SVM with datasets D2, D3, and D4
improved with increasing values of C while the accuracy of D1 gradually decreased.
SVM achieved its highest accuracy of 66% with D2 while C was 0.1 and the adopted
kernel was linear.
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Fig. 4.1 Performance of logistic regression.
Random Forest
The maximum number of features for a tree in a random forest was initially set to log2 n
and
√
n to find the performance of the model. The results of both models were the
same in most cases with a slight difference in some of the cases. Therefore Fig. 4.3
represents the performance of random forest for Nt ranging from 50 − 1000 when the
maximum number of features was log2 n. It is evident that dataset 2 has performed
best for random forest with the highest accuracy of 80%. The performance was quite
consistent with respect to Nt with the highest being achieved at Nt = 500. For dataset 3,
the performance was 77% when Nt was 100 which came close to the highest accuracy.
The overall performance of random forest was consistent for dataset 4 with accuracy
varying from 67% to 68%. The performance of dataset 1 was much lower than the other
datasets with the highest accuracy of 62%. Most of these datasets performed better
when Nt was considered to be 100.
Deep Learning-based models
The performances of ANN and CNN for confusion classification from the EEG datasets
are demonstrated in Fig. 4.4. For ANN, the number of hidden layers a was considered
to be 3. Additionally for CNN, 3 one-dimensional convolution layers, c, were used
followed by three hidden layers, ac. ANN performed relatively better than CNN with
the highest accuracy of 54.9% for the dataset D2. Rectified linear unit (ReLU) was used
as activation function δ. This result indicates that the CNN model did not have enough
data to extract profound features from the EEG dataset, due to its rather small size.
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(a) SVM with various kernel.




















D1 D2 D3 D4
(b) SVM with various penalty factor.
Fig. 4.2 Results of SVM.
Overall Performance: Comparative Analytics
For the overall performance evaluation, the highest accuracy of each algorithm was
considered for the four datasets. The values are illustrated in Table 4.3. It can be noticed
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Fig. 4.3 Accuracy of random forest with various number of trees.


















Fig. 4.4 Performance of ANN and CNN.
that the performance of random forest for datasets D2 and D3 is significantly higher than
the other values in the table. Indeed, the other algorithms also exhibited comparatively
better performances for these two datasets. This result signifies that datasets D2 and
D3, containing the mean and standard deviation of the features, have been able to
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represent the EEG data more accurately than the other arrangements/representations
of data. Thus, among the four AI inference models used, the best result was achieved
with random forest which was 80%. Logistic regression and SVM also performed
comparatively better with results ranging from 56% to 70%. However, KNN and the two
deep learning-based models (ANN and CNN) performed below par. The performance
of these models with the dataset D1 was also lower than those with other datasets. One
of the reasons might be due to high correlation among features as all the EEG data
features were considered in this dataset. This led to significant drop in performance
across all the candidate AI models for this particular dataset.
Validation Methods Comparison
Since the candidate models for LiHEA performed relatively better with the dataset
D2 in contrast with the other datasets, D2 was leveraged to carry out a comparison
between the various validation methods. Table 4.4 lists the performances of the three
validation methods, i.e., 5-fold cross-validation (CV), subject independent validation
(SIV), and subject-specific validation (SSV), for all the models implemented with dataset
2. For the 5-fold CV, r = 10 was used. For SIV, EEG data of 9 students were used for
training the models, and the left out student’s EEG data was used for testing. In SSV,
for each student, 9 videos were used as training while one was employed for testing,
and this was considered for all students. It is noticed that the overall performances of
the 5-fold CV and SIV were slightly higher than that of SSV, although random forest
shows a promising performance using the latter. SIV is a convenient way of validation
since a new user’s data is tested based on a model built with the existing user’s EEG
data. However, since the 5-fold CV demonstrated a more robust result; the results were
generated using this validation technique.
4.6.2 Feature Selection
Random forest feature extraction was applied followed by a grid search to tune the
hyper-parameters of the random forest model to improve the performance of the models.
The results are stated in the following sections.
Determining important features
Table 4.5 lists the ranking of five most important features for the four datasets, and
their gini impurity values. For datasets D1, D2 and D4, the most important feature was
found to be the delta wave; and for dataset D3, it was the mean of the Theta wave. Delta
activity is known to be stimulated while performing mental calculation, semantic tasks,
and the Sternberg paradigm as stated in [118]. Attention was chosen as the second
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Fig. 4.5 Performance of random forest model after feature selection.
most important feature in datasets D2 and D3. This is, indeed, an important feature
since the more attentive a person is, the less confused they will be. The Theta activity
also appeared in the top 3 features in all the datasets. The theta frequency is known
to contribute towards the learning capability, memory, and intuition [119]. Therefore,
it can be established as an important feature for detecting confusion. It can also be
noticed that the most important features are the mean values of datasets D2, D3, and
D4. In other words, the mean values provide a better interpretation of the dataset
than the other measures. Therefore, it can be concluded that delta, attention, and theta
frequencies are the three most important features according to majority of the datasets.
Enhancing model performance
Since the random forest outperformed the other candidate AI inference models for
LiHEA, we now aim to investigate the possibility of further performance improvement
of the random forest model. In this vein, a set of important features are selected using
the random forest feature selection method. The results of the highest accuracy gained
from each dataset for 100 trees are represented in Fig. 4.5. The performances of the
model with all datasets significantly improved after using the best features to construct
model. The highest accuracy was achieved with the dataset D2 (83%) followed by D3
(79%).
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Model Optimization with Grid Search
A rigorous hyper-parameter tuning was performed for the dataset D2 in order to
optimize the performance of the random forest model using the selected features
because of the model’s promising performance. The features selected for constructing
the model were attention, delta, theta, beta1 and alpha1. The accuracy of the model
improved to 90% using the set of parameters illustrated in Table 4.6.
4.6.3 Evaluating lightweight property of the models
In this section, we validate the deployment of the AI-based algorithms on ultra-edge
IoT devices such as EEG headbands. To ensure that the algorithms can be successfully
integrated with the sensors, we need to evaluate various properties of the models such
as their memory consumption i.e whether it is able to finish the task within the limited
memory and if the model is able to make a quick and efficient inference using the limited
resources. These properties can be used to evaluate the lightweight condition of the
inference model and can be considered inversely proportional. In this vein we conduct
a numeric analysis to assess the lightweight property of our top three candidate AI
inference models (i.e., random forest, ANN, and CNN) for LiHEA. The analytical results
in terms of processing time and memory consumption are demonstrated in Figs. 4.7
and 4.6, respectively. The analysis was performed to measure the overhead of the entire
process starting from data collection to preprocessing followed by analysis. Here, since
we used an already preprocessed dataset, we computed the preprocessing overhead
separately by generating a random signal and applying fast fourier transform to account
for the computation overhead in the process. In addition to that, we also calculated the
overhead of the model to make an inference on the preprocessed data. Note that the
inference time and the percentage of memory consumption with respect to the overall
capacity of the machine of the aforementioned three algorithms were measured in a base
device having an Intel Core i7, 3.00 GHz central processing unit (CPU), 16GB random
access memory (RAM), powered by NVIDIA RTX 2060 graphics processing unit (GPU).
Subsequently, the approximate time and memory required for other IoT devices, such
as NVIDIA Jetson Nano (Quad-core ARM Cortex-A57 @ 1.43GHz and 4GB RAM),
Raspberry Pi 4 (Quad-core Cortex-A72 @ 1.5GHz and and 2GB RAM), and Raspberry
Pi 3 (Quad-core Cortex-A53 @ 1.4GHz and 1GB RAM), were numerically analyzed with
respect to the base device. It can be viewed that, the memory consumption of CNN and
ANN in Raspberry Pi 3 exceeds the allocated memory. This implies that the random
forest emerges as the ideal model to be integrated with raspberry pi 3 in terms of time
and memory. On the other hand, for Raspberry Pi 4 and Jetson Nano, the time and
memory consumption of random forest was much lower compared to the other two
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Fig. 4.6 Percentage of memory consumption of selected algorithms with respect to
various devices.
algorithms. Additionally, among the two deep learning algorithms, CNN consumed
a slightly more time and memory as it inspects and analyzes the features in a much
more complicated manner using the convolution layers that requires substantially more
computational resources.
In summary, for constructing our proposed LiHEA model, random forest can be
regarded as the ideal model in terms of performance, execution time, and memory
consumption for IoT devices like Raspberry Pi 3, Raspberry Pi 4. NVIDIA Jetson Nano,
and so forth, that can be used for smart EEG headband implementation.
4.6.4 Complexity analysis of the top candidate AI inference model
for LiHEA
In the remainder of the section, we present the time complexity analysis of our top
candidate AI inference model (i.e., random forest) for LiHEA in both training and
running phases. In the conducted analysis, we assume that the operations, such as
initialization, addition, concatenation, are basic operations with constant time, i.e.,
contributing to the time complexity of O(1).
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Fig. 4.7 Inference time of different algorithms in various devices.
Training Phase
Let the total time required to train the AI inference model for LiHEA be denoted by
T(LTR). We divide T(LTR) into two phases, namely the data pre-processing T(DP) and
classification T(CLF). Therefore, the total time required to train the model can be
represented as:
T(LTR) = T(DP) + T(CLF). (4.4)
For data pre-processing, at first we considered a signal transformation step that
was carried out to convert the signals in their frequency domain. The complexity of
signal transformation step can be represented as O(xtLog(xt), where xt denotes the total
number of training data. Additionally, if yt is the total number of features, the time
complexity of the min-max feature scaling to pre-process the data can be stated as:
T(DP) = O(xt ∗ yt). (4.5)
For classification, various candidate models were implemented whereby each model
consist of its own time complexity for training. In this segment, the time complexity
of random forest T(CLFRF) is presented since it achieved the highest accuracy. In the
random forest model, if Nt denotes the number of trees, then T(CLFRF) can be written
as:
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T(CLFRF) = O(x2t ∗ yt ∗Nt). (4.6)
Therefore, the total training time required by the LiHEA model using the random
forest model may be represented as:
T(LTR) = O(xt ∗ yt) +O(x2t ∗ yt ∗Nt). (4.7)
Inference Phase
On the other hand, during the running or inference phase, the trained model is expected
to make an inference (i.e., prediction) for a newly collected set of EEG data xr in order to
determine the class label of the data in terms of the confusion state of the user. Therefore,
the time complexity T(R) to make an inference on xr data can be expressed as:
T(R) = O(xr) (4.8)
Hence, it may be concluded that, our customized random forest-based inference
model for the envisioned LiHEA framework requires linear time to make a prediction.
Therefore, it addresses the lightweight requirement of such a model required in LiHEA
while achieving a much higher prediction accuracy in contrast with the other candidate
models as described earlier.
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Table 4.1 Table representing the notations of the chapter and their respective definition.
Notation Definition
Amax Maximum accuracy
mmax Model giving maximum accuracy
dmax Dataset giving maximum accuracy
r Random seed
PH Dictionary containing hyperparameters of the model
D List of datasets
MN List of model names
VN List of validation methods
Am Model accuracy
S Subjects
ES Data of each subject
n Number of subjects
m Number of data of each subject
dtrain, dtest Train and test sets for each fold
Fsel Selectes list of features
Frank Ranking of features according to their gini impurity
AFS Accuracy of dataset containing only important features
PHT Optimal hyperparameters for model m
Aop Optimal accuracy
x Features of the dataset
y Actual classes of the dataset
ȳ Predicted classes
Nt Number of trees used in Random Forest
kn Number of nearest neighbor used in KNN
C Penalty factor used in SVM
c Number of 1D convolutional layer
ac Number of hidden layers used in CNN
δ Activation function
a Number of hidden layers used in ANN
k Number of folds in k-Fold cross-validation
D1, D2, D3, D4 Datasets 1, 2, 3, 4, respectively
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Algorithm 1: Systematic methodology for LiHEA.
Input: d (Dataset Containing EEG Signal Features and Their Respective Classes)
Output: Aop (Optimal Performance of the Model)
1 Function validateModel(d,MN,VN,PH, r):
2 if VN = “K Fold CV" then
3 Divide d into k folds as per r
4 Ftrain = (n − 1)k
5 Ftest = k
6 end
7 else
8 Divide d as per S
9 if VN = “Subject Independent" then
10 Ftrain = (n − 1)S
11 Ftest = S
12 end
13 else if VN = “Subject Specific" then
14 Ftrain = (m − 1)Es





20 Amax,mmax, dmax ← 0
21 Initialize PH, r,D,MN,VN
22 if Preprocessing required then
23 Scale D in range (r0, r1)
24 end
25 foreach d,mn, vn ∈ D,MN,VN do
26 dtrain, dtest = validateModel(d,mn, vn,PH)
27 Find Am using eq. (3.12)
28 Amax = max(Am,Amax)
29 mmax =M[Amax]
30 end
31 foreach d in D do
32 Fsel,Frank = FeatureSelection(d)
33 dtrain, dtest = validateModel(d[Fsel],mmax, vn,PH, r)
34 Find AFS using eq. (3.12)
35 Amax = max(Amax,AFS)
36 dmax = D[Amax]
37 end
38 Initialize PH for mmax
39 PHT,Aop = TuneHyperparameters(dmax,mmax,PH)
40 return Aop
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Table 4.2 Performance of K-nearest neighbors with various kn values.
kn
Accuracy (%)
D1 D2 D3 D4
3 50 66 60 67
5 58 57 58 67
7 60 61 61 62
9 57 63 58 60
Table 4.3 Overall performance of the AI models.
Algorithms
Accuracy (%)
D1 D2 D3 D4
Random Forest 61.9 80 78 73
KNN 60 66 61 67
SVM 65.9 68 65 70
ANN 52 54.9 45 41
CNN 49 48 44 40
Logistic Regression 56 62 66 60
Table 4.4 Performances of the candidate models using various validation techniques.
Algorithms
Accuracy (%)
5 Fold CV SIV SSV
Random Forest 80 75 83
KNN 66 65 58
SVM 68 63 46
ANN 54.9 55 49
CNN 48 47 45
Logistic Regression 62 62 41
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Table 4.5 Top five important features.
Feature Gini Impurity Feature Gini Impurity
Dataset 1 Dataset 2
Delta57 0.0047 Delta 0.145
Delta3 0.0038 Attention 0.1374
Theta98 0.0037 Theta 0.1337
Theta16 0.0037 Beta1 0.116
Alpha1_85 0.0036 Alpha1 0.0904
Dataset 3 Dataset 4
Theta 0.0898 Delta0 0.0616
Attention 0.0866 Theta0 0.0498
Delta 0.0852 Attention0 0.0491
Beta1 0.0716 Beta1_0 0.0422
Meditation_1 0.06 Meditation1 0.042
Table 4.6 Grid search results.
Hyperparameter Values
Maximum Depth 50
Number of Trees 57
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Fig. 4.8 FPGA implementation of the models.
4.6.5 FPGA Implementation of the Approaches.
Due to the satisfactory performance of random forest algorithm, we have analyzed the
algorithm in terms of feasibilityIn order to achieve that, we have implemented it in
Field Programmable Gate Arrays (FPGA). Fig. 4.8 shows the FPGA implementation
of Random Forest model in order to represent the circuit configuration of the model.
Initially EEG signals are collected through FPGA I/O panel where it is stored in a
data pipeline. In random forest in Fig. 4.8(a), inspired from [120], the pipeline data is
preprocessed using min-max feature scaling which is stored in another pipeline. The
data from the second pipeline is then sent to the random forest model. The model
consist of n trees, each tree having m levels containing the nodes of the tree. The
computation of each level of a tree will be done in parallel, therefore saving valuable
time which is represented by the horizontal arrows between the trees. The results of
each tree is passed in the majority voting unit where the class label is determined. The
generic computation of each level is described in Fig. 4.8(b) where multiple pipeline
register has been used for non-blocking access to the local memory. The node index
will enable tracking of the particular node in order to make the architecture behave
accordingly.The computed class label is saved in memory unit and is then transferred
to the I/O stream of FPGA from where the results can be attained by the user.
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4.7 Enabling Robust Model Training based on EEG Data
Augmentation
The results of the considered AI inference models using the four datasets revealed
that the dataset-size could be a key bottleneck for more advanced deep learning-based
algorithms. In this section, we aim to explore if data augmentation-based synthetic EEG
samples generation could train a more robust model to further boost the performance
of the considered machine as well deep learning methods.
4.7.1 Investigating DCGAN-Assisted EEG Data Augmentation
The availability of a variety of EEG data is challenging since data collection is time
consuming and requires plenty of resources. Hence, it is often difficult in some
domains to achieve a good accuracy of the models. To further investigate how a
relatively larger dataset may impact the performance of our candidate models for
LiHEA, a data augmentation framework is designed to account for a variety of data,
required to train a more robust model. In this vein, we apply a deep convolutional
generative adversarial network (DCGAN) model, which generates synthetic EEG traces
by generating representative samples of EEG signals when the size of dataset is not
sufficient.
The steps of the DCGAN algorithm used for this chapter are demonstrated in
Algorithm 2. For each class (c), the function “Generate Data" (line 1) takes in as input
the original data (s), the maximum number of iterations (I), batch size (SB), and the
number of samples to be generated (NS). The models MG and MD are constructed based
on the architecture shown in Fig. 3.2. In lines 6 − 10, for each iteration (i), NS latent
vectors (η) are generated from a Gaussian distribution that are passed to MG to generate
new EEG signals. The generated signals are combined with random samples of the
original EEG signals(Dbatch) of size SB, and the combined signals Dcombined are assigned
to the corresponding real and fake labels. Next, MD is trained using Dcombined. In the
subsequent steps, new latent vectors (ηnew) are produced, and the generator is trained
with ηnew while WD is fixed. This allows WG to be updated based on the output of MD.
LossA denotes the adversarial loss while and LossD indicates the discriminator loss, and
they are used to update WD and WG, respectively. The process continues for I iterations,
and the ultimate generated value (Dgen) for c is returned by the function.
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Algorithm 2: Proposed DCGAN Structure.
Input: s (Original Samples of EEG Signals)
Output: s′ (Newly Generated Samples of EEG Signals)
1 Function Generate Data(s, I,SB,NS):
2 Construct MG model as illustrated in fig. 3.2
3 Construct MD model (fig. 3.2)
4 start = 0
5 for i in I do
6 Generate NS samples of η
7 Dgen =MG(η)
8 Dbatch = s[start : SB]
9 Dcombined = Dbatch +Dgen
10 Add corresponding labels to Dcombined(Real or Fake)
11 Train MD using Dcombined
12 LossD =MD(Dcombined)
13 Generate random latent vectors (ηnew)
14 Make WD non-trainable
15 LossA =MD(MG(ηnew))
16 Update WG




21 Initialize I, SB, NS
22 s′ = ∅
23 foreach c ∈ C do
24 s′c = GenerateData(sc, I,SB,NS)
25 Append class label c to s′c
26 s′+ = s′c
27 end
28 return s′
4.7.2 Results and Computational Analysis of DCGAN-Enabled AI
Model
The amount of data generated by DCGAN in addition to the original EEG signals is
classified using the top three candidate algorithms for LiHEA, i.e., Random Forest,
ANN, and CNN, as depicted in Fig. 4.9. The results were computed for the dataset
D2 since that dataset demonstrated the best results in the earlier section (without data
augmentation) for the majority of the algorithms. Here, the horizontal axis represents
the percentage of newly generated signals with respect to original signals. It can be
observed that the performances of the deep learning models (ANN and CNN) are
significantly increased by approximately 20% with the increase in EEG samples. By
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increasing the training data by 400%, ANN achieved the highest accuracy. On the other
hand, for CNN, the data had to be increased by approximately 800%. When 1600%
new data was generated, the accuracy of both the algorithms started to deteriorate,
making 800% the most suitable value to generate the synthetic traces. However, the
performance of random forest slightly deteriorated with the increase in data. This result
indicates that the performance of the random forest model does not get impacted by
GAN in a significant manner. Thus, it can be concluded that with the availability of
data in a larger scale, deep learning models can be used to extract profound features
directly from a dataset with greater preciseness and less pre-processing steps. While
the incorporation of DCGAN framework increases the training complexity [121] of
LiHEA model significantly, it increases the performances of the deep learning models
(i.e., ANN and CNN) by approximately 20%. However, the performance increase of
these models still get overshadowed by the performance of an optimal random forest
model which achieved an accuracy of 90%, reported in the preceding section. Therefore,
the random forest emerges as the most viable choice to implement LiHEA in linear
time without requiring any data augmentation techniques. To summarize, the top AI
inference model (i.e., random forest), while requiring some pre-processing/manual
feature extraction, results in a much higher accuracy for both basic and DCGAN-assisted
training. On the other hand, while the deep learning models (i.e., ANN and CNN)
require no pre-processing, they are rendered with a much lower accuracy without data
augmentation, and a much improved (yet still lower than the random forest model
performance) accuracy with the DCGAN-based data augmentation approach.
4.8 Conclusion
In this chapter, we proposed the LiHEA framework to seamlessly integrate EEG
analysis with commercially available, resource-constrained EEG headbands facilitating
continuous monitoring and ultra-edge computing of brain signals. We considered a
specific use-case for EEG classification to predict confusion states of students/users
while attending online, academic video lectures. The LiHEA framework was designed
to avoid sending unnecessary raw EEG data to the cloud for computation, hence saving
precious network bandwidth and substantially reduce communication latency. We
formulated a problem for finding the most suitable AI inference model to satisfy the
lightweight property of LiHEA to be implemented in EEG headsets. In this vein, several
machine/deep learning models, namely KNN, logistic regression, SVM, random forest,
ANN, and CNN were considered for EEG classification to detect/predict confusion
status of the users. We customized the dataset in four different variants to ascertain
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Fig. 4.9 Performance of various algorithms with DCGAN augmented data.
which variant represents the EEG data more elaborately and in which AI inference
model. Random forest exhibited the highest accuracy (90%) on a dataset containing
the mean of EEG signals for a datapoint, when grid search was applied to tune the
hyper-parameters of a few selected features. This was the best performance attained by
this dataset, compared to previous studies in the literature. The most important features
were selected using the random forest feature selection method. Delta wave, attention,
and theta wave were revealed to be the three most important features for detecting
confusion. Additionally, the EEG analysis was carried out using three validation
methods, k-fold cross-validation, subject-specific validation, and subject-independent
validation. k-fold cross-validation yielded the best results for most of the algorithms
and hence, was used as the validation method for all conducted analysis.
Due to the rather small size of the available EEG dataset, we carried out further
experiments on the models to improve the performance by augmenting DCGAN-based
EEG signal augmentation and introducing more variation in the dataset. Due to the
synthetic samples, the performances of ANN and CNN, i.e., both deep learning models,
significantly improve. However, they still were unable to outperform the performance
of the initial random forest without data augmentation. Thus, the random forest is
identified as the most viable AI inference model for the LiHEA framework, and its




In the future, this proof-of-concept random forest-based LiHEA framework can be
implemented in various platforms, ranging from online courses, surgical monitoring,
continuous monitoring of post-surgical patients under rehabilitation, sleep monitoring,
and so forth, whereby brain signals analysis can be carried out effectively and promptly
with portable and affordable IoT devices. This work can be regarded as a first step for
developing logic-in-headband and smart IoT devices for carrying out edge analytics
on the EEG data, and in the future, we will also consider the complexity of signal
pre-processing and feature extraction.
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Chapter 5
Enabling Lightweight Ultra-Edge EEG
Analysis by Employing a Comparative
Study on Various AI-based Techniques
5.1 Introduction
The recently emerging applications of the Internet of Things (IoT) and wearable devices
are dramatically transforming the digital health landscape by offering continuous,
efficient, portable as well as convenient monitoring systems [8, 9]. IoT-based health
data gathering followed by cloud-based process and medical analytics have made the
users more attentive toward their health. The main concepts of these IoT technologies
usually include sending collected data through sensors that are then transferred to a
central server or cloud over the internet for further processing and analysis. The entire
process consumes precious bandwidth and adds communication delay while raising
privacy as well as security concerns [10]. However, such concerns can significantly
impact a person in biomedical applications, particularly in neurological use-cases. For
instance, in order to analyze brain signals, Electroencephalogram (EEG) has acquired
significant attention due to its cost effective, accurate representation of the signals.
Previously, various edge/fog computing approaches were proposed to reduce data
retrieval latency [11]. To facilitate a speedier and efficient data analysis method, the
computation tasks need to be migrated to even further along the network edge, i.e., at
the data generation point. Therefore, if a localized EEG analysis can be performed on
the IoT device itself, the process of data collection and analysis can be made seamless,
swift, and secure. However, this requires a lot of computational resources which poses
a burden on the traditional IoT devices (i.e., ultra-edge nodes) which are typically
resource-constrained. In this vein, we propose the concepts of a lightweight model
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incorporated with the commercially available EEG headbands that will have inferring
capability at the edge within limited resources. The EEG analytics will be carried out in
the ultra-edge node thus avoiding any interaction with remote servers and the data
will then be transferred to the edge devices such as smartphones, routers, etc.
In a traditional EEG analysis that is carried out in a cloud or edge server, the data
is first processed with the help of various signal processing techniques such as noise
and artefact elimination, signal transformation and so forth. The signals are usually
first transformed to the spectral domain for ease of computation and also for a better
representation of the data. This transformation, however, is usually very complex and
requires heavy computational resources and time. Our main goal for the ultra-edge
analysis is to reduce the computing steps towards EEG analysis as much as possible
since the devices are resource constrained. Therefore, we explored several AI-based
techniques to further reduce the complexity of the computation by eliminating some of
the signal processing steps, to make the model more lightweight while still being able to
perform robust computation. Various deep learning architectures are used now a days
to perform complex computation in classifying and forecasting, by detecting various
pattern or features in the data. However, with a deeper interpretation of the data, the
complexity of the AI-based model also increases. Thus there arises a trade-off between
better performance and simpler model. In this vein, we proposed a hybridized model,
that will be able to employ more attributes of the collected EEG signals without greatly
increasing the complexity of the model. The main concept of the hybridized approach
was to add more information to the model, for a better interpretation of the EEG signals.
In a traditional model, the signals are analysed to detect patterns for classification.
However, there are various other minor information, that are not provided in the process
such as the channel the data is coming from or the device from which the data is being
collected and so forth. It is established that the EEG data coming from different devices
might not have the same property. However, to make the model more generalized, to
be used for various devices containing different channels, it is important for the model
to be able to distinguish between them in order to provide a precise outcome. Although
there are existing deep learning based architectures which considers the signals as
3D input having timesteps and channels of the signals, the models are limited to a
particular device as the number of channels may vary from device to device. Thus
in our hybrid model, we considered all such scenarios to make the EEG analysis on
ultra-edge more universal and robust while not drastically increasing the complexity
of the model in the process. Our proposed model was compared with several other
AI-based classification algorithms to evaluate the performance. We considered the
use-case of a motor imagery dataset where the participants were asked to think of four
words, which are ‘right’,‘left’,‘forward’ and ‘back’. The individual words were repeated
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for 30 trials for each participant, and their corresponding EEG signals were recorded
using a BioSemi ActiveTwoTM having 64 channels. This use-case was used, as it is an
important indicator of how the EEG signals change with words. Therefore in the future,
the experimentations can be carried out for more words to expand the relevance of the
Logic-in-Sensor device such as a communication device for the speech impaired people
within reasonable cost and efficiency.
In this chapter, we aim to conduct brainwave signal capturing and analysis directly
on IoT and wearable devices, such as EEG-headsets/headbands. Due to their resource
constraints, we proposed a deep learning based hybrid approach which will be able
to detect patterns of an EEG signal with greater precision and less computational
complexity. In the rest of the chapter, we have further discussed the gap in literature,
the problem that is being addressed and our hybrid technique as a solution.
5.2 Related Work
Various machine learning and deep learning architectures have been used in the
literature to analyse EEG data. However, most of these models only make their decision
solely based on the EEG signals and no other relevant aspects of the signals. In this
section, we present some of the research works that employs various feature extraction
and state-of-the art machine learning and deep learning techniques to analyse EEG
data.
The study in [122] proposed a deep evolutionary approach to extract features and
classify the collected EEG signals. The model was applied on three use-cases to detect
mental state, emotional state and digits where the features of the EEG signals were first
extracted using Immune Clonal Algorithm and they claimed that the lightweight model
can analyze the signals within 10% of the other deep learning models’ time, with a slight
trade-off in accuracy. In [123], discrete wavelet transform was first performed to extract
the features followed by classification using Multilayer Perceptron. They achieved
an accuracy of 93% using their model to classify between three emotions which are-
happy, neutral and sad. Lawhern et al. proposed a compact model in [124], which
employs depthwise and separable convolutions to classify the EEG signals. The study
performed both cross-subject and within subject classification and their model was able
to perform comparatively higher than other models such as Deep ConvNet and Shallow
ConvNet for multiple datasets. In [125], an universal GRU-based model was proposed
which employs 1D as well as 2D convolutions to extract features followed by a GRU
layer, which was added due to the time series property of the EEG signals. The model
was implemented using multiple dataset was validated using five datasets namely
- SEED: Emotion Detection, MindBigData BMNIST: Digit Recognition, ThoughtViz:
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Object Recognition, Sensory Motor Recognition: Task Identification and Feedback
Error Related Negativity: Error Detection and it was able to perform better than CNN,
EEGNet [124] and autoencoder-based models. Lastly, in [126], the EEG signals were
preprocessed using principal component analysis (PCA), which was passed to stacked
autoencoders to perform an emotion recognition classification. They achieved an
accuracy of 54% using their proposed method while all the channels of the DEAP
dataset were incorporated.
Apart from that, various types of hybrid models are being used to perform classi-
fication on the EEG data. In the next part of the section, we present various types of
hybrid model that were presented in the literature to classify EEG signals. In [127], the
author divided the EEG signal into smaller time windows. A spatial filtering was then
performed in the smaller time windows using the one-versus rest filter bank common
spatial pattern algorithm the results of which were passed to separate convolutional
layer. The features of the different convolutional layers were concatenated and passed to
the LSTM layer, for performing classification. The hybrid model performed significantly
higher than existing models in the BCI competition dataset. A transfer learning-based
deep neural network architecture was proposed by the same author in [128], where,
the extracted features were concatenated and passed to two different layers - a CNN
layer and an LSTM layer, the outputs of which were then passed to the fully connected
layer. The same BCI competition dataset was used to evaluate the model and the
model gave a good performance for multiple subjects in the dataset. Additionally,
Budak et al. [129], in his paper, employed another hybrid architecture, which employs
three types of feature extraction procedures in the EEG signals itself as well as the
EEG spectrogram images. The extracted features are then sent tto three separate
bi-directional LSTM model where the class label is selected based on majority vote. The
model was able to achieve state-of-the-art accuracy for the MIT-BIH Polysomnographic
database having an accuracy of 94.31%. In [130], a hybrid model was proposed which
consist of a data augmentation unit utilizing the Generative Adversarial Network
(GAN) and a deep learning fully connected layer model to classify the original and
augmented EEG signals. The hybrid model obtained an accuracy of 98.4% accuracy
which was slightly higher than the existing literature. Apart from hybrid architectures
used in EEG data, there are other interesting hybrid models being incorporated in
other domains. For instance, in [131], a unique hybrid architecture was proposed to
detect false reading attacks using general multi-data-source deep hybrid learning-based
model. Based on various correlations of the data, a CNN and GRU based model was
constructed to extract features from the net meter reading. The extracted features were
then concatenated with other features such as temperature and irradiance which was
then passed to another block of GRU layers. Finally, the output of the second block was
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concatenated with more features from the dataset and passed to the fully connected
layer for robust classification. Various types of features were provided to the model at
different stage, which contributed towards the robustness of the hybrid deep-learning
model. Additionally, in [132], the audio and visual network were both used to construct
two different CNN models containing 1D and 3D convolutional layers, respectively, for
a audio-visual emotion recognition model. The extracted features from the CNN models
were then passed to a deep belief network for emotion recognition. Lastly, Jaouedi et al.,
proposed a hybrid model in [133] that focused on various feature extraction techniques
to track the motion of a person. The extracted features are then separately passed to
GRU network to classify the action of a person due to the data being sequential. They
claimed to have achieved a good performance with their proposed hybrid model.
5.3 Problem Statement
The traditional EEG data collection process involves collecting the data in the time
domain and applying various signal processing techniques to decompose them into
frequency components such as alpha, beta, gamma, theta, delta, to analyze the signals
in terms of their spectral characteristics. These techniques are used as the EEG signals
are non-stationary and non-deterministic making the time domain analysis difficult.
Some of the more popular signal processing techniques include Fourier Transform,
Wavelet Decomposition, Gabor Transform etc. Among them, the Fourier Transform is
considered as the most common approach to transform between frequency as well as
time domain as it is time-shift invariant. The fourier S(ω) of a signal s(t) in time domain












On the other hand, another very popular method of processing the signals is wavelet
transform which was established as a comparatively better technique to represent
the spectral characteristics of the EEG signals in [134]. The main concept of wavelet
decomposition is to transform the signals into wavelets which are temporary oscillating
function which can be both presented in frequency and time domain. The transformation
can be both continuous (CWT) and discrete (DWT). In a CWT, the signals of the mother
wavelets, ϕ(t) are translated and scaled to ϕi, j(t) as shown in eq. (5.3), where i and j are
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the scale and translation parameters. On the other hand, for DWT, the parameters x








ϕx,y(t) = 2−x/2ω(2−xt − y) (5.4)
However, this consumes a significant amount of time, which can be expensive for an
ultra-edge IoT device, since the time complexity of the models will increase exponentially
with greater number of inputs. There are various types of Fourier Transformations
such as Fast Fourier Transformation (FFT) which computes the signals in a faster
time. The complexity of a FFT can be represented as O(nLog(n)) which greatly reduces
the computational time of the signals. However, with increasing number of data,
the complexity will still increase in a decreasing rate, adding some complexity to
the model. Additionally, the time complexity of a DWT can be represented as O(n),
which is slightly lower than FFT, however, will still increase with greater number
of data. Hence, analysing the signals in polynomial time becomes difficult. It also
becomes challenging for the ultra-edge IoT EEG headbands to make an inference
in their limited capacity. Thus, it is important to keep the signal processing steps
minimal. The AI-based techniques specially deep learning is proven to have the ability
to extract various features from a raw data i.e EEG signals in their time domain with
very minimal preprocessing in various scenarios. Therefore, in the next section, we
explored various AI-based techniques to perform classification accurately, leaving out
the signal processing steps.
5.4 Preliminaries
5.4.1 Traditional AI-based techniques
Various AI-based approaches are implemented in order to evaluate their performance
in the time domain EEG signals. This includes, K-Nearest Neighbors (KNN), Random
Forest, Artificial Neural Network(ANN) and Convolutional Neural Network(CNN).
These methods have been claimed as effective models for evaluating EEG signals in the
literature. The KNN is a lazy learning-based algorithm that determines the class label
based on the majority class label of its kn neighbours. Additionally, the random forest is
an ensemble classifier technique, that predicts the class labels based on the majority
output of multiple decision trees. ANN is a deep learning technique that employs
multiple fully connected layers which are able to make complex decisions of computing
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Fig. 5.1 The architecture of our proposed hybrid model vs. traditional AI-based
algorithms.
layers and an output layer. Another 1D-convolutional model was also implemented as
these models are able to find out trends or patterns in a dataset by extracting meaningful
features. The convolutional layers are followed by a set of hidden layers for a robust
computation. For both models, the output layer consists of neurons equal to the number
of classes, nL. Lastly, a combined CNN and Long Short-Term Memory (LSTM) model
was also implemented, which had similar architecture as the CNN, and the features
extracted from the CNN will be provided as an input to the LSTM model having l
LSTM layers and u units in each layer. Since the LSTM is a recurrent neural network, it
is proven to perform better for various time-series datasets. Therefore the combined
CNN and LSTM model was also included in our systematic investigation.
The algorithms are able to perform well while analysing various types of EEG
signals. However, they compute the class labels solely based on the EEG signals. The
EEG of a person can vary based on various aspects such as the type of device used to
collect the signal, the channels of the signal, the physical attributes of a person and
so forth. These attributes are usually not included in the EEG analysis, since they do
not hold any meaning on their own. However, if these features are combined with
the EEG signals for the models, it is believed to achieve an even greater performance
with the extra information. In this vein, we constructed a deep learning-based hybrid
framework, which will be able to employ several features in addition to the EEG signals
to perform classification. In the next section, we describe our proposed hybrid model
along with its architecture.
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5.4.2 A Deep Learning-based Hybrid Framework
We proposed a hybrid model by considering two types of input collected from the EEG
sensors, the EEG signals and the channels of the signals. Since the convolutional layers
are able to detect patterns in the EEG signals meticulously, the signals are first passed
through the convolutional layers to extract crucial features and patterns of the signal.
The EEG signals might vary from device to device, thus it is also important for the
model to know the type of device being used and the specific channels of the signals
while computing. In this vein, we considered those attributes of the signals as well in
our computation, so that the model can be more generalizable. The EEG signals and
the device and channel information were considered as two different inputs because,
the device and channel information does not contain any patterns by itself. Thus the
convolutional layers will not be able to extract any meaningful features/patterns from
the input, making the model unnecessarily complex. In order to implement the model
on the ultra-edge to satisfy our objective, we need to make the classification model
precise and lightweight. Therefore, they were not added in the convolutional layers.
On the other hand, the channel and device information, coupled with the extracted
features of the EEG signals can be meaningful for the fully connected layers as the
layers will have more information for their complex computation.
Our proposed hybrid model consist of b convolutional blocks each having c convo-
lutional layers, followed by a batch normalization, a max pooling and a dropout layer.
For each convolutional layer, the value of number of filters was increased in a geometric
sequence such that if the first CNN layer has γ filters, the second will have 2γ, third
will have 4γ and so forth. The number of kernels were increased at every layer so that
the convolutional layer can extract more meaningful features from the feature maps of
the signals. On the other hand, the number of filters were decreased in an arithmetic
sequence - δ, δ − 1, δ − 2, · · · , δ − n. As an activation function for the convolutional layer,
αwas used. Once the features were extracted from the bth convolutional block, the three
dimensional feature maps were then flattened to make it two dimensions, so that it
matches with the other inputs of the model. The channel and device inputs were then
all concatenated with the extracted feature maps. This is a crucial step as the essence
of hybridizaion lies in this step. The hybrid input is then passed to the Basic Neural
Network (BNN) containing fully connected layers where robust computation is done
on the data. The number of fully connected layers used was f and at each layer, the
number of neurons was varied in the geometric sequence - σ, σ/2, σ/4, · · · , σ/2m. θ was
used as the optimizer of the hybrid model with a learning rate of Γ.
The algorithm of the hybrid architecture is represented in algorithm 3. The algorithm
takes the EEG signals, Xs, channel information, Xch and device information, Xd as input.
The hyperparameters described above are initialized at first. Then the data is split
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Algorithm 3: Algorithm of the proposed hybrid model
Input : Xs, Xch, Xd, y
Output :∂ (Performance of the Model)
1 Function createHybridModel(α,nL,nsamples):
2 Initialize n, γ,δ
3 MCNN = n Convnet blocks with nsamples (Fig. 5.1)
4 XCNN = Extract features from MCNN
5 X = concatenate(XCNN, tensor(Xch), tensor(Xd)
6 Initialize m
7 Mbnn = m BNN blocks with input X (Fig. 5.1)
8 Mhybrid = add output layer with nL neurons
9 return Mhybrid
10 Initialize bs, e, α, θ, Γ,nL
11 nsamples = Number of features in Xs
12 Initialize kFold for k in kFold do
13 Split Xs, Xch, Xd, y into train and test set
14 M = createHybridModel(α,nlabel,nsamples)
15 Compile M with θ,Γ
16 Mtrained = Train M on train sets of Xs, Xch, Xd with bs, e
17 ∂k = Evaluate Mtrained on test sets of Xs, Xch, Xd
18 end
19 ∂ = mean(∂k)
into k folds for cross validation purposes and the hybrid model is created by calling
the createHybridModel function. The nsamples represents the number of features which
is required as an input shape for the convnet blocks and nL are the number of class
labels which is required to determine the output labels. kFold contains the set of folds
created for the purpose of k-fold cross validation. In the createHybridModel function,
the convnet blocks are then created, and the features from the nth blocks are extracted
and concatenated with the tensors of Xch and Xd. The concatenated output is passed to
the basic neural network blocks (BNN) and lastly an output layer with nlabels to create
the hybrid model, Mhybrid. Once the model is created, it is compiled with the stated θ
with learning rate of Γ and trained on the train sets of the input with batch size bs for e
epochs. The trained model is then evaluated using the test set of the inputs.
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5.5 Complexity Analysis of the proposed hybrid architec-
ture
5.5.1 Training Phase
In order to implement the hybrid framework, at first we need to account for the
preprocessing steps that are required for classification. In this particular use-case, we
performed EEG signal downsampling and PCA, before inputting to the hybrid model.
The complexity of the downsampling have a bounded complexity of O(nLog(n) where
n is the number of samples and PCA has a time complexity of O(m2n +m3) where m is
the number of features and n is the number of data points. Therefore, the total time
required in the preprocessing step can be represented as follows:
T(P) = O(nLog(n) +O(m2n +m3) (5.5)
The proposed hybrid model can be divided into two parts which are the Convnet
block and the basic neural network block as seen in Fig. 5.1. The complexity of the
overall model can therefore be represented as eq. (5.6) where O(CNN) represents the
time consumed in the CNN architecture and O(BNN) is the time complexity of the basic
neural network or fully connected layers.
T(hybrid) = T(CNN) + T(BNN) (5.6)
The complexity of the Convnet block is represented in eq. (5.7) where n is the number
of filters, k is the size of kernel, l is the length of input, d is the depth dimension and f is




ki × li × di × fi) (5.7)
Additionally, the concatenation of the feature maps with the new input tensors
require a time of O(1). On the other hand, for the fully connected layer, the time
complexity can be determined based on eq. (5.8) where m is the number of hidden
layers, W is the weight of each node, nx is the number of training data and β is the bias.
Since the gradient descent runs for ng iterations, the complexity of the backpropagation
technique is multiplied by ng.
T(BNN) = O(ng ×
m∑
i=1
nxi ×Wi + βi) (5.8)
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Thus the overall complexity of the hybrid model can be computed by adding the




ki × li × di × fi) +O(ng ×
m∑
i=1
nxi ×Wi + βi) (5.9)
5.5.2 Inference Phase
To make an inference, the trained model is expected to only explore the feed forward
part of the neural network, avoiding the iterations of the gradient descent. Thus for a




xri ×Wi + βi) (5.10)
5.6 Dataset Preparation
To evaluate the performance of the AI models, we consider the use-case of motor imagery
EEG data analytics collected using a 64-channel Biosemi ActiveTwoTM system [135].
This dataset was chosen as it contained the raw EEG signals of the subjects, which
was relevant for our stated problem. There were 10 participants in the experiment.
The participants were asked to think about 4 words: ‘Right’, ‘Left’, ‘Forward’, and
‘Back’ and their corresponding EEG signals were recorded. These four labels were
chosen for the experimentation as they can greatly influence how the smart devices
are controlled. This is also an indicator of how the EEG signals changes with various
words. The dataset contains 2560 EEG records of the brain signals from the four words
of ten participants over 64 channels, having a sampling rate of 2048 samples per second,
and a data frequency content of 0-409 Hz. Each signal contained 30 trials of an activity
(eg. ‘right’). Therefore the raw input of the EEG signals were available in bioSemi
data format (.bdf) files which were read using the pyedflib library in python. The
data contained approximately 2 - 6 hundred thousand time points for each of the
signals. Since the number of time points varied for the signals, the signals were all
downsampled to the minimum number of features available, which in this case was
around 2.9 hundred thousand time points or columns using the signal module of scipy
library. An example of the downsampling of an EEG signals has been depicted in
Fig. 5.2, which initially consisted of 3.3 hundred thousand features. It can be seen that
the signals are slightly shifted towards left in the downsampled version represented




Fig. 5.2 Figure representing downsampling of an EEG signal
Since, there was a vast amount of time steps in this dataset, it required huge
computational resources and time for performing the classification. In order to avoid
this issue and restore the signals, the dimension of the signals was reduced using
Principal Component Analysis (PCA). It is very commonly used in analysing EEG
signals in various studies in the literature [136, 137]. The PCA converts the correlated
signals to linearly uncorrelated principal components which are orthogonal variables.
The first principal component always contains the maximum variance of the dataset.
PCA aims to construct a set of features that is able to depict the maximum variance
of the dataset using minimum number of principal components. For computing the
principal components, at first, the covariance matrix, C of the dataset, X is calculated
using C = XXT which is then decomposed using Eigenvalue decomposition. Then the
variance of data captured by the PCA can be represented as a percentage of the dataset
as stated in eq. (5.11) where λ is the eigenvalue of the principal component. Thus most
of the EEG signals can be restored within a very few features. In our case, we reduced







This dataset was employed in [135] to compute the EEG signals within a subject. At
first the signals were transformed to Gabor coefficient, which were broken down for
the 30 trials of an individual where 29 trials were considered in the training set and
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the leftover one was used as test set. This was repeated for all the 10 participants and
the accuracy of the participants were averaged to compute the overall accuracy of the
model. They achieved an accuracy of around 96% when they considered an epoch of 1s
and around 94% when the epoch was 312ms.
5.7 Performance Evaluation
In this section, performance of the AI models discussed in Sec. 5.4 on the motor imagery
dataset are presented. The results were validated using k-fold cross validation where
the value of k was considered as 5.
Since the Random Forest algorithm and the deep learning algorithms such as CNN
has several hyperparameters, a hyperparameter tuning was performed in order to attain
a robust performance of the models. As a part of tuning the hyperparameters of random
forest, the depth of the tree was altered from 20 to 80 with an arithmetic progression of
20, along with the number of trees, which were altered between 100 and 500 with the
nth number being (n − 1)th + 100. To tune the hyperparameters of our proposed hybrid
model, at first the optimizer and the activation function values were altered to find a
suitable combination. The activation function used in the tuning were, exponential,
ReLU, Sigmoid, Softplus, Softsign, Tanh, SELU, and ELU. Additionally, the optimizers
were altered between SGD, RMSprop, Adam, Adadelta, Adagrad, Adamax and Nadam.
The optimizer and activation function that gave the highest accuracy was considered
for further experimentation. Once the optimizer and activation function combination
was found, the learning rate of the optimizer was altered for that combination to make
the model more precise. The learning rate was altered from 1 to 10−4 in a geometric
sequence where nth member of the sequence is (n − 1)th/10. The performance of a deep
learning model is greatly dependent upon the learning rate as it helps to find the local
minima in gradient descent. In order to perform a unbiased comparison of the deep
learning models with our proposed hybrid approach, the architecture of the CNN used
in the hybrid model was kept the same as the individual CNN as well as the combined
CNN & LSTM model.
Fig. 5.3 presents the hyperparameter tuning results of the random forest model. It
can be seen that with increasing number of trees, the accuracy of the models increased,
however, it altered slightly with various depth of the tree values. For a tree depth of 20
and number of trees as 500, the model achieved the highest accuracy of approximately
95.8%. On the other hand, table 5.1 represents the results of activation function and
optimizer tuning of the hybrid model. The optimizer Adagrad and Nadam performed
well for most of the activation functions and the activation function ReLU, SELU and
ELU performed well for most of the optimizers. Since the model with activation
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Fig. 5.3 Accuracy of random forest with various number of trees and maximum depth.
The maximum depth of the tree was considered as 20,40,60,80.
function of ’ReLU’ and an optimizer of ’Adamax’ performed the best among all the
other models, this combination was considered for our final hybrid model. Additionally,
with the selected parameters, the learning rate was altered as shown in Fig. 5.4. The
rates 0.1, 10−2, & 10−3 performed better than the rest with 10−3 being the best. This
means that the gradient descent algorithm was able to find the optimal set of weights
with a learning rate of 10−3. Therefore for the deep learning models, α = ReLU, theta =
Adagrad and Γ = 10−3 was used. After finding the optimal hyperparameters, 5 fold
cross validation was applied in the models to make the model more robust.
The cross validated results of the discussed algorithms are presented in Fig. 5.5. For
KNN, the value of kn was considered as 5. In the combined CNN and LSTM model, one
LSTM layer was added with u = 200. For our proposed hybrid approach, in the CNN
architecture, b was taken as 4, the γ value was taken as 25 and the δ was considered
as 4. In the basic neural network block of the hybrid model, f was 2 and σ was 64.
As mentioned earlier, the same architecture without the input concatenation part was
used in the CNN algorithm. Additionally, since in our dataset, the signals were all
collected from the same device, the device value was not considered individually,
however, the channels with the EEG signals. A bs of 4 and e = 500 was taken for all the
experimentation. It can be seen than our proposed hybrid model, random forest and
CNN has performed comparatively better among all the algorithms. The hybrid model
performed better compared to the individual CNN using the additional information as
the model can make a decision based on the channel and the device the data is coming
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Table 5.1 Hyperparameter tuning of the proposed hybrid model with various activation
functions and optimizers.
Accuracy (%)
Activation FunctionOptimizer Exponential ReLU Sigmoid Softplus Softsign Tanh Selu Elu
SGD 24.48 94.80 44.41 89.07 89.20 89.07 92.71 93.36
RMSprop 24.48 90.63 84.90 80.21 90.37 88.16 92.06 92.71
Adam 24.48 91.54 88.68 90.63 86.85 91.54 89.98 93.23
Adadelta 24.48 90.37 36.98 76.96 86.85 87.37 90.5 91.28
Adagrad 24.48 95.97 78.26 88.42 90.89 89.72 93.36 94.93
Adamax 24.48 24.48 24.48 24.48 24.48 24.48 24.48 24.48
Nadam 24.48 92.84 93.23 91.02 89.72 92.32 92.06 88.94



















Fig. 5.4 Hyperparameter tuning of the proposed hybrid model with various learning
rates.
from. Therefore, the model can find particular trends for an individual channel’s signal
and hence improve the performance of the model. It can also be noticed that when the
LSTM layers are added to the CNN model, the performance of the model deteriorates.
The confusion matrix of the three best performing approaches are presented in Figs. 5.6,
5.7 & 5.8. The hybrid model has been able to compute the class labels almost accurately
for all four classes and random forest and CNN had a similar performance, in terms of
detecting the class labels. Our hybrid model classification accuracy also surpassed the
highest performance in the existing literature of 96% which was computed using Gabor




























Fig. 5.5 Overall performance of the AI-based models with 5 Fold cross validation.
the EEG signals to give a remarkable performance for classifying the EEG signals in
their time domain.
The time and memory consumption of the two best performing models were also
analysed to check the compatibility of the model in an ultra-edge IoT node. These two
properties can be considered as crucial indicator while determining the lightweight
condition of the AI models, as it is important to deploy a model that will consume
lower memory and time while operating so that it is not computationally expensive.
The percentage of memory was computed based on how much memory is required
to make an inference with respect to the total available memory of the device. The
computation was performed in a base device which had an Intel Core i7, 3.00 GHz
central processing unit (CPU), 16GB random access memory (RAM), powered by
NVIDIA RTX 2060 graphics processing unit (GPU). The model was also tested in other
IoT devices like Raspberry Pi 3 (Quad-core Cortex-A53 @ 1.4GHz and 1GB RAM),
Raspberry Pi 4 (Quad-core Cortex-A72 @ 1.5GHz and and 2GB RAM) and NVIDIA
Jetson Nano (Quad-core ARM Cortex-A57 @ 1.43GHz and 4GB RAM) to support our
proof-of-concept. The analysis was performed including all the preprocessing steps such
as downsampling and PCA, as well as inference of the EEG signals. Fig. 5.10 represents
the time consumed by the random forest and the proposed hybrid model to make an
inference. The random forest is taking around 1.5s with the lowest configuration device
which is the Raspberry Pi 3 whereas for the hybrid model the inference time is about
4.5s for the same scenario. Additionally, in terms of memory consumption, as shown in
Fig. 5.9, the random forest is taking slightly lower memory than the hybrid approach.
Therefore, while the performance of hybrid model is the state of the art accuracy for
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Fig. 5.6 Confusion matrix representing the performance of the proposed hybrid model
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Fig. 5.7 Confusion matrix representing the performance of the random forest
this use-case, it is computationally more expensive than a random forest model. In
order to implement a lightweight inference model in our ultra-edge, Random Forest is
the more viable choice as it is still providing a decent performance in terms of accuracy
while making an inference in a relatively lower time.
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Fig. 5.8 Confusion matrix representing the performance of the individual CNN model































Random Forest Proposed Hybrid Approach
Fig. 5.9 Numeric analysis of memory consumption of two best performing algorithms
on various ultra-edge devices.
5.8 Conclusion
A typical EEG analysis is usually done using a series of steps starting from signal
collection to processing and transformation to classification. The signal transformation
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Random Forest Proposed Hybrid Approach
Fig. 5.10 Numeric analysis of inference time of two best performing algorithms on
various ultra-edge devices.
steps are carried out to get some extra information about the EEG signals while reducing
the dimension of the signals. However, this particular step takes an exponential time
to execute i.e with increasing number of data, the complexity of the model increases
exponentially. Thus we tried to employ the EEG signals in their time domain or raw
EEG signals to carry out the EEG analysis, hence, eliminating this transformation step.
In this chapter, we proposed a novel deep learning-based hybrid algorithm which was
able to analyse the EEG signals directly collected from the sensors with a promising
accuracy. We used the use-case of a motor imagery data that contained EEG records
of 10 participants for the four classes collected over 64 channels. In our designed
hybrid AI model, we considered additional information such as the channels of the
EEG signals in addition to the EEG signal recording device information to make the
AI model more generalizable and provide the model with some extra information in
addition. However, to reduce the computational load of the model, we concatenated
the additional channel and device information to the EEG signal features while passing
them to the fully connected layer. This was done so that the convolutional layers can
extract the patterns in the signals individually and the fully connected layers where
complex computations are performed, also gets more information other than just the
signals as input. After a computational complexity analysis was done, it was found that
the proposed hybrid model is able to make an inference in polynomial time. However,
the inferencing overhead is slightly higher than that of random forest, which gives the
second best performance. Therefore, to make the model lightweight, random forest can
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be used with a slight trade-off in accuracy rather than the hybrid model which gives
state-of-the-art performance. Thus, the proposed logic in headbands based EEG analysis
avoids sending unnecessary raw EEG data to the centralized cloud for computation




In this dissertation, the concept of lightweight ultra-edge EEG analytics model fused
with AI logic has been proposed. Based on the previous works about EEG analysis,
there was a need of a proactive technique that will be able to analyze EEG data efficiently
and within a short period of time, requiring minimal resources. Therefore, the idea of
the proposed model is to conduct EEG analysis instantaneously on the ultra-edge by
coupling commercially available EEG headbands with optimized machine learning
models to conduct a precise inference on the device itself instead of sending the data
to a remote server. We made an assumption that the ultra-edge EEG analysis devices
will have the same configuration as the standard IoT devices. In a conventional EEG
analysis methodology, there are a series of steps that is carried out to ensure an accurate
analysis. However, the steps bring complexity along with its advantages which makes
the AI model computationally heavy. In order to incorporate the model in the ultra-
edge IoT nodes, we need to ensure a lightweight classification model is used. The
traditional classification methods such as matrix and tensor based classifiers as well
as adaptive classifiers have some disadvantages while it comes to computation of the
EEG signals which makes it difficult to be integrated with our proposal. In this vein,
we explored various AI-based classification techniques to reduce the complexity of the
models. Several machine learning algorithms were systematically explored to evaluate
the efficacy of the algorithms in the proposed concept. At first we tried to select a
lightweight classification model for the EEG analysis. We used an use-case of confusion
detection and after a systematic analysis, Random Forest was voted as the most efficient
model in terms of performance and computational overheads. Next we tried to reduce
the complexity of our proposed system further by directly classifying the raw EEG
signals, thus reducing some preprocessing steps. We proposed a deep learning based
hybrid model to enable classification of the raw EEG data directly and the model was
able to achieve a notable performance.
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This paradigm shift toward ultra-edge computing saves precious network bandwidth
and communication time with the far away cloud servers. The AI-based algorithms are
established as a efficacious technique to construct an architecture that will be able to
perform EEG analysis on the ultra-edge in a rational time with considerably reasonable
accuracy. Thus any brain abnormalities and activities can be detected in a simplistic
manner more conveniently. Our proof-of-concept model aims at encouraging the sensor
foundries to integrate AI logic with wearable sensors. If this type of AI models are
directly combined with the sensors, the localized EEG analysis can be conducted on the
ultra-edge devices more practically. Additionally it will be cost effective and scalable
since this requires lower bandwidth and computational resources. In this thesis, we
have only investigated the concepts of logic in headbands using two use-cases. There
are several advantage of conducting the analysis on the ultra-edge. Since the data is
not required to be sent to another node, the privacy and security of the collected data
can also be restored in addition to a speedy analysis. Integrating the model with the
sensors will make it easily within the reach of the people, thus people will be able to
use the EEG devices beyond hospital settings to keep track of various neural activities.
These AI-based models can be deployed on various platforms for a plethora of tasks,
which may range from smart device control, words prediction for the speech impaired
people, assessing concentration level while taking part in online courses, continuous
and non-intrusive monitoring of post-surgical patients while rehabilitating at home,
non-intrusive sleep monitoring, etc. This system can therefore be considered as a
stepping stone to extend the horizons of smart health industry towards the ultra-edge.
6.0.1 Limitations and Future Work
In our proposed ultra-edge EEG analysis study, there were a few limitations. First
of all, the study was performed using offline data, and hence the performance of the
models for real time analysis have not been tested. Additionally, since the data was
collected from different sources, it is difficult to ensure that there is no biasness in the
EEG signal collection process. Furthermore, in this dissertation, we only focused on the
EEG signal analysis part of the ultra-edge system, however, the security and privacy
concerns were not scrutinized. Lastly, the data storage part has not also been studied
in our thesis, as we focused on providing an inferred decision to the user in a small
amount of time. The EEG signal data storage in the ultra-edge device system can be
studied in the future, if there is a necessity for storing the raw EEG data for future use.
Furthermore, the security and privacy aspects of the ultra-edge EEG analysis system
can be studied in depth to ensure the data is securely used and stored in the IoT device.
Also, the complexity of the models can be reduced even further in the future while
keeping the performance steady to enable a more efficient ultra-edge analysis.
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