This paper constructs a number of possible core measures of annual inflation using Singular Spectrum Analysis (SSA). Annual inflation is decomposed into its trend, oscillating and noise components in order to develop an understanding of the trend and cyclicality in South African headline inflation. Five cyclical components are identified with differing amplitude and frequency. The trend and cyclical components of inflation are found to be a good approximation of core inflation, the inertial part of inflation. These core measures are compared to other candidate core measures based on the properties of a good core inflation measure. Generally, the SSA measures outperform commonly use measures of core inflation.
Introduction
Core inflation has become a topic of interest in South Africa (Blignaut et al, 2009; Rangasamy, 2009) as policymakers attempt to react to the underlying trend in inflation rather than the transitory noise. Clark (2001) argues that policymakers and analysts have reached consensus on the defining properties of a good measure of core inflation. First and foremost this measure should track the components of inflation that persist for several years; this point in exposited in Blinder (1997) and Bryan and Cecchetti (1994) . Basic measures such as a 36-month moving average inflation rate or a Hodrick-Presscott (HP) filtered inflation rate have formed part of defining the underlying trend in this context with mixed success. Second, a core measure should provide as much information of this trend given each month's Consumer Price Inflation (CPI) data. An example of this type of core measure is the trimmed mean measure calculated in Blignaut et al. (2009) and the persistence and CPI weighted measure in Rangasamy (2009) . Third, a core inflation measure should help predict future headline inflation. Fourth, core inflation should track headline inflation with no clear bias and be less volatile. Fifth, a core measure of inflation should be as simple as possible; if this measure is used for policy it should be understood readily by the public. Finally, Bryan and Cecchetti (1994) (as well as Wynne (1997 Wynne ( , 1999 ) argue that core inflation should exclude changes in the relative prices of goods and services. This final point is linked to the idea of core inflation as a monetary phenomenon such that an underlying trend of inflation should not take account of changes in the relative demand or supply of an item but rather a change in monetary policy.
1
Another important dimension of core inflation as identified by Cecchetti (1997) is the reduction of noise 1 . Noise is inherent due to "seasonal patterns, broad-based resource shocks, exchange-rate changes, changes in indirect taxes, and asynchronous price adjustment". Through the application of Singular Spectrum Analysis (SSA), the high-frequency component of headline CPI is removed and therefore most of this noise.
With the introduction of inflation targeting in South Africa in 2000, the central bank initially targeted CPIX (CPI excluding mortgage costs) in metropolitan and other urban areas. This decision was made due to the desire to exclude the direct impact of a change in the repurchase rate on inflation (through mortgage costs) and to provide a readily understood measure for the public (van der Merwe, 2004) . More recently, the target variable shifted to headline CPI as methodological changes in the construction of the CPI changed how housing costs were calculated. Despite the focus of monetary policy on headline inflation as a target variable, a comprehensive understanding of core inflation shouldn't be understated. As recently as the July 2011 Monetary Policy Committee meeting, the South African Reserve Bank took cognisance of the forecasts of core inflation and the possibility of second round effects on underlying inflation to help determine the stance of monetary policy (Marcus, 2011) .
We deviate from the current South African literature by explicitly defining the different recurrent oscillations (both periodic and quasi-periodic) in inflation through SSA, providing possible core measures which take into account the duration of its cyclical components. Cycles of between 8 and 65 months are indentified, allowing the policymaker to determine what is appropriately defined as a core inflation measure. The cyclical components have varying amplitudes over the period studied and we find, similarly to . Gupta and Uwilingiye (2009) , that inflation volatility has increased since the inflation targeting period (at least in the long-run cyclical components). The core measures identified using SSA are compared to other possible core inflation measures identified in the literature; such as a trimmed mean inflation rate and a persistence augmented core measure (calculated in Rangasamy (2009)), as well as to popular measures such as exclusion based measures (headline CPI excluding food) 2 , a moving average core measure and a HP-filtered core measure. This paper proceeds as follows: Section two introduces SSA as a means to decompose South Africa's annual inflation. Section three discusses the data. Section four summarises results as well as compares the core measures calculated using SSA with alternative measures of core inflation, such as trimmed-mean inflation measures, headline CPI excluding food, HP filtered inflation and moving averages. Section five discusses caveats and possible future research and section six concludes.
Methodology
SSA is a non-parametric method used to decompose a time series variable into its trend, oscillatory (whether periodic or quasi-periodic) and noise components in order to, among other things, reduce the noise in a series, identify seasonality, provide alternative forecasts (to model-based procedures) and to understand the underlying structure of a series (Golyandina et al., 2001) . Only recently has this technique been introduced to economic variables (see Hassani et al., 2007) . SSA involves four distinct steps, namely embedding, decomposition, grouping and reconstruction. SSA can be seen as an alternative to wavelet analysis.
Step 1: Embedding Step
Following Golyandia et al. (2001) , assume a time series variable F = (f 0 , ..., f N −1 ) of length N . This can be decomposed into L,an integer representing the only parameter in the estimation process and called the "window length". The window length should be chosen taking into account the properties of the initial series as well as the purpose of the analysis. This forms an LxK matrix, where
X has the following form:
X is a Hankel matrix since all elements along the anti-diagonals are constant and equal. The window length should be chosen such that 2 6 L 6 N 2 . When the series contains some form of periodicity, the window length should also be a multiple of this value.
Step 2: Singular Value Decomposition (SVD) applied to The trajectory matrix is post-multiplied by its transpose to provide a matrix for the Singular Value Decomposition (SVD) step, such that we compute a matrix s = XX 0 . In this step we compute the eigenvalues and eigenvectors of matrix S such that S = P ∧ P . Therefore,
is the diagonal matrix of eigenvalues of S ordered in descending magnitude and P = (P 1 , . . . , P L ) is an orthogonal matrix of eigenvectors of S. This step is analogous to principal components analysis.
Step 3: Grouping In step three the components of the elementary matrices are grouped into sub-groups in order to define the trend, oscillatory and noise components and sum these matrices within groups. Selection is done based on the eigenvectors P. Let I 1 , . . . I m be the index of groups such that:
Weak separability is required in order to group and diagonally average the sub-groups into the reconstructed series. Weak separability ensures that the groups are independent.
A number of factors determine the groupings of the elementary matrices. First, groups are determined by the size of the eigenvalues; i.e. those similarly sized would generally form a group. Second, generally the first principal component will form the trend component (Golyandina et al., 2001) . Third, phase plots of the relationship between the principal components would reveal patterns in the data and infer adequate groupings. Fourth, periodograms of the groups would verify the chosen groupings and reveal a unique periodicity. Finally, ensuring the weighted or w-correlations are zero between chosen groups will ensure approximate weak separability 3 .
Step 4: Reconstruction through diagonal averaging In the final step, an estimate of the original series is constructed using diagonal averaging over the matrixX
Data
We use headline CPI data provided by Statistics South Africa (SA) from 1946M01 to 2011M04, in annual changes 4 , as plotted in Figure 1 . An important break in the data needs to be taken into account. In 2008, Statistics SA reclassified the CPI basket in order to realign South Africa's inflation calculation with international best practice as well as introduce a number of other changes, including changing the calculation of household rent, reweighting, rebasing and greater regional integration among other things. The classification basket shifted to the Classification of Individual Consumption by Purpose (COICOP) from the previous International Trade Classification (ITC). The regional composition of headline CPI also shifted from historical metropolitan urban areas to primary and secondary urban areas. To ensure comparability, headline inflation is used in both periods, with the new headline inflation rate (post-2009) appended to the previous headline inflation rate.
Results
A window length of 120 is chosen to ensure that any periodicity in the data is identified based on the likelihood that any periodic components would be multiples of 12. This provides 120 variables of the decomposed series to create 120 principal components. Figure 2 shows the series representing the principle components (PC) of the main CPI series (only 12 are graphed for convenience). The first component explains 92.6 per cent of the variance in annual inflation, followed by 3.1 per cent and 0.9 per cent explained by the second and third components respectively. Thereafter the amount of variance explained by each component diminishes gradually.
The relationship between the principal components are then analysed to determine groupings based on cyclical behaviour. Most of the variation in annual headline inflation will be captured in the first few components. Each group of principle components will capture some key features of the original time series, with specific focus on trend and cyclicality. Once the groupings are sufficiently identified and analysed, groupings are combined in order to define alternative core inflation measures. These measures are then compared to the original annual inflation series to ensure that they are unbiased and robust as well as tested for their predictive content using a gap approach and in-sample performance.
The core measures proposed in this paper are compared to six other core measures namely; hp-filtered inflation with a conventional λ = 14400 (CoreCPI_HP), a 36-month moving average inflation rate (CoreCPI_MA36), headline CPI excluding food (CoreCPI_XF), the persistence and CPI weighted core measure calculated in Rangasamy (2009) 
Components of Annual Inflation
In order to identify the logical groupings, if any, in annual inflation, patterns in the relationships of the principal components are identified and compared (Golyandina et al., 2001) . Figure 3 shows the first three vital relationships and identifies the grouping of principle components with the same cyclical period. Each one of these groups is now represented by a single series (additive); either conveying a trend component of the original series; as is the case with PCs one and two, or a specific cyclical element thereof; for example PCs three and four. A plot of the between-group weighted correlations reveals that the groupings are weakly separable. Using spectral analysis, the periodicity of each group is identified and plotted in periodograms given in Figure 4 . A summary of the groups and their dominant periods is given in Table 1 .
A brief description of these groups and their characteristics is in order. The first group consists of the first two principle components ( Figure 5 ), which explain the largest part of the variance of the original series. It has no apparent cyclical component and the variance appears to remain fairly constant over the sample period. This is the group that tracks the general movements of the annual headline CPI. Figure 6 shows the first cyclical component identified using SSA, consisting of the third and fourth PCs. The periodogram in Figure 4 suggests that this series follows a cyclical pattern that repeats every 65 months and this is supported through graphical inspection of Figure 6 . This group represents the most important cyclical component identified both in terms of magnitude and duration, however only 1.7 per cent of the total variation in headline CPI is represented. The volatility is analysed through examining changes in the amplitude of the cycles (measured as distance from the origin), calculated as the average of the upward and downward phases of each cycle. The average amplitude over the entire cycle was 1.4 per cent. However, it is clear the volatility does not remain constant and increased after the year 2000 compared to its pre-2000 level. The amplitude of the last cycle was much larger than any of the amplitudes previously observed, the former being 2.51 per cent whereas none of the latter ever exceeded 1.6 per cent.
Principle components 8 to 13 are included in the group illustrated by Figure 7 . To establish the dominant period of cyclicality, the peaks in the periodogram in Figure 4 are compared. Although not immediately obvious, the dominant period in this group is about 42 months, however the large number of PCs included in this group causes it to exemplify noticeable irregularity. The amplitude over the sample period averages just less than 1 per cent, with larger volatility during the 1940s and 1950s and again post-2000. Although there are signs of moderation in the last few cycles, those in 2003 and 2006 again average over 2 per cent. Figure 8 plots the group consisting of PCs 6 and 7. This grouping observes a clear 24-month cycle over the sample period, but again differs in amplitude over this period. It is also interesting to note that the amplitude remained fairly constant in the years preceding 1994, after which it shows a sudden increase. Performing a t-test of equal means on the average values of the amplitudes for the two periods, we find a p-value smaller than 0.00001, rejecting the null hypothesis of equal means.
Two further groupings are provided for completeness, consisting of PCs 15 and 16 and 17 and 18. The periodograms show these groups have a frequency of 8 and 18 months respectively. They are included in the last core measure of inflation.
The first three cyclical components of inflation support the findings of Gupta and Uwilingiye (2009), that inflation volatility has increased in the post-inflation targeting period. However, the 42-month, biennial, 8-and 18-month cyclical groupings suggest that this volatility may be decreasing since 2008. The amplitude of the last two cycles of the 42-month group were half the size of the 2003 and 2006 cycles, while the other three cyclical amplitudes have declined in the latter part of the decade. Although higher inflation volatility is observed during the post-2000 period, the reason and evidence supporting this finding is uncertain. Both international and domestic evidence on the effects of inflation targeting on inflation variability is mixed and does not shed light on this phenomenon 5 . Gupta and Uwilingiye (2009) argue that inflation volatility in South Africa has been higher during the post-inflation targeting period and attribute this to the width of the inflation target band (i.e. 3 to 6 per cent). Kahn and de Jager (2011) argue that inflation volatility has declined during this period and attribute this to the policy environment. Du Plessis and Kotze (2010) find similarly that inflation volatility has declined during this period, but attribute this to the great moderation. However, more research is required to determine what is driving inflation volatility post-2000.
Core Inflation Measures
This paper proposes five possible core measures of inflation, each consecutively adding an extra group of cyclical components to trend inflation (see Table 2 for the composition of the candidate core measures). Core measures consisting of more principle components will track the annual inflation more closely and therefore the variance will tend towards that of headline inflation. This technique provides a number of benefits over existing core measures. First, it allows for the disaggregation of inflation into specific frequency periods, adding to or subtracting from the resolution of the core measure. Second, it allows a modeller or policymaker to decide how much of the CPI movements to be included in the core measure, both in terms of magnitude and periodicity. Third, since the approach is model free, no assumptions need be made on the structure or expected shape of the inflation process. Fourth, this approach can provide spectral forecasts of inflation as an alternative to other types of forecasts (e.g. ARIMA forecasts). Fifth, the SSA measure of core inflation does not exclude any component of inflation (i.e. food or energy) as these could have important information regarding underlying trend inflation. Sixth, we explicitly define the cyclical components of inflation. This should allow a more concrete analysis surrounding core inflation and inflation cyclicality. Finally, it allows policymakers to determine what cyclical aspects are driving inflation in each specific period. Figure 9 plots all five candidate core measures suggested by this paper. Each consecutive core measure adds further detail to the inflation series from trend to CoreCPI4.
Unbiasedness of Core Inflation 4.3.1 Means
In order for the proposed core measures to be unbiased predictors of headline inflation the means have to be equal. This is tested using t-tests of equal means, with null hypothesis μ cpi = μ core , making an assumption regarding the equality of variances. Table 4 shows the values of the calculated means of various core inflation measures, for two time periods -1981 to 2007 (restricted sample) and 1946 to 2011. Over the longer sample, the largest mean value is 7.14 per cent for trend inflation, with all other measures tending lower -towards the mean of headline inflation of 7.08 per cent. Over 1981 to 2007, the overall level of means average about 2.5 percentage points above the entire sample period means 6 . In this case headline CPI has a mean of 9.58 per cent, with the largest core measure mean due to Asymtrim(24,17) of 10.21 per cent. However, the hypothesis of equal means is not rejected for all of the core measures, with p-values being of magnitude of 0.78 and larger in the large sample and 0.08 and above in the restricted sample. Only the Asymtrim(24,17) measure can be rejected at a 10 per cent level of significance.
A further test of unbiasedness is to check the mean errors of each core series, where mean error (ME) is defined as:
The ME should to be close to zero otherwise it could indicate the existence of either an upward (+) or downward (-) bias. Table 4 shows that there is no clear negative or positive bias present in any of the measures with the largest ME of -0.63 from Asymtrim (24, 17) in the restricted sample. The largest ME from the SSA core measures over the entire sample exists for Trend inflation at -0.059 per cent. The mean percentage error is provided in the last column to gauge the deviation of the core measures from annual inflation. However, all core measures have ME close to zero and therefore no presence of an upward or downward bias is found.
Volatility
The literature defines a good core measure as one that removes the transitory noise in the headline inflation and defines the underlying trend in inflation. Therefore, such a core measure should be less volatile than headline inflation. This is gauged by comparing the standard deviation of headline inflation with that of the core measures and testing for significant differences using F-tests of equal variance. The null hypothesis is defined as:
A comparison of the standard deviations in Table 4 reveals that the SSA core measures all have a lower observed volatility than headline inflation (in both the restricted and entire sample). As expected, the core measures including more principle components have a variance closer to that of CPI. However, the F-test shows that only the variance of the CoreCPI1 and Trend are statistically significantly different from the actual CPI variance, with a p-value of 0.045 and 0.001 respectively during the longer period (this hypothesis is also rejected in the restricted sample). In respect to the other candidate core measures, CoreCPI_HP and CoreCPI_MA36 also display statistically lower variance in the restricted sample, while CoreCPI1 and CoreCPI_XF are rejected at a 10 per cent level of significance. For all of the other core measures, the argument of reduced volatility due to a removal of noise does not hold.
Predictive Content of Core Inflation Measures
To assess the predictive content and provide robust results for the candidate core measures calculated in this paper, two approaches are followed. Firstly, root mean squared errors (RMSE) are calculated and compared (in-sample performance). Secondly, the "gap approach" as described by Clark (2001) and implemented in the South African context in Ricci (2005) 
In-sample performance
One measure of the in-sample performance of the candidate core measures is provided by RMSE, calculated as:
This provides a gauge for the predictive power, or "goodness of fit". Differences in RMSE's can be tested for significance using the Diebold-Mariano (DM) test statistic (Diebold and Mariano, 1994) . A good core measure will have both a small volatility and a small RMSE. Table 5 provides a matrix of the DM statistic comparing every core measure with each of the others showing the RMSE values for the respective core inflation measures 7 , along with the p-values obtained from performing the DM test, the being that the two models under consideration have the same predictive capabilities. This hypothesis is rejected across the board at the 99 per cent confidence level, with only two comparison pairs revealing an insignificant difference between predictive powers. These two pairs are CoreCPI2 vs. Asymtrim (24, 17) and CoreCPI1 vs. CoreCPI_XF. For all of the other pairs it is safe to assume that a lower RMSE value indicates significantly better prediction potential. Therefore, CoreCPI3 and 4 perform best in terms of in-sample predictive power, with RMSE values of 0.63 and 0.54 respectively.
There exists a trade-off in the core measures of inflation between volatility and in-sample predictive content (measured by root mean squared errors (RMSE)). Therefore, selecting alternative core measures based on volatility should be balanced with the predictive capabilities of these measures. Figure 10 plots the values of the RMSE against the standard deviation for the candidate core measures suggested in this paper. This trade-off is immediately apparent; there is a clear inverse relationship between the standard deviation of the core measure and the RMSE among the SSA measures and CoreCPI_HP. In fact, looking at Figure 10 the relationship can be accurately approximated using a linear trend. It is interesting to note that CoreCPI_HP lies very close to the line. Thus, it would seem that the core measures proposed by this paper are as effective as the CoreCPI_HP when a low RMSE and volatility pair is the target. However, the SSA measures do not suffer from the end point problem of the HP filter, severely hampering the effectiveness of this measure. Using the RMSE-standard deviation trade off as a benchmark, it would also seem that the SSA measures outperform the trim mean measures as well as CoreCPI_XF and CoreCPI_PC, since it is possible to create a measure that has a similar RMSE value, but a lower standard deviation than these measures. 7 CoreCPI_PC is excluded due to data mismatch. 
Gap Approach
Following Clark (2001) a "gap approach" to the measurement of the predictive content of candidate core measures is implemented 8 . This method establishes whether changes in annual headline inflation over a certain horizon (usually short-and medium-term) moves towards the core measure. This approach is used to overcome the problem of non-stationarity in the data. This method entails regressing the following:
Where π t is annual headline inflation and π core t is the core measure of inflation under observation and t ∼ i.i. d.(0, σ) . That is, the difference, or gap between the core measure and headline CPI at some future time period, on the difference between the current headline inflation and a future point in time. If headline inflation tends to revert towards a candidate core measure β is expected to be positive and statistically significantly different from zero; this will also indicate predictive content. If β=1 then headline inflation fully reverts to the specific core measure, while 0< β <1 refers to partial reversion 9 . Another measure used to compare the explanatory power of a candidate core measure is R 2 . Cogley (2002) notes that β=1 and α=0 for the candidate core inflation measure to be an unbiased predictor of headline inflation. Table 6 presents the results of the "gap approach" for the candidate core measures over a horizon of 3, 6, 9, 12, 18 and 24 months. Shorter horizons are included to achieve a clearer picture of the behaviour of these measures in the short term. The results are estimated on monthly data from 1981 to 2007. Standard errors are adjusted for serial correlation.
CoreCPI3 and 4 most consistently do not reject the combined hypothesis of β=1 and α=0, with this hypothesis only rejected at a horizon of 24 months. Problematically, these two measures do not seem to have much explanatory power with small values at most horizons. CoreCPI_MA36, CoreCPI_XF, CoreCPI_PC and the two trimmed means measures are biased at all horizons and generally have the lowest values. CoreCPI_HP most consistently has the highest explanatory power through all time horizons and in two cases (t+6, t+9) is found to be an unbiased predictor of headline inflation. Trend inflation becomes an unbiased predictor of headline CPI inflation at longer horizons, from t+9. However, the performance of the candidate core measures based on the gap approach does not single out any clear winners. Based on relative performance, the gap approach tends to favour the SSA core measures defined in this paper, especially CoreCPI3 and 4.
On the aggregate, the analysis of competing core measures does not indicate any clear winners in terms of all the properties of a good core measure of inflation. Due to the trade-off between volatility and predictive content it is unlikely to find a single core measure which satisfies all criteria. Therefore only relative winners can be found. The t-tests revealed that all of the measures can be regarded as being unbiased and therefore no single measure is superior to any other based on this criterion. The SSA measures containing more principle components appear to have a mean closer to the true mean of the underlying CPI, but the differences between the mean values for the different measures aren't statistically significant. Investigation into the volatility of the measures over the two time periods show that only the trend measure and the Core_HP have significantly lower volatility when compared to the actual CPI figures, over both periods. Although visual inspection provides some indication that observed noise was removed, this is not reflected by a significant reduction in the volatility. The predictive abilities of the various measures were tested by using RMSE values, followed by the "gap approach" as in Clark (2001) . Both of these tests reveal that CoreCPI3 and 4 perform comparatively better in terms of predictive content than the other candidate core measures.
Caveats and Future Work
This approach has a number of caveats, mostly related to the choice of the window length and the groupings of the PCs. Since the choice of window length is effectively arbitrary, varying this parameter could significantly change the results of the paper. For example, if a short window length is chosen it may result in the combination of separately interpretable components. Alternatively if a large window length is chosen, this could allow for a more detailed decomposition. The grouping of the components is also potentially problematic even though it is based on eigenvalues and phase plots. In this paper, the choice of groupings balances the desire to explain most of the variation in inflation with the need to ensure weakly separable groups and parsimony. This method is also data-intensive, requiring long time-series in order to identify properly the cyclical components. Finally, since this approach is a-theoretical, assigning economic meaning to the cyclical components of inflation may be problematic.
Future work could include using other possible core measures to test whether the SSA measures suggested in this paper still perform adequately. These could include Cogley's (2002) exponential smoothing mean inflation measure, alternative trimmed mean measures as well as other exclusionbased measures such as headline CPI excluding food and fuel and the core measure suggested by Statistics South Africa. Further out-of-sample predictive ability should also be included to provide additional evidence of the comparative performance of core measures. Specific to this approach, the grouping of the different oscillatory components of inflation as well as the window length could be varied to test the robustness of the results presented in this paper. Other future work could focus on the economic significance of the cyclical components to determine whether they follow the business cycle as well as determine the reason for greater inflation volatility post-2000.
Conclusion
The paper reveals that no single candidate core measure outperforms all others based on all the properties of a good core measure. Only relative winners can be identified. The SSA core measures are shown to be unbiased and able to significantly reduce the noise component of inflation. The SSA core measures also possess sensible predictability characteristics, especially the measures consisting of more principle components. Moreover, the SSA method reveals clear cyclical patterns in headline CPI in South Africa and enables the identification of that part of inflation which persists for several years; this is a key definition of core inflation. Five important cyclical components are identified in this paper, elucidating the properties of South African inflation and providing more depth to the understanding of its cyclical pattern. Using SSA to identify core inflation holds potential as a useful instrument in the statistical arsenal of central bankers. 
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