In this paper, we propose decentralized control of networks of discrete-time nonlinear control systems, enforcing complex specifications expressed in terms of regular languages, within any desired accuracy. As discussed in the paper, regular languages are useful to model a rather wide variety of complex specifications for control systems. The design of decentralized controllers is based on formal methods and, in particular, on the use of discrete abstractions. Efficient synthesis of such controllers is derived by resorting to on-the-fly algorithmic techniques that also allow the use of parallel computing architectures. Advantages and disadvantages of the decentralized approach over a centralized one, also in terms of computational complexity, are discussed. An illustrative example is presented, which shows the applicability and effectiveness of the results proposed.
I. INTRODUCTION
D ECENTRALIZED control techniques offer a compositional approach to controllers' synthesis that is useful in taming the inherent complexity of real-world systems. The main advantages of decentralized control architectures over the centralized ones are: 1) they are effective in cases where full state of possibly spatially distributed plants cannot be accessed by a centralized controller; 2) they require no communication infrastructures and limited computing units resources with respect to centralized architectures; 3) they are scalable and hence, often suited to control largescale and distributed plants.
Several decentralized control techniques have been proposed in diverse research areas and much research has been carried out. To cite a few classical contributions and textbooks, we recall e.g. [1] , [2] for decentralized stabilization and regulation; [3] - [5] for decentralized robust stabilization, optimization, and reliability design; [6] for decentralized adaptive control; [7] - [9] for consensus and formation control problems in multiagent systems; [10] , [11] for applications to mobile robotics; [12] , [13] for decentralized supervisory control of discrete-event systems (DES). In particular, the last research area offers a systematic approach to enforce complex specifications expressed in terms of regular languages on large-scale qualitative systems as DES are. The aim of this paper is to transfer this decentralized control design methodology from qualitative systems to quantitative systems, described by a network of discrete-time nonlinear control systems Σ i . Decentralized control architecture consists of a collection of local controllers C i , each one associated with Σ i , where each C i contributes concurrently in enforcing the global specification. As it is always assumed in decentralized control, controllers C i are not allowed to communicate. We focus on specifications expressed as regular languages, traditionally considered in the control design of DES. This class of languages, when used in the control design of purely continuous (or hydrid) systems, is rather rich and, as also pointed out in [14] , comprises reachability and motion planning specifications, periodic orbits, state-based switching specifications, specifications involving sequences of smaller tasks that need to be performed according to a given order. Moreover, operators known for regular languages, and for automata recognizing them, as for example concatenation, union, intersection, and complement, see e.g., [13] , provide a useful mean for assisting the designer in properly modeling desired complex specifications. The approach that we use to solve our decentralized control problem is based on formal methods, see e.g., [15] , and in particular, on the use of discrete abstractions, also called symbolic models. Symbolic models are abstract and finite descriptions of control systems with infinite number of states where each abstract state corresponds to an aggregate of continuous states and each abstract label to an aggregate of control inputs. The literature on symbolic models for control systems is very broad and some important references are given at the beginning of Section IV. In particular, the recent work [16] proposes networks of symbolic models that approximate networks of discrete-time nonlinear control systems for any desired accuracy. These results are useful for addressing our decentralized control problem. Indeed, once networks of 0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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symbolic models have been constructed, one can design decentralized controllers for purely symbolic/discrete processes, as e.g., DES are. However, current methodologies known for decentralized control of DES cannot be used in our framework because, as also recalled in this paper through an example, local controllers in the DES domain contribute sequentially in enforcing the global specification, whereas in our framework local controllers contribute concurrently in enforcing the global specification. This key difference asks for classical results available for DES to be revisited. This is the object of investigation of the present paper. We design local controllers enforcing a given regular language specification on the original network of control systems, within any desired accuracy. By following the general ideas of on-the-fly algorithms as in e.g., [17] , [18] , and in particular, by extending [19] to a decentralized setting, we propose efficient controllers synthesis that can be also implemented via parallel computing architectures. A comparison with a centralized approach shows that the parts of the specification that can be enforced through a centralized control architecture and through a decentralized control architecture coincide. This is important because, even when physical constraints allow designing communication and computing infrastructures needed in centralized control architectures, one can use decentralized control architectures, thus saving resources for designing and effectively implementing needed infrastructures. The only limitation of decentralized architectures with respect to the centralized ones lies in the need for local controllers to agree in advance on which word satisfying the specification to enforce. However, as also discussed in the paper through an example, this is intrinsic of any decentralized control architecture that does not allow local controllers to communicate. Advantages in terms of computational complexity of the proposed decentralized controllers over to the centralized ones are also discussed. An illustrative example is included, which shows the applicability and effectiveness of the results proposed. Recent work related to the present paper is reported in [20] - [22] . The common denominator of these and the present paper is in the use of compositional discrete abstractions to design decentralized controllers. Apart from the different classes of control systems and of controllers considered, some differences among these papers concern:
1) Classes of specifications: persistency specifications in [20] , versus safety specifications in [21] , versus Linear Temporal Logic specifications in [22] , versus regular language specifications in the present paper; 2) Approximation scheme to derive symbolic models: alternating approximate simulation relations (see [23] ) in [20] and [21] , versus exact simulation relations (see [24] , [25] ) in [22] , versus strong approximate bisimulation relations (see [26] ) in the present paper. Our notion of strong approximate bisimulation relations guarantees a completeness property in an approximating sense, such that if a solution exists to our decentralized control problem, then such a solution can be found by using our approach. Notions of exact or alternating approximate simulation relations, used in [20] - [22] , cannot guarantee such a completeness property.
However, networks of symbolic models here proposed require the existence of incrementally globally asymptotically stable Lyapunov functions for the network of control systems, whereas those in [20] - [22] do not.
The paper is organized as follows. Section II introduces notation and preliminary definitions. Section III introduces the decentralized control problem. Section IV introduces some preliminary results that are used in Section V to derive the solution of the control problem. Comparison with centralized control architectures is discussed in Section VI. Section VII presents on-the-fly algorithms and derives the computational complexity analysis. Section VIII offers an illustrative example. Concluding remarks are given in Section IX.
II. NOTATION AND PRELIMINARY DEFINITIONS

A. Notation
Symbol ∅ denotes the empty set. A directed graph G is a pair (V, E), where V is the finite set of vertices and E ⊆ V × V is the set of ordered edges. Symbol ∧ denotes the logical conjunction. Given a set A, the symbol 2 A denotes the power set of A, that is the collection of all subsets of A. For a pair of sets A and B, we abuse notation by writing A × B = A when B = ∅. Given two sets X and Y and re-
Symbols N 0 , Z, R, R + and R + 0 denote the set of nonnegative integer, integer, real, positive real, and nonnegative real numbers, respectively. Symbol R + n denotes the positive orthant of R n . The symbol 0 n denotes the origin of R n . Given n ∈ N 0 and n > 0, symbol [1; n] denotes {1, 2, ..., n}. Given x ∈ R n , symbol x(i) denotes the ith element of x and x the infinity norm of x. Given a ∈ R and X ⊆ R n , symbol aX denotes the set
. Given functions f : X → Y and g : Y → Z we denote by g • f the composition of functions f and g that is the function
is said to belong to class K if it is strictly increasing and ρ(0) = 0; function ρ is said to belong to class K ∞ if ρ ∈ K and ρ(r) → ∞ as r → ∞.
B. Systems, Regular Languages, and Approximate Bisimulation
We recall from e.g., [13] some notions on formal language theory. Let Y be a finite set representing the alphabet. A word over Y is a finite sequence y 1 y 2 ... y l of symbols in Y . The concatenation of two words y 1 y 2 ... y l and y l+1 y l+2 ... y l is the word y 1 y 2 ... y l y l+1 y l+2 ... y l . The empty word is denoted by ε. The symbol Y * denotes the Kleene closure of Y , that is the collection of all words over Y including ε. Similarly, given a word y over Y , the symbol {y} * denotes the Kleene closure of word y, that is the collection of all words, including the empty word, obtained by concatenating y with itself, an arbitrary but finite number of times. A language L over Y is a subset of Y * . We now recall the notion of system: Definition 1: A system is a tuple S = (X, X 0 , U, −→, X m , Y, H), consisting of a set of states X, a set of initial states X 0 ⊆ X, a set of inputs U , a transition relation −→⊆ X × U × X, a set of marked states X m ⊆ X, a set of outputs Y and an output function H : X → Y .
The definition above slightly extends the one of [27] to systems with marked states.
The evolution of systems is captured by the notions of state, input, and output runs. Given a sequence of transitions of S
with x 0 ∈ X 0 , the sequences
are called a state run, an input run, and an output run of S, respectively. System S is said to be symbolic/finite if X and U are finite sets, metric if Y is equipped with a metric d : Y × Y → R + 0 , deterministic if for any x ∈ X and u ∈ U there exists at most one transition x u −→ x + and nondeterministic, otherwise. System S is said nonblocking if for any transitions sequence (1) of S with x 0 ∈ X 0 either x l ∈ X m or there exists a continuation x 0
−→ x l of it such that x l ∈ X m , and blocking, otherwise. The input language (resp. output language) of S, denoted L u (S) (resp. L y (S)), is the collection of all its input runs (resp. output runs). The marked input language (resp. marked output language) of S, denoted as L u m (S) (resp. L y m (S)), is the collection of all input runs r U in (2) (resp. output runs r Y in (3)) such that the corresponding transitions sequence in (1) is with ending state x l ∈ X m . A language L over a finite set U is said regular if there exists a symbolic system S with input set U such that L = L u m (S). By the Kleene's Theorem, any regular language can be equivalently reformulated as a regular expression, and vice versa, see e.g., [13] . We also recall some unary operations on systems naturally adapted from the ones given for DES [13] . A system S = (X , X 0 , U , −→ , X m , Y , H ) is said to be a sub-
for all x ∈ X . The accessible part of S, denoted Ac(S), is the unique maximal 1 subsystem S of S such that for any state x of S there exists a state run of S ending in x . By definition, if S is nonempty, Ac(S) is accessible. The coaccessible part of S, denoted Coac(S), is the unique maximal 1 subsystem S of S such that for any state x ∈ X there exists a transition sequence of S starting from x and ending in a marked state of S . By definition, Coac(S), if not empty, is nonblocking. The trim of S, denoted Trim(S), is defined as Trim(S) = Coac(Ac(S)) = Ac(Coac(S)). By definition, Trim(S), if not empty, is accessible and nonblocking. We conclude by recalling some notions related to systems' simulation and bisimulation:
2) be metric systems with the same input set U 1 = U 2 , output sets Y 1 = Y 2 and metric d, and let μ ∈ R + 0 be a given accuracy. A relation R ⊆ X 1 × X 2 is said a strong μ-approximate simulation relation from S 1 to S 2 if it enjoys the following conditions:
Relation R is a strong μ-approximate bisimulation relation between S 1 and S 2 if R is a strong μ-approximate simulation relation from S 1 to S 2 and R −1 is a strong μ-approximate simulation relation from S 2 to S 1 . Systems S 1 and S 2 are strongly μ-bisimilar, denoted S 1 ∼ =μ S 2 , if there exists a strong μ-approximate bisimulation relation R between S 1 and S 2 .
The notion above, similarly to the notion of μ-approximate bisimulation [28] , preserves reachability properties (as well as, e.g., linear temporal logic properties) in an approximating sense. It is stronger than μ-approximate bisimulation that allows transitions in condition (iv) with possibly different control labels. As a consequence, any control strategy enforcing a given specification on a system, enforces the same specification on a strongly μ-approximately bisimilar system within appropriate accuracy, provided that the specification is preserved under the notion of strong μ-approximate bisimulation. This is for instance, the case of regular language specifications, as we will show in this paper.
III. NETWORKS OF CONTROL SYSTEMS AND PROBLEM FORMULATION
The network of control systems that we consider in this paper is given as the interconnection of N < ∞ discretetime nonlinear control systems Σ 1 , Σ 2 , ..., Σ N described by
where n i , m i ∈ N 0 , n i , m i > 0, for all i ∈ [1; N ], and, x i (t) and u i (t) represent, respectively, the state vectors and input vectors of control system Σ i at time t ∈ N 0 . Let n = i∈[1;N ] n i and m = i∈[1;N ] m i . Functions f i : R n × R m i → R n i are assumed to be continuous in their arguments and satisfying f i (0 n , 0 m i ) = 0 n i . Sets U i are assumed to be finite and containing the origin 0 m i ; this assumption is motivated by concrete applications, where control inputs can only assume a finite number of values, such as, for instance, in digital quantized control with saturation. A full-state trajectory of Σ i is a function
Systems Σ i in the network are coupled and share information via their state variables. Their interaction can be captured by the directed graph
Let l i = card(N (i)). Note that depending on the control systems Σ i considered, it may happen that
For coincise notation, we may also refer to the network of control systems in (4) by the control system Σ :
where
satisfying (6) for all times t ∈ [0; t f [, for some time t f ∈ N 0 . We now formalize the class of specifications we focus on in this paper. Let Y Q be a finite subset of the state space R n of Σ. The specification is expressed as a regular language
This class of specifications is rather rich and comprises reachability and motion planning specifications, periodic orbits, state-based switching specifications, specifications involving sequences of smaller tasks needed to be performed according to a given order [14] .
We now define the decentralized architecture we consider for the controller that is specified as a collection of local dynamic controllers C i , where C i is associated with Σ i , in the form of
where X c,i is the set of states of C i , X 0 c,i is the set of initial states
is the state of C i at time t and u i (t) is the output of C i at time t. We assume that sets X c,i are finite. Controllers C i are symbolic in the sense that sets X c,i and U i are finite. Since controllers C i are symbolic, they can be easily implemented in software/hardware platforms. Controllers C i are open-loop, i.e., they do not depend on the current states x i (t) and x j (t) with j ∈ N (i), as instead often assumed in decentralized control of dynamical systems, see also Remark 5 (Section V) and Remark 6 (Section VI). Let
be the decentralized controller applied to the network of control systems Σ i . Interaction between control systems Σ i in the network and local controllers C i is obtained by coupling (4) and (9), for all i ∈ [1; N ], and denoted as Σ C . The coupled system Σ C may exhibit blocking behaviors. In fact, existence of a trajectory x(·) of Σ C in the form of (7) implicitly requires that for
We can now formalize the control problem we consider: Problem 1: Given the network of control systems Σ i in (4), the regular language specification L Q in (8) and a desired accuracy θ ∈ R + , find a set of initial states X 0 ⊆ R n and a collection of local controllers C i in (9) such that for any trajectory
for all times t ∈ [0; t f ].
Since condition (11) relaxes condition x(t) = q t , Problem 1 can be thought of as an approximate version of classical decentralized supervisory control problems traditionally given for DES (see e.g., [13] ) and here, extended to networks of nonlinear control systems.
IV. APPROXIMATING NETWORKS OF CONTROL SYSTEMS
In this section, we show how to approximate networks of control systems by means of networks of symbolic models. A symbolic model is an abstract description of a control system where each abstract state corresponds to an aggregate of continuous states and each abstract label to an aggregate of control inputs. The literature on symbolic models for control systems is very broad. Citing a few contributions: early results were based on dynamical consistency properties [29] , natural invariants of the control system [30] , l-complete approximations [31] , and quantized inputs and states [32] , [33] ; recent results include work on discrete-time linear systems [34] , [35] , piecewise-affine and multiaffine systems [36] - [38] , set-oriented discretization approach for discrete-time nonlinear optimal control problems [39] , abstractions based on convexity of reachable sets [40] , incrementally stable and incrementally forward complete nonlinear control systems with and without disturbances [23] , [41] - [43] , switched systems [44] , [45] , time-delay systems [46] , [47] , networked control systems [48] , [49] , and networks of control systems [16] .
The results reported below are based on [16] . We start by giving a representation of Σ in terms of systems:
will be approximated by means of networks of systems that are introduced next.
Definition 4:
Accordingly, evolution of system Σ i with initial state x i and inputs u i and w i to state
Each system S η (Σ i ) approximates each control system Σ i in the network for any desired accuracy. It is countable and becomes symbolic when one is interested in the dynamics of Σ i on a bounded subset of R n i , as in most applications of interest. System S η (Σ i ) is metric; in the sequel we use metric d i . By definition of the transition relation −→ η ,i and since operator [·] η (i) is a function, system S η (Σ i ) is deterministic. Interaction among systems S η (Σ i ) is formalized by the following:
is metric (in the sequel we use metric d) and inherits from systems S η (Σ i ) the properties of being deterministic and countable/symbolic. We now consider the following:
Assumption 1: There exists a locally Lipschitz, incrementally globally asymptotically stable (δ-GAS) Lyapunov function (see [50] )
for Σ, i.e., function V satisfies the following inequalities for all x, x ∈ R n and u ∈ U:
x )); and for some K ∞ functions α, α and K function ρ. Throughout the paper, we assume the existence of a K ∞ function σ such that the δ-GAS Lyapunov function V satisfies
for all x, y, z ∈ R n . The assumption above is not restrictive since in order to solve Problem 1 we are interested in the dynamics of Σ on a bounded subset of R n (see Section V). Computational methods to construct Lyapunov functions can be found in e.g., [51] - [54] . We now have all the ingredients to present the following: Proposition 1: Suppose that Assumption 1 holds. Then, for any desired accuracy μ ∈ R + and for any quantization vector η ∈ R + N satisfying the following inequality
is a strong μ-approximate bisimulation between S(Σ) and
Proof: Direct consequence of Proposition 1 in [16] .
The main difference between the result above and the main result Theorem 2 of [16] are: 1) quantization parameters η(i) can be selected here independently from η(j), while selection of η(i) depends on the selection of some other η(j) in [16] . This issue leads to quantization parameters η(i) that in most cases are larger here than those required in [16] , with the consequent reduction of computational complexity in constructing symbolic models; 2) construction of network of symbolic models in [16] is based on small-gain theorem arguments, while it is not in the present paper; we recall that small-gain theorem arguments facilitate the construction of a δ-GAS Lyapunov function V for Σ but, in general, are not necessary for the existence of such a function V ; 3) sets U i are finite here while they are convex, bounded, and with interior in [16] .
V. DECENTRALIZED SUPERVISORY CONTROL DESIGN
In this section, we provide the solution to Problem 1. By using the results in Section IV, the design of decentralized controllers can be translated from a continuous (infinite states) domain to a symbolic (finite) domain. Hence, one could in principle use techniques available for DES to design decentralized controllers, see e.g. [12] , [13] . However, these techniques cannot be used in our framework because while local controllers in Problem 1 contribute concurrently in enforcing the global specification, in decentralized supervisory control of DES, local controllers contribute sequentially in enforcing the global specification, as briefly recalled in the following:
Example 1: Consider a finite system S with L u m (S) = U * where U * denotes the Kleene closure of U = {a, b, c}. Consider the regular language specification L Q = {ε, a, ab, aba, abab, ababa, ...} where ε is the empty word. Corresponding regular expression is given by (ab) * a|(ab) * . Suppose that supervisors (controllers) C 1 and C 2 are characterized by sets of controllable 2 events U 1 = {a, c} and U 2 = {b, c}, respectively. Assume further that the set of observable 2 events of C 1 and C 2 coincide in U. A decentralized control policy enforcing L Q on S is as follows: supervisor C 1 enforces event a initially and after having measured event b; supervisor C 2 enforces event b after having measured event a. Hence, controllers C 1 and C 2 contribute sequentially in achieving specification L Q .
Motivated by inherent differences between decentralized control schemes used for DES and in Problem 1, we now extend techniques of decentralized supervisory control from DES to our problem set-up. We start with the following:
and a specification L Q described by the collection of words (0, 0)(1, 1) and (0, 0)(−1, −1). In this example, we want to solve Problem 1 with accuracy θ = 0. First of all, corresponding control system Σ satisfies Assumption 1. In order for the specification to be enforced by a decentralized controller C = (C 1 , C 2 ), as requested in Problem 1, the controllers C i need to agree on which word satisfying the specification they want to enforce. Indeed, if they want to enforce word (0, 0)(1, 1), they both select at time t = 0 control input u i (0) = 1; instead, if they want to enforce word (0, 0)(−1, −1), they both select at time t = 0 control input u i (0) = −1. If the controllers C i do not agree on which word satisfying the specification L Q to enforce, L Q cannot be met by using any decentralized control architecture. As a matter of fact, if u 1 (0) = 1 with the purpose of enforcing word (0, 0)(1, 1), and if u 2 (0) = −1 with the purpose of enforcing word (0, 0)(−1, −1), the state reached at time t = 1 is (1, −1) for which L Q is not fulfilled.
Remark 1: At a general level, the problem raised in Example 2 can be solved as follows:
1) Restriction of the class of specifications: It is easy to see that the problem above is solved when L Q can be distributed as follows:
where each L Q,i is a regular language taking values in the projection of Y * Q onto R n i and each L Q,i is enforced by a local controller C i which can be designed independently from any other C j . This is for instance, the approach taken in [55] . The interested reader is also referred to [56] where distributability of specifications is studied for concurrent processes with respect to trace equivalence.
2) Online agreement on the specification word to enforce: When local controllers are allowed to share information through 2 We refer to e.g., [13] for the notions of controllable or observable events. a to be designed and implemented communication infrastructure, thus leading to a distributed control architecture, the problem above can be solved because controllers can agree online on which word satisfying the specification to enforce.
3) Offline agreement on the specification word to enforce: When local controllers are not allowed to communicate, as in the case of decentralized control architectures, controllers can only agree offline and hence, in advance on which word satisfying the specification to enforce. The advantage of this approach over the first one is that no restriction on the class of specifications is needed and, over the second approach, is that no communication infrastructure is required. In this paper, we follow the third approach.
We suppose that Assumption 1 hold and use strong μapproximate bisimulation relation R μ defined in (15) . Since L Q is a regular language there exists a symbolic system
such that its input marked language coincides with the language specification, i.e.,
Without loss of generality, S Q can be chosen as deterministic, accessible, and nonblocking, see e.g., [13] . Note that output set Y Q plays no role in the requirement (17) and hence, can be chosen as a singleton set containing a dummy output. Construction of S Q can be done by resorting to standard algorithms available in the literature, see e.g., [57] , translating regular expressions to finite state automata. Automatic tools for constructing S Q are also well known, see e.g., [58] . It is useful to define the dual symbolic system S Q of system S Q , where states of S Q are transitions of S Q and vice versa. More formally: Definition 6: Given system S Q , define system
where X Q coincides with the set −→ ,Q of transitions of S Q ; X Q,0
x ,+ Q in X Q . The construction above, when specialized from systems to finite state automata (FSA), coincides with the construction of dual FSA proposed in [35] . From the definitions above, it is readily seen that
Moreover, S Q is symbolic, accessible, and nonblocking. In the sequel and for ease of notation, we denote a state x Q q 2 , ..., q N ) . Consider the operators:
Consider any state quantization vector η ∈ R + N and any transi-
if there exists a control input
Operator I i , when evaluated in x Q −→ Q x + Q and η, is then set to True if transition x Q −→ Q x + Q can be matched by the system S η (Σ i ) and False, otherwise. Since condition (20) involves set of transitions of S Q and set U η i that are finite, operator I i can be effectively computed in a finite number of steps. Define:
Define the subsystem
of S Q , as in (18) 
System S Q,η captures all transitions of the specification system S Q that can be jointly matched by all systems S η (Σ i ), i ∈ [1; N ]. However, system S Q,η is blocking in general. Since the controllers in Σ C are required to fulfill condition (10), we need to extract from S Q,η a subsystem exhibiting nonblocking behavior. This is accomplished by computing the subsystem Trim(S Q,η ) of S Q,η which is indeed nonblocking. In the sequel, we make the following: Assumption 2: System Trim(S Q,η ) is not empty.
We can now provide the solution to Problem 1. We will follow the third approach discussed in Remark 1. Consider any word q marked by Trim(S Q,η ), i.e., such that q ∈ L y m (Trim(S Q,η )), and let
be a symbolic, accessible, and nonblocking system, marking q, i.e., such that L y m (S q ) = {q}. System S q is characterized by a unique successor of each state. For this reason, in the sequel, we write any transition of S q in the form of x q −→ q x + q by omitting the corresponding label. For any i ∈ [1; N ], function H q,i : X q → R n i denotes the "projection" of function H q onto R n i , i.e., for all x q ∈ X q , H q,i (x q ) = q i if H q (x q ) = (q 1 , q 2 , ..., q N ). Define the following set:
Entities defining C i in (9) are then specified by
where v i = ([H q,j 1 (x q )] η (j 1 ) , ..., [H q,j l i (x q )] η (j l i ) ), with j s ∈ N (i). Remark 2: Sets X 0 c,i , X c,i , and function f c,i in (27) are the same for all C i . This feature is essential to solve problems raised in Example 2 and discussed in Remark 1. As a by-product, this choice has the advantage of requiring limited computational effort that is significant when the number N of subsystems in the network becomes large. We also stress that computation of functions f c,i and h c,i can be done offline, which is important because it reduces the required online computational time needed by the controllers to ensure timely control action.
We now have all the ingredients to present the main result of this paper.
Theorem 1: Suppose that Assumption 1 holds. For any desired accuracy θ ∈ R + , select μ ∈ R + , and η ∈ R + N satisfying (14) and
Suppose that Assumption 2 holds. Then, set X 0 in (26) and controllers C i in (9) specified by (27) solve Problem 1.
Proof: Since assumption of Proposition 1 holds, by (14) we get S(Σ) ∼ =μ S({S η (Σ i )} i∈[1;N ] ); we consider R μ in (15) as strong μ approximate bisimulation relation between S(Σ) and S({S η (Σ i )} i∈ [1;N ] ). Consider any trajectory x(.) of Σ C as in (7) with initial condition x(0) = (x 1 (0), x 2 (0), ..., x N (0)) ∈ X 0 . Pick ξ(0) = (ξ 1 (0), ξ 2 (0), ..., ξ N (0)) such that ξ i (0) = [H q,i (x 0 q )] η (i) , i ∈ [1; N ]. By definition of X 0 in (26), we get
Define q 0 = H q (x 0 q ). By (29) , definition of R μ and of ξ(0) we get
which, combined with (28) , yields
By the nonblocking property of S q , either (case 1) x 0 q = x q,m or (case 2) there exists a transition x 0 q −→ q x 1 q . In case 1, since q 0 ∈ L Q and by (30) , condition (11) of Problem 1 holds for t = t f = 0. We now address case 2. By definition of S q , transition x 0 q −→ q x 1 q satisfies condition (24) . Hence, by (19) for
where )) and x(1) = f (x(0), u(0)). By Definition 3 we get
Pick ξ(1) = (ξ 1 (1), ξ 2 (1), ..., ξ N (1)) such that ξ i (1) = [H q,i (x 1 q )] η (i) , i ∈ [1; N ]. By (31), definitions of ξ i (0) and ξ i (1) we get ξ i (0) (1) , which implies, by definition of u(0) and Definition 5
i.e., the transition above is in S({S η (Σ i )} i∈ [1;N ] ). By (32), (33) , determinism of S η (Σ), and definition of R μ we get (x(1), ξ(1)) ∈ R μ . We now use induction and show that if the following conditions (H1), (H2), and (H3) hold for some
, then, one of the following conditions (T1) or (T2) hold:
(T2) condition (10) holds for t = τ and for any u i (τ ) ∈ h c,i (x τ q ), i ∈ [1; N ], by setting u(τ ) = (u 1 (τ ), u 2 (τ ), ..., u N (τ )) (34)
ξ(τ + 1) = (ξ 1 (τ + 1), ξ 2 (τ + 1), ..., ξ N (τ + 1)) (37) the following conditions hold:
. Let us assume then that (H1)-(H3) hold. By the nonblocking property of S q , either (case 1) x τ q = x q,m or (case 2) there exists a transition x τ q −→ q x τ +1 q . We start by addressing case 1. Since
x τ q = x q,m then q 0 q 1 ...q τ ∈ L Q and (T1) is proven. Moreover by (H3), condition (11) of Problem 1 holds for t f = τ . We now address case 2. First of all (T2.2) holds. By definition of S q , transition x τ q −→ q x τ +1 q satisfies condition (24) . Hence, by (19) ,
N ] from which, condition (10) holds for t = τ as requested in (T2). By (35) and Definition 3, we get
By (36) and (38), we get ξ i (τ )
which, by (34) , (37) and Definition 5 implies
By (39), (40) , determinism of S η (Σ), and definition of R μ , we get (T2.1). Moreover, set q τ +1 = H q (x τ +1 q ). By (T2.1) and definition of ξ(τ + 1) in (37), we get
which, combined with (28) yields:
The inequality above combined with (H3) implies (T2.3). Thus, (T2) is proven. In order to conclude the proof, we need to show that there exists a time t f ∈ N 0 such that q = q 1 q 2 ...q t f ∈ L Q . Since S q is nonblocking there exists a time t f ∈ N 0 such that x
By the proof of Theorem 1 (see the inequalities (30) and (41)) the following result holds:
Corollary 1: Suppose that Assumption 1 holds. For any desired accuracy θ ∈ R + select μ ∈ R + and η ∈ R + N satisfying (14) and
Suppose that Assumption 2 holds. If Y Q ⊂ X η then set X 0 in (26) and controllers C i in (9) specified by (27) solve Problem 1. By Theorem 1 and definition of Trim(S Q,η ), it is readily seen that:
Corollary 2: Suppose that Assumption 1 holds and select η as required in Theorem 1. Suppose that Assumption 2 holds. Then, for any word q 0 q 1 ...q t f ∈ L y m (Trim(S Q,η )) there exists a trajectory of Σ C with initial state x(0) ∈ X 0 satisfying (11) for all times t ∈ [0; t f ].
The result above shows that L y m (Trim(S Q,η ) ) is the part of the specification L Q that can be enforced by the local controllers C i and the set of initial states X 0 .
Remark 3: Under Assumption 1, the solution to Problem 1 proposed in this section is complete in an approximating sense. Indeed, suppose that a controller C solves Problem 1 within a given accuracy θ ∈ R + . Then, for any θ > θ arbitrarily close to θ, there exists a choice of the quantization vector η such that Assumption 2 is satisfied and the controller C coincides with the controller proposed in this section 3 . This is a consequence of the fact that under Assumption 1, Proposition 1 guarantees that S(Σ) ∼ =μ S({S η (Σ i )} i∈ [1;N ] ) and hence, by strong approximate bisimulation, any control strategy enforcing a given regular language specification on S({S η (Σ i )} i∈ [1;N ] ), enforces the same specification on S(Σ) within an appropriate accuracy, and vice versa.
Remark 4: From the proof of Theorem 1, it is readily seen that when word q = q 1 q 2 ...q t f −1 q t f is such that q 1 = q t f then controllers C i specified in (27) can be easily modified to enforce regular expression 4* with q = q 1 q 2 ...q t f −1 . An application of this fact is reported in Section VIII.
We conclude this section by discussing the choice in the class of controllers C i in (9).
Remark 5: When the word q = q 0 q 1 ...q t f used in (25) to define system S q satisfies the following property
3 It suffices to pick μ ∈ R + satisfying the inequality θ + 2μ ≤ θ and η ∈ R + satisfying the inequality (14) . Indeed, the controller C given guarantees x(t) − q t ≤ θ for all t ∈ [0; t f ] and for some word q 1 q 2 ... q t f ∈ L Q . Then, by following the same arguments as those used in the proof of Theorem 1, we get
it is possible to show by a slight modification of the proof of Theorem 1 that dynamic (and open-loop) local controllers C i can be replaced by static local controllers C i . In this case, feedback is needed and hence, state vectors x i (t) need to be available at any time t ∈ N 0 and local controllers C i are in the form of
as often assumed in decentralized control of dynamical systems, where the partial maps C i : (44) are specified for any state x q of system S q in (25) by
When instead, word q violates condition (43), the class of controllers C i is not general enough for enforcing q because if q t = q t with t = t and q t+1 = q t +1 , controllers C i need to enforce transition from q t to q t+1 at time t, and transition from q t = q t to q t +1 = q t+1 at time t = t.
VI. COMPARISON WITH CENTRALIZED CONTROL ARCHITECTURES
In this section, we establish connections with centralized control architectures. A centralized controller for Σ is specified by the dynamic open-loop controller:
where X c is the set of states of C c , X 0 c is the set of initial states of C c , function f c : X c → 2 X c is the state transition map of C c , set U is the set of outputs of C c , map h c : X c → 2 U is the output map of C c , x c (t) is the state of C c at time t and u(t) is the output of C c at time t. We assume that set X c is finite. Controller C c is symbolic in the sense that sets X c and U are finite. While state evolution of C c in (45) is nondeterministic, state evolution of C i in (9) is deterministic. This is a consequence of the fact that local controllers C i need to agree in advance about which word satisfying the specification to enforce. We denote by Σ C c the control system obtained by coupling (6) and (45) . Problem 1 rewrites in a centralized setting as follows:
Problem 2: Given Σ in (6), L Q in (8) and θ ∈ R + , find X 0,c ⊆ R n and C c in (45) such that for any trajectory x(·) of Σ C c as in (7) with x(0) ∈ X 0,c , there exist a time t f ∈ N 0 and a word q 0 q 1 ...q t f ∈ L Q such that condition (11) holds for all times t ∈ [0; t f ].
We now introduce the following:
is the collection of all words q 0 q 1 ...q t f ∈ L Q for which there exists a trajectory x(·) of Σ C c as in (7) with x(0) ∈ X 0,c and satisfying (11) for all times t ∈ [0; t f ].
By the definition above, L Q (Σ C c ) represents the part of L Q that can be enforced on Σ by C c . The solution to Problem 2 mimicks the one given for the decentralized case. Consider
For any transition x Q −→ Q x + Q of system S Q defined in the previous section
if there exists u = (u 1 , u 2 , ..., u N ) ∈ U η such that conditions (20) with i ∈ [1; N ] are jointly satisfied, and
contains all and only transitions
In the sequel, we make the following:
is not empty. Define the following set:
For any i ∈ [1; N ], function H T,i : X T → R n i denotes the "projection" of function H T onto R n i , i.e., for all x T ∈ X T , H T,i (x T ) = q i if H T (x T ) = (q 1 , q 2 , ..., q N ). Entities defining controller C c in (45) are then specified by
The following result holds. Theorem 2: Suppose that Assumption 1 holds. For any desired accuracy θ ∈ R + select μ ∈ R + and η ∈ R + N satisfying (14) and (28) . Suppose that Assumption 3 holds. Then, set X c 0 in (49) and controller C c in (45) specified by (50) solve Problem 2.
The proof of the result above follows the same reasoning as the proof of Theorem 1 and is therefore omitted. From the result above, it is readily seen that Corollary 3: Suppose that Assumption 1 holds and select η as required in Theorem 2. Suppose that Assumption 3 holds.
A direct consequence of Theorem 2 and Corollary 3 is the following:
Corollary 4: Suppose that Assumption 1 holds and select η as required in Theorem 2. Suppose that Assumption 3 holds. Then, there exists a controller C c as in (45) such that
if and only if
Moreover, if condition (52) holds, then C c in (45) specified by (50) is such that condition (51) holds. Proof: By Corollary 3 and since Trim(
The second part of the proof holds as a consequence of Theorem 2 and Corollary 3.
Remark 6: Corollary 4 states that a necessary and sufficient condition for the control system Σ to implement the whole specification L Q up to a given accuracy θ, is that the specification L Q is contained in the behavior of the control system Σ, up to the accuracy θ. This result can be viewed as the counterpart in our setting, of the so-called nonblocking controllability theorem (NCT) in the theory of supervisory control of DES, see e.g., [13] , establishing necessary and sufficient conditions for the existence of a controller enforcing a regular language specification and such that the controlled plant is nonblocking. In particular, the controller solving the NCT is shown to be any DES marking the specification; interaction between the plant and the controller is formalized through the notion of parallel composition, where the controller does not have information on the current state of the plant. Analogies with the results reported above in this section are noticeable. Indeed, controller C c replicates the part of the specification system S Q which can be enforced by Σ and is open-loop.
We conclude this section by establishing connections between the decentralized and centralized control architectures that we proposed. The following result holds.
Theorem 3: Suppose that Assumption 1 holds and select η as required in Theorem 1 (or equivalently, as required in Theorem 2). Suppose that Assumption 3 holds. Then, Trim(S c Q,η ) = Trim(S Q,η ). Consequently, for any word q ∈ L Q (Σ C c ) there exists a pair (C, X 0 ) enforcing it within accuracy θ. This result shows that any word satisfying the specification that can be enforced by the centralized controller C c can also be enforced by the decentralized controller C and vice versa. The only difference is that local controllers C i need to agree in advance on which word to enforce since in a decentralized control architecture no communication among local controllers is allowed (see Remark 1). However, on a conceptual level, while the decentralized control architecture we propose cannot react to possible dynamic changes in the environment, centralized control architectures can.
VII. EFFICIENT CONTROLLERS SYNTHESIS AND COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we extend on-the-fly algorithms of [19] to the synthesis of the decentralized controllers designed in Section V. The on-the-fly procedure is reported in Algorithm 1, where the main idea is to design controllers C i of (9) without computing explicitly systems S η (Σ i ). We also report Algorithm 2 for designing centralized controllers in Section VI, which follows the same reasoning of Algorithm 1.
We conclude with a computational complexity analysis. Let N Q and N U,i be the cardinality of −→ Q and of U i , respectively.
It is readily seen that: In conclusion, centralized and decentralized control architectures allow enforcing the same collection of words satisfying the specification L Q , with the disadvantage in the decentralized case to agree in advance on which word to enforce, but with advantages in terms of computational complexity.
VIII. ILLUSTRATIVE EXAMPLE
We consider the problem of regulating the temperature in a circular building composed of N ≥ 3 rooms, each one equipped with a heater. This example set-up is adapted from [45] . The evolution in time of the temperature T i (t) of room i with i ∈ [1; N ] is described by control systems Σ i 
where T i+1 (t) and T i−1 (t) are the temperature in Celsius degrees at (discrete) time t of rooms i + 1 and i − 1, respectively (here and in the sequel indices 0 and N + 1 correspond to N and 1, respectively); T e is the temperature of the external environment of the building; T h is the temperature of the heater; α ∈ R + is the conduction factor between rooms i ± 1 and room i; β ∈ R + is the conduction factor between the external environment and room i; γ ∈ R + is the conduction factor between the heater and room i. Table I up to an accuracy θ = 0.5 ºC. We start by checking Assumption 1. Define A = max{|1 − 2α − β − γ|, |1 − 2α − β|} + 2α. Network of control systems Σ i in (53) admits the following δ-GAS Lyapunov function
for any x = (T 1 , T 2 , ...,
provided that
Bounding function σ of V as in (13) can be chosen as σ(s) = s, s ∈ R + 0 . In this example, we pick a uniform quantization η ∈ R + N , i.e., η(i) = η(j) for all i, j ∈ [1; N ] and for ease of notation we use η instead of η(i) or η . Inequality in (14) rewrites as η ≤ μ min{(1 − A), 1}. While in concrete applications, parameters α, β, and γ need to be identified, in the sequel we choose α = 0.45, β = 0.045, γ = 0.09, corresponding to the Euler discretization of the model proposed in [45] with sampling time τ = 9. (Larger values of the sampling time lead to instability of the discretized system.) We further set T h = 50 and T e = −1 (L'Aquila is a cold city!). We get A = 0.955 that satisfies (56) so that Assumption 1 holds. We first consider a 
We get Y Q = {18, 18.25, 18.5, 19, 19.5, 20} . For the desired accuracy θ = 0.5, we can pick μ = 0.5 and also η = 0.0225 which satisfy (14) and (42) . By this choice of η, we get Y Q ⊂ X η by which, we can apply Corollary 1. Algorithm 1 returns local controllers C i in Table II and Trim(S Q,η ) = S Q where S Q marks word q. Controllers C i for i ∈ [2; N ] are of two types: controllers C 2 = C N and controllers C i , i ∈ [3; N − 1] that correspond to rooms with neighboring rooms requested to follow different temperature schedules, see (20, 18.25, ..., 18.25) is obtained by eliminating the last symbol in word q. Regular expression* corresponds to the specification in Table I . Fig. 1 . Results of the simulations on the controlled systems Σ i : in the first, second, and third panels, the simulations for room i = 1, for rooms i = 2, N and for rooms i ∈ [3; N − 1], respectively. In the three panels, symbol + denotes the value of the state of the controlled system Σ i , while symbol * denotes the requested specification, as detailed in Table I. We report in Table III the results of the simulations on the controlled system. By comparing Tables I and III, and by recalling the accuracy θ = 0.5 chosen, it is readily seen that the specification is met. Simulation results are also illustrated in Fig. 1 . Time of computation of Algorithm 1 is 0.1563 s, without using parallel computing architectures. We solved the same problem for the case of only N = 4 rooms by using the centralized approach in Algorithm 2. We obtained Trim(S c Q,η ) = Trim(S Q,η ), in accordance with Theorem 3. Time of computation is 163.6304 s. Computations have been performed on a Lenovo IP YOGA 3 PRO 8GB 512SSD.
We stress that the solution to the decentralized control problem of this section, although based on symmetries in the geometrical configuration of the rooms and in the specifications, has been given for a building composed of a number N ≥ 3 of rooms that is not specified a priori, and hence, also possibly large. It is well known that current control design techniques based on the use of symbolic models can only be applied to control systems with small dimension in the state space (to the best of our knowledge, existing bound is N = 5). Hence, even when existing techniques were extended to deal with regular language specifications, they would be not applicable to the case study presented in this section when N becomes sufficiently large.
IX. CONCLUSION
In this paper, we proposed decentralized control architectures for enforcing regular language specifications on networks of discrete-time nonlinear control systems, within any desired accuracy. The approach taken was based on the use of symbolic models and on-the-fly inspired algorithms. Our approach, being based on decentralized control, proposes a compositional synthesis of controllers that is effective in taming the inherent complexity of real-world systems. In addition and as opposed to many decentralized control problems addressed in the literature, this problem does not introduce conservatism in using decentralized controllers instead of centralized ones because Trim(S c Q,η ) = Trim(S Q,η ), as formally stated in Theorem 3. The on-the-fly inspired algorithms proposed in Section VII allow in many cases a remarkable reduction in terms of computational complexity, as also illustrated in Section VIII through an example.
