The speech synthesis system is an artificial production of speech with the help of speech synthesizers. It can be achieved using various techniques. During synthesis the smoothing of concatenating points is an important aspect to be studied. This paper attempts to find the effect of pitchmarking process using Time Domain-Pitch Synchronous Overlap and Add (TD-PSOLA) method. The database consists of 60 sentences containing various phones, syllables, phrases which provide prosodic effects in male and female voices. The analysis shows that the pitch -marking process affects the quality of speech in the synthesis process which soothes at concatenation point.
INTRODUCTION
Voice communication has been the primary approach of human communication since it began to evolve at least one hundred thousand years ago. Spoken language is a complex and unique features of the human species. Speech synthesis is the process of automatic generation of speech waveforms, has been under development for several decades [1] . The speech synthesis is also referred as text-to-speech (TTS) synthesis consists of two primary stages. The foremost one is text analysis, where the input text is transliterated into a phonetic or linguistic representation, and the second one is the generation of speech waveforms, where the acoustic output is created from this phonetic and prosodic information [2] [3] . These two forms are commonly called as high and low level synthesis. Figure 1 shows a simplified routine of a TTS system. The input text might be a data from a word processor, standard ASCII form, a mobile text-message, or scanned text from any text document. Then the character string is preprocessed, analyzed and transformed into a phonetic representation which is usually a string of phonemes with some additional information for correct intonation, duration, and stress. Speech sound is ultimately generated by the lowlevel synthesizer by the information from high-level one. 
TECHNIQUES OF SPEECH SYNTHESIS
A text-to-Speech (TTS) synthesizer is a computer-based system that should be able to read any text loudly with an input written text. The goal of speech synthesis system is to develop a machine to produce natural sounding voice for conveying the information to the user in a desired accent and language. Synthesized speech can be brought out by various different methods such as articulatory synthesis, formant synthesis, concatenative synthesis and hidden Markov model based synthesis (HMM) [4] . Articulatory synthesis, attempts to model the human speech production system directly. Formant synthesis, which models the pole frequencies of speech signal or transfer function of the vocal tract based on source-filter-model. Concatenative synthesis, uses different length pre-recorded samples derived from natural language.
Concatenative Synthesis
Concatenative synthesis is based on the joining of prerecorded words from the database. It takes small units of speech such as phones, diphones, triphone, syllables, demi syllables, phonemes and words. It is the most elementary method for synthesizing and requires a great number of words in the database. As the number of words that are used in different literatures is extremely large, storing all of those will be quite impossible. To avoid the storage of a large number of words, use of random sentences can serve to surmount this trouble. Equally most of the languages contain 30-40 phonemes at most, and then it would be easy to pull the necessary phonemes according to usage. Only it may lift the issue of discontinuity in the synthesized speech. The choice of units is generally a trade-off between longer and shorter units. Concatenation of words is relatively easy to perform and coarticulation effects within a word are captured in the stored units. This proficiency is normally confined to one speaker. The concatenation synthesis system is dependent on the choice of appropriate units and that joins those units in concert and performs close to signal processing to smooth unit transitions and to match predefined prosodic schemes [5] .
There are three types of concatenative synthesis:
i. Unit Selection synthesis
ii. Di-phone synthesis iii. Domain Based synthesis
i. Unit Selection synthesis
The unit selection synthesis is a method in which large numbers of pre-recorded words are used in order to get synthesized speech. The main purpose of applying this method is to employ a great number of units with varied prosodic and spectral characteristics, which will indeed synthesize more natural-sounding speech than that can be produced by a diminished set of controlled units. It is generally used method. The database contains phones in the desired language. The database should be labeled properly in order to make good quality synthesized speech.
ii. Diphone Synthesis
The Diphone synthesis method uses a relatively small size database containing all the diphones in the desired language. It consists of a single sample of each set in the desired language. The quantity of diphones in database depends on the phonotactics of the language .This method doesn't work well in the language where there is a lot of inconsequence in the pronunciation rules and in special cases where letters is pronounced differently than in general. It plays well in the languages where there are more consistencies in the pronunciation. The quality of the synthesized speech is comparatively lower than that of unit selection synthesis.
iii. Domain-specific Synthesis
Domain-specific synthesis consists of phrases and sentences related to a specific application. It can be used in the applications like railway announcement system, weather reports and many more.
iv. Pitch and Duration
There are various parameters in speech that can be used for analysis purpose. Pitch is one of the most important parameters for speech signal processing, including speech synthesis, automatic speech recognition, speech enhancement. In this paper pitch and duration is focused as it affects the concatenation synthesis process. It can provide smoothing effect on the concatenation points. Thus, it is very important to extract the pitch from the speech accurately. Pitch, in speech, is the relative highness or lowness of the tone as perceived by the ear, which depends on the number of vibrations per second produced by the vocal cords [6] . Pitch is the main acoustic correlate of tone and intonation. The tone is a variation in the pitch which serves to differentiate one word from another word. Tone is usually used for tonal languages. These languages use limited number of pitch contrasts. The domain of the tones is usually the syllable. Intonation is the melodic pattern of an utterance. It is the primarily a matter of variation in the pitch level of the voice, in some languages such as English, where stress and rhythm are also involved. It conveys differences of the expressive meaning. Duration or time characteristics are another important prosodic features that lead to the perceived naturalness of synthetic speech. Variation in duration serves as a clue to the individuality of a spoken language sound. So the primary goal in duration modeling is to model the duration pattern of natural speech, considering various features that affect the pattern. For analyzing changes in pitch and duration PSOLA method has been implemented.
PSOLA (PITCH SYNCHRONOUS OVERLAP AND ADD)
PSOLA (Pitch Synchronous Overlap and Add) is a digital signal processing technique used for speech processing and more specifically speech synthesis. It can be applied to change the pitch and duration of a speech signal. PSOLA is used for smooth concatenation of pre-recorded speech samples and to provide control for pitch and duration. It is essentially a method used for manipulation of pitch in speech signal. It reads the input signal's pitch and shift it upward or downwards [7] [8].
Basically, there are three versions of PSOLA namely TD-PSOLA (Time Domain-PSOLA), FD-PSOLA (Frequency Domain -PSOLA), LP-PSOLA (Linear-Predictive PSOLA). The Time-Domain version, is the most commonly used due to its computational efficiency. The LP-PSOLA is theoretically more appropriate approach for pitch-scale modifications because they provide independent control over the spectral envelope of the synthesis signal and the FD-PSOLA is used only for pitch-scale modifications. TD-PSOLA is commonly used due to its computational efficiency.
Pitch synchronous speech synthesis algorithms require the starting position of the pitch mark for every voiced segment prior to speech synthesis [9] . In Festival speech synthesis platform Linear-Predictive Coding (LPC) resynthesize is used. Pitch-marks are particularly important in prosodic modification algorithms that use a method known as pitch synchronous overlap-and add (PSOLA) to vary the time and pitch scale of a speech signal [10] .
There are two major techniques for acquiring pitch-marks, these are:
1. From an electroglottograph signal, and 2. Algorithms extracting the pitch-marks directly from the speech signal.
In this work the second algorithm is applied which consists of three steps. The analysis step where the original speech signal is first separated into separate but often overlapping shortterm analysis signals (ST), the alteration of each analysis, signal to synthesis, signal, and the synthesis step where these segments are recombined by means of overlapping-adding. Short term signals xm (n) are obtained from digital speech waveform xn (n) by multiplying the signal by a sequence of the pitch-synchronous analysis window hm (n).
Where m is an index for the short-time signal. The windows, which are usually Hanning type, are centered on the successive instants tm, called pitch-marks. A pitch-mark is also referred as pitch period is defined as the location of the short-time peak of each pitch pulse in a speech signal, which means the beginning and end of the speech signal. These targets are put at a pitch-synchronous rate in the voiced parts of the signal and at a constant rate on the unvoiced parts. This pitch pulse corresponds to the glottal closure instant (GCI). These marks are set at a pitch-synchronous rate on the voiced parts of the signal and at a constant rate on the unvoiced parts .The used window length is relative to the local pitch period and the window factor is normally from 2 to 4. The segment recombination in synthesis step is performed after setting a new pitch-mark sequence. Manipulation of the fundamental frequency is attained by varying the time intervals between pitch markers. The alteration of duration is achieved by either repeating or omitting speech signal [11] .
SPEECH CORPUS
The speech database collected for the analysis consists of 60 sample speech signal collected from a male speaker and a female speaker. Each speaker has uttered 30 sentences. These sentences are collected from stories. The database collection has been exercised in a recording studio in the afternoon session with a complete noise-free environment. After collecting speech samples, these sentences have undergone through synthesis process. For synthesizing the speech samples Festival framework has been used, which is a platform for research and development with its highly flexible architecture. The technical specification is drawn in a table  1and the sentences used has been evinced in the table 2 and   table 3 with their corresponding labels [12] [13] [14] .. Table 1 shows the technical specification for database creation 
STATISTICAL ANALYSIS
The pitch values contain the speaker specific information. The table number 6 and 7 shows the total time of analysis, the minimum and the maximum value of pitch, mean value of frequency, mean value of the fundamental frequency, mean period, the standard deviation of the pitch values, the median value of pitch, root mean square value of pitch and the geometric mean of the male subject of the original speech sample and the synthesized one [12] [13] [14] . 
