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Ph. Laborie, Algorithms for propagating resource constraints in AI planning and
scheduling: Existing approaches and new results
This paper summarizes the main existing approaches to propagate resource constraints in Constraint-
Based scheduling and identifies some of their limitations for using them in an integrated planning
and scheduling framework. We then describe two new algorithms to propagate resource constraints
on discrete resources and reservoirs. Unlike most of the classical work in scheduling, our algorithms
focus on the precedence relations between activities rather than on their absolute position in time.
They are efficient even when the set of activities is not completely defined and when the time window
of activities is large. These features explain why our algorithms are particularly suited for integrated
planning and scheduling approaches. All our algorithms are illustrated with examples. Encouraging
preliminary results are reported on pure scheduling problems as well as some possible extensions of
our framework.  2003 Published by Elsevier Science B.V.
J.-P. Watson, J.C. Beck, A.E. Howe and L.D. Whitley, Problem difficulty for tabu
search in job-shop scheduling
Tabu search algorithms are among the most effective approaches for solving the job-shop scheduling
problem (JSP). Yet, we have little understanding of why these algorithms work so well, and under
what conditions. We develop a model of problem difficulty for tabu search in the JSP, borrowing from
similar models developed for SAT and other NP-complete problems. We show that the mean distance
between random local optima and the nearest optimal solution is highly correlated with the cost of
locating optimal solutions to typical, random JSPs. Additionally, this model accounts for the cost of
locating sub-optimal solutions, and provides an explanation for differences in the relative difficulty of
square versus rectangular JSPs. We also identify two important limitations of our model. First, model
accuracy is inversely correlated with problem difficulty, and is exceptionally poor for rare, very high-
cost problem instances. Second, the model is significantly less accurate for structured, non-random
JSPs. Our results are also likely to be useful in future research on difficulty models of local search
in SAT, as local search cost in both SAT and the JSP is largely dictated by the same search space
features. Similarly, our research represents the first attempt to quantitatively model the cost of tabu
search for any NP-complete problem, and may possibly be leveraged in an effort to understand tabu
search in problems other than job-shop scheduling.  2003 Published by Elsevier Science B.V.
M. Helmert, Complexity results for standard benchmark domains in planning
The efficiency of AI planning systems is usually evaluated empirically. For the validity of conclusions
drawn from such empirical data, the problem set used for evaluation is of critical importance. In
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planning, this problem set usually, or at least often, consists of tasks from the various planning
domains used in the first two international planning competitions, hosted at the 1998 and 2000 AIPS
conferences. It is thus surprising that comparatively little is known about the properties of these
benchmark domains, with the exception of BLOCKSWORLD, which has been studied extensively by
several research groups.
In this contribution, we try to remedy this fact by providing a map of the computational
complexity of non-optimal and optimal planning for the set of domains used in the competitions.
We identify a common transportation theme shared by the majority of the benchmarks and use
this observation to define and analyze a general transportation problem that generalizes planning in
several classical domains such as LOGISTICS, MYSTERY and GRIPPER. We then apply the results
of that analysis to the actual transportation domains from the competitions. We next examine the
remaining benchmarks, which do not exhibit a strong transportation feature, namely SCHEDULE and
FREECELL.
Relating the results of our analysis to empirical work on the behavior of the recently very
successful FF planning system, we observe that our theoretical results coincide well with data
obtained from empirical investigations.  2003 Published by Elsevier Science B.V.
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