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Abstract
We propose a new QR-like algorithm, symmetric squared QR (SSQR) method, that
can be readily parallelized using commonly available parallel computational primitives
such as matrix–matrix multiplication and QR decomposition. The algorithm converges
quadratically and the quadratic convergence is achieved through a squaring technique
without utilizing any kind of shifts. We provide a rigorous convergence analysis of SSQR
and derive structures for several of the important quantities generated by the algorithm. We
also discuss various practical implementation issues such as stopping criteria and deflation tech-
niques. We demonstrate the convergence behavior of SSQR using several numerical
examples.
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1. Introduction
This paper continues our effort of developing parallelizable algorithms for large
dense eigenvalue problems started in [20]. Our interests in parallel eigensolvers for
large dense problems mainly stem from the recent activities in computational chemis-
try for determining electronic structures of materials. Most of the calculations centered
around solving the Schrödinger Equation using various approximation methods. The
reader is referred to the survey articles in [7,12,18,19] for more details. Before we
discuss our new algorithms we would like to offer a brief review of several of the
traditional methods for the Hermitian eigenproblem Ax = λx with eigendecompo-
sition A = QQH , starting with power method, subspace iteration, move on to the
Lanczos method and down to the traditional QR algorithm (by traditional QR algo-
rithm we mean the version without shift) [6]. It can be argued that the central theme
underlying all these methods is how to generate a certain mechanism to manipu-
late a sequence of the powers of the matrix A. In the power method, a sequence
of powers is attached to a given starting vector, favoring the growth in a particular
direction and at the same time suppressing that of other directions, while in sub-
space iteration this single starting vector becomes a linear subspace spanned by a
set of vectors. The Lanczos algorithm is more clever in the sense that it remembers
all the previously generated vectors and use them to great advantage resulting in
acceleration of convergence. The traditional QR algorithm jumps out of the con-
finement of a sequence of linear subspaces and succeeds in stripping the protecting
armor of A = QQH layer by layer until it reveals its eigenstructure . All the
above methods have been successfully employed for the Hermitian and non-Hermitian
eigenvalue problems [6]. However, we can still argue that there is a problem with all
the above-mentioned methods which is that the powers of A in those methods only
grow linearly with each iteration step, i.e., the sequence of the powers is generated
as
A,A2, A3, . . . , Ak, . . .
Why is it a problem? Well, if you are asked the following question:
Given a fixed number k of n × n matrix–matrix multiplications what is the
highest power of A ∈ Cn×n one can generate?
You would certainly answer A2k . Therefore with respect to growing the powers
of A as high as possible using as few as possible matrix–matrix multiplications,
the above-mentioned methods are far from optimal even though within those
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algorithms matrix–matrix multiplications might be implicit, disguised in some other
forms. Now of course we are not able to convert all these methods which grow
the powers of A linearly to more efficient methods because of the fact we still do
not know how to deal with the rather rigid structures of some of the algorithms.
However, we do want to demonstrate the possibility of improved efficiency by adapt-
ing the traditional QR algorithm using a squaring technique. The inspiration of
our work comes from [2,13,20]. But unlike the approach taken in [20] and sev-
eral other projects [1–3,13] where an Hermitian matrix A is block diagonalized
with a 2 × 2 block structure, we seek to block diagonalize A into a sequence of
smaller blocks the sizes of which depend, in practice, on the spectrum of A. (In
theory, the matrix A can be completely diagonalized by SSQR as long as A does
not have eigenvalues of equal absolute value but opposite signs.) We notice that
traditional QR algorithm has been be accelerated by using shifts which gives the
now standard shifted QR algorithm [6]. In the past, the computation of shifts usu-
ally becomes the bottleneck in a parallel implementation of the shifted QR algo-
rithm [9]. However, recent research has made significant progress in parallelizing
(nonsymmetric) QR and at BLAS-2 speed [4,10]. There has also been much re-
search in parallelizing alternative approaches such as bisection method, Cuppen’s
divide-and-conquer method, and the Jacobi method [5,8]. We believe the SSQR
algorithm proposed in this paper will provide another inspiration for designing parallel
eigensolvers.
The rest of the paper is organized as follows. In Section 2 we present the basic
symmetric squared QR (SSQR) algorithm together with several useful properties of
the basic algorithm. In Section 3 we give a rigorous convergence analysis of SSQR and
prove its quadratic convergence. We also extend the analysis to cover the case where
A has clusters of eigenvalues. In particular we will discuss how to handle eigenvalues
with the same absolute value but opposite signs. In Section 4 we analyze a deflation
technique and associated stopping criteria. We discuss several practical issues such
as using scaling to avoid overflow and employing restart to enhance accuracy by way
of numerical examples in Section 5. We conclude the paper by pointing out several
weaknesses of the current implementation of SSQR and some possible improvements
in Section 6.
2. The basic symmetric squared QR algorithm
We first present the basic SSQR algorithm and then derive several properties of
the algorithm which will be used frequently in the convergence analysis in the next
section. Throughout this section we will just ignore issues such as overflow and
underflow which will be discussed in Section 4. The matrix A ∈ Cn×n is always
assumed to Hermitian with the understanding that the real symmetric case is just a
special case. We deliberately do not specify the s topping criterion in the description
of the algorithm. This topic will be discussed in Section 4 where a stopping criterion
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will be proposed based on a careful analysis of certain matrix quantities generated
by basic SSQR. In the algorithm Ak = QkRk refers to the computation of the QR
decomposition of Ak .
Basic SSQR.
1. Initialization. A1 = A, Q0 = I .
2. For k = 1, 2, . . . , until convergence
Ak = QkRk,
Ak+1 = RkRHk ,
Qk = Qk−1Qk.
Next we will collect several useful relations among the matrix quantities gener-
ated in basic SSQR in the form of a proposition. These results will be used in the
convergence proof of SSQR and the derivation of stopping criteria.
Proposition 2.1. We have the following relations: for k = 1, 2, . . . ,
(i) Ak+1 = QHk A2kQk ,
(ii) Ak+1 = QHk A2
k
Qk ,
(iii) Rk+1 = QHk+1A2
k
Qk ,
(iv) A2k−1 = QkRk ,
where Rk = RkRk−1 · · ·R1.
Proof. For (i) we have Ak+1 = RkRHk = QHk A2kQk . For (ii) we have
Ak+1 = QHk A2kQk
= QHk (QHk−1A2k−1Qk−1)2Qk
= QHk QHk−1A2
2
k−1Qk−1Qk
= · · ·
= (Q1Q2 · · ·Qk)HA2k (Q1Q2 · · ·Qk)
= QHk A2
k
Qk.
For (iii) we obtain Rk = QHk Ak = QHk QHk−1A2
k−1
Qk−1 = QHk A2
k−1
Qk−1, and (iv)
follows from
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Rk = RkRk−1 · · ·R1
= QHk A2
k−1+2k−2+···+20Q0
= QHk A2
k−1,
completing the proof. 
The key observation is the appearance of A2k in the above relations which provides
the basis for the proof of quadratic convergence of basic SSQR.
3. Convergence analysis
Convergence analysis of the traditional QR algorithm for the nonsymmetric eigen-
value problem is given in [11,14], the classical book [17, Chapter 8, Sec 29/30] and the
excellent survey paper [16]. An excellent survey on various issues of the symmetric
eigenvalue problem is provided in the book [15]. Taking {Ak} as a subsequence of the
unshifted QR algorithm, the convergence of our new algorithm guarantees. In fact,
let {Bj } be the matrix sequence obtained by the standard unshifted QR algorithm,
Bj =: QR, Bj+1 := RQ.
It is easy to verity by part (iv) of Proposition (2.1) that Ak = B2k−1, k = 1, 2, . . .
Therefore the convergence analysis of the standard unshifted QR algorithm can be
invoked for the basic SSQR. However, a refined error estimation is required for
deflating the resulting iterative matrices, because a deflation technique is helpful
to reduce the computational cost and mitigate over/under-flow which may be more
likely to occur for the SSQR than the classical QR.
In this section, we present our refined error estimation. Though these estimates
are devoted to the sequence {Ak}, they are applicable to {Bj } of the traditional QR
algorithm as well. We will first consider the problem of quadratic convergence of
the sequence {QHk AQk} to (block) diagonal form. We will also refine our analysis
to give estimates of individual elements of the off-diagonal part of matrices in the
sequence {QHk AQk}. In the second part of the section, we will present error esti-
mates in the presence of clusters of eigenvalues. Since the proofs of our results tend
to be rather technical and involved, we have placed them in the technical report
[21].
3.1. Block convergence
Before we present the convergence analysis of basic SSQR we first need the
following result.
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Lemma 3.1. Let [QH1 ,QH2 ]H be orthonormal withQ1 a square matrix and ‖Q2‖2 <
1. Then there exists a unitary matrix M1 such that
Q1 = M1 + Q1 with ‖Q1‖2  ‖Q2‖22.
Remark. In the sequel the above lemma will often be used in the situation when a
unitary matrix Q is partitioned as
Q =
[
Q11 Q12
Q21 Q22
]
,
and the norm of the (2, 1) block Q21 is small. We know that ‖Q21‖2 = ‖Q12‖2.
Therefore it follows from the lemma that there exist unitary matrices Mi, i = 1, 2
such that
‖Qii − Mi‖2  ‖Q21‖22, i = 1, 2.
Theorem 3.2. Let A = QQH be the eigenvalue decomposition of A with  =
diag(λ1In1 , . . . , λt Int ) and
|λ1| > |λ2| > · · · > |λt |,
t∑
j=1
nj = n.
Furthermore, assume that QH has a block LU decomposition as follows:
QH = LU =


L11
...
.
.
.
Lt1 · · · Ltt




U11 · · · U1t
.
.
.
...
Utt

 ,
where the block partition is conformable with that of . Then
QHk AQk = + Ak
with
‖Ak‖2
‖A‖2 
(
C1 + C2η2k−1
) [
2 + (C1 + C2η2k−1)η2k−1
]
η2
k−1,
where η = max{|λi+1|/|λi ||1  i < t}, and
C1 =
t∑
i=1
√
c2i−1 + c2i , C2 = max1it(c
2
i−1 + c2i )
with ci = ‖L[i]21(L[i]11)−1‖2 and the partition
L =
[
L
[i]
11
L
[i]
21 L
[i]
11
]
, L
[i]
11 ∈ CNi×Ni ,
Ni = n1 + · · · + ni, i = 1, 2, . . . , t − 1.
The above theorem shows that in order that {QHk AQk} converges to a diagonal
matrix  it is sufficient that A has no eigenvalues of the same absolute value but
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opposite signs. Now if this condition is not satisfied then we can only obtain conver-
gence of {QHk AQk} to a block diagonal matrix as is stated in the following theorem.
Theorem 3.3. Let A = QQH be the eigenvalue decomposition of A with  =
diag(λ1Ir1 , . . . , λ2t−1Ir2t−1 , λ2t Ir2t , 0) and
λ2i−1 = −λ2i , |λ2i | > |λ2i+2|,
where ri  0, r2i−1 + r2i = ni > 0, i = 1, 2, . . . , t. Furthermore, assume that QH
has a block LU decomposition. Then there exist unitary matrices M(k)i ∈ Cni×ni , i =
1, 2, . . . , t such that
QHk AQk = diag(G(k)1 , . . . ,G(k)t , 0) + Ak,
where Ak has the same upper bound as in Theorem 3.2 and
G
(k)
i = (M(k)i )H diag(λ2i−1Ir2i−1 , λ2iIr2i )M(k)i .
Remark. It can be verified that for an Hermitian matrix, sayW , with only two distinct
eigenvalues a tridiagonalization process will reduce it to a sequence of 2 × 2 or 1 × 1
submatrices, i.e., W = UTUH with U unitary and T block diagonal. Specifically,
if the two distinct eigenvalues have the same absolute value as is in Theorem 3.3,
the diagonal elements of the 2 × 2 will be zero. Another possibility to handle the
eigenproblem of W is to transform it to W + sI and then apply SSQR.
Remark. Another issue is the requirement of the existence of the block LU decom-
position of QH . In practice this requirement is not as severe as it appears to be. For
example, we can always apply SSQR to VAVH with V some randomly generated
unitary matrix.
In what follows we will explore finer structures in the matrices QHk Q and Q
H
k AQk ,
and we will give estimates for each of the individual blocks of the above two matrices.
First we present the results for QHk Q = (Q(k)ij ).
Theorem 3.4. Assume the conditions of Theorem 3.2 hold. Then we have the follow-
ing estimates:
(i) Q(k)ij = O
(
|λj/λi |2k−1
)
, i < j,
(ii) Q(k)ij = O
(
|λi/λj |2k−1
)
, i > j,
(iii) Q(k)ii = M(k)i + O
(
|λi/λi−1|2k+1−2
)
+ O
(
|λi+1/λi |2k+1−2
)
, 1 < i < t,
and we also have
Q
(k)
11 = M(k)1 + O
(
|λ2/λ1|2k+1−2
)
, Q
(k)
tt = M(k)t + O
(
|λt/λt−1|2k+1−2
)
.
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With the structure of QHk Q established we can also obtain the structure of Q
H
k AQk
as is stated in the following theorem.
Theorem 3.5. Assume the conditions of Theorem 3.2 hold, and partition
QHk AQk =
(
A
(k)
ij
)
, A
(k)
ij ∈ Cni×nj .
Then we have
(i) A(k)ij = O
(
|λj/λi |2k−1
)
, i < j,
(ii) A(k)ij = O
(
|λi/λj |2k−1
)
, i > j,
(iii) A(k)ii = λiIni + O
(
|λi/λi−1|2k+1−2
)
+ O
(
|λi+1/λi |2k+1−2
)
, 1 < i < t,
and we also have
A
(k)
11 = λ1In1 + O
(
|λ2/λ1|2k+1−2
)
, A
(k)
tt = λtInt + O
(
|λt/λt−1|2k+1−2
)
.
3.2. Convergence in the presence of clusters
In Theorem 3.2, we assume that each block in  has the same eigenvalues, and
actually this is how each block is defined. In this section we will relax this requirement
and consider the case when each block consists of a cluster of eigenvalues.
Theorem 3.6. Let A have t clustersS1, . . . ,St of eigenvalues, i.e.,
λ(A) =
t⋃
i=1
Si ,
and the clusters are labeled such that |α| > |β| for all α ∈Si , β ∈Si+1, i = 1, . . . ,
t − 1. Let A = QQH with = diag(1, . . . ,t ) the eigendecomposition of A and
i contains the ni elements of Si as its diagonal elements. Furthermore, assume
that QH has a block LU decomposition as in Theorem 3.2. PartitionQkAQHk = (Aij )
with Aij ∈ Cni×nj . Then
Aii = λ(i)Ini + D(k)i + Aii, i = 1, . . . , t,
where ‖D(k)i ‖2 = δi/2 (δi defined below). Moreover,
‖Aii‖2  3‖A‖2
((
ci−1η2
k−1
i−1
)2 + (ciη2k−1i )2),
‖QkAQHk − diag(A11, . . . , Att )‖2  ‖A‖2
(
2C1η2
k−1 + (C21 + C2)η2(2
k−1)),
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where we have used
λ(i) = {maxSi + minSi}/2,
ηi = max{|β|/|α||α ∈Si , β ∈Si+1},
η = max{ηi},
δi = max{|α − β||α, β ∈Si , },
and C1 and C2 are the same as in Theorem 3.2.
Remark. We can interpret the above result as follows: notice that part of the matrix
QkAQ
H
k has the structure
A
(k)
i−1,i−1 ∗ ∗
O(η2
k−1
i−1 ) A
(k)
ii ∗
∗ O(η2k−1i ) A(k)i+1,i+1
The result Aii = λ(i)Ini + D(k)i + Aii states that Aii is unitarily similar to
a matrix which is the sum of the diagonal matrix i and a perturbation of size
O((η2
k−1
i−1 )2 + (η2
k−1
i )
2). Or to state it in another way, as long as the off-norm of
Aii is not reduced below δi/2, the size of cluster Si , the convergence of the off-
norm is still quadratic and the rate of convergence depends on the ratios ηi−1 and ηi .
However, if we want to reduce the off-norm below δi/2, then the rate of convergence
depends on the ratios between eigenvalues within the cluster Si which can be very
close to 1. A very effective way to deal with a matrix such as Aii with a single cluster
is to transform Aii to Aii − αI , where α can be chosen as α = trace(Aii)/ni . For
more details, see Section 5. How to handle matrices with no clear clustering of its
eigenvalues seems to be a more difficult problem and we will discuss it in more detail
in Section 5.
4. A deflation technique and stopping criteria
As the classical QR algorithm, SSQR converges to a block diagonal form. However,
the convergent rates of different off-diagonal blocks which tend to zero can be quite
different. To show this theoretically, we present the following result when the matrix
QHk AQk is partitioned into a 2 × 2 form.
Theorem 4.1. Assume the conditions in Theorem 3.2 hold. For i = 1, 2, . . . , t − 1
partition QHk AQk as follows:
QHk AQk =
[
A
[i]
11 A
[i]
12
A
[i]
21 A
[i]
22
]
, A
[i]
11 ∈ CNi×Ni , Ni = n1 + · · · + ni.
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Then we have
‖A[i]12‖2 = ‖A[i]21‖2  2ci‖A‖2|λi+1/λi |2
k−1,
where ci is defined in Theorem 3.2.
From the above theorem we conclude that for certain index i for which |λi+1/λi |
is much smaller than the others, ‖A[i]21‖2 converges to zero much faster. Thus once
‖A[i]21‖2 is small enough we need to deflate the matrix QHk AQk and apply SSQR to
A
[i]
11 and A
[i]
22 instead. The purpose of introducing deflation is therefore to make SSQR
more efficient. There is another benefit of using deflation in SSQR: it can slow down
the processes of underflow and overflow. We will make this statement more clear in
a moment later.
Deflation is a good idea, but how can we make a decision when to deflate? Certainly
we cannot use quantities like |λi+1/λi |2k−1 during the actual computation because the
λi’s are what we want to compute and are therefore unavailable. We need to find some
quantities that can give order of magnitude good approximation of |λi+1/λi |2k−1. Our
rescue will come from the diagonal elements of the matrixRk in SSQR. The following
result gives the structure of Rk .
Theorem 4.2. Assume that the conditions of Theorem 3.2 hold. Then
Rk = 2k−1(Dk + O(η2k−1)), Rk = Rˆk2k−1 ,
where Dk is a diagonal matrix having diagonal elements of absolute value 1, and Rˆk
is an upper triangular matrix with ‖Rˆk‖2  C and C is a constant independent of k.
Remark. If in Step 2 of the basic SSQR the QR decomposition of Ak is computed
with Rk having nonnegative diagonal elements, then the diagonal matrix Dk becomes
the identity matrix, and we obtain
lim
k→∞
−2k−1Rk = I.
Now we come back to the question of deflation. From Theorem 4.2 we obtain an
estimate of the ratio |λi+1/λi |2k−1 in terms of the diagonal elements of Rk:∣∣∣∣λi+1λi
∣∣∣∣
2k−1
=
∣∣∣∣Rk(Ni + 1, Ni + 1)Rk(Ni,Ni)
∣∣∣∣
2
(1 + O(η2k−1)),
where Rk(i, j) is the (i, j) element of Rk . Therefore if we choose to deflate when∣∣∣∣Rk(Ni + 1, Ni + 1)Rk(Ni,Ni)
∣∣∣∣  tol√M,
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where M is the machine epsilon and tol is some ad hoc tolerance value, then we
have, according to Theorem 4.1,
‖A[i]12‖2 ≈ O(M).
The above relation is the basis for the deflation technique presented below.
Now we are in the position to present SSQR incorporating the above deflation
technique. We will use MATLAB notation A[i : j, k : l] to denote the submatrix of
A that consists of the intersection of rows i to j and columns k to l. In the description
of the algorithm, there will be some smaller matrices floating around resulting from
the deflation process, and we will use A{i : j} to denote a smaller matrix that should
fit into the position of the submatrix A[i : j, i : j ]. We will also use dim(A) as the
dimension of the square matrix A, and set dij = dim(A{i : j})
Symmetric Squared QR. (SSQR)
1. Initialization. Q = I , i = 1, j = n.
2. While dij /= 1 do
A{i : j} = QR, Q[:, i : j ] = Q[:, i : j ]Q.
3. Compute rl = |R(l + 1, l + 1)/R(l, l)|, 1  l < dij , and set
{i1 < i2 < · · · < is} = {l| rl  tol√M},
and i0 = 0, is+1 = dij .
4. For each k = 1, 2, . . . , s + 1, set R = R[ik−1 + 1 : ik, ik−1 + 1 :
ik], and compute
A{i + ik−1, i + ik − 1} = RRH ,
and goto Step 2.
Some explanation of the algorithm is in order here. Step 2 indicates that the algo-
rithm will not stop until all the small submatrices become a scalar. This stopping
criterion in Step 2 can be changed to
While dij >= nmin do
with nmin a user specified integer so that the algorithm will stop once the dimensions
of the small submatrices are less than nmin. In Step 3, the ratios of the consecutive
diagonal elements of R are computed which is then used to determine where to deflate
the matrix. Once each small submatrix is identified in Step 4, the algorithm loops back
to Step 2 with each of the small submatrix.
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5. Numerical examples
All the discussions in the above sections are rather rigorous, and they do provide
many insights into the convergence behavior of SSQR. However, there are several
aspects of SSQR that we still do not fully understand which will illustrated by way
of numerical examples.
We first discuss two implementation issues associated with SSQR. Relation (ii) of
Proposition 2.1 indicates that the matrix Ak+1 generated in SSQR is related to A2k
by a unitary similarity transformation. The appearance of A2k does sound the alarm
on overflow. To avoid overflow one needs to incorporate certain scaling mechanism
into SSQR. Currently we use the (1, 1) element of the Rk matrix, i.e., after comput-
ing the QR decomposition Ak = QkRk , we scale the matrix Rk as Rk = Rk/s with
s = Rk(1, 1) and then form Ak+1 = RkRHk . This scaling mechanism seems to be able
to control the overflow, however, it at the same time also accelerates the process of
underflow. Another better approach is to use s = √|Rk(1, 1)Rk(n, n)|. It can control,
to certain extent, both overflow and underflow. Another issue is about restart which
is related to the problems of overflow and underflow. There are situations where,
for k large enough, the Qk from the QR decomposition of Ak will not provide any
new information about the eigenstructure of A, and the norm of the off-diagonal part
of QHk AQk will not change very much with larger k. One way to jump out of this
stalemate is to restart SSQR with A reset to be QHk AQk , where k is the last iteration
number whereby stalemate has set in. Restart can usually bail us out but the overall
convergence slows down.
Now we present several numerical examples to illustrate the convergence behavior
of several versions of SSQR. All the computation is done on a Sun SPARCstation 20
using MATLAB version 5.1 with machine epsilon M ≈ 2.2204e−16. In the basic
SSQR, the iteration number k has no ambiguity at all. It counts the number of pairs
of QR decomposition and matrix–matrix multiplication. However, when deflation
comes into the picture, we need to be careful about the meaning of k. After the matrix
Ak is split into several submatrices, each of the submatrix goes its own way applying
SSQR. In this situation one increment of k counts a pair of QR decomposition and
matrix–matrix multiplication for each of the new smaller matrices.
Example 1. In this example, we verify the results in Theorem 3.6 about convergence
of SSQR in the presence of clusters of eigenvalues. The matrix A is generated as
A = Q diag(d)QH with Q a random unitary matrix. The diagonal elements of d are
generated as follows using k = 25, g = 4:
for i=1:g
d(k ∗ (i − 1) + 1 : k ∗ i) = i + 10∧(−4 ∗ i) ∗ rand(1, k);
end
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Fig. 1. Plots of the matrices Q6AQH6 (left) and Q7AQH7 (right).
Thus A has four clusters of eigenvalues center around 1, 2, 3 and 4, respectively.
The sizes of the clusters are 10−4, 10−8, 10−12, 10−16. In Fig. 1, we plot QkAQHk for
k = 6, 7, using
imagesc(−log(abs(QHkAQk) + 10e−17))
(the number 10e−17 is used so that we do not feed 0 to the log function) and setting
the colormap as colormap(gray(40)). The scale, say s, of the colorbar corresponds
to matrix element scale 10−s . It clearly shows the block-convergence with convergent
rates depending on the ratio of the centers of the clustered eigenvalues.
Example 2. To show the efficiency of scaling discussed before, we apply SSQR
on the matrix generated as A = QW100QH , where Q is a random unitary matrix
and W100 is the 100 × 100 Wilkinson matrix generated by the MATLAB command
wilkinson(100), which is a tridiagonal matrix with pairs of nearly, but not exactly
equal eigenvalues. If without scaling, SSQR will results to overflow after 8 itera-
tions. Fig. 2 plots the last resulting matrix Q8AQH8 before overflow. However, with
scaling s = √|R(1, 1)R(n, n)|, for the deflated working block R, SSQR converges
within 11 iterations, giving the largest componentwise error maxi /=j |B11(i, j)| =
5.7211e − 013.
Example 3. In this example we use an 80 × 80 matrix generated from a computa-
tional chemistry problem.3 We compare several strategies of various combinations of
different versions of scaled SSQR: (i) SSQR without deflation or restart, (ii) SSQR
with restart but without deflation, and (iii) SSQR with deflation. For version (i) the
matrices Bk = QkAQHk change very little for k > 10. This means that if we stick with
version (i) the algorithm could only converge to a block diagonal form. By restart we
3 The authors thank Z. Bai for providing this test matrix.
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Fig. 2. Plots of Bk = QHk AQk : (left) the last iteration B8 before overflow for SSQR without scaling, (right)
convergent one B11 for scaled SSQR.
mean setting A˜ = Bk for some k and then apply version (i) SSQR to A˜. For this test,
we restart SSQR to A˜ = B10 with another 10 iterations. The resulting B˜10 = Q˜kA˜Q˜Hk
is approximately a block-diagonal matrix with largest 8 × 8 subblocks. However,
with the deflation, SSQR gives diagonal matrix QkAQHk . We notice that for SSQR
with deflation, k increases after applying one SSQR iteration to each sub-diagonal
block.
Example 4. In this example, we show how deflation works. In general when deflation
occurs, the next SSQR step is applied to several small submatrices simultaneously.
The test matrix is generated as A = QDQH with D = rand(1, 100) and Q is a
random unitary matrix. We used SSQR with deflation, and tol√M is set to be
10−8. Let B = QHk AQk with k = 16, and E = (eij ) = B − diag(B). We computed
the following quantities:
max |eij | = 3.0189e−15, ‖E‖2 = 7.0510e−15,
max |B(i, i) − λi |/|λi | = 30931e−15.
For the first 6 iterations no deflation occurred. For iterations from 7 to 16, here are
the maximum size max of the submatrices and the corresponding number p of the
smaller submatrices:
k 7 8 9 10 11 12 13 14 15 16
max 98 86 86 68 41 13 6 3 3 3
p 2 4 5 12 32 47 66 77 88 93
After 16 iterations, the matrix QHk AQk is diagonal within machine precision.
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Example 5. In this example we consider a matrix which has no clear clustering of
its eigenvalues. The most difficult case for this class of matrices seems to be the
matrices whose eigenvalues have a uniform relative spacing which is very close to 1,
i.e., |λi+1/λi |, i = 1, . . . , n − 1 is a constant very close to 1 and is independent of i.
Here we have assumed that the eigenvalues of A have the ordering
|λ1| > |λ2| > · · · > |λn|.
In this case, SSQR seems to have lost the race against overflow and underflow in the
matrix Rk , i.e., before the matrix Qk can gather enough information to diagonalize
A, some of the elements of Rk have already succumbed to overflow or underflow To
illustrate this point, we consider a model problem. The test matrix is generated as
A = Q diag(a, ah, ah2, . . . , ahn−1)QH ,
where Q is random unitary and h = 2−1/l ≈ 1, and a > 0 are two constants that
can be tuned. The ratio between two consecutive eigenvalues is a constant h. For an
integer k we have
A2
k = Q diag(a2k , (ah)2k , . . . , (ahn−1)2k )QH .
Let the machine numbers be in the range (2−L, 2M). Then in order to avoid underflow
and overflow we need to have
2−L < (ahn−1)2k , a2k < 2M,
which implies that
2(n−1)/ l−L/2k < a < 2M/2k .
Therefore we have k < K ≡ log2[(L + M)l/(n − 1)]. The above computation
indicates that underflow and overflow can occur for small k even though SSQR with
deflation is used. For example, on a SPARCStation with L = 1075, M = 1024, if
l = 15, n = 100 we have K = 7 and 0.2875 < a < 256. In this case we have
h2
7 = 2−27/15 ≈ 2.7 × 10−3, h28 ≈ 7.3 × 10−6.
Using the deflation criteriontol√M = 10−8 there is no deflation occurring for k = 7
and k = 8. After 8 iterations, Q8 is orthogonal within machine precision. However,
underflow occurred when forming the matrix A9 = R8RH8 = QH8 A2
8
Q8 in the next
iteration, which results in the loss of orthogonality of Q9 when computing the QR
decomposition of A9 = Q9R9. At this step there are zero diagonal elements for R9,
actually R9(i, i) = 0, i = 64, . . . , 100.
One way to get around this problem is transform the matrix A to A0 = A − αI
with α = trace(A)/n, where n is the dimension of A. We plot the ratios between
two consecutive eigenvalues of A0 in subplot (2, 2) of Fig. 3. Now the ratios are not
a constant close to 1 and some of the ratios are rather small. SSQR with deflation
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Fig. 3. Subplot (1, 1), SSQR with k = 8; subplot (1, 2), SSQR with deflation for A − αI and k = 17;
subplot (2, 1), the eigenvalues of A; subplot (2, 2), the ratios of the absolute values of the eigenvalues of
A − αI .
applied to A0 converges faster and neither overflow nor underflow occurs. In subplot
(1, 2) of Fig. 3, deflation starts when k = 7. At step k = 13 the matrix QkAQHk
is already a block diagonal matrix with 1 block of size 15 × 15, 1 block 3 × 3, 1
block 2 × 2 and the rest 1 × 1. At step k = 14, there are 3 blocks of size 2 × 2 and
the rest 1 × 1. After 17 iterations, the matrix Q17AQH17 is diagonal within machine
precision.
6. Concluding remarks
In this section we point out several issues about SSQR that we think deserve
further investigation. One issue concerns the problems of overflow and underflow.
It seems that the approach we used avoids the problem of overflow but at the same
time exacerbates the problem of underflow. Theorem 4.2 completely characterizes
the structure of the matrices Rk generated in SSQR, and we believe a more balanced
scaling strategy should be used to take care of the problems of overflow and underflow.
Another issue deals with deflation criteria and stopping criteria. It seems that it will
be very difficult to devise deflation criteria and stopping criteria that are as robust
as those used in the shifted QR algorithm [6, Section 8]. One luxury we do not
have in SSQR is the matrices QHk AQk at each iteration step while in the shifted QR
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algorithm,QHk AQk is computed as the current Hessenberg matrix and robust deflation
criteria and stopping criteria can be devised based on the subdiagonal elements of the
tridiagonal matrix. What we used as deflation criteria and stopping criteria is based
on the estimates of the diagonal elements of Rk given in Theorem 4.2. One way to
improve the estimates is to get rid of the big O(·) notation and provide more accurate
estimates. Another compromise might be to compute the matrices QHk AQk once in a
few steps, and use the norms of the off-diagonal blocks of QHk AQk to design deflation
criteria and stopping criteria. It is tempting to use some acceleration techniques to
improve the convergence of SSQR. For example, we can devise the following iteration
scheme:
1. Initialization. A1 = A, Q0 = I .
2. For k = 1, 2, . . . , until convergence
Ak = QkRk,
Ak+1 = (RkRHk )2,
Qk = Qk−1Qk.
However, our experience shows that the extra squaring process in Ak+1 = (RkRHk )2
actually introduces more problems with overflow, underflow and rounding errors
and therefore does not improve the convergence at all. Nevertheless, this should
not be considered as the final word on acceleration and more effective acceleration
techniques needs to be investigated.
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