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FOREWORD
An increased understanding of the ocean and its processes,
of the underlying geological and geophysical structures, and of
the overlying atmosphere and its interactions with the sea will
result in man's increased ability to deal intelligently with the
problems of this environment.
The scientific and technical accomplishments of the National
Oceanic and Atmospheric Administration's Environmental Re-
search Laboratories are contributing to this understanding. Be-
cause the published results of the Atlantic Oceanographic and
Meteorological Laboratories are broadly scattered through the
literature, they are being brought together in a series of annual
publications. These provide a convenient summary of the results
of the work of these laboratories for researchers and interested
laymen alike.
This volume, the sixth in the series, contains the published
results of NOAA's Atlantic Oceanographic and Meteorological
Laboratories for the year 1971.
Director, Atlantic Oceanographic
and Meteorological Laboratories
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Wave Interactions in
Solid State Plasmas
By Martin C. Steele, Bayram Vurai
285 pp. McGraw-Hill, New York,
$15.50
1969.
Solid-state plasma—nearly a contradic-
tion in terms, after all—consists of
mobile charge carriers (plus their neu-
tralizing ionic background) as they co-
exist in a semiconductor, semimetal or
metal. The study of such a system
from the plasma viewpoint is a rela-
tively recent discipline whose practi-
tioners have come from both gaseous
plasma and solid-state physics and are
driven by interest in modeling controlled
thermonuclear reactors in the small, or
by potential device applications or per-
haps by the sheer good physics of it all.
Martin C. Steele and Bayram Vural,
whose origins at RCA Laboratories be-
tray their biases in this respect, have
rendered the rest of us a valuable ser-
vice by undertaking the onerous task
of reducing the research literature in
the field to an advanced monograph of
high quality. The primary emphasis of
their book is on wave propagation and
interactions in such a charged-particle
ether, especially as regards the exist-
ence of unstable solutions.
The approach is summarized by the
dielectric response tensor for electro-
kinetic waves in a magnetic field and
encompasses passive and growing
waves; their interactions with phonons,
spin waves, and external circuits; nega-
tive resistance, and pinch effects. In
level and content, and in its mix of both
theory and experiment, the book serves
as a connection between textbook and
journal. Its primary lack is in photon-
plasma interactions in solids at infrared
through ultraviolet frequencies; but
then this leaves something for others to
do.
John R. Apel
Johns Hopkins University
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15 Nations Join
In CiCAR Study
Of Caribbean
By Harris B. Stewart, Jr.
U.S. National Coordinator for CICAR
CICAR — the Cooperative
Investigation of the Caribbean and
Adjacent Regions has moved
smoothly from a collection of separate
national efforts into a truly
cooperative international program in
which all participants are working in a
synergistic arrangement to solve major
scientific problems in the Gulf of
Mexico and the Caribbean Sea that
could not otherwise have been
meaningfully attacked.
Sponsored by the
Intergovernmental Oceanographic
Commission, CICAR is a 15-nation
investigation of the fisheries, marine
biology, physical oceanography,
marine geology and geophysics, sea-air
interaction, and meteorology of the
Caribbean and the Gulf.
The three-year field program, now
underway, concludes in December
1972. The U.S. effort for the final
year and a half is being supported
primarily through the National Science
Foundation, Office of the
International Decade of Ocean
Exploration (IDOE) as one of its first
major thrusts.
A cooperative international
Caribbean study was first proposed by
the Netherlands at the fourth session
of the Intergovernmental
Oceanographic Commission meeting in
Paris in 1966. CICAR was adopted as
an official program of the
Intergovernmental Oceanographic
Commission in October of the
following year, and the first meeting
of delegations from the interested
countries took place in Curacao,
Netherlands Antilles, in November of
1968 immediately following the
week-long symposium on
Investigations and Resources of the
Caribbean Sea and Adjacent Regions.
Subsequent meetings of the CICAR
International Coordination Group,
made up of the numerous CICAR
national coordinators, the
international coordinator (Admiral
Langeraar), subject leaders, and
assistant international coordinators,
were held in Washington, D.C. (June
1969), Mexico City (February 1970),
and Trinidad (March-April 1971).
The actual field work on CICAR
started in January of 1970 and is due
to run through December of 1972.
Although some 15 countries have
joined the CICAR program to date,
the field work has been carried out by
nine of these fifteen countries with the
facilities to operate at sea in the area:
Brazil, Colombia, Cuba, Mexico,
Netherlands, United Kingdom, USA,
USSR, and Venezuela.
There is a well-founded feeling
within the international oceanographic
community that cooperative
international projects should be
undertaken only when the problems
being addressed can not be solved by
one country alone. Until the Trinidad
CICAR meeting, in the winter of
1971, there was no overall defined
scientific problem which required such
cooperation; CICAR, until then, was
essentially a collection of individual
national programs taking place in the
Caribbean and its adjacent regions.
This collection of individual
national programs provided the
background and experience at sea that
made possible the truly cooperative
international effort developed out of
the Trinidad meetings in the winter of
1971.
Just what did happen at Trinidad to
change that approach? First was a
report made by Mamayev (UNESCO)
and Kesteven (FAO) as a result of
their visits to various CICAR
countries. In effect, it said that there
was little going on in the CICAR area
that would not have been done
anyway - CICAR or no CICAR. The
effect was to shake up the meeting and
to generate a note of resolute
determination that would not
otherwise have developed. This set the
stage for the growth of a very real
effort to show that the program could
indeed be a success.
Although the definition and
understanding of the overall
circulation pattern and mechanism for
the Gulf and Caribbean had been a
CICAR goal from the outset, no
concerted international program to
attack this problem had until then
materialized. At Trinidad, it developed
that the United States was mounting a
multi-ship operation in the Gulf of
Mexico, Yucatan Channel, and the
northwestern Cayman Sea scheduled
for August of 197 1 . This was to be the
fourth multi-ship operation mounted
by the US in the Gulf of Mexico - the
so-called EGMEX cruises coordinated
through the State University System
Institute of Oceanography (SUSIO) of
Florida.
These EGMEX (for Eastern Gulf of
Mexico) cruises had been incorporated
as part of the United States CICAR
effort, and the results of the first three
have already added to our knowledge
of the Loop Current in the Gulf and of
the importance of the circulation
system on the distribution of plankton
in the Gulf.
The preliminary plans for EGMEX
IV in August of 1971 were presented
at Trinidad by the United States, and
bit by bit the other pieces of what
would be a truly cooperative
quasi-synoptic operation fell into
place. The Mexican delegation agreed
to switch its planned work for the
URIBE from geophysical work to
physical oceanographic work and to be
in the southern Gulf of Mexico and
Yucatan Channel in August of 1971.
The Cubans agreed to run their
standard sections (physical and
chemical data and biological
collections) between Cabo San
Antonio on the western tip of Cuba
and the Yucatan peninsula and across
the Straits of Florida between Havana
and Key West and to carry them out
'
also in August of 1 97 1
.
The UK then agreed to occupy the
north-south section along 60 W just
east of the Antilles in late July with
the H.M.S. HECLA, and the
Venezuelans agreed to modify their
geophysical cruise planned for August
to include a reoccupation of this same
60°W section up to 15°N in early
August with the LASALLE and to
follow this by occupying the
north-south section along 63°W — just
west of the Antilles. The Colombians
then agreed to occupy the sections
from Cartagena to Haiti, Haiti to
Jamaica, Jamaica to the Honduras
banks, and from there to Cartegena.
The U.S. Coast Guard Cutter
U.S. scientists, on board the OREGON II,
demonstrate the use of "bongo nets"
to Mexican oceanographers.
The Mexican research vessel URIBE (left)
has conducted surveys in conjunction
with the NOAA ship DISCOVERER and the
OREGON II. Photos: National Oceanic
and Atmospheric Administration.
ROCKAWAY, doing physical and
chemical work as part of a training
cruise in the southeastern Caribbean
area, modified its earlier planned
program to occupy one of the CICAR
standard sections off northeastern
South America in late July and to
make observations on the section
along 60°W on its return from the area
in August.
Through Ingvar Emilsson in
Mexico, subject leader for standard
sections, and through John Cochrane
at Texas A&M, subject leader for
circulation studies, the physical
observations have been standardized
insofar as possible among so many
different ships, and the
Netherlands-provided CICAR
Operations Center at Curacao tries to
keep track of what ships are in the
area and where and what they are
doing as well as providing a
communications center for the whole
operation.
The Trinidad meeting also resulted
in the agreement to use a standard
neuston net for biological tows, these
nets in limited amounts to be
furnished by the NOAA National
Marine Fisheries Service to ships
participating in the August operation.
Agreement was also reached on
adopting the 20-cm diameter bongo
nets (0.125 and 0.250 mm mesh
openings) for the standard CICAR
biological station, and a double bongo
array (two 20-cm nets and two 60-cm
nets) as the standard sampler for
icthyoplankton. Thus standard
biological samples would also be
obtained during the CICAR Survey
Month of August.
A CICAR drift-bottle program is
under way with the NOAA-NMFS
laboratory at Miami acting as the
central focus and providing the bottles
at no cost to the participating ships
and tallying the returns. The National
Oceanographic Data Center is acting as
the regional CICAR data center and
through World Data Center-A
(Oceanography) is funneling all
CICAR data into the international
data exchange mechanism. Standard
data forms have been provided to all
participating ships, and assistance in
standardizing analytical procedures is
available. Additional projects in tidal
studies, meteorology, marine geology
and geophysics, fisheries, bathymetry,
data management, and in education
and training are well along.
With support from the
International Decade of Ocean
Exploration program of the National
Science Foundation, both the
Geological Survey and NOAA's
Atlantic Oceanographic and
Meteorological Laboratories in Miami
will be carrying out marine geological
and geophysical work in the CICAR
area during the present year. As part
of the CICAR program to date, Woods
Hole, the University of Rhode Island,
Duke University, University of Miami,
Geological Survey, Naval
Oceanographic Office, and NOAA
have carried out major geological and
geophysical studies in the CICAR area.
Geophysicists from NOAA's
Atlantic Oceanographic and
Meteorological Laboratories have been
working especially on the overall
tectonic framework and geological
structure of the Antihean island arc
complex. They worked from the
NOAA DISCOVERER first in the
southeast corner of the Caribbean and
RESEARCHER is one of the ships
participating in the Caribbean investigation.
are gradually extending their studies
up the island arc in cooperation with
the UK geophysicists working aboard
H.M.S. HECLA.
It is planned to assemble and
eventually publish a complete
bibliography of the published results
of all U.S. CICAR projects, and an
interim list is to be available in early
1972. The method whereby the results
of the total CICAR program will be
made available internationally has not
yet been decided. As is so often the
case, funding appears to be the
problem, and it may be that each
participating country will prepare
collected reprints of its own CICAR
projects.
CICAR started slowly and primarily
as an assemblage of individual national
efforts. This phase has been
supplanted by the development of a
truly cooperative quasi-synoptic
CICAR Survey Month in August of
1971 (CSM-I), and plans are being
developed for comparable CSM-II and
CSM-III operations in April and
October of 1972 respectively.
@§§@$
KSiJH
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ECOLOGICAL ASPECTS
OF INDUSTRIAL DEVELOPMENT
by
Harris B. Stewart, Jr.
Director Atlantic Oceanographis
And Meteorological Laboratories,
NOAA, U.S. Department of Commerce,
Miami, Florida
Words, their meaning, their use and
misuse, have always fascinated me.
Some of our misuses are popular but
painful. The word "real" for example
has within the past five years become
increasingly used to modify adjectives:
Real good, real fast. This is using the
adjective "real" in place of the adverb
"really." A generation ago such usage
would have branded you as a gram-
matical dolt. Today this usage is wide-
ly accepted, although still wrong in my
book. "Irregardless" is a delightful
mistake that you actually hear used in
all seriousness. It is a combination of
"regardless" and "irrespective" both
thoroughly legitimate words, but their
coupling has given birth to a monster
that seems to have many friends.
Speaking of words, we all have ones
that we particularly like, and one that
I am fond of is "shibboleth." First, it
sounds nice. And the sounds that
words make are often overlooked in
our rush to communicate meaning.
Gertrude Stein, for example, totally
disregarded meaning to create pleasing
sounds when she wrote, "It is as roses
that cows commit suicide." You smile
when you hear it, because you are so
accustomed to look for meaning in
words, and this is a nonsense phrase.
But forget the meaning aspect and
concentrate on the sounds: "It is as
roses that cows commit suicide." You
must admit, the sound is pleasant.
To me, "shibboleth" sounds nice,
but its meaning is also interesting it
comes from the Hebrew and literally
means both an ear of corn and a
stream. In the Bible in Judges, Chapter
12, verses 4-6, the word "shibboleth"
was used by Jephthah as a password
by which to distinguish the fleeing
Ephraimites from the men of his own
army, since the Ephraimites could not
pronounce the "sh" sound—much like
the use of such words as "lollapaluza"
as a password in the Pacific during
World War II which comes out
"rarraparuza" when the Japanese say
it. Originally used as a test word itself.
Shibboleth has taken on the meaning
of password and today means a watch-
word, key word, or pet phrase of a
particular sect or group, Today we
would say "shibboleth" means an "in"
word or an "ok" word.
It now appears that we have two
new shibboleths for the seventies, and
these words are "environment" and
"ecology." Let us look at both of
these words for a short while as they
relate to industrial development.
"Environment" comes from the
French word "environ" meaning
"around," and the transitive verb "to
environ" means to form a ring around,
to surround, to envelop. So our
environment is that which surrounds
or envelops us. "Environment" is a
word that has come to have a very real
meaning for those concerned with the
411
development of land for industry.
As little as five years ago, a deve-
loper was convinced that the break
between the land and the sea needed
to be a neat, sharp concrete break, and
a concrete seawall was the answer.
Today, however, such a plan would be
developmental suicide, and the
militant conservationists would be out-
side your office mdroves carrying
placards that told the world that the
XYZ Development Company was des-
troying the environment. This you
could live with, but they would prob-
ably back up their placards with a
court case that they might win.
Before I get the local conservation-
ists up in arms, let me make my
position perfectly clear. I am myself a
conservationist. I like green grass and I
enjoy the uncluttered natural shoreline
where it still exits. I want to have
shallow areas preserved for the deve-
lopment of the larval stages of our
sport and commercial fish species, and
I think man as a busy, harried species
needs a few places where he can sit
and vegetate and commune with
nature. However, I also feel that the
really endangered species in our world
today is man himself. My view of
conservation is a man-oriented view.
Our population is now doubling about
every forty of fifty years, so it is man
that we must be most concerned
about. We must put an end to the
hysterical approach to the problems of
our environment, and we must look at
them rationally. Conservation of the
natural environment is just one of the
many uses to which our lands can be
put. It is a good and thoroughly
legitimate use, but it can not hope to
be the only use. It is one of many
competing uses.
What are the environmental implica-
tions for the industrial developer? To
me these mean that people, in my
man-oriented view of conservation,
must have a pleasant and healthful
environment in which to live. This
means better than "adequate" means
of disposal of municipal wastes. It
means the incorporation of the "green-
belt concept" into any large-scale
development planning. It means pro-
viding adequate transportation to and
from the area. It means ample space
for recreation for the people who will
live and work in your development,
and it means clean air, clean water,
and an uncluttered landscape.
For the developer, the nation's pre-
sent love affair with the environment
can mean two things. First, it can
mean that he must either keep his
plans secret so that the militant con-
servationists, the hysterical environ-
mentalists don't learn about them
until it is too late for them to do
anything or else he must throw enough
bones to these hungry groups that
they will be quiet and not interfere
with his plans. Secondly, the present
national concern with the environment
can present to the developer a real
opportunity to create more than just
reinforcing rods and concrete. The
people to whom he is selling his ideas
or his product have within the past
few years become educated environ-
mentally. If you would capitalize on
this market, you must meet the de-
mands of your potential customers.
You must have the greenbelts, the
parks, the marinas, the open beaches,
the conservation areas, the well-land-
scapted buildings.
Environment, then, must be of very
real concern to you. Suddenly it has
become an essential part of your bread
and butter. An industrial or residential
development plan that takes the
environmental aspects into considera-
tion will be a much easier one to get
through the various zoning boards,
city and county planning boards,
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citizens' groups, and all the others that
you have to face before you can put in
the first bulldozer these days. The day
of environmental concern is here.
Learn how to live with it, even cater to
it, and your own projects will be
considerably more successful.
"Ecology" is another of the mis-
used words, another of today's shib-
boleths. It derives from the Greek
word "oikos" meaning "house" and
actually means the study of houses or,
in a broader sense, of environments.
More specifically, ecology is that
branch of biology which treats of the
relations between organisms and their
environment. So "ecology" is a branch
of science and not something that can
be destroyed by a jetport or by
cooling waters from a power plant.
But the word, like so many others, is
losing its original meaning through
misuse, and the "branch of biology
which treats of" part of the definition
has been dropped in common usage,
and we tend to think of "ecology" as
meaning the interrelationship of organ-
isms and the environment rather than
the study of it.
When we speak of the interrelation-
ship between organisms and their
environment—ecology—we must re-
member that man himself is one of
those organisms. To me the very real
ecological aspects of your profession
must be not the effect of your works
on the interrelation of turtle grass and
the overlying water, not the inter-
relationship of migratory ducks and
the wetlands, but rather the inter-
relationships of man himself with the
world around him. Every time a dozer
blade rearranges the landscape, there
are ecological effects. The question
then is not is your work "changing the
ecology"—of course it is. The question
should be is the end result good or bad
for man? Man likes to have wetlands
preserved. He likes to have coastal
mangroves preserved. He likes to be
able to fish and swim and to sit and
look at unspoiled nature. He does not
want all construction, all progress to
stop so that he can do these things; he
just wants these elements taken into
consideration, and the clever developer
will do just that.
Today there are environmental con-
straints on every developer that were
unheard of five years ago. My suggest-
ion is not to fight them. Use them in
your planning. Make sure your
architects and engineers are aware of
them. Utilize these constraints in your
construction projects in your real
estate and industrial developments.
The developers that come our ahead in
the next several years will be those
that know what the public wants and
caters to this. Today's public wants to
be sure that the environmental aspects
are considered. Cpaitalize on this and
you are a winner. Disregard it at your
peril.
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CICAR: Progress Report
After years of scientific neglect,
the Caribbean is being probed and
measured in a cooperative study by fifteen nations.
EXPLORING AMERICA':
MEDITERRANEAN
It is interesting—if not discouraging—that so little
scientific work has been done over the years in "the Mediter-
ranean of the Americas."
The Caribbean Sea with its adjacent Gulf of Mexico is,
oceanographically speaking, still poorly described and even less
well understood.
Now, its dynamics, its contained life, its bottom topography
and tectonic framework, its interactions with the overlying
atmosphere, and the dynamics of the atmosphere above it are
the subjects of a cooperative international investigation spon-
sored by the Intergovernmental Oceanographic Commission.
Officially called the Cooperative Investigation of the
Caribbean and Adjacent Regions—CICAR for short—its field
phase began in 1970 and will continue through 1972. Originally
proposed by Dutch oceanographers, the idea won quick accept-
BY HARRIS B. STEWART, JR.
U.S. National Coordinator for the
Cooperative Investigation of the
Caribbean and Adjacent Regions
In the Cooperative Investigation ot the
Caribbean, the Mexican research vessel
URIBE (top right) has conducted
surveys in conjunction with the NOAA
Ship DISCOVERER and the OREGON II.
(Top left) Plankton samples were
gathered to study the distribution of
these organisms. (Bottom) U.S.
scientists, on board the OREGON II,
demonstrated the use ot "bongo nets"
to Mexican oceanographers.
ance among the larger Caribbean countries and many of the
maritime nations with or without territorial claims in the CICAR
region. Since then, several of the smaller countries bordering
the Caribbean have also joined in, so that as CICAR enters its
second year of field operations some 15 countries are involved:
Brazil, Colombia, Cuba, Germany, France, Guatemala, Jamaica,
Mexico, Netherlands, Panama, Soviet Union, Trinidad and
Tobago, United Kingdom, United States, and Venezuela.
Because so little is known of the oceanography of the
Caribbean and the Gulf of Mexico, much of the CICAR effort
is of a reconnaissance or survey nature. This is particularly
true of the marine geophysics and the marine biological and
fisheries programs.
The United Kingdom, the Dutch, and the United States
are all involved in systematic surveys of the bathymetry, gravity,
and magnetics of the Antillean arc and the A, B, C's, as the
islands of Aruba, Bonaire, and Curacao are known.
The Cubans are deeply involved in standard repeat sections
of observations along lines radiating out from their island,
sections along which they make repeated collections of plankton
and measurements of the physical and chemical properties.
The Colombians recently completed a successful cruise
along several standard sections to evaluate the upwelling area
off the north coast of South America, and NOAA's National
Marine Fisheries Service with the Oregon II has made several
cruises to evaluate the fisheries potential of the area.
Since the available data in the CICAR area are compara-
tively few, it has been difficult to identify specific research
problems that would lure research oceanographers from their
previously planned projects in other portions of the ocean.
One outstanding exception among U.S. oceanographers has been
the interest in determining circulation patterns in the Caribbean
and the Gulf of Mexico. At a meeting held in Miami last
summer, physical oceanographers from the eastern seaboard
and the gulf coast identified two aspects of the overall circula-
tion that they particularly wanted to investigate in view of the
importance of the CICAR area as the source for the Florida
Current and much of the water of the Gulf Stream. Highest
priority was given to the currents in the Yucatan Channel and
the circulation of the Gulf of Mexico. The second problem to
be investigated is the complex movement of the waters through
the passes between the Antillean Islands.
While the Atlantis II of the Woods Hole Oceanographic
Institution investigated the currents in the passes, a large
cooperative Mexican-U.S. effort was mounted in the Yucatan
Channel and the eastern Gulf of Mexico. This latter effort,
called the Eastern Gulf of Mexico Expedition, has consisted
thus far of three carefully planned multi-ship operations, with
a fourth one now in the planning stages. Ships from the several
universities of the State University System of Florida, from
Texas A&M, the University of Miami, NOAA's Discoverer
and the Uribe from Mexico worked together to obtain data
on the elusive Loop Current in the Gulf of Mexico and on the
distribution of eggs, larvae, and other planktonic organisms.
A CICAR Tides Program under the international direction
of Bernard Zetler of NOAA's Atlantic Oceanographic and
Meteorological Labs in Miami is well underway. Records from
tide gages on the coasts of Cuba and Mexico have recently
gone to the National Ocean Survey for analysis, and data from
six Ocean Survey gages throughout the Lesser Antilles are
being used to piece together the tidal picture for the whole
region. A NOAA deep-sea tides projects will place bottom-
mounted pressure-type tide gages at critical points throughout
the area to help in determining the tidal characteristics of the
entire basin. More specifically, two one-month sets of open-sea
tide measurements will be made with bottom-mounted gages
deployed by the NOAA Ship Discoverer this fall in the area
of the semidiurnal amphidromic point in the eastern Caribbean.
Tidal current analyses are even now being run on the data
from near-bottom current observations obtained by the
Discoverer in the Yucatan Channel in 1970, and analyses
are planned on current data obtained by Woods Hole ocean-
ographers in the passes between the Antillean Islands.
The United States' effort in CICAR is truly a cooperative
one. From the federal government, personnel and facilities are
committed from the Geological Survey, the Navy, the Coast
Guard, the National Science Foundation, and NOAA's various
components. From the university community, there is broad
representation including Woods Hole, University of Rhode
Island, Lamont-Doherty Geological Observatory, Princeton,
Duke, Florida State University, University of South Florida,
Florida Institute of Technology, University of Miami, Texas
A&M, University of Puerto Rico, and the Scripps Institution
of Oceanography.
The National Marine Fisheries Service, particularly with
the Oregon II, is heavily involved in the fisheries aspects of
the CICAR program. In January of this year, the Oregon II
and the Uribe from Mexico met near Alacran Reef (22°30'N,
89°45'W) to intercalibrate various nets for sampling larval
and juvenile fishes and to demonstrate the use of the so-called
"bongo nets" to the Mexicans. This operation was under the
direction of Ken Honey from the NMFS Lab at Boothbay
Harbor, Maine, as Chief Scientist, and Bengt Arpi of the FAO
mission in Mexico was in charge aboard the Uribe.
NOAA's Tropical Atlantic Biological Laboratory at Miami
is serving as the central agency for the CICAR drift bottle
program. Feodor Ostapoff of the Atlantic Oceanographic and
Meteorological Laboratories is the International Coordinator
for CICAR meteorology, and plans to conduct sea-air inter-
action research aboard the Discoverer in the CICAR area
this fall. Zetler is the subject leader for tides, and his own
project in this field is progressing well. NOAA's ships are
participating. NOAA's physical oceanographers, NOAA's fish-
eries scientists, and NOAA's marine geophysicists are involved,
and the National Oceanographic Data Center is heavily involved
as the central data repository and distributory for CICAR.
Through the International Decade of Ocean Exploration,
first-year funding has just become available from the National
Science Foundation for the CICAR program, and it is antici-
pated that NOAA's role in CICAR will continue to be a large
portion of the United States' contribution to this international
cooperative venture. Q
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Man and the Sea. Edited by Bernard L. Gordon. The Nat-
ural History Press, Garden City, New York, 1970. 498
pages. $9.95. Hardbound.
In this one volume, Prof. Gordon has collected the works
of some 71 different contributors to our present state of
knowledge of the global sea. His selections run the gamut
from A to Z—literally, from Agassiz (directions for collecting
fish— 1853) to Zetler (tsunamis— 1965). His time span covers
something to over 4000 years, from the Genesis account of
the flood (ca. 2348 B.C.) to the account of the Red Sea
brines and "hot holes" (1969).
No two oceanographers would select the same set of 71
basic original works to include in one volume, so it is ob-
vious that any reviewer would have his own ideas of just
which 71 basic works should have been included. It is a
tribute to Prof. Gordon that most oceanographers would
have probably chosen iriore than half of the authors he
chooses, and this one found that with something over half
of the remaining ones he was totally unfamiliar and thor-
oughly enjoyed reading them.
Too often today's student of the oceanic and atmospheric
sciences builds his knowledge of the field only on those most
recent works that form the top of the pyramid of knowledge.
Actually, he can survive professionally if he knows only the
top, but the really well-rounded oceanographer or meteorolo-
gist wants to know the earlier thinking that forms the base
and body of this pyramid. Man and the Sea provides a
concise and singularly readable summary of this back-
ground, and it does so by including the actual writings of
the men who block-by-block built the pyramid at whose
top we now rest and—hopefully—build even higher.
Within the past 10 years, meteorologists have come to
place increasing emphasis on the necessity to understand the
intricate interactions between the sea and the atmosphere.
For too long, meteorologists studied the atmosphere down
to the sea surface and stopped, and the oceanographers
studied the sea up to the same surface and stopped. There
was considerably more interaction between the sea and the
atmosphere than there was between the oceanographer and
the meteorologist. Fortunately, that era is over, and both
meteorologists and oceanographers are investigating each
other's field where they come together at the sea surface.
The editor of Man and the Sea has included several works
that touch on the sea-air interaction phenomena. The first
reference to this sea-air interaction process is a footnote
ascribed to Aristotle (p. 10):
As the sun is continually evaporating the water of the
sea, it must eventually be entirely dried up. But we have
reason to believe that all the water which is evaporated
by the solar heat, or any other natural process, is again
deposited in the form of rain or dew.
William Ferrel (1817-1891) was an American meteorologist
with the Coast Survey who did considerable research on
winds, storms, currents, and tides. His "An essay on winds
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and currents of the ocean" is included in the papers se-
lected, and in this tract he takes a few swipes at Lieutenant
Maury and then delves into the riddle of the Gulf Stream
(p. 68):
It is proposed in this essay to inquire into the effects
which are produced, both in the atmosphere and in the
ocean, by this disturbance of equilibrium, and by means
of a new force which has never been taken into account in
any theory of winds and currents, to endeavor to account
for certain phenomena in their motions, which have al-
ways been a puzzle to Meteorology and Hydrology.
Two more papers consider the ocean-atmosphere problem,
Willard Pierson's "Understanding and forecasting phenom-
ena at the air-sea interface" and John Isaacs' "The birth-
place of weather."
Man and the Sea, however, is primarily for oceanogra-
phers and students of oceanography, and the authors of
the selections read like a Who's Who in marine science:
Leonardo Da Vinci, Newton on Tides, Benjamin Franklin
on the Gulf Stream, van Humboldt, Bowditch, Scoresby,
Darwin, Agassiz, Maury, Secchi, John Murray of H.M.S.
Challenger fame, Dittmar, Nansen, Herdman, Ekman, Wege-
ner as the father of Continental Drift, Hjort, Henry Bige-
low, Beebe, Iselin, Waksman, Sverdrup, Revelle, Schaefer,
and a raft of today's oceanographers and writers of the sea
who either have made significant contributions themselves
or can write especially well of the contributions of others.
It would be difficult to pick a better set of contributions,
but there does seem to be an overabundance of selections on
undersea vehicles. These include not only Da Vinci's early
16th century description of an "underwater device," but
one on Halley's 1716 diving bell, Jacob Bigelow's 1829 ac-
count of diving bells, Beebee's account of the Bathysphere,
Anderson's record of the Nautilus at the North Pole, Don
Walsh on the Trieste, Cousteau on the Diving Saucer, the
voyage of the Triton, the Thresher search by Bracket Hersey,
Bill Rainnie's account of the Alvin's search for the H-bomb
off Palameres, Scott Carpenter and Sealab II, and Piccard
on the Ben Franklin.
The book also includes original articles related to marine
biology, chemistry, geology, physical oceanography, marine
optics, ocean mining, Mohole, the Glomar Challenger deep
drilling project, continental drift, tides, the Arctic, radio-
active waste disposal, marine archeology, desalination, fish-
protein concentrate, international cooperation, marine fish-
eries, seaweeds, and power from the sea. It is a veritable
oceanographic bouillabaisse, and everyone with a love of
the sea will be sure to find in Man and the Sea at least
one selection by his own personal marine hero, be it Nansen,
Bigelow, Sverdrup, or Revelle. It is a book worth having on
your shelf, for it does us all good to return to the sea from
time to time, and to become acquainted or renew acquaint-
ance with the men who made the contributions in the past
on which today's marine scientists must build.
—
Harris B.
Stewart, Jr.
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Non-Food Resources as Viewed by: Federal Oceanographic Research
Harris B. Stewart, Jr
Director, ESSA Atlantic Oceanographic and Meteorological Laboratories
Miami, Florida
I will recall the NASCO meeting a number of years
ago when, during a long discussion on marine science
education and training, Athelstan Spilhaus delivered a
lengthy - and pithy - diatribe on the growing gap between
"ivory tower ocean research" and the needs of the poor
guys trying to make a buck out of the ocean or get
something done at sea. He wound up with an - at the time
— outlandish suggestion that what we should have are Sea
Grant Colleges, a marine counterpart of the Land Grant
Colleges that have worked so well. We have come a long
way since then, along the route of hearings, draft legisla-
tion, more hearings, a bill, passage of the Sea Grant Act,
appropriations, proposals and more proposals, and now we
are well along the road of implementation. I believe the
program has worked well to date; it has been money well
spent.
One of the things that I particularly like about the
Sea Grant concept is the involvement of capabilities other
than marine science, and of people other than oceanogra-
phers. Oceanographers are interested primarily in finding
out how that great, boiling, bubbling confusion, called the
ocean, really works. Other views will broaden the scope of
investigations. You will notice that I avoid the word
"interdisciplinary." That term has become one of the most
overworked words and underworked concepts in science
today, and I have come to loathe it. We tend to use the
word as a crutch and forget the concept that the word
supposedly embodies. Sea Grant has tried to correct this
neglect by bringing many capabilities to bear on oceanic
problems. I like the approach.
However, I feel that we have, as a country, done an
extremely poor job in our approach to the increased
utilization of marine resources. First, we have done a poor
job in our public relations. We have for years shouted about
"feeding the world's starving millions from the ocean" and
"utilizing the untapped treasure troves" of our continental
shelves. We tried to use these slogans as justification for an
increased federal program in marine sciences. Obviously this
approach did not work on those in control, for the federal
program in marine science and technology has been
essentially level-funded for the past several years. The
President's budget submitted to Congress for fiscal year
1971 showed an increase of about $23 million over 1970
for a total of some $537 million for marine science and
technology. It is interesting to note that this is the first year
in some time that the non-military oceanography budget is
more than half of the total amount. So perhaps we have
started. I was pleased to note that $3.4 million of the
increase was for Sea Grant and about $15 million for the
1DOE (International Decade of Ocean Exploration).
If our PR approach has been wrong, how do we
correct it? The time has come for our public utterances to
be realistic and factual. The solution to the problem of our
present inadequate utilization of marine resources is not
solely a scientific one, as many would have us believe. It is
in large part dependent on the economics of the situation
(can we get it cheaper from a land source?), in part
dependent on modernizing the legal framework of resource
development, and in part dependent on improved tech-
nology. Marine science can and will contribute, but the idea
that marine science alone will solve the problems of
increased resource utilization is mere dreaming. Our public
relations, therefore, must be based on cold hard facts, not
the flowery phrases and glowing generalities of the past 10
years, which implied that oceanography alone could pro-
vide the panacea for all our resource ills.
In addition to a poor public relations job, we have
made, what I consider, a gross blunder in pushing for
exploitation of marine resources without also pushing for
the exploration that must precede it. We talk glibly of the
importance of the sea for food, for mineral resources, for
transportation, for improved weather forecasts, for national
defense, and many other uses. The truth is, that the sea is
so little explored and its magnificently complex processes
so poorly understood, that we have been unable to utilize
the sea for much of anything other than the same uses to
which it has historically been put — and with relatively
little improvement in these. For example, less than 5% of
the seafloor is adequately mapped for nautical charting
purposes, and we have yet to know enough about the
distribution of wave conditions on a global scale to provide
good ship-routing services. We still know so little of the
interrelationship between the marine environment and the
edible resources living there that "feeding the world's
starving millions from the wealth of the sea" is a veritable
pipe dream today. We are still so unaware of the extent of
the "untapped mineral resources" we talk so glibly about,
that we do not know where they are, how extensive they
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are, or even what they are. We know that the sea influences
the weather and vice versa, but our ability to forecast the
weather has improved little over the past 20 years, and
marked improvements cannot be expected until we have
been able to explore, untangle, and understand the complex
interrelationship between sea and atmosphere. Our military
knows so little of the marine environment that they still
cannot find submarines, and new weapons systems that
work in theory often do not work at sea. The Navy uses the
term "environmentally limited" when referring to some of
their marine equipment or systems. Actually, this is just a
euphemism that means we still know so little about the
environment of the sea that we are unable to build things
that will work there.
Too long the United States has talked of the
resources and the utilization of the sea without considering
the fundamental initial steps of exploring, describing, and
understanding. The recovery of food and minerals, the
improvement of marine transportation, better national
defense, improved forecasts, and all the other ways in
which the sea will be utilized cannot be effectively realized
until the basic exploration, description, and understanding
have been accomplished. This fact is so simple and so basic
that it has been almost completely overlooked in the rush
to glamorize the benefits eventually accruing from the sea.
Exploring, describing, and understanding are perhaps less
exciting economically and politically than commerce,
weather, food, minerals, and defense, but they are the sine
qua non of all man's efforts to reap the harvest of the seas.
Man speaks of invading the sea and even now has
several habitats in operation on the seafloor, but he knows
practically nothing of the environmental constraints of the
realm he is attempting to invade. One hears a lot of talk
today about marine ecology - the study of the inter-
relationship of marine organisms and their environment. We
know a good deal about the organisms, their life cycles,
their eating habits, even the number of vertebrae in their
backbones, but we know very little about the environ-
mental variations to which they are subjected. Take for
example a study of lobsters from a seafloor habitat — and
just such a study is planned for TEKTITE II and was
started in TEKTITE I last year. You can tag them. You can
follow their travels with tricky electronics. You can watch
their movements. You can watch when they eat and what
they eat. You can count the numbers that are around a
given "rock pile" each day. You can detail their comings
and goings with great precision, but to know "why" you
must know what changes are taking place in the world they
live in. How does the visibility vary; how does the
temperature of the water vary? What sort of current regime
is in the area and how does it vary? Does the dissolved
oxygen, salinity, or nutrient material vary with time, and, if
so, how do they react to these changes? My point here is
that we talk glibly about "ecology" and tend to neglect the
environmental half.
Pollution and pollution control are fast becoming the
watchwords for the seventies. Already many in political
office, or those aspiring to one, have latched onto pollution
control or pollution abatement as their personal standard.
To those who are serious and dedicated, I say "more power
to you." But for those who are using this merely as a lever
for their own political adornment, I have coined the term
"polluticians." We will hear from many "polluticians" in
the years ahead. Let us plan now to use them and educate
them so their "pollutical" speeches make sense and will
help the cause. Man eyes the sea as a convenient place to
get rid of the wastes he creates on land. He thinks of the
estuaries as convenient toilets that flush themselves in a
half-hearted way a couple of times a day. In fact, it* may be
that one of the great resources of the sea is that they are
just this — a big flushing hole in the ground and a great
place to get rid of our wastes. You could spit in the
Columbia River out here, and it wouldn't "pollute" it. Two
people or even two hundred people could spit in the river,
and it would not be polluted. So it is not a question of
dumping or not dumping, but rather a question of how
much of what can be dumped for how long before the
other uses of the river are imperiled. To answer such
questions for the Columbia River, for the nation's estuaries,
and for our extensive nearshore areas, we must first
undertake to explore, describe, and understand these
dynamic systems. Once we know how they work, this
information must be conveyed to the decision makers, so
that valid judgments can be made on the basis of fact rather
than on emotionalism, financial pressure, political in-
fluence, and the other grounds on which decisions are so
often made in the absence of facts.
We want to protect our beaches and improve our
harbors. We want to dispose of the cooling waters from our
coastal power plants. We want to fish and play in the
nearshore waters. We want to harvest fish commercially in
our offshore waters and our rivers and estuaries. We want to
launch our pleasure boats, to build our marinas, to develop
our coastal lands for living and for industry. We want to
build causeways to our offshore islands. We want to set
aside coastal preserves and maintain our navigable waters.
But, to do these things intelligently, we must first explore,
describe, and understand the entire nearshore and estuarine
regime.
My point, then, is to stop kidding ourselves that we
can just go to sea and harvest its resources. It is absolutely
essential that our approach to utilizing marine resources be
comparable to that for harvesting our resources on land.
First we must map, describe, and understand, or the
attempts at harvesting will continue to be in the hit-or-miss,
catch-as-catch-can appfoach we have been using with just
the poor results one would expect.
I am not advocating the termination of all resource-
oriented activities at sea. I am, however, pleading for an
appropriate amount of our effort, of the Sea Grant effort,
being directed towards providing the basic environmental
understanding on which intelligent utilization of our marine
resources must depend.
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AAAS Symposia Annual Meeting: Philadelphia
28-29 December
Ocean Symposium
Over the past 10 years, the American
scientific community, as well as the
executive and legislative branches of the
federal government, have been inun-
dated with reports relating to the ocean,
to oceanography, to marine technology,
and to the importance of all of these
fields within the framework of today's
social, economic, and geopolitical prob-
lems. The present sequence started with
the 12-chapter report of the National
Academy of Sciences Committee on
Oceanography entitled Oceanography
1960 to 1970. The sequence essentially
ended with the outstanding report of
the Stratton Commission, Our Nation
and the Sea. An incredible number of
man-hours has been spent both in pro-
ducing these numerous documents and
in reading and commenting on them.
Most of the U.S. scientific community
is now sated with reports on oceanog-
raphy, and the question that is most
often heard now is "What are we really
doing about the oceans?"
The American Association for the
Advancement of Science has planned a
2-day symposium on the oceans as part
of their Annual Meeting in Philadel-
phia. This symposium is planned to
bring us all up to date on the present
status of ocean science; to provide a
summary of the issues facing the coun-
try today insofar as the ocean is con-
cerned; to discuss the future of the
ocean insofar as the United States is
concerned; and to describe and discuss
the federal role in the national program
in oceanography.
The best way to determine what, in
fact, is happening in the ocean arena
today and to predict what lies ahead
is to have as speakers the top men
in the ocean business, and this is in-
deed what the AAAS Section on At-
mospheric and Hydrospheric Sciences
has managed to accomplish. On the
morning of 28 December. John Calhoun
(chairman. National Academy of
Sciences Ocean Affairs Board) will
chair a session planned to bring the
American scientific community Lip to
date on the present status of our knowl-
edge in the five major fields of marine
science: physical oceanography, chemi-
cal oceanography, marine geology and
geophysics, marine biology, and marine
engineering. For too long, the marine
scientists have been isolated from the
engineers. This situation, in part, is be-
cause the results of marine scientific
work have not generally been available
to engineers nor have these results been
translated into useful knowledge for the
engineers who are involved in trying to
accomplish something meaningful in
Administration]
the ocean. That era, however, now ap-
pears to be ending, and the scientists
and the engineers will brief us on the
present state of the art in their respec-
tive fields (morning session on 28 De-
cemberl.
On the afternoon of 28 December, the
session will be concerned with today's
major issues in oceanography. Chaired
by E. Seabrook Hull (editor, Ocean
Science News), the session will include
discussions on marine pollution, coastal
zone management, the law and the sea,
the role of industry, and international
problems and opportunities.
In the English language there is
probably no phase more internally con-
tradictory than "the foreseeable future."
The one thing that we know about the
future is that it is not "foreseeable."
Any discussion of the future of ocean-
ography in the United States must be
highly speculative at best. However, on
the morning of 29 December the AAAS
will hold a session entitled "The Oceans
and the Future." What we have tried to
do is corral the very best man in each
area to give us his feelings on what
the future holds in each of five specific
areas: food from the sea, minerals from
the sea, weather and the sea, national
defense and the sea, and man in the sea.
The final session on the afternoon of
29 December is dedicated to "The Fed-
eral Role." This session will be chaired
by George Reedy (former press sec-
retary to President Johnson and mem-
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ber of the Commission on Marine
Science, Engineering and Resources).
Robert M. White (administrator, Na-
tional Oceanographic and Atmospheric
Administration), has already agreed to
participate for that agency. Representa-
tives are also invited from the Environ-
mental Protection Agency, the Presi-
dent's Office of Science and Technology,
the House of Representatives, and the
Senate. This last session could very well
be the highlight of the 2-day meeting
and might point the way toward this
country's future direction in marine
science.
Over the past several years, much has
been said about the importance of the
oceans to our national welfare; much
has been written about the importance
of the ocean to the future welfare
—
even to the survival—of mankind. The
AAAS wants this symposium to pro-
vide a rare insight into the present status
of marine science, the marine issues
which face the country today, the hope
which we might expect for the future,
and the role which the federal govern-
ment must play in converting these
hopes into marine realities.
The day of the "Madison Avenue"
approach to the oceans is over. We have
all heard of the "untapped treasure
troves on our continental shelves," of
the "potential of the ocean for feeding
the world's starving millions," and the
fact that "the seas cover 71 percent of
the earth's surface." It is time that we
cut through the flowery prose, the well-
formed phrases, and the glowing rhetoric
to get to the basic facts at issue. How
much do we know about the oceans
today? What are the real problems we
now face for which the solutions lie in
the ocean? What does the future look
like insofar as the oceans are con-
cerned? And finally, what role does the
federal government play in all of this?
This symposium will answer these ques-
tions by bringing together in one place
and at one time the top people in the
field. This will be a good session, and
hopefully from it will come the guide-
lines within which will be shaped the
national policy relating to the oceans
for the years ahead.
Harris B. Stewart, Jr.
National Oceanographic and
Atmospheric Administration, Atlantic
Oceanographic and Meteorological
Laboratory, Miami, Florida
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SUMMARY OF REQUIREMENTS
This document has been prepared by research scientists
at the Atlantic Oceanographi c and Meteorological Laboratories
in response to the memorandum from the Associate Administrator
of NOAA requesting NOAA Laboratory "Requirements for Ocean
Physics and Solid Earth Data."
These Laboratories are broad based and interdisciplinary
covering solid earth, oceanography, and meteorology. Although
the requirements for meteorology are not included here, the
range of requirements for application to ocean physics and
solid earth is large. Table 1 shows that the investigators
are asking for sensors covering a large range of the electro-
magnetic spectrum, from reflected solar radiation in the vis-
ible spectrum to both active and passive microwave systems.
These measurements will provide data that can be used to de-
scribe the s ta te, physi cal properties, and energetics of the
surface and near-surface layer of all of the world's oceans.
Table 1 . Summary of Data Applications Related to the
Electromagnetic Spectrum
Spectrum Date Application
Visible
Broadband Solar
Broadband IR
Ocean Turbidity Detection
Shoreline Topography
Bottom Topography
Ocean/Atmosphere Energetics
IR "Window 1
Ocean Currents
Eckman Divergence and Wind
Stress
Long-Term, Sea-Air Interaction
Tel econnections of World
Oceans
Active Microwave
Passive Microwave
Sea State
Tides
Ocean Slopes
Sal i ni ty
Surface Wind
Waves
The programs that are e
studies are listed in table
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The sensor or measureme
table 3 together with catego
accuracy desired. The ideas
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Table 2. Proposed Programs for Studies of Ocean Physios and
Solid Earth
Purpose Investigator
Global Ocean Radiation Budget
Determine Radiative Heat Sources n „ u
and Sinks for World Oceans Ur " K< Hanson
Global Ocean Sea Surface Temperature
Study Eckman Divergence Related
to Surface Wind Stress
Diagnostic Studies of Long-Term
n
,,
u
Sea-Air Interaction Phenomena ur< R- hanson
Study Large Scale Tel econnecti ons
Between World's Oceans
Water Mass Identification
Bioassay
Current Boundaries and Advection
of Pollutants Mr . G . MaulApplications to Marine Transpor-
tation
Estuarine Studies
Surface Wind and Wave Conditions
Prediction of Surge Associated
with Storms and Hurricanes
Studies Leading to Improved
Operational Forecasting of
Ocean Surface Winds, Wave,
Surf Condi ti ons, and Storm
Surge
Sea State Determination
Researchon Forecasting Dr. J. Apel
Techniques Mr.B.Zetler
Tidal Amp! i tudes
Worldwide Tide Forecasting J?
r
' ?'
Zet
]
er
3 Dr . J . Apel
Ocean Slopes Over (a) Currents and (b) Deep Trenches
Global Ocean Circulation [£;
J
Q ; J a
P
^ en
Gravity Anomalies Mr. B. Zetler
Changes in Shoreline and Seafloor Features due to Storms
Research on Storm Effects of Shoreline and
Shallow Water Features
Turbid Water Mass Movement
Concentrati on, Composi tion
,
and ~ ~ KpIIpt
Transport
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1. GLOBAL OCEAN RADIATION BUDGET
Kirby Hanson
1 . 1 Background
The global radiation budget at the earth's surface has
been calculated by a number of investigators including Kimball
(1928) as early as 1928. More recently, Budyko (1955, 1963),
Black (1956), Ashbel (1961), and Wyrtki (1965) have made sim-
ilar determinations. On comparing observed irradiance values
in the tropical Pacific with values calculated by the investi-
gators mentioned above, Quinn and Burt (1968) found the cal-
culations were 15 to 27 percent too low at Canton Island and
15 to 18 percent too low at Wake Island.
From irradiance measurements in the Line Islands (near
the equator, south of Hawaii), Cox and Hastenrath (1970)
stated that the "downward-directed short-wave radiation at
Palmyra is considerably larger than expected from available
climatic mean maps. The climatic mean irradiance values were
calculated from cloud observations and empirical relationships
of irradiance as a function of cloudiness (Black, 1956;
Bernhardt and Phillipps, 1958; and Budyko, 1963)."
At Swan Island in the Caribbean, this author found that
calculated values of the solar irradiance by Ashbel (1961)
and Budyko (1963) are 3 to 9 percent too low.
These scattered observations in the tropics are consis-
tent, because they show more solar energy reaching and being
absorbed in the tropical oceans than was previously thought.
This recent finding is also consistent with satellite obser-
vations of the earth's radiation budget; these show that a-
bout 30 percent more solar radiation is absorbed by the earth-
atmosphere system in the tropics than suggested by pre-satel 1 i te
calculations (House, 1965; Vonder Haar, 1968; London and
Sasamori, 1971; and Vonder Haar and Hanson, 1969).
From these surface and satellite observations, it now
appears that the tropical oceans are receiving perhaps 10 to
20 percent more solar energy than is suggested by the cli-
matic mean maps that have been published in the last 10 years
Satellite measurements of the reflected solar irradiance
leaving the atmosphere are now wrong by only a few percent,
when averaged over seasonal and annual time scales. However,
the error of surface irradiance calculations (based on cloud
observations) on the same time scale is about an order of
magnitude larger.
We propose to develop parameterization techniques based
on satellite observed broadband solar irradiance, to apply
these techniques to satellite data, and to determine the
global ocean radiation budget over monthly, seasonal, and
annual time scales. We also propose to do a similar param-
eterization for the IR irradiance at the earth's surface
based on satellite observed IR radiance.
1 . 2 Requi rements
The satellite data requirements for this section are
specified in table 3. They are:
1. Upwelling broadband solar radiance (0.3 to 3 urn)
- complete global coverage at least two per day
during daylight hours: one pass at local noon
and one at 1430 UT/LT
- horizontal resolution of 100 km
- accuracy of 2 percent, or 0.006 cal cm -2 per min
- precision of 1 percent, or 0.003 cal cm -2 per
min.
2. Upwelling broadband IR radiance (3 to 50 ym)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy of 2 percent, or 0.006 cal cm -2 per min
- precision of 1 percent, or 0.003 cal cm -2 per
min.
3. Upwelling IR window radiance (10.5 ~ 12.5 ym)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy of 1°C (effective radiation temperature).
k. Total precipitable water vapor (cm)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy 0.2 cm
.
Requirement 4 will be limited by clouds in the sensor's
field of view. In those cases, a statistical estimate with
higher resolution sensors ( < 1 00 km) should be made to deter-
mine clear sky total precipitable water.
Two observations of the upwelling broadband solar radi-
ance are required during daylight. The hours suggested are
1200 and 1430 LST (local sun time). Polar orbitters are as-
sumed at these hours.
The IR radiance, IR window, and total water vapor mea-
surements are required at 0000 and 1200 LST. Thus, one polar
orbitter is required.
2. GLOBAL OCEAN SEA-SURFACE TEMPERATURE
Kirby Hanson
2.1 Background
The "southern oscillation," a long-term sea-air interac-
tion phenomenon, was first described by Sir Gilbert Walker in
1924. Following this, it received little attention until the
1 960 ' s when Austin (1960) examined mid-Pacific equatorial
ocean temperatures, and Bjerknes (1966) suggested the impor-
tance of this tropical sea-air interaction phenomenon to the
predictability of the atmosphere in mi d 1 at
i
tudes . Berlage
(1966) has studied this phenomenon in relation to world
weather for nearly 40 years.
The Eastern Pacific Ocean is the largest area of sub-
normal temperatures observed anywhere in tropical oceans. As
stated by Bjerknes (1 969) :
"The cause of the temperature deficiency is partly
the cold water supplied by the Humbolt Current from
southern sources, aided by upwelling along the
Chilean and Peruvian coast. Even more important,
though, is the upwelling along 10,000 km, more or
less, of the Pacific equator.
"The upwelling in the open ocean along the equator
is due to the prevailing easterly winds. In addi-
tion to the westward drift produced by these winds,
a diverging Ekman drift is maintained, to the right
north of the equator and to the left south of the
equator, so as to pump upwelling water to the sur-
face at the equator. As long as this process con-
tinues uninterruptedly, more and more upwelling
water gathers at the surface and spreads sideways
from the equator until a tongue of cold water es-
tablishes as wide as shown in figure 1."
Ocean temperature anomalies in this cold current can
also lead to catastrophic conditions for some South American
countries. The El Nino is an anomalously warm ocean tempera-
ture condition that occurs in the otherwise cold water along
the west coast of South America. The occurrence of it and
associated meteorological conditions can lead to torrential
rains and flooding in the normally arid regions of Ecuador and
Peru; red tide; invasion by tropical nekton; and mass mor-
tality of various marine organisms including guano birds,
sometimes with subsequent decomposition and release of hy-
drogen sulfide (Wooster, 1960) (cited by Quinn, 1970).
Ocean temperature anomalies also have a large effect on
precipitation along the equatorial dry zone of the Pacific.
A time plot of sea/air temperatures and precipitation at
Canton Island (Bjerknes, 1969) is shown in figure 2. Many
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Figure 2. Time series
of monthly air and
sea temperatures
and of monthly pre-
cipitation at Can-
ton Island from
1950 to 1967 (from
Bjerknes, 1969),
other investigators have examined this response of the tropi-
cal atmosphere (more precipitation) to warm surface waters and
its self-amplification (Krueger and Gray, 1969; Quinn, 1970;
and others). This increased precipitation has been suggested
as an explanation for the midlatitude westerlies being stronger
during periods of warm surface temperatures in the equatorial
dry zone. The suggestion is that the greater heat supply
from the equatorial ocean is added to the atmospheric Hadley
circulation by precipitation intensifying that circulation
and producing more than the normal flux of angular momentum
at the midlatitude belt of westerlies (Bjerknes, 1969).
The response of midlatitude circulation patterns to
tropical (or extra tropi cal ) ocean temperature anomalies has
obvious importance to the predictability of the atmosphere.
Thus, the initial work by Berlage and Bjerknes has brought on
a number of diagnostic studies during the past few years on
tel econnecti ons of the atmosphere and ocean (Krueger and
Gray, 1969; Namias, 1969). These studies are \/ery useful in
establishing the global nature of this phenomena. Further-
more, they have shown the need for global satellite measure-
ments to study these long-term, sea-air interaction phenomena.
Studies that should be undertaken when adequate satellite
data are available are:
1. The Ekman divergence has been postulated as a re-
sponse to the strength of the equatorial trade winds.
The time development of sea surface temperature pat-
terns in response to surface wind stress should be
studied to verify this or offer another explanation.
2. The long-term sea surface temperature anomal ies
recorded at Canton Island need to be extended to all
of the tropical and subtropical oceans. Unfortu-
nately, only a few island stations record sea sur-
face temperatures, and ships provide only limited
data (time and space). Satellite sea surface tem-
perature measurements (to required precision) are
required on a global scale to provide the necessary
sampling resolution and accuracy to study these
anomalies. These will provide basic information for
diagnostic studies of long-term sea surface tempera-
ture anomalies as a means for forcing (and inter-
acting with) the circulation patterns in the atmo-
phe re .
3. If there are large— scale te
1
econnec t
i
ons between the
ocean and atmosphere, we can also expect to have
large-scale te
1
econnec t i on s between the world's
oceans (with the atmosphere as a link). Sea surface
temperature data obtained by satellite will provide
basic input for such studies.
2 . 2 Requi rement s
The requirement is for sea surface temperature, once a
day at 0000 LST, a spatial resolution of 100 km, an accuracy
of 1 ° K , and a precision of 0.5°K.
The satellite measurements required have not been speci-
fied in table 3 (only sea surface temperature has been speci-
fied). It is assumed that some organization with satellite
data processing capability (such as NESS) will reduce the
necessary measurements to sea surface temperature values. This
requires eliminating the effect of the atmosphere and clouds
on the measurement.
3. WATER MASS IDENTIFICATION
George Maul
Oceanic circulation is a fundamental geophysical phenom-
enon that affects eyery milligram of biota on this planet. The
advection of heat and nutrients is the controlling influence
in the primary biological production and hence the entire
food web. Major weather systems, such as subtropical cyclones,
are influenced (if not controlled) by the ability of the ocean
to release thermal energy; regional climates are established
because of this. Marine transportation, commercial fishing,
deep-sea mining and drilling, national defense, and other
such ocean-oriented activities of man are influenced by the
surface and near-surface circulation.
If we are to use the ocean in an ecologically accept-
able and commercially practical manner, the perturbations in
the average surface flow are the meaningful properties that
must be measured and eventually predicted. Fortunately,
due to the intense ba rod ini city of the important currents,
there are several surface features that hold promise for
detection by remote sensors.
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Characteristically, the surface manifestation of major
currents, such as the Gulf Stream, Kuroshio, Agulhas, Peru,
and Somali, are (1) a high temperature gradient, (2) a high
salinity gradient, (3) a high turbidity gradient, (4) a high
velocity gradient, (5) a change in sea state, (6) a change in
cloudiness or cloud patterns, and (7) a change in sea-surface
slope. The possibility of remotely sensing these features
and the requirements to do so are discussed in the following
paragraphs. The goal is to make appropriate measurements of
each of these features and by machine processing and decision,
provide the maritime community with synoptic maps. The fea-
sibility of machine processing and decision of mul ti spectral
scanner data has been demonstrated by Higer et al . (1970).
3.1 Thermal Gradient Detection
The surface thermal signature of the Gulf Stream has been
documented as a reliable, year round, indication of the cur-
rent (Hansen and Maul, 1970). Attempts to track routinely
the thermal boundary by using Nimbus II data have led to the
conclusion that the uncontami nated sea surface temperature
must be known to ±1°K (Maul, 1972). To accomplish this, we
recommend that a high resolution infrared sensor (HRIR), response
limited to the range of oceanic surface temperatures with al-
lowance for atmospheric attenuation (namely 260°K - 310°K),
be flown. The subsatellite ground resolution should be about
2 km for meaningful location of the thermal field with respect
to the velocity field, the attitude control requirements of
the altimeter (discussed in sections 2.4 and 2.5) must keep
the location of the HRIR ground spot in an area less than the
spot size itself. A second channel that simultaneously mea-
sures the planetary albedo with the same resolution is required
for cloud detection. The spectral range of the HRIR desired
is 10.5 to 12.5 u, because energy at earth temperatures is
maximized, reflected energy is negligible, and atmospheric
11
attenuation due to H 2 0, C0 2 , and 3 is small. The albedo
channel specifications are less wel
1
-determi ned ; however, 0.4
to 0.7 u should be adequate. The mul ti spectral approach
(Anding and Kauth, 1970) seems to have the potential for yery
accurate measurements, but field tests have yet to be made.
3.2 Salinity Gradient Detection
Salinity changes across the Mississippi River outflow
were measured by Droppleman et al . (1970) using a passive
microwave radiometer operating on 1.4 GHz from a low-flying
aircraft. Although this experiment is in its infancy, it is
yery promising for current boundary detection where changes
of 2 /00 may occur over several kilometers. It may prove
especially valuable in the region of the ocean between 30°N
and 30°S (about half the earth's surface), where surface
thermal fronts are absent or seasonal .
The inclusion of a passive microwave radiometer on an
oceanographi c satellite is most desirable for applications
in ice detection and sea state; one channel should operate
on 1 to 1 . 5 GHz. The ground spot size and attitude control
requirements discussed for temperature apply to the salinity
discussion as well as the other observations discussed below.
3.3 Turbidity Gradient Detection
Clarke et al . (1969) showed that the differences in
color of oceanic water masses could be detected from aircraft.
These measurements have been linked to the chlorophyll con-
tent of the water and hence to its bioassay. Color change
between water masses is independent of location, and thus
is as valuable in the tropics as in midlatitude regions.
The measurements of Clarke et al . (1969) suggest that two
narrow (0.015 y) channels centered on 0.54 and 0.46 u are
necessary to perform these studies. Absolute accuracies
needed correspond to the capability of measuring chl orophyl 1 -A
12
concentrations of about 0.2 mg m" 3 to precisions of ±0.1 mg
m"
3
. This translates (Ramsey, 1968), to an accuracy of 3.0 W
m
" 2 ster -1 ym - i and a precision of ±1.5 W m" 2 ster" 1 urn' 1
3.4 High Velocity Gradients
The other features listed above are covered in sections
2.4 and 2.5 and come naturally out of those requirements,
except for item (4), Velocity Gradients. McManus et al . (1968)
have shown that a Doppler laser can give absolute current
speeds. The adaptability of such a device enables an ocean og-
rapher to separate the barotropic flow from the baroclinic
flow and, hence, obtain the entire current field from mea-
surement of sea surface slope by an altimeter.
3.5 Other Applications
Being able to measure the thermal, salinity, and turbid-
ity gradients in the open ocean to the required accuracies
allows one to easily apply the techniques to esturine and
near-shore circulation problems. These areas are of immediate
interest in problems of ocean waste disposal, pollution, and
recreation. These capabilities also help geological interests
solve such problems as longshore transport, and river plume
sedimentation .
3.6 Platform Location and Interrogation
Finally, the basic need for Lagrangian drifters in ocean
circulation studies must be promulgated. An oceanographi c
satellite system must be able to locate free drifting buoys
and to telemeter basic measurements. Thus the system can
also service moored buoys, which serve as operational ground
13
truth stations for the remote measurements. Without periodi-
cally comparing remotely sensed data with acceptable standards,
we will not have the beginning of genuinely reliable synoptic
ocea nography .
3.7 Development Studies
Many of the items discussed in this section require
further R&D before we attempt to integrate them into a satel-
lite. We strongly recommended that a vigorous aircraft pro-
gram be supported to determine, first, the optimum spectral
bands needed for ocean sensing in order to simplify the satel
lite as much as possible, and second, to determine if these
optimum bands can see through the atmosphere with adequate
resolution to warrant integration at all.
4. SURFACE WIND AND WAVE CONDITIONS
Duncan Ross
4 . 1 Probl ems
The problem area here is in the general knowledge of
surface wind and wave conditions as input to research pro-
grams studying the exchanges of heat, energy, and moisture at
the sea-air interface. This study will also help the continued
development of numerical forecasting of oceanic wind and wave
condi ti ons
.
There are numerous organizations and programs that desire
synoptic wind and wave observations over the oceans. These
needs are documented in various reports of the World Meteo-
rology Organi zation (WMO), World Weather Watch (WWW), etc.
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Typical of these are the objectives stated by the WMO in
Resolution 1721 (XVI) adopted at the United Nations General
Assembly in December 1961:
"1. To develop a deeper understanding of the global
circulations of the atmosphere and the associated
sy s tern of c 1 i ma tes ;
2. To place weather forecasting on a firmer scientific
basis: to develop techniques for predictions on
extended time scales and to provide knowledge needed
to improve weather forecasts of small space-scales
and time space ;
3. To explore the extent to which weather and climate
may be modified through artificial means."
These objectives have been addressed by numerous organi-
zations, and current experimental programs gather data from
ships, aircraft, and satellites. The system requirements
stated here will provide additional input to these programs.
Section 4 is concerned with the rationale behind the stated
requirements; however, note that elements of those require-
ments are in the area of technology development.
4.2 Requirements
A mul ti -frequency scanning microwave radiometer system
is needed to provide data from which the aforementioned param
eters can be inferred. The system should contain the follow-
i ng features :
1. Frequencies - approximately 1-3, 5"8, 10, and
15-19 GHz
2. Polarization - dual
3. Spatial resolution - 20-100 km
h. Scan - ±30-50° orthoganal to ground track and
conical at 50°
5. Accuracy - antenna temperatures ±1°K.
15
The programs th
studies are listed i
vestigator(s) are al
The sensor or m
table 3 together wit
accuracy desired. T
strained to fit any
system; however, the
requ i rements .
Some of the val
specify for several
gle value (in some c
investigators "reaso
on his knowledge at
be adjusted as new i
it would be desirabl
in developing satell
with these investiga
at are envisioned
n tabl e 2; the pu
so included.
easurement requir
h categories for
he ideas containe
particular satell
re were some obvi
ues i n tabl e 3 ha
reasons . This me
ases) has been qi
nable, first esti
this time. b v i
o
nformation become
e for those who m
ite systems to ha
tors .
to carry ou
rpose and th
ements are 1
orbit, resol
d here have
ite, orbit,
ous matches
ve been diff
ans that al
t
v e n , it is s
mate" at the
usly, some v
s available,
ay make use
ve further d
t these
e main in-
i s t e d in
uti on , and
not been Con-
or sensor
of plans and
i cul t to
hough a s i n-
i mpl v the
val ue based
al ues shoul
d
Therefore
,
of table 3
i s c u s s i o n
VI
Table 2. Proposed Programs for Studies of Ocean Physios and
Solid Earth
Purpose Investi gator
Global Ocean Radiation Budget
Determine Radiative Heat Sources
and Sinks for World Oceans Dr . K. Hanson
Global Ocean Sea Surface Temperature
Study Eckman Divergence Related
to Surface Wind Stress
Diagnostic Studies of Long-Term
Sea-Air Interaction Phenomena
Study Large Scale Teleconnections
Between World's Oceans
Dr . K. Hanson
Water Mass Identification
Bioassay
Current Boundaries and Advection
of Poll utants
Applications to Marine Transpor-
tation
Estuarine Studies
Mr. G. Maul
Surface Wind and Wave Conditions
Prediction of Surge Associated
with Storms and Hurricanes
Studies Leading to Improved
Operational Forecasting of
Ocean Surface Winds, Wave,
Surf Condi tions, and Storm
Surge
Mr . D . Ross
Sea State Determination
Research on Forecasting
Techni ques
Dr. J. Apel
Mr. B. Zetler
Tidal Ampl i tudes
Worldwide Tide Forecasting
^
r
' *' Zetler
3 Dr . J . Apel
Ocean Slopes Over (a) Currents and (b) Deep Trenches
Global Ocean Circulation Dr. J. Apel
Dr . D . Hansen
Gra vi ty Anomal i es Ir . B . Zetler
Changes in Shoreline and Seafloor Features due to Storms
Research on Storm Effects of Shoreline and
Shallow Water Features
Turbid Water Mass Movement
Concentrati on, Composi tion , and
Transport Dr. G. Keller
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1. GLOBAL OCEAN RADIATION BUDGET
Kir by Hanson
1 . 1 Background
The global radiation budget at the earth's surface has
been calculated by a number of investigators including Kimball
(1928) as early as 1928. More recently, Budyko (1955, 1963),
Black (1956), Ashbel (1961), and Wyrtki (1965) have made sim-
ilar determinations. On comparing observed irradiance values
in the tropical Pacific with values calculated by the investi-
gators mentioned above, Quinn and Burt (1968) found the cal-
culations were 15 to 27 percent too low at Canton Island and
15 to 18 percent too low at Wake Island.
From irradiance measurements in the Line Islands (near
the equator, south of Hawaii), Cox and Hastenrath (1970)
stated that the "downward-directed short-wave radiation at
Palmyra is considerably larger than expected from available
climatic mean maps. The climatic mean irradiance values were
calculated from cloud observations and empirical relationships
of irradiance as a function of cloudiness (Black, 1956;
Bernhardt and Phillipps, 1958; and Budyko, 1963)."
At Swan Island in the Caribbean, this author found that
calculated values of the solar irradiance by Ashbel (1961)
and Budyko (1963) are 3 to 9 percent too low.
These scattered observations in the tropics are consis-
tent, because they show more solar energy reaching and being
absorbed in the tropical oceans than was previously thought.
This recent finding is also consistent with satellite obser-
vations of the earth's radiation budget; these show that a-
bout 30 percent more solar radiation is absorbed by the earth-
atmosphere system in the tropics than suggested by pre-satel 1 i te
calculations (House, 1965; Vonder Haar, 1968; London and
Sasamori, 1971; and Vonder Haar and Hanson, 1969).
From these surface and satellite observations, it now
appears that the tropical oceans are receiving perhaps 10 to
20 percent more solar energy than is suggested by the cli-
matic mean maps that have been published in the last 10 years
Satellite measurements of the reflected solar irradiance
leaving the atmosphere are now wrong by only a few percent,
when averaged over seasonal and annual time scales. However,
the error of surface irradiance calculations (based on cloud
observations) on the same time scale is about an order of
magnitude larger.
We propose to develop parameterization techniques based
on satellite observed broadband solar irradiance, to apply
these techniques to satellite data, and to determine the
global ocean radiation budget over monthly, seasonal, and
annual time scales. We also propose to do a similar param-
eterization for the IR irradiance at the earth's surface
based on satellite observed IR radiance.
1 . 2 Requi rements
The satellite data requirements for this section are
specified in table 3. They are:
1. Upwelling broadband solar radiance (0.3 to 3 urn)
- complete global coverage at least two per day
during daylight hours: one pass at local noon
and one at 1^30 UT/LT
- horizontal resolution of 100 km
- accuracy of 2 percent, or 0.006 cal cm -2 per m i
n
- precision of 1 percent, or 0.003 cal cm -2 per
m i n .
2. Upwelling broadband IR radiance (3 to 50 urn)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy of 2 percent, or 0.006 cal cm -2 per min
- precision of 1 percent, or 0.003 cal cm -2 per
min.
3. Upwelling IR window radiance (10.5 ~ 12.5 ym)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy of 1°C (effective radiation temperature).
k. Total precipitable water vapor (cm)
- complete global coverage at least two per day:
one pass at local noon and one at midnight
- horizontal resolution of 100 km
- accuracy 0.2 cm
.
Requirement 4 will be limited by clouds in the sensor's
field of view. In those cases, a statistical estimate with
higher resolution sensors (<100 km) should be made to deter-
mine clear sky total precipitable water.
Two observations of the upwelling broadband solar radi-
ance are required during daylight. The hours suggested are
1200 and 1430 LST (local sun time). Polar orbitters are as-
sumed at these hours.
The IR radiance, IR window, and total water vapor mea-
surements are required at 0000 and 1200 LST. Thus, one polar
orbitter is required.
2. GLOBAL OCEAN SEA-SURFACE TEMPERATURE
Kirby Hanson
2.1 Background
The "southern oscillation," a long-term sea-air interac-
tion phenomenon, was first described by Sir Gilbert Walker in
1924. Following this, it received little attention until the
1960's when Austin (1960) examined mid-Pacific equatorial
ocean temperatures, and Bjerknes (1966) suggested the impor-
tance of this tropical sea-air interaction phenomenon to the
predictability of the atmosphere in mi d
1
ati tudes . Berlage
(1966) has studied this phenomenon in relation to world
weather for nearly 40 years.
The Eastern Pacific Ocean is the largest area of sub-
normal temperatures observed anywhere in tropical oceans. As
stated by Bjerknes (1969):
"The cause of the temperature deficiency is partly
the cold water supplied by the Humbolt Current from
southern sources, aided by upwelling along the
Chilean and Peruvian coast. Even more important,
though, is the upwelling along 10,000 km, more or
less, of the Pacific equator.
"The upwelling in the open ocean along the equator
is due to the prevailing easterly winds. In addi-
tion to the westward drift produced by these winds,
a diverging Ekman drift is maintained, to the right
north of the equator and to the left south of the
equator, so as to pump upwelling water to the sur-
face at the equator. As long as this process con-
tinues uninterruptedly, more and more upwelling
water gathers at the surface and spreads sideways
from the equator until a tongue of cold water es-
tablishes as wide as shown in figure 1."
Ocean temperature anomalies in this cold current can
also lead to catastrophic conditions for some South American
countries. The El Nino is an anomalously warm ocean tempera-
ture condition that occurs in the otherwise cold water along
the west coast of South America. The occurrence of it and
associated meteorological conditions can lead to torrential
rains and flooding in the normally arid regions of Ecuador and
Peru; red tide; invasion by tropical nekton; and mass mor-
tality of various marine organisms including guano birds,
sometimes with subsequent decomposition and release of hy-
drogen sulfide (Wooster, 1960) (cited by Quinn, 1970).
Ocean temperature anomalies also have a large effect on
precipitation along the equatorial dry zone of the Pacific.
A time plot of sea/air temperatures and precipitation at
Canton Island (Bjerknes, 1969) is shown in figure 2. Many
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Figure 2. Time series
of monthly air and
sea temperatures
and of monthly pre-
cipitation at Can-
ton Island from
1950 to 1967 (from
Bjerknesj 1969).
other investigators have examined this response of the tropi-
cal atmosphere (more precipitation) to warm surface waters and
its self-amplification (Krueger and Gray, 1969; Quinn, 1970;
and others). This increased precipitation has been suggested
as an explanation for the midlatitude westerlies being stronger
during periods of warm surface temperatures in the equatorial
dry zone. The suggestion is that the greater heat supply
8
from the equatorial ocean is added to the atmospheric Hadley
circulation by precipitation intensifying that circulation
and producing more than the normal flux of angular momentum
at the midlatitude belt of westerlies (Bjerknes, 1969).
The response of midlatitude circulation patterns to
tropical (or extra tropi cal ) ocean temperature anomalies has
obvious importance to the predictability of the atmosphere.
Thus, the initial work by Berlage and Bjerknes has brought on
a number of diagnostic studies during the past few years on
tel econnecti ons of the atmosphere and ocean (Krueger and
Gray, 1969; Namias, 1969). These studies are \/ery useful in
establishing the global nature of this phenomena. Further-
more, they have shown the need for global satellite measure-
ments to study these long-term, sea-air interaction phenomena.
Studies that should be undertaken when adequate satellite
data are available are:
1. The Ekman divergence has been postulated as a re-
sponse to the strength of the equatorial trade winds.
The time development of sea surface temperature pat-
terns in response to surface wind stress should be
studied to verify this or offer another explanation.
2. The long-term sea surface temperature anomalies
recorded at Canton Island need to be extended to all
of the tropical and subtropical oceans. Unfortu-
nately, only a few island stations record sea sur-
face temperatures, and ships provide only limited
data (time and space). Satellite sea surface tem-
perature measurements (to required precision) are
required on a global scale to provide the necessary
sampling resolution and accuracy to study these
anomalies. These will provide basic information for
diagnostic studies of long-term sea surface tempera-
ture anomalies as a means for forcing (and inter-
acting with) the circulation patterns in the atmo-
phe re .
3. If there are large— scale teleconnections between the
ocean and atmosphere, we can also expect to have
large-scale teleconnections between the world's
oceans (with the atmosphere as a link). Sea surface
temperature data obtained by satellite will provide
basic input for such studies.
2 . 2 Requi rement s
The requirement is for sea surface temperature, once a
day at 0000 LST, a spatial resolution of 100 km, an accuracy
of 1°K, and a precision of 0.5°K.
The satellite measurements required have not been speci-
fied in table 3 (only sea surface temperature has been speci-
fied). It is assumed that some organization with satellite
data processing capability (such as NESS) will reduce the
necessary measurements to sea surface temperature values. This
requires eliminating the effect of the atmosphere and clouds
on the measurement.
3. WATER MASS IDENTIFICATION
George Maul
Oceanic circulation is a fundamental geophysical phenom-
enon that affects eyery milligram of biota on this planet. The
advection of heat and nutrients is the controlling influence
in the primary biological production and hence the entire
food web. Major weather systems, such as subtropical cyclones,
are influenced (if not controlled) by the ability of the ocean
to release thermal energy; regional climates are established
because of this. Marine transportation, commercial fishing,
deep-sea mining and drilling, national defense, and other
such ocean-oriented activities of man are influenced by the
surface and near-surface circulation.
If we are to use the ocean in an ecologically accept-
able and commercially practical manner, the perturbations in
the average surface flow are the meaningful properties that
must be measured and eventually predicted. Fortunately,
due to the intense barocl i ni ci ty of the important currents,
there are several surface features that hold promise for
detection by remote sensors.
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Characteristically, the surface manifestation of major
currents, such as the Gulf Stream, Kuroshio, Agulhas, Peru,
and Somali, are (1) a high temperature gradient, (2) a high
salinity gradient, (3) a high turbidity gradient, (4) a high
velocity gradient, (5) a change in sea state, (6) a change in
cloudiness or cloud patterns, and (7) a change in sea-surface
slope. The possibility of remotely sensing these features
and the requirements to do so are discussed in the following
paragraphs. The goal is to make appropriate measurements of
each of these features and by machine processing and decision,
provide the maritime community with synoptic maps. The fea-
sibility of machine processing and decision of mul ti spectral
scanner data has been demonstrated by Higer et al . (1970).
3.1 Thermal Gradient Detection
The surface thermal signature of the Gulf Stream has been
documented as a reliable, year round, indication of the cur-
rent (Hansen and Maul, 1970). Attempts to track routinely
the thermal boundary by using Nimbus II data have led to the
conclusion that the uncontami nated sea surface temperature
must be known to ±1°K (Maul, 1972). To accomplish this, we
recommend that a high resolution infrared sensor (HRIR), response
limited to the range of oceanic surface temperatures with al-
lowance for atmospheric attenuation (namely 260°K - 310°K),
be flown. The subsatellite ground resolution should be about
2 km for meaningful location of the thermal field with respect
to the velocity field, the attitude control requirements of
the altimeter (discussed in sections 2.4 and 2.5) must keep
the location of the HRIR ground spot in an area less than the
spot size itself. A second channel that simultaneously mea-
sures the planetary albedo with the same resolution is required
for cloud detection. The spectral range of the HRIR desired
is 10.5 to 12.5 u , because energy at earth temperatures is
maximized, reflected energy is negligible, and atmospheric
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attenuation due to H 2 0, C0 2 , and 3 is small. The albedo
channel specifications are less wel
1
-determi ned ; however, 0.4
to 0.7 y should be adequate. The mul ti spectral approach
(Anding and Kauth, 1970) seems to have the potential for \jery
accurate measurements, but field tests have yet to be made.
3.2 Salinity Gradient Detection
Salinity changes across the Mississippi River outflow
were measured by Droppleman et al . (1970) using a passive
microwave radiometer operating on 1.4 GHz from a low-flying
aircraft. Although this experiment is in its infancy, it is
very promising for current boundary detection where changes
of 2 /00 may occur over several kilometers. It may prove
especially valuable in the region of the ocean between 30°N
and 30°S (about half the earth's surface), where surface
thermal fronts are absent or seasonal .
The inclusion of a passive microwave radiometer on an
oceanographi c satellite is most desirable for applications
in ice detection and sea state; one channel should operate
on 1 to 1.5 GHz. The ground spot size and attitude control
requirements discussed for temperature apply to the salinity
discussion as well as the other observations discussed below.
3.3 Turbidity Gradient Detection
Clarke et al . (1969) showed that the differences in
color of oceanic water masses could be detected from aircraft.
These measurements have been linked to the chlorophyll con-
tent of the water and hence to its bioassay. Color change
between water masses is independent of location, and thus
is as valuable in the tropics as in midlatitude regions.
The measurements of Clarke et al . (1969) suggest that two
narrow (0.015 y) channels centered on 0.54 and 0.46 y are
necessary to perform these studies. Absolute accuracies
needed correspond to the capability of measuring chl orophyl 1 -A
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concentrations of about 0.2 mg m' 3 to precisions of ±0.1 mg
m" 3
. This translates (Ramsey, 1968), to an accuracy of 3.0 W
m
" 2 ster -1 ym -
1
and a precision of ±1.5 W m" 2 ster" 1 urn - i
3.4 High Velocity Gradients
The other features listed above are covered in sections
2.4 and 2.5 and come naturally out of those requirements,
except for item (4), Velocity Gradients. McManus et al . (1968)
have shown that a Doppler laser can give absolute current
speeds. The adaptability of such a device enables an ocean og-
rapher to separate the barotropic flow from the baroclinic
flow and, hence, obtain the entire current field from mea-
surement of sea surface slope by an altimeter.
3.5 Other Applications
Being able to measure the thermal, salinity, and turbid-
ity gradients in the open ocean to the required accuracies
allows one to easily apply the techniques to esturine and
near-shore circulation problems. These areas are of immediate
interest in problems of ocean waste disposal, pollution, and
recreation. These capabilities also help geological interests
solve such problems as longshore transport, and river plume
sedimentation .
3.6 Platform Location and Interrogation
Finally, the basic need for Lagrangian drifters in ocean
circulation studies must be promulgated. An oceanographic
satellite system must be able to locate free drifting buoys
and to telemeter basic measurements. Thus the system can
also service moored buoys, which serve as operational ground
13
truth stations for the remote measurements. Without periodi-
cally compari ng remotely sensed data with acceptable standards,
we will not have the beginning of genuinely reliable synoptic
oceanography.
3.7 Development Studies
Many of the items discussed in this section require
further R&D before we attempt to integrate them into a satel-
lite. We strongly recommended that a vigorous aircraft pro-
gram be supported to determine, first, the optimum spectral
bands needed for ocean sensing in order to simplify the satel-
lite as much as possible, and second, to determine if these
optimum bands can see through the atmosphere with adequate
resolution to warrant integration at all.
4. SURFACE WIND AND WAVE CONDITIONS
Duncan Ross
4 . 1 Probl ems
The problem area here is in the general knowledge of
surface wind and wave conditions as input to research pro-
grams studying the exchanges of heat, energy, and moisture at
the sea-air interface. This study will also help the continued
development of numerical forecasting of oceanic wind and wave
conditions.
There are numerous organizations and programs that desire
synoptic wind and wave observations over the oceans. These
needs are documented in various reports of the World Meteo-
rology Organi zation (WMO), World Weather Watch (WWW), etc.
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Typical of these are the objectives stated by the WMO in
Resolution 1721 (XVI) adopted at the United Nations General
Assembly in December 1961:
"1. To develop a deeper understanding of the global
circulations of the atmosphere and the associated
system of climates;
2. To place weather forecasting on a firmer scientific
basis: to develop techniques for predictions on
extended time scales and to provide knowledge needed
to improve weather forecasts of small space-scales
and time space ;
3. To explore the extent to which weather and climate
may be modified through artificial means."
These objectives have been addressed by numerous organi-
zations, and current experimental programs gather data from
ships, aircraft, and satellites. The system requirements
stated here will provide additional input to these programs.
Section 4 is concerned with the rationale behind the stated
requirements; however, note that elements of those require-
ments are in the area of technology development.
4.2 Requirements
A mul ti -frequency scanning microwave radiometer system
is needed to provide data from which the aforementioned param
eters can be inferred. The system should contain the follow-
ing features:
1. Frequencies - approximately 1~3, 5~8, 10, and
15-19 GHz
2. Polarization - dual
3. Spatial resolution - 20-100 km
k. Scan - ±30-50° orthoganal to ground track and
con i ca 1 at 50°
5. Accuracy - antenna temperatures ±1°K.
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We desire to remotely determine oceanic surface wind and
wave conditions. Microwave sensitivity to these parameters
also appears to be frequency dependent (Hollinger, 1971). Al-
though the mechanism of this sensitivity and its relationship
to surface wind and wave conditions are not well understood
or quantified, for the sake or argument, we assume our current
knowledge is adequate. It remains then to account for the
atmosphere at some frequency where adequate sensitivity to
sea state is evident.
The proposed approach - a mul ti -frequency , dua 1 -pol ari za
-
ti on, passive microwave sensing system — is suggested for the
following reasons:
1. By using currently available HRIR images, we can
make assumptions about the atmosphere, and good
sea state information can be obtained at the
higher frequencies (10 and 19 GHz) during clear
sky conditions.
2. By using visual and HRIR images to reveal moderate
to heavy cloud conditions, we could use 1 or 10
GHz data with the attendant sacrifice in resolution
and sensitivity.
3 . By using a conical scan at, say, 37 GHz, and with
dual polarization at an incidence angle of 50°,
we might determine atmospheric moisture content
well enough to correct measurements at 19-5 or
10 GHz in order to extend the available sea state
"look" opportunities at these frequencies.
The above rationale is, of necessity, somewhat less
positive than would be desired, since experimental data now
available are sparse. Hopefully, current NASA Goddard
Space Center (GSFC), Manned Spacecraft Center (MSC), Langley
Research Center (LRC), and planned (NOAA/NRL) experimental
programs will yield the desired information. Note that the
oft quoted 50-km resolution for sea state determination is
based on average conditions. Under the influence of a large
ex tra -trop i ca 1 storm, reasonably homogenous surface conditions
usually extend over several hundred kilometers. Thus, while
the availability of 50-km resolution is very appealing, it
should not be the only consideration.
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4.3 Intended Use of Data
The Atlantic Oceanographic and Meteorological Laboratories
will use these data in connection with specific research o b -
jecti ves such as
:
1. The effect of fetch and stability on the growth
of ocean surface waves
2. The prediction of surf and of shallow and deep
water wave conditions associated with hurricanes
and extra tropical storms
3 . The prediction of storm surge associated with
tropical storms and hurricanes.
The desired data would be useful in both the short- and
long-term aspects of the above research objectives.
4.4 Justification
The application of passive microwave techniques to marine
meteorology is given excellent treatment by Paris (1969 and
1971). In these publications, numerous calculations have been
carried out relating to the microwave signature of the ocean and
atmosphere, such as, surface temperature, sea state, salinity,
and atmospheric moisture. Hollinger (1971), Ross et al. (1970),
and Nordberg et al. (1971) present extensive data on the ef-
fects of sea state on the microwave brightness temperature.
To summarize the conclusions of these workers and others, it
may be stated that no one frequency is ideally suited to ob-
serving remotely a specific environmental parameter, since all
parameters are frequency dependent in their signature and to
varying degrees. Thus 19.5 GHz is very sensitive to sea state,
but even more so to atmospheric moisture. By choosing a lower
frequency such as in the 1 to 3 GHz range, we find that atmo-
spheric moisture sensitivity essentially disappears. Unfortu-
nately, sea state sensitivity also appears to be greatly re-
ducedwhile at the same time salinity becomes important.
Figures 3 to 11, from the publications by Paris (1969), do
clearly show the frequency dependence of some of these
parameters .
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575 model atmospheres for normal incidence and for
a calm ocean vs. their equivalent depths of liquid
water in the M-P rain mass: v = 10.69 GHz (Paris.
1969 and 1971).
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5. SEA-STATE, TIDES, AND OCEAN SLOPES
John Apel , Bernard Zetler, and Donald Hansen
5.1 Probl ems
These problems fall into three general categories:
1. Determination of sea state on real-time, synoptic
basis, both for research and for monitoring and
predicting (NASA Report, 1 9 6 9 ) .
2. Worldwide determination of tides along coasts
and in the midocean, with special emphasis on
locating the amphidromic points (Munk et al.,
1967; Zetler and Maul, 1971).
3. Measurement of absolute slopes of the sea sur-
face as caused by intense current systems and by
deep ocean trenches (NASA Report, 1 9 6 9 ) .
All three of these problems are, in principle, decipher-
able by microwave systems on board a spacecraft, e.g., a high
precision, short pulse radar altimeter.
5 . 2 Requi remen ts
1. If the altimeter pulse length is very short — ap-
proximately 3 to 10 nsec— the temporal distribution
of the returned pulse is a convoluted measure of
the distribution of heights of the reflecting sur-
face, i.e., a measure of the state of waves over
that part of the sea illuminated by the radar beam
(a spot of about 8 km diameter). Recent experiments
at NRL (Yaplee et al., 1971) show this technique
gives accurate wave spectra for spots that are small
compared with an ocean wavelength; in principle, it
remains true for large spots, but in an integral
form. The research problems are (a) to demonstrate
the last assertion experimentally, (b) to develop
high power (^2 kW), short pulse X-band sources that
can function in a powe r - 1 i m i ted satellite, and (c)
to devise techniques for sampling the instantaneous
signal returned to the satellite at enough points
to extract the sea state information from it.
24
These
ones n
the a 1
sate 1 1
d i c t i o
2. I f the
f 1 uc t u
about
the in
1 i te a
re 1 a t i
biases
f o rma t
by a ve
p rov i d
or g re
techn i
of t i d
s y s tern
di f f ic
The 5
p robab
i f ext
Note t
sol ved
qui red
of the
upon t
e 1 eva t
3 . An a 1 t
s u r f ac
trench
a 1 m
pos s i b
km) ca
GulfS
a comb
p red i c
meas u r
ting t
cu r ren
i to r i n
These thre
short-pulse, pr
accurately trac
chronized with
monies (in part
are d i f f i cu
1
ot insoluabl
t i me te r cou
i te , wo r 1 dw i
n system ( Ap
altimeter i
ations set t
10 cm , while
s t rumen t err
1 t i t ude can
ve precision
are of no c
ion with 10
raging data
ed the tidal
ater than 1
que holds so
es and a glo
It appear
u 1 t to i mp 1
e
m precision
1 y could not
rao r d i na ry e
hat until th
,
there is 1
tidal accur
reflecting
he surface r
ion.
i meter havin
e slopes sue
es (15 m dep
noise figure
le to determ
used by ocea
t ream or the
i na t i on of 1
tion for the
emen t s over
i me- reso 1 ved
t . The i mpo
g and predic
e types of o
e c i s i o n a 1 1 i
ked spacecra
the major oc
i cul ar , sun-
t te
e .
d fo
de s
el
,
s a 1
he m
goo
or b
be c
of
onse
pe r c
f rom
amp
m (Z
me p
bal
s
,
h
men t
q uo t
mee
ffor
e se
i ttl
acy
,
surf
ough
chno 1
o
I f han
rm the
ea s ta
1971) .
so ve r
i n i mum
d e 1 ec
e 1 ow t
ons i s t
about
q uence
en t e r
a 1°
1 i t ude
e 1 1 e r
rom i se
mon i to
oweve r
than
ed for
t thes
t s are
a stat
e hope
becau
ace w i
nes s a
g i ca 1
dl ed
ba s i
te mo
y ace
a 1 t i
t ron i
hat)
,
en 1 1 y
1 m (
) , th
ro r c
sq ua r
s the
and M
for
r i ng
, con
the s
cu r r
e s pe
made
e pro
of a
se th
1 1 ob
s we 1
p rob 1 ems , but
satis fac tori ly,
s for a mu 1 t i
-
nitoring and pre-
u ra te
t ude
c des
and
es ta
1 arge
en oc
an be
e for
rear
au 1
,
sy nop
and p
s i de r
ea st
en t s
c i f i c
(Von
b 1 em
pp roa
e mea
v i ous
1 as
(at
e r ro
i gn
if t
bl i s
r , c
ean
ca 1
a y
e eq
1971
t i c
red i
ably
ate
ate 1
a t i o
bun
,
of i
chin
sure
ly d
i ts
mos p
rat
can
he s
hed
ons t
t i de
cu 1 a
ear,
ua 1
)•
s tud
c t i o
mor
mo n i
1 i te
ns e
197
tern
g th
d he
epen
mean
he r i c
hold
atel -
to a
ant
i n
-
ted
to
The
i e s
n
e
tor .
s
ven
0).
1 is
e re-
ight
d
g 5 m pr
h as ex i
res s ion
is ach i
i ne surf
n i c cu r r
Ku ros h i
ase r ran
sa te 1 1 i
the Gu 1 f
stud i es
r ta nee o
tion se r
ceanogra
meter on
ft. The
ean tida
synchron
ec i s i on
s t ove r
over 20
eved
,
i
ace s 1 o
en t sy
s
o. It
g i ng an
te wou
1
S t ream
of the
f thi s
vice is
p h i c St
a vert
orbit
1 perio
ous orb
can measure ocean
the deep ocean
km w i de) . If
t may also be
pes (1 m in 100
terns such as the
is possible that
d short-arc orbit
d allow single-pass
,
thereby permit -
meander s in that
for a future mon -
apparent .
udi es al 1 requi re a
i cal ly s tabi 1 i zed ,
should not be syn-
ds and their har-
its are unacceptable);
25
in addition an inclination of near 65° and a low altitude -
approximately 300 to 400 km - permits a view of tides at
nearly all latitudes of interest with a minimum radar "foot-
print" on the ocean surface. With a suitably designed radar
altimeter and a significant effort on improved tracking, a
mid-1970's satellite could meet the requirements. It is not
until the altitude and pulse length figures approach those
cited here that a spacecraft with an altimeter becomes seri-
ously interesting for this type of oceanography (Townsend,
1971).
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PART II: SOLID EARTH PROGRAMS
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6. CHANGES IN SHORELINE AND SEAFLOOR
FEATURES CAUSED BY STORMS
George Kel 1 er
6.1 Objective
The objective is to determine storm effects on shorelines
and shallow water bottom topography in areas of carbonate
deposits.
6 . 2 Probl em s
Effects of storms (of both minor and major proportions) on
the alteration of shorelines and seafloor topography are not
yet understood. Photographs taken during space flights indi-
cate that it is feasible not only to record shorelines, but
also to record shallow water bottom features (Ross and Jensen,
1969). Several studies have been made on the changes of shore-
lines by various means, in regard to both long-term changes
(e.g., 20 to 40 years) and to rapid alterations resulting from
severe storms. Photographic coverage for such studies has not
been very complete, e.g., large gaps in the observation inter-
vals. These studies have dealt primarily with shoreline
changes and not the adjacent seafloor. The problem we wish
to study is the long-term (1 to 2 years) and short-term (1 to
5 days) changes of island shorelines and the surrounding sea-
floor topography.
This study is proposed for the Bahama Islands, both be-
cause of their susceptibility to storm activity and because
the clear waters are needed to photograph shallow water bot-
tom features. The more or less continuous photographic cov-
erage obtained by the Earth Resources Technology Satellite
(ERTS) systems would provide, for the first time, adequate
reference material for a study like this. The correlation of
29
wind and sea velocities and their respective forces with
changes in shorelines and bottom topography is the goal of
this study .
6 . 3 Approach
From satellite spectral imagery, the shoreline of a num-
ber of islands as well as the size and shape of prominent
seafloor features (e.g., sand waves and sand dunes) in the
area of the islands will be established. Measuring succeed-
ing images, we can record changes in these features and at-
tempt to correlate these changes with atmospheric and sea
conditions. Ground truth measurements will consist of peri-
odic beach surveys on the islands and a sampling program of
the bottom features to determine characteristics and varia-
tions of sediment texture. Periodically bottom currents will
be measured adjacent to the islands to provide additional
data on the dynamics of the environment. To obtain greater
resolution in photographic coverage of the study area, air-
craft photographic surveys will be needed at least twice a
year
.
6.4 Benefits
The effect of "normal" atmospheric conditions, not to
mention severe storms, on shorelines and the characteristics
of the adjacent shallow seafloor are poorly known. We expect
that the proposed study will provide data that can be used in
predicting the effect severe storms will have on shore and
near-shore features. Although the study is designed for the
Bahamas, it is applicable to the Florida Keys. The study will
also serve to evaluate the effectiveness of space observa-
tions for this type of problem.
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6.5 Requirements
For determining shoreline changes a red spectral band
(0.70 p) is desirable for a clear delineation of the coastline.
For determining seafloor changes, greater penetrating spectral
bands (0.46 to 0.54 y) are required for use in water depths up
to 30 m. Use of the 0.46 u and 0.54 u bands would provide
the necessary data.
7. TURBID WATER MASS MOVEMENT
George Keller
7.1 Objective
The objective is to determine the concentration and
composition of suspended material in the ocean and to relate
this to space photography.
7.2 Problem
Photography taken during space flights has shown that
it is feasible to trace turbid water masses seaward from rivers,
bays, and coastal lagoons. Although these photographs denote
the presence of turbid water, the concentration of suspended
material that can be detected is unknown. The problem we wish
to pursue is to measure the concentration and composition of
the suspended material extending from the Mississippi River
into the Gulf of Mexico. We expect to trace the sediment mass
and in turn relate this to appropriate photographs taken from
space. This will provide the necessary ground control to
evaluate the resolution of space photography in regard to
turbid water masses. The composition analyses will identify
exactly the sediment constituting the turbid mass.
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.
3
Approach
Suspended material will be collected at prescribed loca-
tions out from the Mississippi River in a series of radial
patterns. This will be accomplished by pumping 1 to 100 gal-
lons of sea water from each study site through a series of
filters. In addition to the surface waters, samples will be
taken from various depths. The amount of organic vs. inor-
ganic matter will be determined as will the composition of
the inorganic fraction. A quantitative analysis and identi-
fication of the various inorganic constituents will be made
by means of X-ray diffraction techniques.
The various concentration values will be compared with
satellite photographs of the study area. Additional photog-
raphy from aircraft (at 5000 ft) is essential to provide
added resolution to the study.
The second phase of this study will be observations sim-
ilar to those mentioned above in the vicinity of Pamlico
Sound, North Carolina. Studies by Mairs (1970) clearly re-
vealed that large concentrations of sediment-laden water
enter the Atlantic through an inlet in the Hatteras barrier
bar. This study, however, did not provide any data on sedi-
ment concentration or composition, and thus no ground truth
has yet been provided for space photography of these turbid
masses. The work will be conducted from N0AA vessels and in
the laboratories of the Marine Geology and Geophysics Labora-
tory of the Atlantic Oceanographi c and Meteorological Labora-
tories.
7.4 Benefits
Limited use has been made of tracing water movement by
space photography. The tracing of turbid water masses would
provide considerable information on local coastal circulation
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The presence of turbid water appears to correlate very well
with the occurrence of marine life, e.g., fish, shrimp. We
hope to learn how effective space photography can be for
studying the movement of water masses from coastal areas into
the sea.
7.5 Requirements
Three spectral bands will be required to delineate the
transport of turbid water masses in the coastal zone. The
red band (0.7 u) will detect surface concentrations of turbid
masses; whereas, the green (0.46 u) and blue (0.54 y) spectral
bands will enable the detection of turbid water masses at
intermediate depths below the surface. The significance of
making color separations in these regions of the spectrum
has been discussed by Mairs (1970).
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APPENDIX A
March 31, 1971
Mr. Leonard Jaffe
Deputy Associate Administrator
for Space Science and Applications
National Aeronautics & Space Administration
Washington, D. C.
Dear Len:
The purpose of this letter is to state NOAA's interest in
altimetry experiments on proposed NASA satellites such as
GEOS-C. We believe these experiments are very important and
offer much promise for the future in the field of oceanography
and earth sciences.
From our analysis, it is clear that the matter of system ac-
curacy is all important. Accuracies better than one meter
will clearly excite the research community and make possible
a number of unique and very meaningful experiments such as on
ocean tides and dynamics, on ocean surface slopes, and on gen-
eral sea state monitoring and predicting. If the system ac-
curacy is poorer than one meter, there are still some valuable
experiments that could be performed, and one could make use of
the data for preparing for more accurate experimentation later
on.
Hence, our position is that we urge the highest practical sys-
tem accuracy. In a crude sense our interest goes up exponen-
tially as system accuracies increase linearly.
Sincerely yours,
John W. Townsend, Jr.
Associate Administrator
bcc: WNHess, Boulder, Colo.
DAJones, Rm 1006, Bldg 1
HBStewart, Miami, Fla.
LWSwanson, Rm 1015, Bldg 1
/n
Date: January 5, 1971
» RF20x5
PPENDIX B
U.S. DEPARTMENT OF COMMERCE
Environmental Science Services Administration
RESEARCH LABORATORIES
Atlantic Oceanographic and
Meteorological Laboratories
901 South Miami Avenue
Miami, Florida 33130
Status of GEOS-C Radar Altimeter and its use in Oceanography
to: Dr. Harris B. Stewart, Jr.
1. Background
The Geodetic satellite GEOS-C is scheduled for launch
late in 1972; on board will be a number of position-determin-
ing instruments designed to refine measurements of the geoid
to an accuracy of about 5m. These include radar and laser
reflectors; doppler navigation; strobe lights; satellite-to-
satellite tracking; and an X-band radar altimeter. The latter
attracted my attention as a potentially useful tool for ocean-
ography, and B. Zetler and I visited several Washington area
laboratories during December 14-18, 1970, to gather further
information on it.
The satellite will be in a low inclination orbit (i=22°)
with its altitude ranging between 700 and 1500km f and will
be gravity-gradient stabilized to within 1-2° of the local
vertical. Under these conditions it will be observable over-
head from the Caribbean and at slant angles from Key West.
The radar will be a 3-cm, short pulse (Tp^50ns) device with a
beam width of about 3.5° and an average power of 500W, avail-
able something like 50% of the time at best. The designed
instrument precision in altitude is lm rms; the overall system
precision is intended to be 5m once the geodetic reference
surface is further refined. Note that these numbers are ap-
parently rms errors; there may well exist much larger biases;
i.e., the absolute accuracy in position is considerably poorer
than the precision, or the repeatability. Indeed, the radar
altimeter may be the means by which this bias is reduced.
However, the advertised function of the radar is not to
improve accuracy but simply to delineate some of the problems
associated with a satellite altimeter; second-or third-genera-
tion altimeters based on GEOS-C experience could be expected
ultimately to yield a 10-cm precision capability, whereupon
the device becomes interesting for accurate measurements of
sea surface slopes, tides and the like.
2. Uses of the Radar Altimeter
Even as it stands, the GEOS-C radar may nevertheless pro-
vide coarse information on slopes, tides and sea state. As
implied in Zetler's memo (Ref. 1), the radar precision is
probably too poor to make tidal measurements directly; however,
when the radar height measurement is combined with a single,
precise satellite range determination - 1.0m obtained from a
laser rangefinder and an accurate, short-arc orbit prediction
immediately thereafter (valid for track lengths of the order
of 100km) , it may be possible to observe the following in
semiquantitative fashion:
a.) The 15-m depression in sealevel associated with the
Puerto Rico trench, which should be readily detectable
during a single pass as a local variation in ocean-sat-
ellite separation (W. von Arx is pursuing this)
;
b.) Local sea surface slopes such as arise from western
oceanic boundary currents (assuming the satellite track
to cross such areas)
;
c.) With low (or zero) accuracy, deep sea tides.
By looking not at the altitude but instead at the detailed
shape of the returned radar pulse in time, the average rough-
ness of the sea surface may be obtained from the distortions
which the ocean wave spectrum introduces into this shape. For
example, a 10ns pulse occupies some 3m of space along the di-
rection of propagation, and if the variations in the height of
the reflecting sea surface are of this order or more, a signif-
icant smearing out of the return echo should occur. The re-
search problem is then to discover the quantitative relation-
ships between the actual state of the sea and the broadening
of the echo, undoubtedly a project of several years' duration.
Assuming that the information hidden in the pulse can be
ultimately deciphered, it is then possible to conceive of a
system of several satellites that could provide shipping and
weather services with world-wide monitoring of gross average,
sea conditions. The data gathered from the altimeters could
be processed and digested on the ground and read back into the
satellites in a form suitable for relay to ships upon query,
so that considerably more information than the instantaneous
return under the vehicle would be available. Such a system is
in the same spirit as the Satellite Navigation System and in-
deed its necessity is very nearly spelled out in NOAA's
mission statement.
J. R. Apel
Reference 1: "Spacecraft Oceanography Proposal: Tidal measure-
ments (Sampling and Accuracy Problems)", B. Zetler (1970).
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ABSTRACT
A horizontal divergence of 2X 10~6 sec-1 was determined by tracking three shallow drogues in the speed
axis of the Gulf Stream. Concurrent bathythermograph soundings along a drogue track support this mag-
nitude. The data also provide estimates of the strength of turbulence encountered. In terms of the neighbor
diffusivity, they amount to 2X105 cm2 sec-1 for a drogue separation scale of 4 km, and 4X104 cm2 sec-1 for
the 2-km scale.
1. Introduction
The three variables entering the theorem of potential
vorticity conservation are the Coriolis parameter / and
its latitudinal variation, the horizontal divergence D,
and the vertical component of relative vorticity f . Of
these, D may have the least magnitude as in the dis-
cussion by Warren (1963) of topographic meandering
where the magnitude of D is of the order of 10-7 sec-1 .
However, in situations where the change in f is rapid,
we may expect a much larger D. For example, if the
order of magnitude of relative vorticity change in one
day is that of /, we have D^ (l//)(rff/(//)« 10" 5 sec" 1 .
Such changes were envisaged by Newton (1961) and
Chew and Berberian (1970). Although the latter repre-
sents a 100-fold increase, our ability to measure it
directly remains marginal, unless conditions are opti-
mal. This paper reports on a direct determination of
local horizontal divergence in the Gulf Stream, together
with a discussion of its implication.
2. The measurements
In conjunction with a Gulf Stream study by Richard-
son el al. (1969), four series of drogues were tracked by
ESSA personnel on board the ESSA ship Mt. Mitchell
in the offings of Onslow and Rayleigh Bays in June
1968. However, weather and sea conditions prevented
simultaneous location by radar of all drifting drogues
except for the final set, when the sea became smooth
after the passage of a weather front. The light and
variable winds also precluded the occurrence of Ekman
divergence as discussed by Niiler (1969). This report is
devoted to the last series only.
The 8.5 m diameter parachute drogue was of con-
ventional design ; it was attached by a 4 mm (^ inch)
diameter steel cable to a surface float of tire inner tube
to which were lashed wooden cross arms supporting an
aluminum pole that extended 2.5-3.0 m above the float.
In turn, the pole supported passive radar reflectors,
an identifying blinking light, and marks.
The drogues were released in two groups of three
each, and tracking was done by visiting and monitoring
each drogue in turn for 1 hr while locating the others by
radar. For each observation, the sighting of the drogues
on radar was recorded manually with simultaneous
plotting on the Decca Automatic Radar Plotter; as a
further backup, 20 photographs of the radar scope dis-
play were taken over a 1-min interval for each observa-
tion. When on station, drogue positions were recorded
once every 10 min ; at the start and end of each drogue
visit, a bathythermograph (BT) sounding was made and
a surface water sample collected. A thermistor was used
to continuously record the temperature of the water at
~2 ft below the sea surface. The accuracy of the radar
range reading is ±200 m, and of azimuth ±2°; at the
range of interest, the latter also amounted to ±200 m.
Navigation control was by Loran A with an accuracy
of ±450 m generally.
3. The data
Initially, two sets of three drogues each at two dif-
ferent depths were tracked. However, two drogues were
later lost, presumably from leaks in the inner tubes
serving as floatation units. For both original and re-
Table 1. Drogue releases and recovery times.
Depth of
Drogue Release Recovery parachute
no. (Date) (GMT) (Date) (GMT) (ft)
10 1 29 June 1220 30 June 1222 150
11 [29 June 1237 lost 150
12 29 June 1255 30 June 1324 150
13 29 June 1628 ljuty 0230 65
14 ! 29 June 1654 lost 65
15 29 June 1721 ljuly 0330 65
14a 30 June 1806 lost 65
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Fig. 1. Drogue tracks and cross-stream profile of surface
current in the offings of Cape Fear and Cape Lookout. For
drogues, each dash represents a 1-hr track. Surface currents are
given in components along compass direction 43° true (down-
stream) and 133° true (cross stream). Universal time indicates
when current was measured on 29 June 1968. Current data were
supplied by VV. S. Richardson.
placement drogues, Table 1 gives the depths and times
of release and recovery.
For their transport measurement, Richardson et al.
(1969) had selected a section across the stream that
started from Frying Pan Light on a course of 133° true,
and had, on the day of drogue releases, made the mea-
surement of surface current shown in Fig. 1. All drogues
were deployed at station 16 on this section. They are
seen to follow nearly straight tracks more or less parallel
to shallow bottom contours such as the 100 m isobath,
but to cut across the deeper isobaths (1000-2000 m)
at a considerable angle.
Fig. 2 presents a plot of the distance traversed by
each drogue against time. The slopes of the curves,
fitted by eye, give the speeds of the drogues. For all
drogues, the initial velocity was 200 ±5 cm sec-1 on a
weakly anticyclonic path. This compares favorably
with Richardson's observation at Station 16 of a down-
stream speed of 200 cm sec-1 and a cross-stream speed
of 8 cm sec-1 toward deeper water, although the time
difference between the two independent sets varied
from 2-7 hr. For drogues 13 and 15, in particular, the
initial speed was 200 cm sec-1 ; they then slowed to 160
cm sec-1 after 25 hr, but later returned to a somewhat
higher speed of 170 cm sec-1 toward the end of the ob-
servation period.
The beginning and end portions of the paths shown
in Fig. 1 are enlarged and illustrated with a procession
of triangles in Figs. 3 and 4. The vertices of the succes-
sive triangles represent the successive locations of the
three drogues located simultaneously by radar. Positive
identification, frequent monitoring, and two sets of
backup data remove all doubts in the sequence of de-
velopment shown in the figures, where for clarity of
presentation, only about half the data are depicted. The
salient features are: 1) the curvature of the paths;
2) the crossing of the paths of drogues 14a and 15; and
3) the rotation, deformation, and change in the size of
the triangles. Some measures of these kinematic pa-
rameters for the whole series are shown in Fig. 5.
Fig. 6 shows the temperature sections along the paths
of drogues 12 and 15, respectively, where all BT sound-
ings were taken by the same instrument and are plotted
without correction to facilitate detection of changes.
Finally, in Fig. 7 we have plotted against time the
natural logarithm of the area of the triangles formed
with drogues 13, 14a and 15 as vertices.
4. Turbulence
To help assess the accuracy of horizontal divergence
measurements, we shall first consider the horizontal
turbulence encountered, utilizing the theory of neighbor
diffusivity which states that the neighbor diffusivity
F is related to the neighbor separation L by
F=BL*, (1)
where B is a coefficient whose magnitude is poorly de-
termined, but ranges from 0.001-0.01 when F is in
cm2 sec-1 (Okubo, 1962). To avoid this uncertainty, we
determined F directly by the method given by Stommel
(1949), with the further assumption that the field of
0000 1200
UNIVERSAL TIME
Fig. 2. Time-distance plot for all drogues. Initial slopes cor-
respond to a drogue speed of 200 cm sec-1
,
final slopes to 160 and
170 cm sec"1.
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Mean
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Number
of
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F
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sec
-1
)
Degrees
of
! free-
dom, n*
95%
Confidence
level**
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sec
-1
)
3.9±0.3
2.2±0.2
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90
19.3
3.7
18
13
11.0-42.4
3.9- 9.6
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* With n drogues we have m drogue pairs according to
n(n— l)/2 = m. The n selected is the smaller of the two that
bracket a given in.
** 95%, for a Chi-square probability distribution.
turbulence was both stationary and homogeneous. This
allows us to imagine that a set of, say, 91 successive ob-
servations of drogue separations 10 min apart, as equiva-
lent to a set of 14 drogues released simultaneously in
the same small area and the separation of the resulting
91 drogue pairs measured also simultaneously 10 min
later.
The data are divided into two groups, according to
the range of separation ; the larger range corresponds to
the first ~24 hr of 161 successive observations, while
the smaller range corresponds to the last 6 hr of 90 ob-
servations. The computed neighbor diffusivities are
shown in Table 2, where the ratio of the large to the
small F is seen to be 5.2 or about twice as large as would
be expected from (1) when L is doubled. However, the
confidence intervals for the F's are sufficiently broad
to ascribe the apparent discrepancy to statistical ran-
domness. In comparison with other studies, we find that
Table 2 shows values larger than those proposed by
Okubo (1968), but smaller than those proposed by
Ichiye and Olson (1960).
In general, F contains contributions from many proc-
esses, some of which may not be stochastic and are
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Fig. 3. Plan view of initial drogue drifts as a procession of
triangles formed from selected drogue positions as vertices. Uni-
versal time is indicated on 29 June 1968.
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Fig. 4. Plan view of drogue drifts for drogues 13, 14a and 15 as
a procession of triangles formed from selected drogue positions as
vertices. An interesting feature is the crossing of the paths of
drogues 14a and 15. Universal time is indicated on 30 June 1968.
governed by other than probabilistic law. To detect
the presence of a nonstochastic component, we apply
the trend test to the data presented in Fig. 5. For IV
observations of a random variable, where the observa-
tions are denoted by x t , i— 1, 2, 3, . . ., N, we count
the number of times that x,->x
; ,
for i<j. Each such in-
equality is called a reverse arrangement and the total
number is denoted by A . The test is a relatively power-
ful one for detecting a monotonic trend. We confine the
test to the distance between drogues with the results
summarized in Table 3. During the first 10 hr, two out
of three drogue pairs underwent separations that are
compatible with stochastic processes, particularly the
drogue pairs oriented closest to the downstream direc-
tion of the current. However, during the last 6 hr, all
Table 3. Trend test for distance between drogue pairs.
Date
Time
(GMT)
Drogue
pair N
29 June
30 June
1255-1510 10-11 12 8
12-10 12 27
12-11 12 31
1735-2350 13-14 31 151
14-15 31 220
13-15 31 241
0110-1210 10-12 39 235
1815-0010 13-15 30 16
13- 14a 30 77
—
: . 14a-15 30 319
* Indicates rejection, at the 2% level of significance, of the hy-
pothesis that the series were independent observations of a random
variable (see, e.g., Bendat and Piersol, 1966).
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Fig. 5. Observed separation between drogue pairs, orientation of lines joining drogue pairs, and area of resulting triangles. An
especially noteworthy feature is the large change in the orientation and length of the line joining drogue pair 13 and 15 between
sequences b and d.
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Fig. 6. Vertical temperature (°C) sections along paths of drogues 12 and 15. All soundings were made from same
mechanical BT. Universal mean time began on 28 June and ended on 1 Jul}' 1968.
three drogue pairs underwent separations that are com-
patible only with non-stochastic processes. Generally,
the overall situation was one of evolution toward a
systematic trend.
5. Horizontal divergence
When there is no vertical shear in the horizontal ve-
locity, the horizontal divergence D of a moving column
is given by
D= (l/A)(JA/dt)=~(\/H)(JH/dt), (2)
where A is the horizontal area of a column of height H.
Vertical shear is usually present in the current, but that
related to baroclinicity in the region of the current
away from the cyclonic flank is generally weaker (see
Richardson et ah, 1969). More pertinent to the present
situation is the vertical shear associated with some of
the many internal wave modes that are possible in a
stratified fluid. The situation is simpler if a single inter-
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Fig. 7. Plot of the natural logarithm of the area of the triangles
depicted in Fig. 4 vs time. The zero of the ordinate starts at 23.03
corresponding to the natural logarithm of 1 km 2 .
nal wave mode predominates, as appears to have been
the case during the last 6 hr. To see this, we view the
temperature sections of Fig. 6 against the results of
Table 3. The emergence of a definite trend in drogue
separation implies a relative decline of stochastic proc-
esses and a concurrent rise of nonstochastic ones. Since
the winds were light and the sea calm, the situation
must be accompanied by a similar transition in the
processes within the water. Turning to the temperature
sequence in Fig. 6, we see undulations of the isotherms
of many scales. But there is a tendency for a more
readily recognizable pattern and a larger undulating
amplitude in the lower isotherms as the tracking pro-
ceeded—a tendency matching the one for drogue sepa-
ration. In the last temperature sequence, corresponding
to the last set of three entries in Table 3, the field is
dominated by the simultaneous and continuous rise of
the 20-23C isotherms. From their respective initial
depths, they rose in near unison to depths 30-35 m
shallower. The evidence is fragmentary and inconclu-
sive, but it is not incompatible with the suggestion of
the arrival of a progressive, large-amplitude internal
wave. In the progression of the wave, horizontal di-
vergence is involved with a magnitude given by the right
member in (2) if the vertical shear of horizontal motion
is small. Hence, from the last sequence in Fig. 6, we find
D=-(l/H)(dH/df)~(l/120m)
X (35m/6hr) = 1.4X 10" 5 sec"1. (3)
While from Fig. 5d, with some smoothing of the time-
area plot, we have
D= (l/A)(dA/dt)** (l/2.2km2)(lkm2/6hr)
«2.1(±0.5)X10- 5 sec- 1 . (4)
44 JOURNAL OF PHYSICAL OCEANOGRAPHY Volume 1
These independent estimates are in agreement, for the
difference may be reasonably ascribed to errors intro-
duced when we extended horizontal divergence, actually
a point property of the fluid, to situations covering areas
and volumes.
6. Discussion
The horizontal divergence D affects the neighbor
diffusivity F. An estimate of the order of magnitude of
this effect is direct, if the square of the drogue separa-
tion L is proportional to the area A. For this purpose,
we consider D a constant for the period in order to
obtain from the left two members of (2) the expression
A=A el (5)
a growth that is supported by the plot in Fig. 7 of the
natural logarithm of the area against time. Thus, re-
placing A and A in (5) by L2 and L 2 , we have from (1)
F=BU^IU^(eDt )i = 4XWi cm2 seer1 . (6)
for 7^=1/400, D as in (4), 7_ =2 km, and t=6 hr.
Unless B is substantially smaller, we may conclude that
the magnitude of F for the last 6 hr was due primarily
to the process of horizontal divergence.
The progression of a wave is accompanied by hori-
zontal divergence. If the divergence (4) is so related,
the features of the responsible wave appear to share
some of the characteristics of the Sverdrup wave, in the
terminology of Veronis and Stommel (1955). On the
basis of the 6 hr taken for the drogues to cover an
apparent wavelength of 50 km, these features have a
wavelength of the order of 200 km and a tidal or near-
inertial frequency.
When long, internal waves of near-inertial frequency
are present in the Gulf Stream, interaction between
them appears likely. One aspect is the direct effect of
the horizontal divergence of the wave on the relative
vorticity of the current; we consider this briefly. Ne-
glecting both the friction and solenoid terms, and
writing / for the Coriolis parameter, the equation for
time change in the vertical component of relative vor-
ticity f of a moving column is
dt/4t—(t+f)D-V>Vf, (7)
where all vectors are horizontal. We can evaluate f
from the observed data that went into the illustration
in Fig. 4. Using natural coordinates, with the curvature
and shear terms having opposite signs in the present
case, we have
£
=
KV- (dV/dn)^ (170 cm sec-'/85 km)
- (5 cm sec" 1/ 1.5 km) « - IX lO"6 sec" 1 . (8)
Consequently, the first term in the second member of
(7) is of the magnitude
- (/+f)Z>« - (7X 10-5)(1.7X 10-5 )
» - 120X 10-11 sec"2 (9)
for /= 8X 10-5 sec-1 , and D taken as the average of (3)
and (4). The latitudinal change in the Coriolis pa-
rameter, important in the model of Warren (1963), is
at most, in the present case, of the magnitude of
(170 cm sec- 1)(2Xl0~ 13 cm" 1 sec"') = 3.4X 10" 11 sec"2 .
Hence, in 6.5 hr, the amount of negative relative vor-
ticity gained by the column is
(- 120+3.4)X 10-"X2.35X 104= -2.7X 10" 5 sec" 1
,
or one-third of the local magnitude of /. As the latitudi-
nal change in / is small in comparison, Eq. (7) may be
reduced to
(/o+D/l= constant, (10)
where fQ is a constant. The application of (10) to a
portion of the Gulf Stream system was anticipated by
Stommel (1953) who discussed the effect of the con-
striction of the Florida Channel on the relative vor-
ticity of the Florida Current.
7. Conclusion
We have shown, on favorable occasions, that it is
feasible to measure horizontal divergence on a scale
relevant to potential vorticity conservation on an /
plane. In this instance, the mechanism responsible for
the divergence appears related to a large-amplitude,
long internal wave of tidal or near-inertial frequency.
Acknowledgments: We are indebted to Capt. K. A.
McDonald and his spirited officers and men for their
zealous help on board the Coast and Geodetic survey
ship Mi. Mitchell.
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SIGNS abound that the 1970s are
to be a decade of concern for the
environment. These are favorable signs
for those interested in the scientific
study of the oceans. As concern and
displeasure grow over the unsightliness
of environmental pollution, we are be-
ginning to see that knowledge of the
behavior of the water-covered portion
of the earth is an essential ingredient to
rational decisions on the local scale
and the key to avoiding potential
planetary disasters.
Most oceanographic research has
been and continues to be done by a few
relatively affluent nations, notably,
Canada, France, Germany, Japan, the
United Kingdom, the United States, and
Russia. The oceanographic capability
of this country has grown most im-
pressively in the last two decades, espe-
cially during the post-Sputnik scientific
renaissance. About 1960, oceanography
became a glamour field of science, and
a considerable national effort was put
into strengthening it. Due to the con-
siderable investment required for facili-
ties and equipment and due to the lack
of immediate economic return, most
oceanographic research has been sup-
ported by the federal government either
in the name of basic research or na-
tional defense. In 1966, President
Johnson announced a new focus on
clearer objectives in marine affairs and
asked for establishment of a commis-
sion to chart the new course. But in
spite of initial high expectations and
numerous studies of how the objectives
were to be reached, the oceanographic
community has grown increasingly frus-
trated. Debate over objectives and their
implementation continues, and more
recently there has been flagging support
for oceanography, a condition shared
with many other fields of science.
While the nation's investment in
oceanography has been small relative
to that for space technology and other
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Menhaden, a type of herring, is extremely abundant oil the east coast ot the U.S.
major programs, progress has been
good. Discoveries have been made
which are at least as important as
those in space. We have reached a
point where progress in the 1970s will
be determined more by what we choose
to do than by what we are able to do.
It is appropriate, therefore, to attempt
to place our expectation of ocean bene-
fits in perspective so that the slender
resources may be used wisely.
Ocean Resources
—
Present Perspective
The "wealth of the ocean" is doubt-
less commonly oversold. Man's major
activity in the ocean—71 percent or so
of the earth's surface—is still the sim-
ple matter of making his way about it.
The world's ocean freight bill is around
$15 billion annually. Shipping is not
an exploitable resource in the sense of
extracting useful substances from the
ocean, but substantial benefits are to
be gained by further improving and
extending this most efficient means of
transport to new regions. The 1970
cruise of the super-tanker Manhattan
was an ambitious industrial experiment
in this area.
The monetary value of the world fish
and shellfish catch is on the order of
half the world freight bill. One com-
monly hears expectations that the "lim-
itless" stock of food from the sea will
feed untold billions of future earth
population. The great magnitude of
standing stock of some unexploited
species is indeed misleading; it is well
to remember in this connection the
bison herds that once populated the
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Great Plains. But in more dispassion-
ate moments we accept that the ocean
and its contents are, like the rest of our
planet, finite. Fishermen know that
with modern technology and the size
of modern fleets, even pelagic stocks
are easily overfished. The history of a
number of important fisheries shows
that the catch increases with effort up
to a point, after which the return begins
to decline. Herring and cod of the
North Atlantic and the global whale
fishery are prime examples.
The solar energy requirement for
photosynthesis certainly sets an upper
limit on sustainable food yields, but
conditions of life in the ocean, such as
generally lower fertility in the photic
zone, make the ocean less productive
than comparable land areas. Due to
the larger ocean area, the total bio-
logical production appears to be about
equal to that on land. But conditions
for life in the sea force much of the
product to be microscopic and so dis-
persed that it is not likely to be har-
vestable directly. There are no pelagic
trees or cereals, hence the product must
be concentrated to harvestable packets
by intermediate organisms. Evaluation
of this complex process is difficult, but
present estimates suggest that the har-
vest could be increased by from two to
five times present levels.
The value of gas and petroleum from
offshore wells is now perhaps three-
quarters that of fisheries and is growing
very rapidly. For example, approxi-
mately 20 percent of U.S. petroleum
resources and 15 percent of our pro-
duction is from offshore sources. Pro-
duction of other minerals from oceanic
sources is still relatively minor, but it
is certain to increase tremendously as
high-grade ores on land run out.
For the United States, the order of
things is somewhat peculiar in that
marine-oriented recreation ranks near
transportation in dollar value; offshore
petroleum production is flourishing; but
our fisheries constitute a disaster area.
Waste disposal probably would rank
quite high if one could put a realistic
dollar value on it, which we as a na-
tion have been disinclined to do. The
ability of the ocean to absorb large
but finite amounts of waste material is
certainly a major resource, whether we
like to think about it or not.
Once resources are defined, the ma-
jor impact of oceanography will be its
contribution to efficiency of operations
in the marine realm, including provi-
sion of guidelines to avoid ecological
disasters. Decimation of exploited
species is of immediate concern to
fishermen, but more subtle problems
can involve us all. It has been esti-
mated that perhaps two-thirds of all
the DDT ever produced still exists and
is making its way to the oceans. Like-
wise, herbicides and lead and other
heavy metal compounds may be accu-
mulating to the detriment of primary
biological productivity in the ocean.
Another subtle and complicated
problem concerns the relationship be-
tween climate and the oceans. Most
members of the scientific community
are aware that the increasing amounts
of carbon dioxide released by burning
fossil fuels could alter the atmosphere's
radiation balance and result in global
climate change. Less generally recog-
nized, however, is the fact that the
ocean is the planet's great reservoir of
carbon dioxide, as well as water. Upon
dissolving in the ocean, carbon dioxide
becomes available for photosynthesis.
It reacts with water to provide the
carbonate ions used by calcareous or-
ganisms. In consequence, the ocean
contains 50 times as much carbon
dioxide as does the atmosphere, and
more than 90 percent of a perturbation
of atmospheric carbon dioxide will ulti-
mately reside in the ocean. The ques-
tion, then, is how rapidly atmospheric
carbon dioxide is equilibrated with the
ocean and distributed within the great
mass of its waters. This rate will deter-
mine how much carbon dioxide can
safely be released to the atmosphere.
I turn attention now to some recent
activities and new insights which affect
our ability to understand the ocean and
to use its resources wisely.
Ocean Basins
A revolution in geologic concepts is
underway and that revolution is fired
by oceanographic research. The con-
cept of continental drift, advanced by
the German geologist Alfred Lothar
Wegener about a half century ago, long
stood in poor repute, primarily because
there were no apparent forces capable
of pushing a continent. Geophysical
surveys of the ocean basins are now
providing strong support for this
theory. Present interpretations indi-
cate that new ocean floor material
emerges from within the earth along
the midocean ridges. The material is
conveyed across the ocean basin and
disappears beneath the continents,
shifting the continents in the process.
A primary line of evidence for the
continental drift concept is the pattern
Robert S. Dielz and John C. Holden of the National Oceanic and Atmospheric Administration recently worked out this sequence ot
maps that tor the first time identity the 200-million-year journey the continents have made across the tace of the earth.
PERMIAN - 225 million years ago TRIASSIC - 200 million years ago
JURASSIC 135 million years ago CRETACEOUS - 65 million years ago
/( is being increasingly recognized that the behaviors of the two global fluids, ocean and
atmosphere, are inseparable and must, therefore, be studied as a whole.
Solar radiation is the basic energy source
tor the circulation of both ocean and
atmosphere Studies like BOMEX (the Bar-
bados Oceanographic and Meteorological
Experiment) seek to analyze the various
kinds of interactions.
NOAA
of magnetic anomalies. It appears that
the magnetic field of the earth has re-
versed polarity a number of times. As
igneous rock emerges from within the
earth it freezes-in the contemporary
magnetic orientation, which is retained
thereafter. As the sea floor moves away
from the point of emergence, the record
of magnetic reversals is preserved as
though by a geophysical tape recorder.
Events of the last few years are pro-
viding powerful new confirmation of
these hypotheses.
The most exciting results have come
from the investigations of the Glomar
Challenger, a deep-ocean drilling ship
operated by Scripps Institution of
Oceanography under contract with the
National Science Foundation. The first
year's work of the Glomar Challenger
resulted in discovery of oil and gas in
the central Gulf of Mexico (the first
such discovery in a deep-sea environ-
ment), and only small amounts of fer-
romanganese nodules in sediments at
depth; these are both findings of im-
mense practical value. This project has
been extended until 1973 and is ex-
pected to produce further exciting re-
sults on the origin and nature of the
ocean basins.
Short years ago we expected to find
a complete history of the earth locked
in the ocean sediments, undisturbed by
the erosion and turmoil through which
the continental record of geologic his-
tory must be read. Now it appears that
the ocean floor is in fact younger than
the continents and younger than the
ocean itself.
Sea-Air Interaction
Another scientific endeavor that
came into being in the last decade and
will likely continue is large-scale study
of sea-air interaction. At present, we
are primarily interested in the influence
of the oceans on weather, but it is gen-
erally accepted that the behaviors of
the two fluids, ocean and atmosphere,
are inseparable and must be studied as
a whole. The basic energy source for
the circulation of both mediums is solar
radiation. This radiation is not effi-
ciently absorbed by the atmosphere;
rather, it penetrates to the earth's sur-
face (predominantly the ocean) from
which it is relayed to the atmosphere
as longer wave radiation and latent heat
of water vapor evaporated from the
oceans. The ocean circulation in turn
is driven by wind stress and exchanges
of heat and water with the atmosphere.
The ensuing circulations serve to trans-
fer heat from low latitudes (where in-
coming radiation exceeds outgoing
radiation at the top of the atmosphere)
to high latitudes where there is a radia-
tional deficit. The early studies are
being done in the tropics where the
energy flow is initiated.
Two such experiments were under-
taken in 1969: the Atlantic Tradewind
Experiment (ATEX), which involved
four ships—two from the United King-
dom and one each from Germany and
the United States—for a three-week
period in March and April; and the
Barbados Oceanographic and Meteoro-
logical Experiment (BOMEX), which
used, in all, 1 2 ships, 28 airplanes, and
1,500 scientists. Preliminary results
from BOMEX indicate that more solar
radiation is absorbed in the atmosphere
than has been thought and that the
ocean currents are very different than
indicated on charts.
The enormous number of environ-
mental measurements made will require
The sinking of the Titanic in 1912 renewed interest in ocean currents because of their
importance in transporting icebergs into the North American shipping lanes.
months or years for complete analysis.
The results of these and larger projects
to come will be appearing throughout
the 1970s.
Decade of Ocean Exploration
Presidents Johnson and Nixon both
endorsed U.S. leadership in an Inter-
national Decade of Ocean Exploration
(IDOE) in the 1970s. It is unclear
how vigorously IDOE will be pursued
because of our current social, military,
and economic commitments and be-
cause a substantial contribution from
other countries is required. At least
one project for IDOE, the Cooperative
Investigation of the Caribbean and Ad-
jacent Regions (CICAR) appears to be
gaining momentum and may serve as a
prototype for later projects in larger
ocean basins. It also appears to be of
considerable value for the U.S. interest
in the Gulf of Mexico. The Gulf re-
ceives almost two-thirds of the water-
borne natural, industrial, and agricul-
tural pollutants of the United States,
making it a likely candidate for pollu-
tion disaster. The flow of the Gulf
Stream into and out of the Gulf is suffi-
cient to completely renew Gulf waters
in 30 months, but the extent to which
the deep water and water of the western
Gulf participate in this circulation is
almost entirely unknown.
Ocean Currents
One of the central problems of
physical oceanography has been and
remains that of transports—the move-
ment of materials and energy by ocean
currents. During the birth of the in-
dustrial age and before the decline of
the sailing ship in commerce, the trans-
port of greatest interest was that of
surface ships. (The speeds of ocean
currents were not inconsiderable com-
pared to those of the sailing vessels.)
In the twentieth century the transports
of greatest interest are much more
subtle. The current favorites are trans-
port of heat as it influences global
weather and climate, transport of chem-
ical nutrients as it influences fisheries,
and transport of a variety of trouble-
some substances introduced by the ac-
tivities of man.
Closure of the Suez Canal has also
rekindled interest in the effects of cur-
rents on shipping. Experiments are in
progress on optimizing use of the Gulf
Stream to help tankers save a few hours
between Gulf of Mexico oil fields and
U.S. East Coast cities, but the real
interest is in finding methods applicable
for the run around Africa.
I will outline briefly some of the mile-
stones in evolution of knowledge of
currents in the North Atlantic Ocean,
which, with the possible exception of
the waters around Japan, is the best
known major ocean region. I will focus
on the Gulf Stream system as a familiar
point of reference for North Americans
and the most salient feature of the sur-
face circulation of the North Atlantic.
Early Charting of
the Gulf Stream
A general knowledge of the surface
circulation and of the Gulf Stream was
used by the Spanish as early as 1519 in
their annual voyages to and from the
New World. Although a considerable
body of practical knowledge was used
by the great American whale fishery,
the Stream was not charted for more
systematic use until the 1780s. At that
time, Benjamin Franklin, in his capacity
as Postmaster General, had a chart of
the Gulf Stream off New England
drawn by Timothy Folger, a Nantucket
whaler. The chart was printed by the
General Post Office for use by the
mail packets. This empirical approach
was picked up and systematized by
Matthew Fontaine Maury—now fre-
quently cited as the father of American
oceanography—who collated the infor-
mation appearing in navigation logs of
sailing ships, using the records of their
drift to infer the ocean surface cur-
rents. In use of such data, averages of
a large number of observations must be
taken because of the imprecision of
individual observations. Though many
of the interesting and useful variations
of the current are obscured by averag-
ing, this technique is still the primary
source of knowledge of the surface cir-
culation in all published oceanic cur-
rent charts.
During the same period the Coast
and Geodetic Survey, directed by Alex-
ander Bache, Franklin's grandson and
an eminent scientist, among others, be-
gan a remarkable series of investiga-
tions of the Gulf Stream off the south-
eastern United States, from the Carib-
bean to Cape Hatteras. The Stream and
its variations were metered directly
from anchored ships—a feat not dupli-
cated until very recent times—and
some of the measurements are still the
best available.
With the passing of the age of sail,
interest in ocean currents declined for
a number of years. The sinking of the
steamship Titanic in 1912 provided
new impetus for the observation of
currents, because of their importance
in transporting icebergs into the North
Atlantic shipping lanes. These ob-
servations have been continued by the
U.S. Coast Guard to the present. In
such studies, average currents are of
little value; week-to-week changes are
all important.
FRANKLIN S MAP OF THE CULF STKF.A.U
Ben Franklin had this map ol the Gulf Stream prepared when he was Postmaster General.
Recent Analysis of
Ocean Currents
The ice patrol work was made pos-
sible by development of a new tech-
nique—the geostrophic method—sim-
ilar in principle to that by which winds
are inferred from pressure patterns on
a weather map. In application to the
ocean, pressure cannot be directly
measured, however. Instead, advan-
tage is taken of the fact (not always
true) that the surface currents are
much more vigorous than the deeper
waters, and the relative pressure is
determined by integration of the den-
sity variations over the water column.
In the standard-temperature-and-
pressure laboratory world we usually
get by considering water as incom-
pressible. Throughout the ocean, the
density of water varies by approxi-
mately 7.5 percent, of which 5 percent
is due to compression. The remaining
2.5 percent, the important part, is due
to variation of temperature and salinity.
To detect the variations of importance
required development of special ther-
mometers, special chemical methods,
and special glassware.
The chemical method was based on
the results of the British Challenger ex-
pedition of 1872-6 which showed that
the major ionic species dissolved in
seawater occur in almost constant ratio
and hence that determination of any
one suffices. Determination of the
chloride concentration by titration with
silver nitrate was chosen as a practical
method. Only in the last decade has
the method been widely supplanted by
modern electrical methods; the density
tables of 1901 are still used.
This method was applied in scientific
investigations of the Gulf Stream soon
following establishment of the Woods
Hole Oceanographic Institution in
1931. The major goal was to monitor
Gulf Stream transports as they might
affect fisheries and climate in the North
Atlantic and western Europe. To ob-
tain sufficient measurements for a de-
tailed description of the Gulf Stream
was both tedious and expensive. The
basic transport (of water) of the Stream
could, however, be inferred from ver-
tical soundings at just two stations. It
was hoped to define standard stations
that could be monitored for correlation
with other events of interest. Because
of confusing variations and indications
of multiple streams, it was not possible
to define the standard stations before
the program was interrupted by World
War II.
Following the war, scientific ocean-
ographic research was pursued much
more vigorously, particularly at the
major centers such as Woods Hole.
Synoptic surveys, accomplished by sev-
eral ships working in coordination for
two to several weeks, were done in
1950 and again in 1960. These proj-
ects showed the Stream to be coherent
over hundreds of kilometers, but sub-
ject to wavelike meandering suggestive
of that of the atmospheric jet stream.
Theories based on hydrodynamic in-
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Changing position of the Gulf Stream during three successive months in 1965. The lines
show the month-by-month position of the core ol the stream along the coast.
stability, in which perturbations are
able to extract energy from the basic
current, or on effects of bottom topog-
raphy, were advanced to explain this
behavior; but the observations of
Stream paths were too few to permit
firm conclusions. A recent series of
Stream path observations at monthly
intervals by ESSA vessels ' has shown
that none of the present theories satis-
factorily explains all features of the
observations.
It appears that we do have a satis-
factory explanation for the basic ex-
istence of the Gulf Stream. Details are
still being debated, but the essential
ingredients are the winds, which drive
surface waters southward and westward
over most of the North Atlantic; and
the sphericity and rotation of the earth,
which force a narrow return current on
the western boundary of the ocean.
Similar logic applied to the deeper
waters (but with the flow driven by
sinking of water in high latitudes and
upward movement of deep water al-
most everywhere else) suggests that
the deep circulation should be the exact
opposite of that at the surface—its
speed should be about 1 cm/sec; and
it should be complete with a deep,
opposite, counterpart to the Gulf
Stream. It is now clear that this coun-
tercurrent exists, but attempts to dem-
onstrate the existence of the general
northward flow elsewhere have been
thwarted by the discovery of variable
currents on the order of 10 cm/sec
which obscure the average flow. Be-
cause the effect of these transient cur-
rents on the average flow is unknown,
it now appears that our understanding
of ocean circulation may be as poor a
representation of reality as the Hadley
cell was of actual atmospheric winds.
One of the major problems in ad-
vancing knowledge of ocean currents
has been the difficulty of obtaining use-
1 The National Oceanic and Atmospheric Admin-
istration (NOAA) was created by President Nixon
on October 3, 1970. by Executive Order and as-
signed to the Department of Commerce. The
reorganization consolidated the efforts of 23 sepa-
rate departments and agencies of government.
Among these were: the Environmental Science
Services Administration (ESSA); the Bureau of
Commercial Fisheries; Marine Game Fish Research
Program; Marine Minerals Technology Center; Na-
tional Oceanographic Data Center; National Oceano-
graphic Instrumentation Center; and the National
Sea Grant Program.
ful measurements. Current patterns
can change too rapidly for a single ship
to define more than their grossest fea-
tures, and investigations involving sev-
eral ships are expensive and difficult to
organize. In the coming decade, how-
ever, there is the real possibility of
observing oceanographic parameters
related to ocean currents using satellite-
mounted sensors. These sensors would
provide observations of entire ocean
basins in short times. Considerable
work is being done at present on ob-
servations of sea surface temperatures
using infrared sensors, but development
of very precise satellite altimeters for
observing variations of sea level can
bring about a genuine revolution in
observation of ocean currents by pro-
viding at last the badly needed meas-
urement of absolute pressure gradient.
The Coastal Zone
In the preceding pages, I have de-
scribed developments in knowledge of
the deep sea. By most measures other
than national defense, however, the
interest and emphasis of the nation,
individually and collectively, will prob-
ably focus on what is described as the
coastal zone. This zone is broadly de-
fined as extending from the edge of the
continental shelf, across the coastline,
into the estuaries and the Great Lakes,
and the land area affected by proximity
to the ocean or the Great Lakes.
We are all aware of the growth of
population generally. It is perhaps less
well known to what extent this growth
is occurring primarily in the coastal
zone. Between 1860 and 1960 the
fraction of the U.S. population living
in counties bordering the sea or the
Great Lakes increased from 25 percent
to 45 percent. This is the region where
man and the sea interact; and the inter-
action is becoming increasingly a two-
sided proposition, as extensive modifi-
cation becomes technologically possible.
This is also the region where all marine
economic activities have their greatest
concentration, now and for the fore-
seeable future.
Traditionally, we have treated this
margin of the sea, like other waterways,
as property held in common, to be used
by all according to their needs or de-
Intrared view of eastern U.S. was obtained
in September 1966 by the research satel-
lite Nimbus II. In processing, the usual
arrangement ot infrared photographs in
which the warmest areas are the lightest
has been reversed, so that the warm waters
of the Great Lakes appear dark and the
cold ice-crystal cirrus clouds over Florida
(lower right) are light.
sires. With mounting population and
economic pressures, this leads to a de-
structive procedure in which each sees
a net personal gain in his personal con-
tribution to overuse. Hence, this zone
will be the scene not only of increasing
activities and benefits during the 1970s,
but also of increasing conflict and con-
troversy. The general nature and im-
portance of the biology and ecology of
the region is currently receiving con-
siderable exposure. For all these rea-
sons, President Nixon in 1969 an-
nounced increased emphasis on the
coastal zone as one of the major na-
tional programs in oceanography for
the coming decade. By personal orien-
tation and because the pressure is
greatest there, I will focus primarily
on physical behavior of estuaries.
Estuaries
Originally the term estuary was used
in reference to tidal portions of rivers,
but usage has been broadened generally
to include any semi-enclosed body of
water having more or less free exchange
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Schematic illustration ot estuarine circulation. In its most basic form, this consists ot
seaward flow ot fresh or brackish water near the surface and landward flow of salt or
brackish water near the bottom, with turbulent mixing between the layers.
with the ocean and in which ocean
water is generally diluted by fresh water
from rivers or other upland drainage.
Extensive occurrence of estuarine
areas, such as we have at present, ap-
pears to be an ephemeral state in
geologic time, existing briefly follow-
ing a change in sea level. The pro-
fusion of estuarine areas on our Gulf
Coast, for example, is estimated to be
only five to six thousand years old; it
can be expected to ist another four
thousand years if ie sea holds its
present level an< man does not
interfere.
There are sev ,1 reasons for the
short life of est ies. The most ob-
vious is upland seuiments deposited in
the estuary by rivers and streams. More
important, however, are reasons asso-
ciated with the circulation of water.
The estuary is a transition zone be-
tween fresh water of the river and salt-
water of the sea. Because of its salt
content, surface seawater is about 2.5
percent more dense than is fresh water.
This density difference gives rise to a
system of convection currents which is
so common in estuaries as to be termed
"estuarine circulation." In its most
basic form, estuarine circulation con-
sists of seaward flow of fresh or brack-
ish water near the surface and landward
flow of salt or brackish water near the
bottom of the estuary, with turbulent
mixing between the opposing layers.
The landward flow near the bottom
carries oceanic sediments into the
estuary and impedes the movement of
upland sediment through the estuary,
thus forming a self-destroying trap for
sediments from both sources.
Also, since deeper ocean waters tend
to be more fertile than are surface
ocean waters, both the landward flow
and the river flow tend to enrich the
estuarine water, leading to much
greater biological production than in
the open sea and, hence, to much more
rapid biological sedimentation.
On a much shorter time scale, this
circulation pattern is of importance to
the interests of man. It is a primary
reason why Puget Sound is nearly as
cold in the summer as in the winter.
It is of obvious relevance to efficient
disposal of wastes. The value of estu-
aries and wetlands as nursery areas for
oceanic species is being well publi-
cized; the larvae of these species have
poor motility and ride this circulation
system into the nursery areas. It is
clear that knowledge of the dependence
of the salinity stratification and circu-
lation should be well established before
the modifications that have been and
will be made are begun. The general
principles are in fact reasonably well
known. The basic controlling features
are geomorphology (primarily depth),
volume of freshwater flow, and tidal
regime of the estuary. An increase of
depth, tidal current, or river flow can
generally be expected to increase the
circulation. It is difficult to give quan-
titative estimates, however, because the
flow is turbulent, and turbulent proc-
esses have proved extraordinarily diffi-
cult to handle in all fields of science and
engineering.
There are other very interesting
variations on this basic pattern. It has
been shown, for example, that because
there is relatively little fresh water flow-
ing into the Baltimore harbor, exchange
of water between the harbor and the
larger Chesapeake Bay is three-layered:
inward at surface and bottom, outward
at mid-depth. Although this flow is
weak, it provides flushing of the harbor
five times as rapid as is estimated by
standard engineering rules. In still
other inlets, flushing takes place sea-
sonally as water of different density,
usually because of varying river flow,
occurs at the entrance. Such a mecha-
nism can be expected to be severely
disturbed by river flow diversion or
equalization projects.
There is also a growing body of evi-
dence that these same general consid-
erations apply in regard to movement
of water between estuaries and open
sea areas offshore, which is of quite
obvious importance in regard to off-
shore waste disposal operations.
Goals for Science Teaching
In conclusion, I wish to state three
somewhat philosophical suggestions for
science teaching as it touches on ocean-
ography or, more generally, environ-
mental problems. My thoughts here are
strongly conditioned by a personal con-
viction that education for responsible
citizenship is a higher goal than educa-
tion for careers in science.
First, there is the necessity to impart
to students the realization that value
judgments must and will be made, con-
sciously or unconsciously. Secondly,
since the first law of thermodynamics is
indeed irrevocable, students must be
made cognizant of potential hidden
costs in technological bargains.
Finally, students must be shown that
it is science properly understood and
used that gives us essential options. It
is not until faced with really hard
choices, like resolution of the thermal
pollution problem, that we realize just
how much research is still needed, par-
ticularly in environmental matters.
Then we suddenly discover a great need
to narrow the range of expert opinion
on the effect of elevated temperature on
biota and long for better knowledge of
seasonal temperature and circulation
patterns and more complex ecological
puzzles in natural waterways. In the
coming decade, it appears that these
needs for environmental research can
only become more acute.
Reprinted from the Bulletin of the American Meteor-
ological Society 52, No. 8, 738-739.
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Oceans from Space. Edited by Peter C. Badgley, Leatha
Miloy, and Leo Childs. Gulf Publishing Company, Hous-
ton, 1969. 234 pages—illustrations. $13.95. Hardbound.
Oceans from Space contains the proceedings of a "Sym-
posium on the status of knowledge, critical research needs,
and potential research facilities relating to the study of the
oceans from space," held in Houston in April 1967. Fifteen
papers by a heterogeneous group of contributors are in-
cluded. In toto, it has many of the same qualitative obser-
vations as, and little more depth than, those appearing in
the several other studies of spacecraft applications to appear
in recent years. It is useful, however, especially to those
new to the field, to have several of the more promising ap-
plications contained in a single volume of this high quality.
The dominant message is of the potential of satellite sensing
for obtaining synoptic data for the vast expanses of ocean
area on the planet. The illustrative material, including a
considerable number of color photographs from the Gemini
flights, is exceptionally good.
In the lead article, "Earth resources surveys from space,"
Peter C. Badgley and Leo F. Childs give an overview of the
1967 status of the potential application of passive and active
remote sensing methods using a wide range of electromag-
netic radiation frequencies. The orientation is that of the
ERS (now ERTS) Program, and many of the examples given
reflect the terrestrial aspects of this program. Don Walsh
("The Mississippi River Delta") presents some results from
aircraft test flights over the Mississippi River distributary
system obtained as part of the sensor evaluation studies for
this program. In "The 200-mile fishlinc," Robert E. Steven,
son uses Gemini photographs and a fair bit of conjecture to
illustrate the potential value of large-scale coverage available
from orbiting sensors to provide information on variation
of oceanic conditions. Raymond M. Nelson describes some
ESSA activities and aspirations in satellite remote sensing
in "The potential application of remote sensing to selected
ocean circulation problems." Here some striking pictures of
oceanic eddies are marred by the lack of scale information.
In a very short article, "The color of the sea," Gifford C.
Ewing points out the biological and fisheries significance of
color difference in sea water. D. S. Ross contributed an
article of considerably greater depth than those preceding,
"Color enhancement for ocean cartography," in which the
potential use of multispectral photography is explored by
color separation and enhancement of a by-now-familiar
Gemini color photograph of the Tongue of the Ocean. Poor
editing is annoying but does not prevent passage of the
message here. A concise description of the operating prin-
ciples and general characteristics of the IRLS, OPLE, and
EOLE systems is given in "Interrogation and position-fixing
from spacecraft," by Marjorie R. Townsend. In "Apparent
coastal water discolorations from space—oceanic and atmo-
spheric," James E. Arnold and Aylmer H. Thompson point
out the importance of adequate ground truth data for un-
ambiguous interpretation of high altitude photographic
materials. Although some of the color differences described
as being evident in the original materials are not clearly
rendered in the reproductions, the case is adequately made
for how atmospheric smoke and haze can appear as dif-
ferences in water color, depth, or other oceanic variations
of interest. A sophisticated approach to selective remote
sensing is presented by A. R. Barringer ("Remote sensing of
marine effluvia"), who describes some experimental work on
use of optical correlation spectrometry for remote sensing of
iodine vapor and fish oil aerosols.
In "The sea surface," Willard J. Pierson, Jr., discusses
thoughts on the use of orbiting radar for measuring a wide
class of sea-surface perturbations. Radar scatterometry is
suggested for determination of wind waves and winds over
the open ocean as a technique for improved global sea-state
predictions, with perhaps more optimism for early payoff
than would be shown today. His description of the inter-
related problems of determination of quasi-geostrophic ocean
currents and large- and small-scale lumpiness of the geoid
is well done. Paul M. Wolff, T. Laevastu and P. Patro, in
"Synoptic analyses and prediction of conditions and pro-
cesses in the surface layers of the sea," describe procedures
used at the Fleet Numerical Weather Facility for analysis
and prediction of ocean thermal structure and surface
waves, but without any explicit reference to the theme of
the symposium or of the book. Numerous equations illus-
trative of the procedures are given, but with insufficient defi-
nition to serve any purpose other than show the general
foim and level of sophistication of the techniques. After
their value in providing cloud pictures for use in weather
forecasting, one of the most immediately useful of poten-
tial applications of satellite sensing techniques is likely to
be for mapping snow and ice distribution. James H. McLer-
ran provides a short overview of the registry of sea ice on
photographic, infrared, radar, and microwave sensors by
night and by day in "Remote sensing and interpretation of
sea-ice features." E. D. McAlister ("Measurement of the
total heat flow from the sea surface with an infrared two
wavelength radiometer: Progress report") describes the
principles and some results of his well-known work for
sampling the temperature gradient in the half centimeter
below water surfaces as a means of investigating surface
heat transfer mechanisms, and of potential value for large-
scale air-sea heat exchange measurement.
Wilbert M. Chapman, in "Implications of space research
to fishery development," expertly summarizes post World
War II trends in world-wide ocean fisheries, and indicates
areas in which space and other sciences can aid in improv-
ing the efficiency of fisheries. An important point here is
that the trend is toward exploitation of the smaller species
more dependent on environmental variations. After briefly
outlining the various influences modulating catches, he
points out that fishermen make operational decisions daily
with very little guidance, and that even slight contributions
of environmental science to improved efficiency will be of
considerable value. John P. Craven's contribution, "Ocean-
ography from inner space—the other side of the interface,"
deals exclusively with mostly recent developments in under-
sea technology. It probably provided an interesting and
useful counterpoint within the symposium, but will be of
little value to most readers of this volume.
The book is of very high material quality, and, as indi-
cated above, the illustrations are exceptional; it is therefore
uncommonly unfortunate that it was not edited more care-
fully. Scarcely a contribution escapes structural errors and
omissions, and seeming inclusion of contributors' marginal
speaking notes. It appears that probably none of the con-
tributors were afforded an opportunity to check proofs. The
figures, although excellent, are in some cases unnecessarily
duplicative from one article to another, as is some of the
tabular information. With one exception, the order of the
contributions is preserved in the preceding citations; simple
rearrangement of the contributions along lines of concept
development would have helped to make the book readable
as a coherent entity rather than the disjoint collection in
individual papers of varying value that it now is, and
thereby would have added to the value of the individual
contributions. Readers can accomplish this for themselves
by reading the chapters in the order 14, 10, 2, 4, 5, 7, 3, 1,
12, 8, 11, 13, 9, 6, 15.—Donald V. Hansen
Reprinted from Marine Technology Society Journal 5,
No. 5, 22-23.
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PRECISE TWO -POINT
STD CALIBRATIONS
James K. Low
University of Miami
Coral Gables, Florida
George A. Maul
National Oceanic and Atmospheric Administration
Atlantic Oceanographic and Meteorological Laboratories
Miami, Florida
Periodic calibrations of the Bissett-Berman STD are
advisable in order to maintain a quality check on the data
collection. The usual two-point procedure is to obtain a
water sample for standard analysis with a sampling bottle
just below the surface and again at the bottom of a cast for
comparison with the STD. In order to know when to read
the STD output, it is necessary to know when the
independent sample was obtained. This is easily
accomplished at the surface visually. For the deep
calibration point one has had to depend on estimating the
travel time of a messenger down the multiconductor cable
to the point where the deep sampler is attached a few
meters above the STD.
Mr. Low at the University of Miami's Rosenstiel
School of Marine and Atmospheric Sciences noticed that a
slight impact on the frame of the Model 9006 will produce
a one to two inch spike (toward low values) on the analog
record of the salinity sensor. This slight jar, when coordi-
nated with the tripping time of the sampling bottle,
provides a positive identification of the time of calibration.
(In a vertical current shear the depth of the STD must be
maintained by paying out or hauling in wire while waiting
for the reversing thermometers to come to equilibrium). At
the precise time of tripping, the analog record is annotated
and the frequency output of each sensor's discriminator is
read from frequency counters which monitor the data
channels. Thus the temperature, salinity, and thermometric
depth can be compared properly with the STD outputs.
The surface water sample bottle is soaking while the
cast is being made. When the STD returns to the surface the
second calibration is obtained immediately, in a similar
fashion. Care must be exercised to insure that the sensor
heads are at the same depth as the surface sample bottle.
This precaution is usually unnecessary for the deep bottle
where a small gradient correction may be applied.
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The technique is to attach a piece of BT wire
vertically to the STD (see figure) so that a messenger is free
to fall a few inches and strike the frame. The messenger is
connected in series to the water sampler with a long
monofilament leader. When the water sampler trips, the
messenger on the STD falls (about 4 inches is all that is
required), strikes the frame, and causes the spike on the
salinity trace. The impact is certainly less than that
experienced by the STD in normal deck-side handling and
should not affect the instrument; in two years of use
aboard the University of Miami's research vessels there have
been no ill effects to the STD noted in the application of
this technique.
The procedures outlined have materially improved
the static calibrations of this oceanographic instrument.
In the Florida Straits for example, in 250 meters of
water, the average difference between the thermometric
depth and the STD depth at calibration was ±16.2 meters
before application of the technique, and ±3.3 meters
afterwards. It should be recognized that the success of such
a two-point calibration does not reflect the quality of the
data acquisition which is a function of the dynamic
response of the system. It does however offer the ocean
scientist a higher degree of confidence in his data with the
investment of little additional expense and time.
JAMES K. LOW is the marine tech-
nician supervisor of the Division of
Physical Oceanography at the Univer-
sity of Miami's Rosenstiel School of
Marine and Atmospheric Sciences,
where he has been employed for
eight years. He is currently working
under the direction of Dr. Walter
Duing on a new current profiling
technique in the Straits of Florida.
GEORGE A. MAUL is a research
oceanographer in the Physical Ocea-
nography Laboratory of the National
Oceanic and Atmospheric Adminis-
tration's Atlantic Oceanographic and
Meteorological Laboratories, Miami,
Fla. Mr. Maul has worked in marine
surveying, geodesy, and most recent-
ly the application of remote sensing
to problems in physical oceanog-
raphy.
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Earth tides
Progress in obtaining and analyzing longer, more
accurate series of Earth tide observations has
made clear that ocean tide effects, both loading
and attraction, are significant and must be consid-
ered in the geophysical interpretation of the data.
Therefore many recent research studies have used
the available ocean cotidal and corange charts for
estimating the deformation of the Earth due to tid-
al loading and for calculating the varying gravita-
tional attraction of the nearby water mass at
different stages of the tide. The effects of ocean
tides on Earth tide observations can best be ob-
served by a network of stations, varying in dis-
tance to the coast, which systematically monitor
the ocean loading or attraction contributions to the
observations.
Western Europe tiltmeter networks. Two tilt-
meter networks in Western Europe have been es-
tablished by the Institut de Physique du Globe de
Paris and the Observatoire Royal de Belgique, in
Normandy and in the Massif of the Ardennes, re-
spectively. Both networks are aiming at the deter-
mination of (1) the deformation of the Earth's sur-
face due to ocean tidal loads in the Atlantic Ocean,
the English Channel, and the North Sea, and possi-
bly (2) the regional variations due to heterogenei-
ties in the crust or in the mantle, and even the ane-
lastic properties of the mantle. That the effects of
ocean tidal loading on the tilt of the Earth's surface
are greater than those of the Earth's tidal tilt in
Western Europe makes the separation of various
effects on the tilt measurements, particularly the
geological influences, very difficult, if not impossi-
ble. The data so far obtained still lack a general
consistency.
United States tidal gravity profile. Most recent
results, from a United States transcontinental tidal
gravity profile established by the Solid Earth Tides
Group of Columbia University, for the principal
tidal constituents M„ and O
t
have shed direct
light on the long-standing problem of the influence
of the ocean tides on solid Earth tides.
The network of the transcontinental profile
consisted of nine semipermanent (6-month obser-
vation) stations around latitude 39-41°N, extend-
ing from New York City to Point Arena, Calif.
The observed relative values of the gravimetric
factor and the phase do indeed follow a definite
logarithmical pattern with respect to distance from
the Atlantic and Pacific oceans. Figures 1 and 2
show the relative differences of gravimetric factor
A8 in percent and of phase k in degrees for M2 and
Oj (solid circles). The maximum difference of gra-
vimetric factors for M
2
between New York City
and Point Arena amounts to approximately 8%.
There is a lag of about 4° for the phases of M„ in
both New York City and Point Arena; these phas-
es decay toward midcontinent, where the phase
lag is less than 1°. The gravimetric factors for
are nearly equal for all stations east of Kansas, and
the value of AS increases at a rate of about 0.14%
per 100 km toward the West Coast. The phases for
0, are equal, with a nearly constant lag of about 1°
across the continental United States. They gradu-
ally begin to lead west of Ephraim, Utah, and the
lead increases very rapidly to 5° in Point Arena.
These results demonstrate the different tidal re-
gimes in the nearby Atlantic and Pacific oceans. In
the Pacific, both diurnal and semidiurnal tides are
important, and therefore the ocean loading due to
both 0, and M2 is important. In the Atlantic, only
the semidiurnal tides are important. This is borne
out by the small changes in gravimetric factor and
phase due to O
l
near the Atlantic end of the net-
work.
Quantitative calculations were made for each
station by taking intoaccount the effects of ocean
tides on tidal gravity, namely, a variation in the
height of the point of observation, a distortion of
the tidal potential, and an addition to the variation
of the vertical component of acceleration of gravity
due to the water mass of the ocean tide, making
use of the cotidal and corange information for the
M
2
and O, ocean tidal constituents. The observed
values of Ad and k as shown in Fig. 1 agree remark-
ably well with those calculated (triangles) for the
M
2
constituent. For the 0, constituent the agree-
ment is not as good (Fig. 2), but the general trend
for the values of A8 and k indicates that, even
though the cotidal and corange information for the
0, ocean tidal constituent is inferior to that of the
A/., ocean tidal constituent, the O
t
ocean constit-
uent is a primary influence on the 0, Earth tidal
constituent. Nevertheless, there is a considerable
degree of uncertainty about the ocean tides on
open oceans. The agreement between the observed
deviations of the gravimetric factors and the
phases and the calculated deviations due to the in-
fluence of ocean tides merely substantiates the
fact that the influence of ocean tides on tidal
gravity is of primary importance.
Although the question of the influence of geolog-
ical structure on tidal gravity has drawn much at-
tention in the past, the theoretically calculated
gravimetric factors for several Earth models in-
volving drastic differences in the crustal and upper
mantle structures are nearly constant. The small
residual deviations of both the gravimetric factors
and the phases, after subtracting the effects of
ocean tides on tidal gravity, do not seem to corre-
late with the major different geological provinces
such as the Interior Plains and the Rocky Moun-
tains.
The Earth models deduced from seismic body
waves, for example, the Jeffreys-Bullen and the
Gutenberg-Bullen models, have long been regard-
ed as close approximations to the actual Earth.
The observed areal strain of solid Earth tides with
improvements of extensometer measurements at
Arena
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Fig. 1. Observed values of A8 (in percent) and « (in
degrees) for M
2
tidal .constituent (solid circles) com-
pared with calculated values of AS and k (triangles).
Cophase (in degrees) and coamplitude (in meters) of
M
2
ocean tidal constituent are also shown by solid and
broken lines, respectively.
Ogdensburg, N.J., which is nearly independent of
the load strain caused by the ocean tidal loading
off the Atlantic coast based on the Boussinesq sol-
ution, confirms the theoretical tidal strain based on
the Gutenberg-Bullen Earth model with a New
York -Pennsylvania crustal structure, which has
the characteristic Love numbers h = 0.621 and /=
0.084. These Earth models have been further sup-
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Fig. 2. Observed values of A6 (in percent) and « (in
degrees) for O, tidal constituent (solid circles) compared
with calculated values of A8 and « (triangles). Cophase
(in degrees) and coamplitude (in meters) of O, ocean
tidal constituent are also shown by solid and broken
lines, respectively.
ported by good agreement between the theoretical
and experimental values of the periods of the free
oscillations of the Earth, although refinements are
still needed.
It is now evident that it is fruitless to try to verify
the theory of Earth tides by using the inferred or
theoretically calculated cotidal and corange charts
to make corrections for the indirect effects of
ocean tides on solid Earth tides, as has been done
in the past. If measurements can be made to an
accuracy of 1% or better, it is more appropriate to
consider the possibility of mapping ocean tides on
the open oceans by means of extended Earth tidal
gravity measurements on the adjacent lands sup-
plemented by a few ocean-bottom stations of ocean
tides measurements and by the tidal information of
nearshore tidal stations.
International Symposium on Earth Tides. The
Sixth International Symposium on Earth Tides
was held in France at the University of Strasbourg,
Sept. 15-20, 1969. It was organized by the Perma-
nent Commission on Earth Tides, International
Association of Geodesy, IUGG.
Many aspects of the meeting were comparable
to those of previous Earth tide symposia in that the
papers dealt primarily with instrumentation and
data analysis. With regard to instrumentation,
considerably greater emphasis is being placed on
possible contributions by various potential sources
of error, on calibration, on the interchange of in-
struments between stations, and on simultaneous
observations using multiple sensors at the same
site. With this increased sophistication has come
an awareness that the geophysical interpretation
of the observations may hinge on a high degree of
accuracy.
A similar change has come about in data analy-
sis in that there is now an active program to use
longer series to achieve both more accurate results
and a high degree of resolution. Thus the fixed 29-
day analysis is no longer the ultimate end product,
and least-squares analysis of data that may not be
continuous and equally spaced in time is accepted
as a basic tool. With this has come an interest in
other frequency bands, not only the long-period
tides but also high-frequency tides. There is con-
siderable interest in M
3 ,
and frequencies as high as
8 cycles per day are being investigated.
The various resolutions adopted at the symposi-
um included (1) the recommendation that long-
term observational series be planned as regular
observatory-type programs in a number of
different regions of the Earth; (2) the recommenda-
tion that complete Earth tide stations be estab-
lished in the equatorial regions and in the South-
ern Hemisphere, particularly in Africa, South
America, and Australia, and at Schiltach, Black
Forest, Germany, to fill the gap in the net between
France, Belgium, and Luxembourg on the one
hand and the stations at Berchtesgaden (Germany),
Czechoslovakia, and Austria on the other hand;
and (3) the endorsement of efforts now under way
in the oceanographic community to develop more
accurate cotidal and corange charts by means of
deep-sea observations and hydrodynamic model
studies.
For background information see Earth; Earth
tides; Terrestrial gravitation in the McGraw-
Hill Encyclopedia of Science and Technology.
[BERNARD D. ZETLER; JOHN T. KUO]
Bibliography: J. T. Kuo, J. Geophys. Res., 74:
1635-1644, 1969; J. T. Kuo et al., Science, in press;
P. Melchior and A. Venedikov, Phys. Earth Plan-
et: Interiors, 1:363-372, 1968; J. C. Usandivaras
and B. Ducarme, Bull. Acad. Roy. Belg. CI. ScL,
June 7, 1969.
Reprinted from Journal of Geophysical Research 7 6 ,
No. 27, 6601-6605
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Precision Requirements for a Spacecraft Tide Program
Bernard D. Zetler and George A. Maul
National Oceanic and Atmospheric Administration, Atlantic Oceanographic
and Meteorological Laboratories, Physical Oceanography Laboratory
Miami, Florida S3130
A tidal analysis of sea-surface elevations from an orbiting altimeter will include errors due
to the instrument and the orbital determinations. Furthermore, the results may be somewhat
degraded by the small amount of data and their random distribution in time. These effects
have been evaluated in a numerical feasibility investigation with the use of observed hourly
heights at two tide stations and a hypothetical satellite orbit with a 30° inclination and a pe-
riod of about 95 min. For a station at 13°N with a water elevation assumed to be obtained
each time the altimeter transits a 1° square centered at the station, 86 observations are ob-
tained in a year. For a station at 22°N, areas of 1° to 5° square were used and the number of
observations in a year varied from 112 to 551. Degradation of the signal is studied by intro-
ducing sequentially increased levels of white noise to the observations. The harmonic con-
stants for the smaller constituents deteriorate rather quickly as white noise is added, but the
largest constituents appear to be reasonably determined even when random numbers with
extreme absolute values as large as the amplitude are added to the data. These results indi-
cate that previously stated minimum precision requirements for a spacecraft tide program can
be relaxed by roughly an order of magnitude.
Observation of the tide is frequently men-
tioned in conjunction with the proposals to
orbit a radar altimeter [National Academy of
Sciences, 1969]. Essentially these proposals have
been oriented toward geodetic applications, but
oceanographers such as von Arx [1966] have
recognized the inseparable coupling of geoid de-
terminations and absolute sea-surface topogra-
phy. Most recently, in the report of a study
made at Williamstown, Massachusetts [NASA,
1969], oceanographers have assisted in specify-
ing precision requirements for an orbiting al-
timeter on the Geos satellite that is useful in a
broad spectrum of geophysical investigations.
Any attempts to obtain tidal measurements
on space platforms should be considered within
the constraints of EODP (Earth and Ocean
Dynamics Program), presently under considera-
tion at NASA. It seems fruitful then to numeri-
cally investigate if the tide is at all detectable
in perfect measurements from the systems sug-
gested for EODP, and if so, what noise levels
are tolerable in the data. Details of error
sources in radar altimetry are discussed by
Greenwood et al. [1969] and will not be con-
Copyright © 1971 by ^he American Geophysical Union.
sidered here except that reasonable values will
be chosen.
The approach to the problem is to imagine a
satellite-borne altimeter transiting a particular
oceanic region and obtaining tidal elevations.
The orbital characteristics will dictate how
often and when the hypothetical instrument will
obtain values. For the calculated transit times,
tidal elevations from actual observations during
one year are analyzed for the major constituents.
These values are then compared with harmonic
constants obtained by the standard methods of
harmonic analysis [Zetler and Lennon, 1967].
Finally the observed tides are degraded by
progressively adding levels of white noise and
the data are reanalyzed at each noise level.
Analysis
The EODP satellites are likely to be in a
low inclination, low altitude orbit, and will be
gravity-gradient stabilized to within l°-2° of the
local vertical. Within these constraints it was
decided to initially consider a 1° X 1° square
in low latitudes and require that every time the
satellite transited this area an elevation of the
sea surface was to be obtained.
The first tide data used are the hourly heights
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TABLE 1. La Union, El Salvador, 1964, Normalized Residuals and Standard Deviations
M 2(3.89') #i(0.85') S8(0.88') Z,(0.37') O!(0.18')
Noise (R)/A a(R/A) (R)/A <j(R/A) (R/)A a{R/A) (R)/A c(R/A) (R)/A c(R/A)
0.0 0.032 0.015 0.117 0.073 0.139 0.057 0.244 0.125 0.291 0.113
< I0.5| 0.038 0.016 0.130 0.080 0.141 0.065 0.317 0.145 0.394 0.243
< li.oi 0.047 0.026 0.179 0.103 0.169 0.083 0.482 0.212 0.619 0.391
< |1.5| 0.059 0.037 0.241 0.140 0.211 0.110 0.678 0.284 0.875 0.544
< |2.0| 0.074 0.046 0.309 0.181 0.260 0.142 0.886 0.358 1.140 0.703
< |3.0| 0.105 0.064 0.450 0.270 0.371 0.207 1.314 0.508 1.677 1.028
< I4.0| 0.138 0.082 0.595 0.360 0.486 0.276 1.749 0.658 2.218 1.357
< 15.01 0.171 0.100 0.743 0.450 0.604 0.345 2.187 0.808 2.761 1.688
1° X 1° window (86 values).
R is the amplitude of the residual.
(R) is the mean of R.
A is the ground truth amplitude (from a year of hourly heights).
a is the standard deviation of R/A.
Noise is in feet.
observed at La Union, El Salvador (13°20'N,
87°49'W) for the year 1964. The mean range
of the tide here is 8.11 feet, which is typical
for coastal regions but about four times larger
than mid-ocean tides [Dietrich, 1963].
The orbital parameters used for this study
were provided by W. S. von Arx (personal com-
munication, 1970). The orbit, which is realistic
Fig. 1. Sample graphical determination of the
residual amplitude (.ft). If the accepted vector (A)
has an amplitude of 90 and a phase of 210", and
the altimetric determination (B) has an ampli-
tude of 100 and a phase of 240°, then the modulus
of the residual vector is 50.5.
for altimeter applications, has a 30° inclination
and a period of about 95 min. The regression
(change in longitude per orbit) of the sub-
orbital track at the latitude of the chosen tide
station was carefully determined. From an arbi-
trary start time, this was used to calculate the
cumulative times that the spacecraft would pass
over any portion of the 1° square centered at
the tide station during one year. There were 43
culminations on both ascending and descending
transits, averaging about one observation every
four days.
A power spectrum analysis of the hourly tidal
heights for the year at La Union showed the
dominant energy to be at two cycles per day with
considerably smaller values at one cycle per
day and near zero frequency and negligible
values everywhere else in the spectrum up to
the Nyquist frequency at 12 cycles per day.
Ordinarily, geophysical phenomena at one and
two cycles per day are not readily studied by
observations obtained several days apart. How-
ever, tidal frequencies are well determined from
astronomical considerations and the signal to
noise ratio of the tides is quite high. Hence, we
are able to use a procedure developed for the
harmonic analysis of data randomly spaced in
time [Zetler et at., 1965].
A least-square solution in tides solves for the
mean level, the amplitude, and the phase of each
constituent. A normal National Ocean Survey
analysis of a year of data solves for 37 con-
stituents and mean sea level (75 unknowns). It
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Fig. 2. Sample plot of residual distribution.
Consider the normalized M 2 vector at La Union
with unit amplitude and phase of 250°. For the
case where the noise is <l2.0| feet, {R)/A = 0.074
and <t(R/A) = 0.046. Then 50% of all R/A lie
within the inner circle (radius = 0.074) and 84%
of all R/A lie within the outer circle (radius =
0.074 + 0.046 = 0.120).
would not be reasonable to do this with just 86
observation equations and, fortunately, there are
5 principal constituents that ordinarily provide
more than 95% of the total tidal energy. These
are M2 , &, and N2 in the semidaily species and
Ki and d in the diurnals. Solving for these in
a year of data, the omitted constituents will not
have significant sidebands and hence their con-
tributions will be primarily noise rather than
bias.
Spectra of geophysical data in general show
a peak in the continuum near zero frequency,
diminishing rapidly and monotonically in the
higher frequencies; the continuum of sea level
studied carefully by Munk and Bullard [1963],
Munk et al. [1965], and Groves and Zetler
[1964] shows this quite clearly. By using real
data in our tests, we have a frequency spectrum
of tidal lines superimposed on such a con-
tinuum. Then, by systematically adding con-
trolled amounts of white noise (to simulate
observation errors), we progressively increase
the level of the continuum in order to decrease
the signal to noise ratio and thus degrade the
quality of the analyzed results.
A University of Miami program generating
random numbers was used to prepare the white
noise. The program outputs integers ranging
from zero to a preset maximum. Manipulation
of these values produced a series with an average
of zero and with an appropriate least count (a
tenth of a foot, the same as the tidal data). A
spectral analysis of the modified random num-
bers showed a reasonably uniform level of energy
across the entire frequency range.
Our initial evaluation of the results of anal-
ysis compared separately the resolved ampli-
tudes and phases for each constituent with the
comparable values obtained from an analysis
of all hourly heights for the year. However, tidal
harmonic constants from the complete and the
incomplete sets of data are more meaningfully
compared when combined into vectors as fol-
lows:
Any given constituent (speed per solar hour
= <o) can be expressed as A cos (wt — a) where
A is the amplitude, t is the time in hours cumu-
lative from a start time, and a is the phase lag
at that start time. Evaluations of A and a are
the goals of conventional tidal analysis. If the
analysis of the less-frequently sampled data
provides the comparable harmonic constants B
and b, then the difference between these two
curves is a third cosine curve of the same fre-
Fig. 3. Plot of noise versus (R)/A for the five
area sizes for M2 at Nawiliwili.
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TABLE 2. Nawiliwili, Hawaii, 1965, Normalized Residuals and Standard Deviations
M 2(0.480') #2(0.105') S,(0.166') Ki (0.508') Oi (0.297')
Noise (R)/A o(R/A) (R)/A a(R/A) (R)/A <r(R/A) (R)/A <r(B/A) (R)/A <r(R/A)
1° X 1° (112 Values)
0.0 0.138 0.056 0.418 0.263 0.114 0.083 0.129 0.078 0.127 0.058
< I0.5| 0.158 0.077 0.870 0.559 0.276 0.180 0.203 0.126 0.193 0.131
< |1.0| 0.210 0.112 1.635 0.997 0.552 0.342 0.349 0.221 0.330 0.227
< |1.5| 0.276 0.151 2.420 1.473 0.833 0.516 0.507 0.324 0.482 0.325
< 12.01 0.348 0.191 3.210 1.960 1.114 0.692 0.669 0.431 0.637 0.424
2° X 2° (222 Values)
0.0 0.091 0.037 0.213 0.063 0.094 0.041 0.076 0.029 0.078 0.022
< 10.51 0.111 0.053 0.457 0.301 0.175 0.110 0.107 0.059 0.140 0.077
< li.oi 0.152 0.077 0.839 0.545 0.348 0.194 0.166 0.095 0.258 0.137
< |1.5| 0.202 0.105 1.245 0.778 0.528 0.281 0.232 0.133 0.382 0.200
< I2.0| 0.255 0.133 1.656 1.008 0.711 0.369 0.303 0.168 0.508 0.263
3° X 3° (331 Values)
0.0 0.049 0.014 0.117 0.045 0.106 0.034 0.051 0.019 0.049 0.022
< 10.51 0.071 0.034 0.281 0.161 0.155 0.074 0.071 0.029 0.099 0.050
< U.oi 0.118 0.061 0.528 0.292 0.283 0.134 0.105 0.056 0.191 0.079
< 11.51 0.168 0.091 0.782 0.427 0.421 0.202 0.146 0.080 0.286 0.112
< I2.0| 0.220 0.122 1.038 0.563 0.562 0.273 0.188 0.104 0.381 0.147
4° X 4° (441 Values)
0.0 0.023 0.009 0.088 0.038 0.076 0.030 0.053 0.017 0.037 0.014
< I0.5| 0.052 0.024 0.220 0.133 0.121 0.064 0.062 0.030 0.085 0.042
< U.oi 0.097 0.046 0.424 0.244 0.227 0.125 0.091 0.051 0.162 0.075
< |1.5| 0.143 0.069 0.633 0.357 0.338 0.192 0.130 0.067 0.241 0.112
< 12.01 0.190 0.093 0.847 0.473 0.452 0.258 0.172 0.085 0.320 0.148
5° X 5° (551 Values)
0.0 0.019 0.006 0.074 0.038 0.056 0.018 0.063 0.016 0.036 0.011
< I0.5| 0.046 0.025 0.214 0.151 0.102 0.067 0.068 0.032 0.091 0.042
< U.oi 0.088 0.048 0.414 0.283 0.202 0.129 0.091 0.049 0.160 0.083
< Il.5| 0.130 0.073 0.618 0.416 0.309 0.190 0.127 0.059 0.232 0.120
< 12.01 0.172 0.098 0.823 0.551 0.418 0.250 0.165 0.069 0.306 0.157
quency with amplitude and phase R and r re-
spectively, such that
R cos {wt — r) = A cos {ait — a)
— B cos {oit — b)
Figure 1 shows a plot of a vector A and a
vector B, with R calculated as the distance
between the end points.
A single pass of the data through the program
for least squares analysis provides a solution for
an arbitrary start time. By shifting the orbital
times an hour at a time, different sets of ob-
served data can be sequentially sampled and a
family of solutions obtained. For La Union, 23
such solutions at each level of noise were ob-
tained for each constituent. The modulus of the
residual vector was computed for each solution
and normalized by dividing by the amplitude
obtained from the conventional analysis of the
complete series. Means and standard deviations
of the normalized residuals were computed and
are presented in Table 1.
Results
Figure 2 shows a sample distribution of the
normalized residuals for M2 at La Union
when noise <|2| feet is added to the data. Half
the residuals he within the inner circle whose
radius is (R)/A. By the addition of one standard
deviation to the mean, 84% of the residuals lie
within the outer circle.
La Union was chosen as a test site because
it is on a narrow continental shelf. Co-tidal and
co-range charts in this region indicate that the
tidal amplitudes and phases are reasonably uni-
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form in a 1° square. Further offshore, depending
on the proximity to amphidromic points, it
appears that this areal constraint may be re-
laxed even further. This is important because
the amplitude of the M2 tide at some mid-ocean
stations is much smaller than at La Union. The
decrease in signal to noise ratio may be some-
what compensated for by increased sampling.
Accordingly, a similar experiment has been
conducted with a year of tide data at Nawiliwili,
Hawaii, using a variety of areas varying from
1° to 5° squares. Because the slope of the 30°
inclination orbit is smaller at the latitude of
Nawiliwili, the number of culminations even for
the 1° square is greater, 112. The number of
transits is maximized when the inclination nearly
equals the latitude of the station." Noise levels
at 0.5-foot increments were added up to a
maximum of 2 feet and 20 solutions were ob-
tained for each size area at each noise level.
The results are shown in Table 2.
The results show that the residual ratios and
standard deviations for each constituent in-
crease with increased noise and that the weaker
signals degrade rapidly to the point where the
results have little or no value. The largest con-
stituent Mi appears to have useful values even
with the largest amount of added noise.
Although reasonably useful values are ob-
tained for Ma and Kx with a 1° square when the
signal and the added noise level are about equal
(0.5 foot), the reliability of the results im-
proves significantly (Figure 3) with successively
larger areas (increased number of observations).
However, it will not always be justifiable to
use so large a square since in some regions the
cotidal and/or co-range lines may be spaced
more closely than at Nawiliwili.
Conclusions
The Williamstown study indicated that a
resolution of 2 or 10 cm was necessary for a
spacecraft tide program, depending on the
usage of the data. It would appear from the
results obtained, particularly for Nawiliwili,
which is more typical of ocean tides, that these
minimum precision requirements can be relaxed
by roughly an order of magnitude.
A further improvement in accuracy of results
can be anticipated in the sense that similar
results will be obtained for numerous adjacent
or overlapping water areas (in this case, all
water areas between 30°N and 30°S) and there-
fore a least square contouring program for each
important tide frequency will produce cotidal
and co-range charts presumably more accurate
than the individual values for each particular
area. The computing effort will be extensive
but far from impossible.
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ABSTRACT
A procedure has been developed for separating an analyzed S-i ocean tide amplitude and phase into gravita-
tional and radiational components. Values obtained by applying the method to 11 one-year sets of harmonic
constants at San Francisco were found to be reasonably consistent. Results have been obtained for 15 out-
side or near-outside stations on each of the east and west coasts of the United States. For both coasts the
mean amplitude ratio (radiational to gravitational) is 0.16; the mean phase differences (radiational minus
gravitational) are 133° and 185° for west and east coasts, respectively. The observed Si amplitude of 1 cm,
consistent on the east, west and Gulf coasts, is larger than would be expected from equilibrium considera-
tions, from the A', cusp, or from the continuum; it is therefore considered to be primarily radiational.
1. Introduction
Although classical studies of tides deal almost ex-
clusively with gravitational tide producing forces, some
discussion of periodic meteorological forcing functions
appears in Schureman (1941). He points out that al-
though Sa , 5,0 and Si (representing annual, semi-
annual, and solar diurnal periods, respectively) appear
in the development of the gravitational tide-producing
forces, the tidal variations of these periods are pri-
marily related to meteorological changes such as varia-
tions in temperature, barometric pressure and periodic
land and sea breezes. Since most meteorological con-
tributions to variations in sea level are random in
phase, they are not predictable well in advance. How-
ever, since the physical mechanisms causing Sa , Ssa
and Si remain fixed in phase, these constituents are
treated as tides. Undoubtedly, the meteorological energy
applied by these mechanisms varies in phase more than
do the gravitational tides, probably causing a cusp 1
rather than a line in the spectrum. This reduces the
value of the long-range predictions somewhat, but
there is nevertheless some residual benefit and these
constituents have long been included in classical tide
predictions.
If the phases of the semidiurnal constituents obtained
by a conventional tidal analysis are plotted as a
function of frequency, usually an irregularity is found
at 30° per solar hour (Si)- A plot of semidiurnal ampli-
tudes divided by the appropriate theoretical coefficients
shows a similar behavior. Although this had been
known to tidal mathematicians for some time, it had
not been understood that the analyzed S-> harmonic
constants consisted of a trigonometric combination of
1 A rise in the continuum (spectral noise level associated largely
with irregular oscillations due to wind and pressure) in the
vicinity of a strong line.
gravitational and radiational contributions. From the
practical point of view, it meant that some small errors
were introduced into predictions by inferring additional
constituents based on the assumption that the analyzed
S2 was completely gravitational. Munk and Cartwright
(1966) developed a response method of tidal analysis,
relying on a "credo of smoothness" in the admittances
of the species frequency bands to disentangle gravita-
tional, radiational and nonlinear contributions to ob-
served tides. Among the various advantages of the
method is its more satisfactory delineation of the
response of the ocean to the tide-producing forces,
since it is unlikely that the oceans are so finely tuned as
to show strong selectivity among nearby frequencies.
The Munk-Cartwright method of analysis requires
considerable computation and has thus far been applied
to relatively few places. Because the amplitudes and
phases for the radiational Si are available for so few
places, it has been difficult to assess the importance of
these tides in any general sense.
A simple method has been devised for inferring the
radiational So from traditionally obtained tidal har-
monic constants. The rationale and shortcomings of
the method are discussed here and results are shown for
various places along the coasts of the United States.
The Si (solar diurnal) tide is flanked on either side in
frequency
—
just one cycle per year away—by Ki and
Pi, which are two of the three largest diurnal con-
stituents. Harmonic constants for Si are ordinarily
obtained in analysis of data of a year's duration. Be-
cause the amplitude is always quite small, little con-
sideration has been given to whether Si is primarily
gravitational or radiational. A study by Munk et al.
(1965) demonstrated that at Honolulu the line stands
above the continuum. Constants have been compiled
from various analyses for Si in the United States and it
now seems clear that the values are primarily from a
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Table 1. San Francisco tides.
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Total A". Total S, Gravitational Si Radiational 5s Phase
Amplitude Kappa Amplitude Kappa Amplitude Kappa Amplitude Kappa Amplitude differenceft
Year (cm) (deg) (cm) (deg) (cm) (deg) (cm) (deg) ratiof (deg)
1904 3.7 328 12.2 339 14.9 331 3.4 120 I. 1, 149
1905 3.0 330 11.9 333 12.5 333 0.6 142 0.05 169
1906 3.7 335 12.5 334 14.6 337 2.1 171 0.14 194
1907 4.0 331 12.2 335 15.5 334 3.4 149 0.22 175
1908 4.0 323 12.2 335 15.5 326 4.0 115 0.26 14"
1909 3.4 328 12.2 334 13.7 330 1.8 124 0.13 154
1910 4.0 335 12.5 334 15.8 337 3.4 167 0.22 190
1911 4.0 326 12.5 333 15.5 329 3.4 137 0.22 168
1912 4.0 322 12.5 S3S 15.5 325 3.7 115 0.24 150
1913 3.7 325 12.8 333 14.6 328 2.1 115 0.14 147
1935 4.0 321 12.5 333 15.5 324 4.0 115 0.26 151
Mean 3.8 328 12.4 334 14.9 330 2.9 134 0.19 163
Standard
deviation 0.4 5 0.3 2 1.0 5 1.1 21 0.07 17
t Amplitude of radiational 5s divided by amplitude of gravitational Si.
ft Phase of radiational Si less phase of gravitational 5-2.
radiational (not gravitational) source and that ordi-
narily the line stands significantly above the continuum.
2. Discussion
Inasmuch as the inference of the 52 radiational tide
uses analyzed values for Ar2, Mi, Si and Ki, and 52 and
Ki are separated in frequency by two cycles per year,
analyses of at least one year of data are used in this
study to achieve proper resolution. Furthermore, only
places located on or near the coast are used in order to
reduce as much as possible the complications implicit
in generating additional contributions at the frequencies
of the major constituents through nonlinear interaction
(Zetler, 1969).
A parabolic function of frequency, fitted to the phases
of Ni, Mi and K2 , is used to interpolate the phase of
the gravitational 52. Similarly, a parabola is fitted to
the ratios of each amplitude for these three constituents
divided by the appropriate theoretical coefficient. The
ratio at the frequency of 52 on this parabola, combined
with the 52 theoretical coefficient, furnishes an ampli-
tude for the gravitational 52. The phase and amplitude
of the gravitational 52 so determined are subtracted
vectorially from the observed 52 to obtain a phase and
amplitude for the radiational 52- The computations for
a station are readily done on a desk calculator in a few
minutes.
There are two weaknesses in the above procedure.
A strong line is being inferred largely from a weak line.
Although N-2, Mi and K 2 are all used in the parabolic
fit, the 52 frequency is very close to that of Ki and hence
most strongly determined by it. The analyzed value
for any tidal constituent is a vectorial sum of the signal
and the noise in the continuum. Since the inference of
gravitational 52 uses a factor of about 3 on the Ki
amplitude, the effective noise content of the inferred
Si is greater than the continuum by a factor of 3.
Furthermore, the procedure assumes that the K 2 value
is purely gravitational when, in fact, it is known that
there is a small radiational input. As with the A" 2 solar
gravitational tide, a radiational Ki modulates the radia-
tional Si due to declinational splitting. However, the
principal part of K 2 comes from the development of the
gravitational lunar tide-producing force which does not
have an associated radiational component. Cartwright
(personal communication) has estimated the amplitude
of the radiational K-2 to be 0.086 times 2 that of the
radiational 52, and the phases of the two to be equal.
Therefore, in principle, the results can be improved by
iterating the approximation, and since the method con-
verges quickly, only one iteration is necessary. Al-
though an iteration of this type appears to be theoreti-
cally sound, there is a question, in the light of the high
noise level, whether the extra effort is warranted.
The consistency of the results was tested by applying
the method to harmonic constants from 11 one-year
analyses of San Francisco tides (Table 1). The standard
deviation of the gravitational Si amplitude is found to
be about three times as large as the standard deviation
for the analyzed (total) K 2 , as is to be expected from
the weights in the parabolic interpolating function. The
standard deviation of the phase is equal to that of Ki.
The standard deviation is smaller for the analyzed
52 phase than for the K2 phase because 52 is a stronger
line.
Cartwright (1968) points out that if the radiational
tide is mainly caused by the action of the atmospheric
tide on the sea surface, the phase difference (radiational
kappa3 minus gravitational kappa) should be about 120°
because the tidal atmospheric pressure is a minimum'1
4 hr (120°) after the sun's meridional transit, both
upper and lower. Cartwright also indicates: "The ratio
of the amplitude of the atmospheric tide (in centimeters
2 Ratio of the equilibrium coefficients of solar A" 2 and S 2 .
3 Phase difference between a tidal constituent and its local
equilibrium argument.
4 Cart wright's paper actually shows a phase difference of 240° but
he uses phase leads of transit whereas this study uses kappas which
are phase lags.
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of water) to that of the solar equilibrium tide is of order
0.1," presumably in the tropics. Since the solar equilib-
rium tide decreases as cos2<£ and the atmospheric tide
has been found to decrease as cos3<£ (Siebert, 1961),
where <$> is the latitude, the ratio should vary as cos0.
Other atmospheric contributions to radiational tides
include the horizontal transport of water onto and away
from the coast by diurnal onshore-offshore winds and,
to a much lesser extent, steric changes in water level
due to thermal heating. A diurnal onshore-offshore
wind regime can cause a semi-diurnal tide through
significantly different maximum wind speeds or different
durations (onshore and offshore). Furthermore, the
diurnal modulation of a steady state wind can evolve as
a semi-diurnal phenomenon in the wind stress equation
through nonlinear interaction.
3. Results
Table 2 is a compilation of computed radiational 52
tides for a selection of places along the United States
west coast chosen for their coastal or near-coastal posi-
tions. There is some degree of variation in the amplitude
ratio (radiational over gravitational) with a definite
trend for higher ratios at higher latitudes. Cartwright
(1968) calculated comparable ratios and phase differ-
ences by the Munk-Cartwright response analysis
method for seven places in the British Isles and for
Honolulu. He found a mean ratio of 0.18, with values
varying from 0.11 to 0.24, and phase differences averag-
ing 129°, varying from 63° to 206°. The spread in ratios is
somewhat larger in Table 2 but the spread in phase
angles is smaller. The means of both sets are remarkably
close.
Table 3 is a comparable set of results for a selected
group of east coast stations. The mean ratio is again
0.16 and the total spread in ratios is comparable to
that of the west coast values. The spread in phase
differences is roughly the same as the west coast but
the mean difference is significantly higher, 185°. Once
again there is a tendency, although not as well defined,
for higher ratios at higher latidudes. In contrast to this,
Cartwright has the highest ratio at Honolulu, his
lowest latitude. The anomalous mean phase difference
on the east coast may be related to the greater expanse
of shallow shelf offshore or an indication of a greater
contribution by diurnal onshore-offshore winds.
The S\ tide may be treated differently since the
gravitational potential for this line is so weak that no
calculation is necessary to separate the gravitational
tide from the analyzed results. The principal question
to be resolved is whether the analyzed value may be
due to a K\ cusp or the continuum (Munk et al., 1965).
If not, it appears reasonable to conclude that it is
primarily radiational.
The Coast and Geodetic Survey discontinued using
the classical method of analysis (Schureman) for a
year of data several years ago after Zetler and Lennon
(1967) demonstrated that a least-squares solution
provided slightly more accurate results. The data in
this study of S\ on the coasts of the United States uses
all available analyses completed subsequent to the
change in procedure.
Although the theoretical coefficient of 5i (as given
by Schureman) is zero, there is a nearby constituent,
Table 2. Radiational S> tides for outside or near outside tide stations on the U. S. West Coast.
Lati- Total 52 Gravitational 52 Radiational 5s Phase
tude Amplitude Kappa 1 year Amplitude Kappa Amplitude Kappa Amplitude differenceft
Place (N) (cm) (deg) series (cm) (deg) (cm) (deg) ratiof (deg)
Neah Bay 48 22 22.9 23 1939 21.9 13 4.3 94 0.20 81
Aberdeen 46 58 26.5 52 1934-35 29.6 40 6.7 163 0.23 123
Toke Point 46 42 24.7 36 1938 29.0 24 7.0 155 0.24 131
Astoria 46 13 21.3 51 1932 26.8 43 6.4 197 0.24 154
Newport,
South Beach 44 38 22.9 14 1967 25.3 6 4.3 135 0.17 129
Marshfield,
Coos Bay 43 23 16.5 56 1933 19.2 43 4.9 175 0.26 132
Crescent City 41 45 17.7 344 1939 17.4 331 4.0 61 0.23 90
Humboldt Bay 40 45 14.9 359 1911-12 16.2 352 2.1 120 0.13 128
San Francisco 37 48 12.5 333 1935 15.5 324 4.0 115 0.26 151
Santa Barbara 34 25 17.4 269 1961 19.2 266 2.1 56 0.11 150
Rincon Island 34 21 17.7 270 1966 19.8 270 2.1 90 0.11 180
Santa Monica 34 00 19.5 264 1938 20.7 260 1.8 33 0.09 133
Los Angeles
outer harbor 33 43 20.1 264 1938 23.2 262 3.0 70 0.13 168
La Jolla
pier gage 32 52 19.8 263 1933 22.0 260 0.3 * 0.01 *
bottom 32 52 21.3 263 418d.
1961-63
19.8 262 1.4 23 0.07 121
San Diego 32 43 21.9 270 1936 22.6 266 1.8 27
Mean
0.08
0.16
121
133
* Unreliable phase due to small amplitude.
t Amplitude of radiational 52 divided by amplitude of gravitational 52.
ft Phase of radiational 52 less phase of gravitational 52.
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Table 3. Radiational Si tides for outside or near outside tide stations on the U. S. East Coast.
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Lati- Total S2 Gravitational S2 Radiational Si Phase
tude Amplitude Kappa 1 year Amplitude Kappa Amplitude Kappa Amplitude differenceff
Place (N) (cm) (deg) series (cm) (deg) (cm) (deg) ratiof (deg)
Eastport 44 54 43.0 3 1938 58.8 352 18.6 145 0.32 153
Boston 42 22 22.6 4 1934 29.6 358 7.6 160 0.26 162
New York,
The Battery 40 42 13.1 262 1961 15.2 260 2.4 67 0.16 167
Sandy Hook 40 28 13.4 246 1937 15.2 247 1.8 71 0.12 184
Atlantic City 39 21 12.2 229 1939 12.5 227 0.6 * 0.05 *
Cape May 38 58 13.1 264 1966 15.2 264 2.1 82 0.14 178
Breakwater
Harbor 38 47 11.6 262 1936-37 14.0 268 2.7 114 0.19 206
Old Point
Comfort 37 00 7.0 271 1938 9.8 262 2.7 59 0.28 157
Southport 33 55 10.4 236 1938 13.7 228 3.7 22 0.27 154
Myrtle Beach 33 41 13.1 223 1960 14.3 227 1.5 79 0.10 212
Charleston 32 47 12.8 239 1932 12.5 236 0.6 » 0.05 *
Daytona Beach 29 14 10.4 230 1938-39 9.8 231 0.6 * 0.06 *
Patrick AFB 28 14 8.5 224 1960 9.4 230 1.2 90 0.13 220
Miami 25 46 7.3 244 1933, 1940 7.6 253 1.2 153 0.16 260
Key West 24 34 5.2 289 1927, 1933
1939
6.1 287 0.9 90 0.15 163
Mean 0. 16 185
* Unreliable phase due to small amplitude.
t Amplitude of radiational 52 divided by amplitude of gravitational S2.
ft Phase of radiational 52 less phase of gravitational 52.
B23, that differs from Si by only 0.02° per year and is
therefore virtually inseparable from it. Its coefficient is
0.0042, less than half that of the smallest constituent
(2Qi, with coefficient 0.0097) ordinarily analyzed by the
Coast and Geodetic Survey. Values for 2Qi are shown in
Table 4 as an index of amplitudes equal to or greater
than the continuum. Since the values for Si consistently
and significantly exceed the values for 2Qi at the same
tide stations, it can be concluded that Si values are
greater than the continuum and also greater than what
would be expected from the gravitational potential.
The possibility of the large Si amplitudes resulting
from the tidal cusp of Ki has also been considered.
However, Munk el al. (1965) show that at Honolulu
the cusp continuum near Si is 10~5 times the energy at
Ki (an amplitude factor of ~ 1/300). Since the analyzed
S1/K1 ratio on all three coasts is considerably greater,
it seems reasonable to conclude that the Si values are
not due to the Ki cusp. The only alternative left seems
to be to accept the Si values as primarily related to
radiational mechanisms.
Table 4. Mean amplitudes (cm) of diurnal
tidal constituents.
Tidal constituents
Pi Si Ki 20
1
Theoretical coefficient 0.1755 0.0042* 0.5305 0.0097
Theoretical coefficient/Ki 0.33 0.01 — 0.02
Number of Stations U. S. Coast
11 East 3.2 1.2 9.6 0.4
(Mean *Xi) 0.33 0.13 — 0.04
IS Gulf 3.7 1.3 12.4 0.4
(Mean *Ki) 0.30 0.10 — 0.03
3 West 11.8 0.9 37.9 0.5
(Mean i-Ki) 0.31 0.02 — 0.01
•Schureman constituent No. B21. Theoretical coefficient of Si is 0.0000.
The Si phase angles (kappas) are not shown here but
the distribution of values appears worthy of comment.
For 11 stations on the east coast of the United States
and 12 more in the Florida Keys and on the west coast
of Florida, the phases for all but two are in the range
from 21° to 93°. The two omitted have amplitudes much
lower than the other 21 and therefore their phases are
not considered reliable. The remaining six stations, three
in Texas and three on the west coast of the United
States, have Si phases between 189° and 259°, roughly
opposite to the first group. Some of the spread in phase
within an area is attributable to the stations not being
restricted to coastal or near-coastal locations; larger
lags may be associated with the travel time of a progres-
sive wave in shallow water. No attempt is made here to
interpret the contrast in areal distribution of phase
but some consideration of global distribution of Si
phase appears to be warranted.
4. Summary
A simple method has been devised for estimating the
amplitude and phase of the Si radiational tide from
harmonic constants. The values obtained appear to be
reasonably consistent with comparable values obtained
by the more elegant Munk-Cartwright response analysis
method. Although the 52 radiational tide appears to be
significantly related to the action of the atmospheric
tide on the sea surface, it appears likely that cyclical
(diurnal) offshore-onshore winds also contribute.
The Si tide, obtained routinely in tidal analysis of a
year of data, is not due to the gravitational potential,
to the Ki cusp, or to the continuum, but is considered
to be caused by radiational mechanisms.
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TIDAL CONSTANTS DERIVED
FROM RESPONSE ADMITTANCES
B. ZETLER 1 , D. CARTWRIGHT 2 and W. MUNK
ABSTRACT. — The « response method » of tide prediction has previously been
applied to various observed series to obtain frequency-dependent admittances that describe
the tidal characteristics in a similar sense to what can be deduced from traditional har-
monic constants. To bridge the gap between the two methods of presentation, procedures
are described on how to derive harmonic constants from the response admittances and
one method is applied to a set of observed data.
Munk and Cartwright (1966) have developed a
« response method » of prediction in which the input
functions are the time-variable spherical harmonics of
the gravitational potential and of radiant flux on the
Earth's surface. This is a major departure from the
traditional solutions in which the tide oscillations are
described by the amplitude and phase lags for a finite
set of cosine curves of predetermined frequencies.
As an illustration of the result of dealing with the
complete potential rather than a set of discrete frequen-
cies, the vertical lines in figure 1 are from a high
resolution Fourier analysis near 2 cycles per day of an
equilibrium prediction that has been tapered to reduce
the side bands of strong lines. The curving somewhat-
horizontal line is the analyzed energy level for the same
series before it has been tapered. Doodson (1921) in
his development of the tidal lines based on sums and
differences of multiples of six frequencies, limited his
compilation to amplitudes at least 10"4 times the M2
amplitude. In figure 1, the vertical scale is energy
rather than amplitude, so the comparable limit is 10~ 8 .
Some of the tidal groups from the tapered series show
distinct peaks with energies lower than this limit and
therefore could not have been predicted even if all of
Doodson's constituents had been used. Although this
indication of very small amplitudes being included is
scientifically interesting, the principal advantage in the
method lies in dealing with the known orbital constants
and thereby using the complete potential rather than
an arbitrarily determined finite set of frequencies.
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High resolution analysis of one year of predictions of the gravitational potential near
two cycles per day. The curving somewhat-horizontal line shows the energy level of the
untapered series ; the vertical lines are the energy levels for the same data, tapered to
reduce side bands.
(1) ESSA Atlantic Oceanographic and Meteorological
boratories, Miami, Florida, U.S.A.
(2) National Institute of Oceanography, U.K.
La- (3) Institute of Geophysics and Planetary Physics and
Scripps Institution of Oceanography, University of California,
San Diego, California, USA.
The response method includes shallow water inter-
action and radiational inputs for ocean tides but these
are not believed to be important to earth tides and do
not receive further mention in this presentation.
In simplest terms, a responsive prediction, £ (/), for
time / can be a weighted sum of past and present values
of the potential, V (/),
t (') = 2 » (s) V (/ - r.) , (1)
with the s weights, w, determined for a range of s
lags, t, so that the prediction error is a minimum in
the least square sense. The Munk-Cartwright response
method expand V (/) in spherical harmonics *
V(6,\;t) == i 2 2 <"(') uB»(0,x) (2)
where is geographical colatitude, A is east longitude,
/ is mean solar time and a (/) is the amplitude of the
spherical harmonic U of order m and degree n. The
///-values separate input functions according to species.
The convergence of the spherical harmonics is rapid
and just a few terms m, n will do. The prediction
formalism is then
C = 22 u>» (s) ^ (t
in.n s
T.s), (3)
with the prediction weights, wam (s) determined by
least-square methods for each port. For any given
time, a prediction for the port is obtained by applying
the weights, w,,"' (j), to the global tide function for
that period, an
' u
(/).
Munk and Cartwright (1966) experimented with
various lag intervals and finally selected an arithmetic
series of lags with an increment of 2 days. If, in
equation (3), s is taken as zero only (prediction based
on present but no past or future values), the same
weight, m',, 1 " (0), applies to an entire species (for a
particular degree n) and therefore the prediction within
any species will be found to be proportional to the
equilibrium relationship. It is possible that this may
be adequate for earth tides but clearly it is not generally
so for ocean tides, and ocean loading may similarly
effect earth tide analysis. In the calculation that is
given in this paper, lags of 0, ±2 and ± 4 days were
used (i.e. r B = 2 s days, s = — 2 (1) + 2). The table
of results shows a changing but relatively smooth tran-
sition across the species.
In a sense, the amplitudes and phase lags of the
traditional tidal constituents are replaced by the station
weights, wn
m (s), of the response formalism but the
two sets of numbers are closely related. In fact, the
complex admittance, Z (/), at a particular frequency /
is the Fourier transform of the lagged weights
Z(/) = j ' w(t) e-^ d T (4)
where |Z| is the amplitude response and arg (Z) the
* In practice it is convenient to use complex harmonics,
U„m -j- /V,,'", that are 90° out of phase in longitude.
phase lead. Furthermore, the amplitude response, |Z|,
when determined by the transform (4) rather than by
spectral analysis, refers only to the coherent (or noise-
free) part of the observations, as is in fact desirable.
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Fig. 2. — Flow diagram decribing sequence of calculations.
The computer program to obtain the admittances
permits the determination of any or all of the fol-
lowing:
1
.
Real part of Z (/)
2. Imaginary part of Z (/)
3- |Z(/)|
4. arg Z (/) in radians.
Thus far we have outlined the more-or-less standard-
ized response analysis procedures that were available
to the authors of this paper when they met in La Jolla
earlier this year to discuss possible procedures for the
analysis of pelagic tide measurements (Cartwright,
Munk and Zetler, 1969). We decided that it would
be useful and appropriate to present our results in two
forms, admittances and harmonic constants.
3 —
With reference to calculating the harmonic constants
from the admittances, there were several possible me-
thods considered for this procedure. These include:
(a) Compute (once for all) the harmonic constants of
the potential functions and then multiply by the calcul-
ated admittances to derive the harmonic constants for
the observed tide series. This method would ultimately
demand the least computing effort from the user, once
the initial harmonic constants had been computed and
presumably published. For each constituent, one would
of course have to add vectorially the harmonic constants
derived from the separate potentials. However, one
would need an 18.01 year series of all the potentials
to do this properly and we were not prepared to make
so elaborate an effort at the time. Doodson's (1921)
constants are based on slightly different astronomical
values, and apply only to the gravitational potentials.
(b) Since we were concerned with the eight principal
constituents, a method was derived for the extraction
of these constituents only. The series needs to be long
enough to extract by filtering the eight tidal groups
without contamination by side bands. A 710-day series
of 3 -hourly heights was predicted by the response
method, the series was multiplied by a symmetric cosine
taper to make side-band effects negligible, and the
following harmonics were determined
:
634 (Q,), 660(0,), 708 (P,), 712 (K,), 1346 (N2),
1372 (M,), 1420 (S,), 1424 (K,).
The results needed to be corrected for the filter
response as well as for equilibrium arguments and node
factors. The corrections were by-passed simply by com-
paring the harmonics with corresponding harmonics
derived from a tapered predicted series for the same
epoch with H = 1 and G = 0° for the required
constituents and H = for all others. The ratios of
the harmonic amplitudes then give the required H's
and the differences in phase the required G's.
TABLE 1.
Bottom pressure (La Jolla - 600 m from shore off Scripps pier). Water depth 18 m, sensor
buried 3 m below bottom. 418 days. 1961 Dec 10 to 1963 Feb 1 (542953.9583 to 552985.9583).
Station
Reference Gravitational and radiational potentials c2 x (0, ±1, ±2), c :i \ x,\ ^J, r ._.'-' (0, ±1, ±2), c3 a , x~'~
Principal narmonic constituents
Admittances (Station/Reference) STATION G is Greenwich Epoch in degrees
Intervals 1 cpm (0.0366011 cpd) LEAD STATION
CPD REAL IMAG. R DEG. CPD H(cm) G
0.8929346 0.8454 —0.0986 0.8512 + 173.34 (Qi) 0.8932441 4.18 186.63
0.9295357 0.8218 —0.1737 0.8399 + 168.06 Ol 0.9295357 21.81 192.02
0.9661368 0.6689 — 0.2492 0.7138 + 159.57 (PI) 0.9972621 10.85 206.25
1.0027379 0.8332 —0.4205 0.9333 + 153.22 Kl 1.0027379 34.40 206.80
1.0393390 0.8691 —0.5609 1.0343 + 147.16
Recorded variance 814.04 cm2
Residual variance 0.97 cra-
Ratio 0.0012
1.8590714 —0.0322 —0.9968 0.9973 — 91.85
1.8956725 —0.5233 —0.8650 1.0110
—121.17 (N2) 1.8959820 12.21 122.92
1.9322736 —0.6433 —0.4903 0.8088
—142.69 M2 1.9322736 51.02 142.66
1.9688747 —0.5416 —0.2001 0.5774
—159.72 (S2) 2.0000000 21.33 137.58
2.0054758 —0.4881
—0.5483 0.7341
—131.68 K2 2.0054758 6.08 131.31
Recorded variance 1682.76 cm-
Residual vtiriance 0.66 cm-
Ratio 0.0004
In table 1 which shows species 1 and 2 admittances
and harmonic constants, the elements of admittance
are given at five evenly spaced frequencies, namely
in cycles per lunar day + k cycles per month =
(0.9661368 m + 0.0366011 £) cpd where m is the
species number and k takes the value —2 — 10 12.
For these frequencies, there are listed the real and
imaginary admittances and the ratio and station lead
(in degrees) that are obtained from these. These ad-
mittances were derived from the complex coefficients
of the spherical harmonic of order 2 only (for con-
sistency in other aspects of the study) but the station
harmonic constants shown on the right were derived
from the complete set of weights and potentials. The
frequencies of the unbracketed constituents (O,
,
K,
,
M 2 , and IC.) match exactly those shown in the first
column
; for the bracketed constituents (Q, , Vx , N2 ,
and S2), the admittances were evaluated from the res-
ponse weights at the exact frequencies of the consti-
tuents.
Below the admittances for each species, there are
listed the recorded variance within a band of fre-
quencies from k = —4.5 to k = +4.5, derived from
a Fourier analysis of the entire series. Below this
there is listed the corresponding variance of the resi-
dual series when the response convolution (prediction)
— 4 —
is subtracted from the recorded series. The ratios of
the two, 0.0012 for species 1 and 0.0004 for species 2,
are indications of the reliability of the admittance
figures.
TABLE 2.
La Jolla Harmonic Constants
Response Analysis
418 days from 10 Dec. 1961
H(cm) G
U.S. Coast & Geodetic Analysis
369 days from 1 Jan. 1940
H(cm) G
Qx 4.18
o, 21.81
p. 10.85
K, 34.40
N, 12.21
M, 51.02
S 2 21.33
K2 6.08
187
192
206
207
123
143
138
131
3.75
21.03
10.82
33.04
11.67
49.74
20.03
5.15
183
192
204
206
121
143
137
133
Table 2 shows the harmonic constants derived in
this study compared with a set of constants computed
by the U.S. Coast and Geodetic Survey for a different
series of observations for one year by conventional
methods. The differences are not significant from a
practical point of view and the comparison is made
only to demonstrate that results from the classical and
response methods of analysis are compatible.
The above analysis required about a year's data, as
in conventional procedures. Where only about a month
of data is recorded, the same harmonic constants can
still be derived from the response formalism, provided
a « reference station » exists whose constants have been
computed from a year's or more data, and whose tidal
characteristics are expected to be closely related to the
short-term station. One simply multiplies the constants
of the reference station by a special admittance or
« transfer operator » describing the relationship of the
tides at the two stations. This admittance can be de-
termined quite adequately by comparing a month's data
at the short-term station with simultaneous response-
predictions for the reference station. The procedure is
described in greater detail by Cartwright, Munk and
Zetler (1969) with application to the analysis of tidal
records from the deep ocean.
REFERENCES
CARTWRIGHT, D., W. MUNK, and B. ZETLER. A sug-
gested procedure for the analysis of pelagic tidal measure-
ments. EOS, Trans., Amer. Geophys. Union, Vol. 50, No. 7,
pp. 472-477, July 1969.
DOODSON, AT. The harmonic development of the tide-
generating potential. Proc. R. Soc, (A) 100 : 305-329, 1921.
MUNK. W. and D. CARTWRIGHT. Tidal spectroscopy and
prediction. Phil. Trans. Roy. Soc. London A, 259 : 533-581,
1966.
DISCUSSION
DEJAIFFE : What kind of method do you use to perform
numerically your Fourier transform : Fast Fourier Trans-
form, Fillon's quadrature formulas ?
ZETLER : We do not use Fast Fourier Transform because
we need only a relatively small number of frequencies.
Furthermore, some or all of the required frequencies are
not likely to fall exactly on the harmonics of the series
length.
BOZZIZADRO
tential ?
How do you compute the radiational po-
ZETLER : We use an input function which is a half cycle
of a sine curve (0° to it) in 12 hours, followed by 12
hours of zero, the sine curve again, etc. The period is
solar diurnal but the sharp discontinuities make the ser-
ies rich in higher harmonics, S% etc.
As a further illustration of the need for a radiational in-
put, consider the following : if one plots, for ocean tides,
the phase as a function of frequency near 2 cpd, the plot
is reasonably smooth until S? where there is a sharp bend.
Similarly, if one plots the ratio of analyzed amplitude to
the Doodson coefficient, again there is a smooth curve
abruptly terminated at S2. Then, one must ask whether it
is reasonable for the oceans to display such an abrupt
change in response to the tide potential and the logical
answer is « no ». When the radiational effects (diurnal
heating, differential absorption by land and ocean cau-
sing diurnal onshore-offshore winds, barometric variations
in tidal frequencies) are given consideration, the gra-
vitational response becomes smooth across S2 .
Reprinted from Encyclopedia Americana , 7 31-7 3 5.
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Low and high tide at Parrsboro, Nova Scotia. Tides in the Bay of Fundy area are as high as 70 feet (21 meters).
TIDE, the periodic motion of the waters of the
sea, caused by the attractive forces of the moon
and the sun. Tidal motion is most readily noted
along a beach that is periodically bared at low
tide and then covered by the succeeding high
tide.
Methods for tidal prediction were developed
primarily as an aid to mariners. For example,
a ship may ride too deep in the water to clear
a sand bar except at high tide. Therefore, tables
of predicted tides are needed to supplement the
depth data on a nautical chart. Similarly, tidal
currents may help or hinder the ship's progress,
so that tables of predicted tidal currents may
also be needed. In addition, tides are important
in many engineering projects, such as pollution
studies, harbor channel maintenance, and power
generation.
If the earth were moonless, the tides would
be caused by the sun alone and would be much
simpler to predict. The tides would occur at
about the same time each day, and the difference
between high and low tide would be considerably
smaller. The changes in tidal height from day
to day would also be very much smaller, the
principal variations being associated with the
annual cycles of varying distance and declination
of the sun.
TIDAL ACTIONS
Tides are caused primarily by the moon's
gravitational attraction and tend to follow the
lunar day of 24 hours and 50 minutes, which is
the average time between the moon's transits
over any given meridian of longitude on earth.
There are two tides a day at most places,
marking the passing of the high-water crests be-
low the moon and on the side of the earth op-
posite the moon. Thus the time between succes-
sive high waters averages 12 hours and 25
minutes. At a very few places in the world,
such as Port Adelaide on the southern coast of
Australia, the solar tide is dominant, and the
average time between successive high waters is
12 hours. The range in height between high and
low waters is less than a foot in some areas. In
others, such as the Bay of Fundy in Nova Scotia,
the tidal range may be as great as 50 feet ( 15
meters )
.
Kinds of Tides. Tides are ordinarily classified
as semidiurnal, diurnal, or mixed.
When there are two high tides and two low
tides each lunar day, and the differences in
height between pairs of successive high waters
and successive low waters are relatively small,
the tide is called semidiurnal. Tides on the At-
lantic coast of the United States are representa-
tive semidiurnal tides.
In areas of diurnal tides there is only one
high tide and one low tide each lunar day, ex-
cept possibly for a few days during the month
when the moon is near the equator. The tide
at Pensacola, Fla., on the northern shore of the
Gulf of Mexico, is a typical diurnal tide.
With a mixed tide, both diurnal and semi-
diurnal oscillations are important. There is a
significant inequality in either the two high-
water heights or the two low-water heights in
a lunar day, or sometimes in both pairs of
heights. The tides along the Pacific coast of the
United States are mixed.
Tidal Current. The tide is a three-dimensional
phenomenon, affecting water at depth as well as
at the surface. Therefore there are horizontal
changes, called tidal currents, that correspond to
the rise and fall of tides.
In river mouths or in straits where the di-
rection of flow is restricted, the tidal current
reverses during the lunar day. That is, it flows
alternately in opposite directions, with a short
period of little or no current at each reversal
that is called slack water. The tidal current flow-
ing from the ocean into a river is called flood
current, and the current flowing in the opposite
direction is called ebb current.
In the ocean there are tidal currents offshore
that flow continuously, changing in direction
through all points of the compass during a tidal
period. These are called rotary currents. A
diagram showing a series of arrows from a com-
mon center, representing the speed and direction
of the rotary current each hour, is called a cur-
rent rose, and a curve connecting the ends of
the arrows is called a current ellipse. Just as
with tides, tidal currents may be semidiurnal,
diurnal, or mixed.
Bore. The speed of progress of the crest of
a tide varies directly as the square root of the
water depth over which it is passing. Thus the
speed is decreased when the wave enters shallow
water. Since the water depth at the trough is
more shallow than at the crest, the retardation
is greater, and the slope of the wave front is
steepened. This means that the time from low
tide to high tide becomes less than the follow-
ing time period from high tide to low tide. In a
few estuaries with large tidal ranges and a slop-
ing riverbed, the advance of the low-water
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CENTRIFUGAL FORCE
TIDE-PRODUCING FORCE
MOON
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THE TIDE-PRODUCING FORCE is the vector
combination of the gravitational and centrif-
ugal forces at work between the earth and the
moon. Its intensity is greatest at the equa-
tor. Decrease of attractive force with dis-
tance from moon is greatly exaggerated.
trough is so retarded that the crest of the rising
tide virtually overtakes it. The crest then ad-
vances upstream as a turbulent wall of water,
called a bore. On days when the tide range is
large, there is a bore in the Petitcodiac River in
the Bay of Fundy.
Nontidal Phenomena. Other phenomena that
are sometimes noted on tide gauge records in-
clude tsunamis, storm surges, and seiches. A
tsunami, or "tidal wave," is a series of long
waves, usually caused by a seismic displacement
of the sea floor. The waves travel across the
ocean at speeds as great as 500 miles ( 800 km
)
per hour, sometimes building up to destructive
heights as they move into the slopes of a coastal
region. See also Earthquake—Effects of Earth-
quakes.
Storm surges are rises in sea level that are
caused by hurricane winds piling water onto a
coast. A seiche is a stationary or standing wave
that is caused by strong winds or by changes in
atmospheric pressure over closed basins. Seiches
have periods ranging from a few minutes to pos-
sibly more than an hour.
THE FORMATION OF TIDES
In analyzing the ways in which tides form, it
is convenient to study a theoretical "equilibrium
tide" by developing a mathematical approach
that uses a set of assumptions known to be ficti-
tious. The assumptions specify that the earth is
covered by a uniformly deep layer of water, and
that these waters respond instantly to the tide-
producing forces of the moon and sun to form a
"surface of equilibrium," disregarding friction
and inertia. Although the actual tides are quite
different, this approach permits the determination
of the astronomical periods that are important to
tides. It thereby facilitates analysis of tide obser-
vations and the subsequent predictions based on
empirical findings.
Calculation of the tide-producing force can
also be simplified if the complex motions of the
3-body earth-moon-sun system are separated in-
to the relatively simpler motions of the 2-body
systems of earth-moon and earth-sun.
Tides and the Moon. The moon attracts every
particle of matter in the earth, its ocean, and its
atmosphere. The attractive force in effect is
directed toward the center of the moon and is
inversely proportional to the square of the dis-
tance between the particle and the moon's cen-
ter. If the distances of two points on the earth
from the moon's center are unequal, the attrac-
tive forces at the two points are similarly un-
equal. The tide-producing force does not repre-
sent the attractive force itself. It represents the
difference in attractive forces, and it varies ap-
proximately inversely as the cube of the distance
to the center of the moon.
If no other force besides gravitational at-
traction acted on the earth-moon system, earth
and moon would simply come together. However,
there is also a centrifugal force at work that is
equal and opposite to the gravitational force at
the center of the earth. Thus the net force acting
on any particle is the vector combination of these
two forces. Furthermore, unlike the gravitational
force, the centrifugal force is equal and in the
same direction for every particle on earth.
Whereas the gravitational force is directed to-
ward the center of the moon, the centrifugal
force is directed away from the moon in a direc-
tion that is always parallel to the imaginary line
connecting the centers of the earth and the moon.
Where this line intersects the crust of the earth
on the moonward side, there is a net force
directed toward the moon along the line. Where
the line intersects the earth's crust on the side
away from the moon, there is a net force directed
away from the moon.
If the tide-producing forces at all points on
the earth's surface are resolved into vertical and
horizontal forces, it is readily demonstrated that
the vertical forces in line with the gravitational
field of the earth have little effect ( see diagram )
.
Instead it is the horizontal forces unopposed by
the earth's gravity that draw particles of water
over the earth's surface, thereby piling up high-
water bulges under and opposite to the moon.
That is, the high waters are not caused by any
lifting of the water against the force of the earth's
gravity, but rather by horizontal tractive forces
unopposed by gravity.
Tidal Periods. The
earth-moon system is
simplest concept of the
that the moon revolves
around the earth once each month in a circular
orbit that is in the plane of the earth's equator.
As the earth rotates on its axis once every 24
hours, there is a high-water bulge under the
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moon, another bulge on the side away from the
moon, and a low-water trough on either side of
the earth between the bulges. The half lunar day
of 12 hours and 25 minutes is the time interval
between successive high tides or low tides, and it
is the most important period in tidal studies.
In actuality the moon does not go around the
earth in a circular, orbit, but rather in an elliptical
one. Two weeks after it is at perigee, the point in
its orbit when it is closest to the earth, the moon
is at apogee, the point farthest from the earth.
Because the tide-producing force is inversely pro-
portional to the cube of the distance to the cen-
ter of the moon, the tidal range is greater than
average by about 20% at perigee and smaller than
average by about 20% at apogee. To account for
this, the tidal mathematician introduces another
semidaily tide whose period is such that it is in
phase with, or reinforces, the lunar tide at peri-
gee—"perigean tide"—and is out of phase with, or
opposed to, the lunar tide at apogee—"apogean
tide."
Another complicating factor is that the moon
does not remain in the plane of the earth's equa-
tor. Instead it moves from an extreme northern
declination across the equator to an extreme
southern declination and back again, the cycle
taking about 27 solar days. When the moon is at
its extreme northern or southern declinations, the
two tidal bulges are no longer centered on the
equator. For example, if the high water under
the moon has its maximum in the Northern Hemi-
sphere, the maximum on the opposite side of the
earth has its center in the Southern Hemisphere.
Thus, as the earth rotates on its axis, a given
point on the surface may experience two highl-
and two low—waters, but they are at different
heights. The difference in height caused by the
moon's change in declination is called the diurnal
high-water inequality.
When the moon is at its extreme declination,
the larger diurnal ranges—that is, the difference
between the heights of the higher high tide and
the lower low tide—are called tropic tides. The
A TIDAL BULGE of the oceans would occur directly
below the moon if the earth were frictionless (A),
but the friction of the ocean basins tends to drag
the bulge forward as the earth rotates (8). The net
result of gravitational pull and friction is that the
tidal bulge moves slightly ahead of the moon (C).
West
quadrature
Opposition
COMBINED EFFECT OF SUN AND MOON on tidal
ranges varies according to their positions relative
to the earth. Small neap tides occur when the
three bodies are aligned. Large spring tides occur
when sun and moon are at right angles to the earth.
smaller diurnal ranges that occur when the moon
is on the equator are called equatorial tides.
To simulate the declination period of the
moon, the tidal mathematician uses two diurnal
tides that are in phase when the moon is at
either extreme northern or extreme southern dec-
lination and are opposed when the moon is on
the equator. The two tides are also such that the
sum of their speeds exactly equals the speed of
the lunar semidaily tide.
Tides and the Son. As with the moon, the
sun attracts every particle of the ocean and earth.
In the earth-sun system there are solar tides
under the sun and on the opposite side of the
earth. They are smaller and occur at different
times than lunar tides. The solar high waters are
about 12 hours apart as the earth rotates on its
axis. Although the sun's mass is nearly 27 million
times the mass of the moon, the distance of its
center from the earth is about 390 times that of
the moon's distance. Therefore the solar semi-
daily tide is only 46% that of the lunar semidaily
tide.
At new and full moon, both sun and moon
are lined up so that the lunar and solar tides rein-
force each other. The larger tidal ranges that re-
sult are called spring tides. In contrast, at first
and last quarters of the moon the lunar and solar
tides are opposed, and the smaller combined
tides that result are called neap tides.
The range of the solar tide also varies an-
nually between perihelion and aphelion, the
points in the earth's orbit closest to and farthest
from the sun, respectively. In addition a diurnal
inequality is introduced because of the annual
declinational cycle of the sun. These and other,
smaller astronomical refinements are introduced
in equilibrium theory by simulated tides of ap-
propriate periods.
Earth and Atmospheric Tides. Unlike the famil-
iar ocean tides, the occurrence of tides in the
earth and in the atmosphere is not commonly
known. The mechanisms causing these three
kinds of tides are quite different.
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Although the solid earth is subject to periodic
deformations similar to those for ocean tides, the
particles in the earth's crust cannot be moved
freely by horizontal forces into high-tide bulges,
as the particles in the oceans can. Therefore the
vertical tide-producing forces are the effective
mechanism for tides in the solid earth. The tides
are usually measured by observation of the varia-
tions in the acceleration of gravity and by obser-
vation of the variations in the vertical—that is, in
the direction in which a plumb line points.
Concerning the atmosphere, analyses of long
series of barometric records indicate that there
are small lunar tides and significantly larger
semidaily solar tides. In low latitudes, atmo-
spheric pressure tends to be high about 10 a. m.
and 10 p. m. local time, and low about 4 a. m.
and 4 p. m. Although some aspects of the causes
of the solar atmospheric tide are unresolved, it
is apparent that thermal factors are the princi-
pal mechanism causing these tides.
DEVELOPMENT OF TIDAL STUDIES
For centuries tides were measured by visual
observations, such as of the level of water on a
vertical graduated staff or plank. Automatic tide
gauges that record the level of a float in a ver-
tical well are believed to have been introduced
about 1830. The float-type gauge is still in gen-
eral use at most tide stations. Pressure-measuring
devices placed on the sea floor have also been
developed, but relatively few are yet in use.
Tidal Theory. A few references to tides appear
in ancient Greek and Roman writings. Tidal
theory essentially originated in the 17th century
with Isaac Newton, who applied the laws of
gravitation to develop a theoretical equilibrium
tide. However, because the connection between
the moon and tides was rather obvious, useful
tide predictions were produced by rule-of-thumb
methods independent of the development of tidal
theory. The methods of calculations were con-
sidered a family secret to be passed on from
father to son. The Liverpool Tide Tables by a
clergyman named Moses Holden is an outstand-
ing example.
In 1831, John Lubbock used then-existing
tidal theory to develop a "nonharmonic" method
of tide prediction, as contrasted to the harmonic
method described below. He modified time and
height predictions of high and low waters based
on times of lunar transit by making corrections
for the "age" of the moon in the cycle from one
new moon to the next, and also by correcting for
the declination and parallax of the moon and the
sun.
In the late 18th century the French mathe-
matician and astronomer Pierre Laplace for-
mulated the equations of motion for tides on a
rotating earth. Subsequent significant contribu-
tions were made by George Airy, Lord Kelvin,
and George Darwin in Britain and by William
Ferrel and Rollin A. Harris in the United States.
By the beginning of the 20th century, the tide-
prediction technique known as the harmonic
method was in general use by the various govern-
ment tidal agencies throughout the world.
The Harmonic Method. In the harmonic method
an observed tide record is first broken down into
a number of cosine curves, with each curve
representing a significant astronomic period. The
derived amplitude and the time lag of each co-
sine curve apply uniquely to the specific geographic
location where the observations were obtained.
The individual cosine curves are adjusted in time
according to the astronomic events prevailing
at the time of the desired predictions. The co-
sine curves then are added together so that
predicted times and heights of high and low
waters can be read from the composite cosine
curve.
The harmonic method is empirical. It uses
equilibrium theory primarily to identify the sig-
nificant tidal frequencies and to provide a phase
reference for each of these frequencies at any
time in the past or the future.
The U. S. Coast and Geodetic Survey used
37 tidal constituents—harmonic elements in the
mathematical expression for the tide-producing
force—on its mechanical tide-predicting machine
built in 1910. The gearing on the machine in-
cluded tidal frequencies ranging from 8 cycles
per day to 1 cycle per year. The predicting
machine at the Liverpool Tidal Institute in-
cluded 60 constituents, the greater number being
partly related to the nonlinear tides in shallow
waters around the British Isles.
Establishment of Datum Planes. In general, tide
tables were developed to supplement the depth
information on nautical charts. To be able to
add chart soundings and table predictions readily
by algebraic means, so that depths could be
ascertained at a particular time, it became neces-
sary to relate the charts and tables to a particular
datum, or base reference. There is an interna-
tional agreement to the effect that the datum of
a nautical chart should be so low that the tide
seldom, if ever, falls below that level. The
practical advantage of such a datum is that
the navigator, without consulting a tide table,
can count on at least the depth shown on the
chart at all times.
However, for various legal and historical
reasons, the U. S. Coast and Geodetic Survey
does not use a chart datum that low. Instead it
uses mean low water, the average height of low
waters over a 19-year period, on the eastern
coast of the United States. On the western coast
it uses mean lower low water, the average height
of the lower of the two low waters each day
over a 19-year period—approximately the period
required for the regression of the moon's nodes
to complete a circuit of 360° in longitude.
Many European countries use mean low
water springs, or the average low water neai
times of new and full moon, as their datum.
Some countries that have large diurnal tides use
mean Indian spring low water, which is the aver-
age of the lower low tides on days when the
moon is new or full and is also near its maximum
declination. The name derives from investigation
of the tides of India.
TIDAL STUDY TODAY
Methods of tidal analysis and prediction had
reached so high a level of achievement by the
beginning of the 20th century that procedures
remained relatively unchanged for more than 50
years, until the development of electronic com-
puters. Thus, although in 1921 the British ocean-
ographer Arthur Doodson published a greatly
expanded study of the equilibrium tide that in-
cluded about 400 constituents, these additional
constituents were not used for practical tide pre-
dictions. The increased accuracy from the effort
would have been small, and the increased fric-
tion in an enlarged mechanical predicting ma-
chine would have been too great.
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Computer Techniques. In the 1960's changes
brought about by the development of electronic
computers were made in all aspects of tidal ob-
servation, analysis, and prediction. Digital re-
corders have been installed on automatic tide
gauges, providing sequential, point-to-point val-
ues of the height of a given tide. These data are
routinely processed on computers to calculate the
times and heights of high and low waters, mean
ranges and inequalities, various tidal planes and
monthly extremes, and the lunitidal intervals—
the intervals between the moon's transit over the
local or Greenwich meridian and the following
high or low water.
New analysis procedures have been developed
for obtaining the amplitude and phase lag for
each constituent of the tide. For example, a
"least square" procedure has been programmed
for large computers. This procedure solves for
all constituents simultaneously, in contrast to the
traditional Fourier analysis for one constituent
at a time, which eliminates the effects of the
other constituents from each result. (See Har-
monic Analysis.) The newer procedure has been
found to fit the recorded data somewhat more
accurately. In addition, unlike Fourier analysis,
it does not require an unbroken sequence of data
equally spaced in time.
Electronic computers permit the specification
of any frequencies in the prediction process,
whereas the mechanical tide-predicting machines
were limited to a finite set of frequencies for
which appropriate gears were included in the
basic design. In both Britain and the United
States, studies of the prediction of shallow-water
tides by harmonic methods exploited this newly
found flexibility, using about 115 tidal constit-
uents to permit more accurate analysis and pre-
diction.
Research studies have used long series of
data, for example, a list of 500,000 hourly read-
ings of tidal heights taken over a 50-year period,
to establish values of the continuum—the "noise,"
or nonpredictable variations in sea level—as a func-
tion of frequency. Determination of these values
establishes the hmits that may be achieved by
even the best predicting procedures. Studies of
this kind are also impossible without the use of
electronic computers.
In addition, geophysicists Walter Munk of the
United States and David Cartwright of Britain
developed a "response" method of tide predic-
tion. Weights are computed for a set of time-
variable spherical harmonics of the gravitational
potential and of radiant flux on the earth's sur-
face to obtain an optimum fit to an observed
series of tide heights. For predictions at another
time, the same set of weights are then applied to
a time series for the gravitational and radiational
potentials for the required times.
Study of Worldwide Tidal Patterns. There are
ordinarily about 1,000 tide gauges operating
around the world at any given time. But for
describing global patterns of the tide they could
hardly be more poorly distributed. Most of them
are at the mouths of harbors and on rivers,
places for which tide predictions are a practical
necessity. However, because the coastal features
may severely modify both the amplitude and the
phase of the ocean tide, the harbor and river
observations have very limited use in attempts
to depict tidal phenomena in the oceans.
Nevertheless, men have attempted for more
than a century to use these data, together with
data gathered around islands, in preparing cotidal
charts and co-range charts of the world. A co-
tidal chart is a set of lines on a chart, each line
joining all points at which high water occurs at
the same time. Similarly, a co-range chart has
lines passing through places of equal tidal range.
These charts are used in describing only a single
harmonic constituent of the tide, so that in theory
a chart would be needed for each constituent.
In practice, however, charts have been attempted
only for the major constituents: the lunar semi-
daily, solar semidaily, lunar-solar daily, and lunar
daily. The principal effort has been applied to
lunar semidaily charts, and the preparation of
cotidal charts has received more attention than
co-range charts.
The most critical aspect of cotidal charts is
the location of amphidromic points. These are
no-tide points from which the radiating cotidal
lines progress through all hours of the tidal cycle.
Even if there are some islands near these points
for which tidal data are available, the "noise"
to "signal," or significant data, ratio is large,
and hence the data are less reliable when the
range of tide is small.
An international program for measuring the
tide in deep ocean was initiated in the mid-
1960s. Free-fall gauges have been developed
that record on the ocean floor and then are re-
called to the surface by means of signals. Other
bottom-mounted gauges, connected by cables to
ships or to the shore, have also produced valuable
data. The program to obtain a grid of tide sta-
tions covering the world's oceans will take a
long time, but the data will be extremely useful
for comparison with theoretical numerical studies
of the world distribution of tides.
Although tidal characteristics change from
place to place, tides in the Atlantic Ocean are
basically semidaily, whereas Pacific Ocean tides
tend to be mixed. There is some evidence that
the tidal range observed on the east coast of the
United States varies directly with the width of
the continental shelf. Florida is in a somewhat
unique tidal environment, having a semidiurnal
tide at Miami, a mixed tide at Key West, and a
diurnal tide at Pensacola.
Publications. The U.S. Coast and Geodetic
Survey publishes annual tide tables for the entire
world, in four volumes. Each volume contains
daily predictions for key places and tables of
time and height differences for secondary sites.
There are also two annual volumes of tidal
current tables, primarily for places in North
America. In addition the survey publishes tidal
current charts for a number of major harbors
and estuaries. Most of the other important nau-
tical countries publish their own tide tables in
various formats.
Bernard D. Zetler, ESSA Atlantic Ocean-
ographic and Meteorological Laboratories, Miami
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Bernard D. Zetler:
50. TSUNAMIS AND THE SEISMIC SEA
WAVE WARNING SYSTEM*
Mariners, perhaps more than men of any other profession, distin-
guish themselves by their ability to utilize the elements. However,
while sailing through favorable currents and fair winds, the mariner
has learned to keep a weather eye cocked for the caprices of nature.
Nature does indeed like to play tricks on occasion and two of
her favorite "Sunday punches" are the hurricane and the seismic
sea wave. The latter is popularly known as a "tidal wave," a term
scientists dislike because the wave results from an underwater earth-
quake and is completely unrelated to the tide. The mariner fre-
quently seeks the shelter of a port during a hurricane whereas he
heads for safety on the high seas when warned that a seismic sea
wave is coming. The Japanese word for the seismic sea wave,
tsunami, is very descriptive. "Tsu" means port and "nami" wave,
the combination describing a wave that is dangerous only in port.
Long before meteorologists learned to track hurricanes, seasoned
mariners developed a technique for anticipating their coming.
Ground swells, increasing seas, falling barometer, and shifting winds
telegraphed a stream of evidence, sometimes days in advance of
the most destructive portion of the hurricane. When a port was
inaccessible or threatened directly by a hurricane, they maneuvered
for a favorable position relative to the "eye" and for additional
sea room.
The seismic sea wave, however, does not telegraph its punch nor
is there ordinarily a cushion of time for deliberation. Indeed, al-
though seismic sea waves have been with us as long as recorded
history, only within the past 18 yr. has a method of warning been
developed. When there is a warning of an impending tsunami, ships
* From Mariners Weather Log, Vol. 9, No. 5, September, 1965, pp. 149-152.
"The Seismic Sea Wave Warning System, An Aid to Mariners" by Bernard D.
Zetler. Reprinted by permission of the author.
Bernard D. Zetler is Acting Director of the Physical Oceanography Laboratory
of the Environmental Science Services Administration.
leave port to go out to sea and those about to enter a port are
instructed to wait outside the harbor. On the open sea the waves
are very long, possibly 100 mi. or more, and are only about 1 ft. high.
Consequently, not only are they no menace to ships, they are not
even noticeable.
During a seismic sea wave alert, ships do not have to move far
out to sea to avoid the destructive part of a tsunami. The master of
a ship lying off Hilo during the destructive wave of April 1, 1946
reported he could see heavy waves breaking on shore while ex-
periencing no extraordinary waves on the ship. The log of the S.S.
Lurline on March 9, 1957 shows that she put to sea from Honolulu
on receiving a warning of an impending tsunami. Despite the fact
that the Lurline waited at a distance of only 2 mi. off the entrance
to the harbor, she apparently experienced no difficulty. At the same
time a submarine, the U.S.S. Wahoo, expecting small waves, left
dockside to ride them out in the harbor of Nawiliwili, Kauai. Rapid
water-level changes of 10 ft. and more caused the small funnel-
shaped harbor to be alternately drained and refilled. A giant whirl-
pool action (about 300 yd. in diameter) was set up in the basin. The
turbulence was so strong that in spite of a maximum twisting com-
bination (by using right full rudder with the starboard engine at
Back Emergency and the port engine at Ahead Flank), the ship's
head changed at least 50 degrees in the opposite direction. With
flank speed of 15 kt, the Wahoo at times had sternway (moved
backwards). The commanding officer of the submarine, reporting
on the maneuvering, said that in his opinion the worst possible
place would have been alongside a dock as it was unlikely that moor-
ing lines could be tended during a 10- to 12-ft. change in depth of
water.
Ancient history contains numerous references to destructive
waves that appear to have been seismic sea waves. Eyewitness
accounts usually describe the seas receding suddenly, leaving vessels
stranded on the newly exposed sea bottom. Then there follows
a mighty wave roaring in from the sea, smashing upset ships before
it and carrying surviving vessels thousands of feet onto the shore,
and leaving them high and dry. Frequently there are a series of
waves lasting over a period of hours. Particularly frustrating to the
medieval seaman must have been the complete absence of advance
notice, for this could occur in fair weather with the sea as calm as
the proverbial millpond immediately before the first wave.
On April 1, 1946 the seas suddenly receded in Hilo Harbor in
Hawaii and then returned, smashing the waterfront, claiming many
lives, and causing millions of dollars of damage. Man had learned
to identify this as a seismic sea wave and knew it was caused by an
underwater earthquake somewhere in the Pacific. As photographic
seismograph records were developed many hours or days later, it
became clear that the epicenter was located about 2,000 mi. to
the north in the Aleutian Trench, a deep canyon running east and
west immediately south of the Aleutian Islands.
Oceanographers had also learned by then that these waves move
across the ocean at speeds up to 500 m.p.h. and that the speed
increases with depth. As reports came in, it became clear that the
wave had reached the Pacific coast of South America and had in-
flicted damage in various areas throughout the Pacific.
Shortly after the 1946 seismic sea wave, seismologists and oceanog-
raphers in the U. S. Coast and Geodetic Survey joined in an effort
to formulate a warning system. There were many problems. A
seismograph with a visible record and a warning signal to announce
large earthquakes was invented. A technique for calculating wave
speed was developed so that accurate arrival times of the tsunami
could be computed. Although earthquakes occur frequently, de-
structive seismic sea waves are not always generated by them. A
system of reporting tide stations was set up to establish the existence
of a seismic sea wave. These are necessary as the seismological
records are not sufficient to determine this condition. There are many
earthquakes, few tsunamis. Therefore at least one report based on
visual evidence from a tide station is necessary before a warning is
disseminated. This required an umbrella of tide stations in all
possible directions from the Hawaiian Islands to insure that one or
more tide stations would lie in the path of a wave en route to the
Islands. With seismic sea waves moving at such terrific speeds (the
travel time of a wave frqm the Aleutian Trench to Hawaii requires
only 4-%hr.), high speed communication facilities between the
Coast and Geodetic Survey's Honolulu Observatory (the center of
the system during an alert) and the seismological and tide stations
were an absolute necessity. The Defense Department and the Civil
Aeronautics Administration (now FAA) cooperated to the fullest
extent, assigning high priorities to the transmission of warning mes-
sages during an alert.
The available communication centers near some of our tide
stations are manned only during certain scheduled hours, making
these tide stations undependable sources of information as messages
are not received at all hours. Oceanographers in the Coast Survey
developed a seismic sea wave detector, (Figure 50-1) a mechanical
device using pressure chambers in tide wells at these stations to
filter out both short period wind waves and the gradual rise and
fall of the tide. The detector sounds an alarm when sea level rises
or falls rapidly during an intermediate period of from a few minutes
to an hour, roughly the period of a seismic sea wave. When the alarm
sounds, the tide observer can contact the communication facility
and initiate a message even though he has not heard from the
Honolulu Observatory.
By 1948 the Coast and Geodetic Survey had an operating warn-
ing system designed to protect the Hawaiian Islands. Those who
worked on it had their fingers crossed, for they knew that in an-
nouncing the service, they were accepting a fearful responsibility.
Yet this warning system was built on a negligible budget with
instrumentation developed internally and dependent on the de-
votion to service and good-will of men in various portions of the
Pacific over whom they had little or no control.
The warning system has expanded greatly from its original design
to protect the Hawaiian Islands. Many countries bordering the Pacific
and various islands in the Pacific are now receiving the warning
services. In April of this year, 12 countries (Canada, Chile,
Republic of China, France, Japan, Mexico, New Zealand, Peru,
Republic of the Philippines, United States of America, USSR, and
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Fig. 50-1. Seismic sea wave detector.
Western Samoa) sent official delegations to a meeting in Honolulu
on the international aspects of the tsunami warning system in the
Pacific. Improved international cooperation stemming from this
meeting is expected to considerably expand and strengthen the
warning system.
There have been four destructive seismic waves since 1948, one
in 1952 from Kamchatka, one in 1957 from the Aleutians, one on
May 22, i960 from Chile and one recently from Alaska on March 28,
1964. The warning system worked well in all four instances, giving
a 6-hr. advance notice to the Hawaiian Islands in i960.
However, the warning system did not protect the Alaskan area
nearest the earthquake in 1964, nor did it protect Adak in 1957. The
mechanisms for providing warnings were not designed to warn areas
immediately adjacent to the tsunami source. In fact, to minimize the
number of false alarms and thereby maintain public confidence in
the warning system, it ordinarily relies on positive reports of observed
tsunami before issuing warnings to places farther away from the
epicenter. Although plans are underway for a tsunami warning
system in Alaska based on seismological evidence only, even such a
system requires some time to interpret the available data and to
disseminate warnings. Consequently, the prudent person on shore
heads for higher elevation when he feels a severe earthquake and
the prudent captain of a ship immediately puts out to sea.
The Weather Bureau has assisted the Coast and Geodetic Survey
in its operation of the warning system by maintaining tide gauges in
isolated areas and furnishing communications, etc. On July 13, 1965
these two agencies were merged into the new Environmental Science
Service Administration (ESSA). President Johnson's message of
May 13, 1965 proposing the consolidation of these agencies said
"The organizational improvements made possible by the reorgani-
zation plan will enhance our ability to develop an adequate warning
system for the severe hazards of nature—for hurricanes, tornadoes,
floods, earthquakes, and seismic sea waves, which have proved so
disastrous to the Nation in recent years." The mariner is thereby
assured that the government of the United States is determined to
utilize its full scientific potential in maintaining and improving the
seismic sea wave warning system.
Bernard D. Zetler
Reprinted from Monthly Weather Review 99_, No. 8,
617-635 .
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A NUMERICAL MODEL OF THE SLOWLY VARYING TROPICAL CYCLONE
IN ISENTROPIC COORDINATES
RICHARD A. ANTHES
National Hurricane Research Laboratory, Environmental Research Laboratories, NOAA, Miami, Fla.
ABSTRACT
A diagnostic axisymmetric model in isentropic coordinates is developed to study the effect of differential heating
on the dynamics and energetics of the steady-state tropical cyclone. From the thermal forcing specified by various
heating distributions, slowly varying solutions for the mass and momentum fields are obtained by an iterative technique.
The theory of available potential energy for open systems is utilized to study the energy budget for the hurricane.
In the slowly varying state, the gain of available potential energy by diabatic heating and lateral boundary processes
balances the conversion of potential to kinetic energy that, in turn, offsets frictional dissipation. For a domain of
radius 500 km, the boundary flux of available potential energy is about 40 percent of the generation by diabatic
heating. For a domain of radius 1000 km, however, the boundary flux is about 15 percent of the generat 1 "":.
Horizontal and vertical mixing are studied through the use of constant exchange coefficients. As the horizontal
mixing decreases, the maximum surface wind increases and moves closer to the center.
Several horizontal and two vertical distributions of latent heating are investigated. The maximum surface wind
is dependent primarily on heating within 100 km. The transverse (radial) circulation is closely related to the heat
release beyond 100 km. In experiments in which the vertical variation of heating is pseudoadiabatic, the temperature
and outflow structures are unrealistic. A vertical distribution that releases a higher proportion of heat in the upper
troposphere yields results that are more representative of the hurricane.
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1. INTRODUCTION
Within the last decade, numerical modeling has become
a powerful tool for investigating the life cycle of tropical
cyclones. With a realistic parameterization of latent heat
release, the models of Yamasaki (1968a, 19686), Ooyama
(1969), and Rosenthal (1969) have been successful in dupli-
cating many observed features of tropical storms. The
practical limitations of computer size and speed, however,
have so far restricted these models (and also the present
model) to two dimensions.
In the parameterization of the heat imparted to the
environment by the cumulus convection by Kuo (1965),
Rosenthal (1969), and others, large-scale heating is a
function of the cloud-environment temperature difference
and the net moisture convergence in a column. These
models release a much larger proportion of heat in the
upper troposphere than the heat released by earlier
models based on a pseudoadiabatic process.
The importance of latent heat release within the warm
core for the production of kinetic energy was recognized
by Palmen (1948) and re-emphasized by Yanai (1964).
In simplest terms, the release of latent heat maintains the
baroclinicity that drives the transverse radial circulation.
The horizontal kinetic energy is produced in both the
inward- and outward-flowing branches by accelerations
toward lower pressure. This production of kinetic energy,
in turn, offsets surface and internal frictional dissipation.
The conversion of potential to kinetic energy through
cross-isobar flow has been examined in several diagnostic
studies (e.g., Palmen and Jordan 1955, Palmen and Riehl
1957, Riehl and Malkus 1961, Miller 1958, and Hawkins
and Rubsam 1968). Recently, Anthes and Johnson (1968)
estimated the generation of available potential energy
by diabatic heating in hurricane Hilda, 1964, and con-
cluded that the generation within a 1000-km region was
sufficient to balance the conversion to kinetic energy.
Thus, on this scale, it was possible to consider that the
hurricane was a self-sustaining system.
The importance of differential heating and cooling is
emphasized in the theory of available potential energy.
The sensitivity of the generation to different horizontal
and vertical distributions of heating in Anthes and
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Johnson's (1968) results suggests investigating the effect
of differential heating on the dynamics as well as the ener-
getics of tropical storms. In particular, the relation
between generation of available energy and conversion to
kinetic energy within the storm system should be studied
to clarify the role of thermal versus mechanical forcing.
This relationship has important implications in storm mod-
ification experiments in which the heating, generation,
and possibly the conversion are altered in some manner.
Although interactions between temperature and momen-
tum structure and large-scale heating certainly exist, the
hurricane may be considered a direct consequence of
thermal forcing. It makes sense, therefore, to study the
response of the hurricane to differential heating by
specifying steady heating distributions. The mass and
momentum fields that develop in response to the steady
forcing functions are useful in interpreting transient
stages of hurricane forecast models as well as in testing
various heating parameterizations.
The dynamics and energetics of the hurricane's response
to thermal forcing are studied through a two-dimensional
model in isentropic coordinates. An iterative technique is
utilized to obtain slowly varying solutions of mass and
momentum for different vertical and horizontal latent
heating distributions and sensible heat addition at the
earth's interface. The effects of vertical and horizontal
mixing are also considered.
The present model differs from previous axisymmetric
hurricane models in the following respects:
1. Only the slowly varying solutions for the mass and momentum
fields that correspond to the mature hurricane are considered.
2. In contrast to previous steady-state models, the mass and
momentum fields are investigated as functions of applied thermal
forcing rather than vice versa. These experiments are numerical
analogs to laboratory dishpan experiments that study fluid dynamics
as a function of fixed heating (cooling) rates. The direct response
of hurricane dynamics to variations in heating are relevant in view
of the current interest in storm modification.
3. Isentropic coordinates are utilized for the first time in a system
that includes diabatic effects. The results may therefore be of
interest in areas outside the hurricane modeling problem.
4. The recent theory (exact in isentropic coordinates) of the
available potential energy of open, isolated storm systems (Johnson
1970) is applied to the complete hurricane system.
2. AVAILABLE POTENTIAL ENERGY
OF LIMITED REGIONS
The theory of available potential energy has historically
been applied to the entire atmospheric system (Margules
1905, Lorenz 1955, and Dutton and Johnson 1967).
Recently, however, Johnson (1970) has developed the
theory for an open system to define the available potential
energy of a storm and its time rate of change.
One appealing aspect of applying the theory of available
potential energy to a tropical cyclone is the condition
that, as a first approximation, the hurricane may be
considered an isolated baroclinic disturbance superimposed
on the nearly flat and horizontal barotropic Tropics.
Thus one might reasonably expect the available potential
energy generated on the tropical cyclone scale to be
converted to kinetic energy within the same scale. This
may not be true in the middle latitudes where the flux of
energy across the boundaries of systems will be large.
Symbols used frequently in this work are:
A available potential energy,
CD drag coefficient,
c p specific heat at constant pressure,
/ Coriolis parameter,
g acceleration of gravity,
i, I vertical grid index, maximum index,
j, J horizontal grid index, maximum index,
k specific kinetic energy=(l/2)(z\-r-i^),
K total kinetic energy,
KH horizontal coefficient of eddy viscosity,
KT horizontal coefficient of thermal diffusion,
Kz vertical coefficient of eddy viscosity,
p pressure
,
p reference pressure=1000 mb,
Q heating rate per unit mass,
g, saturation specific humidity,
R maximum radial distance of domain,
Rd gas constant of dry air,
r radial distance,
Ar horizontal grid increment,
T absolute temperature,
T, moist-adiabatic temperature,
At time (iteration) step,
V horizontal wind vector,
V\ tangential wind component,
v r radial wind component,
2 height,
Az depth of boundary layer (assumed constant),
8 potential temperature,
8 e equivalent potential temperature,
6 coldest in domain,
6, top isentropic surface in model,
Ad vertical grid increment,
K RdlCp,
A tangential direction,
p air density,
a area,
\j/ Montgomery potentia^c,,?
1
-!-^,
( ), subscript r denoting reference atmosphere,
( ), subscript s denoting surface, 2=0,
( ) operator denoting area average,
V« del operator on isentropic surface,
V 2 operator=d2/ar2+ (l/r)0/8r), and
eB vertical (upper or lower) boundary.
A. AVAILABLE POTENTIAL ENERGY EQUATIONS
FOR THE MODEL
When one follows Johnson (1970), the available poten-
tial energy, A, of any region in hydrostatic balance is
A=
P^(l+") Jcjo (p
i+*-pl+<)deda. (1)
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When one divides the vertical integration into three any specific quantity, such as water vapor per unit
imrts eq (1) becomes mass, the total amount of the property in the volume is
Cv
~P'o9(l +
+
J.LO"-^-' '-fT/.>5f-«»** <»>
f
9
' /pi+«_pi+«) dB+ I (p1+"—p'r +")dd Ida. (2) With the aid of Leibnitz' rule, the hydrostatic assump-
) e° J'1 J tions, and the continuity equation, the time rate of
In eq (2), 6 is the lowest potential temperature in the
change of F (Johnson 1970) is
region; and 6
t
is the isentropic surface above which the
atmosphere is assumed to be barotropic. The third integral
vanishes by the barotropic assumption. When one follows
Lorenz' convention that the pressure on isentropes which
intersect the ground equals the surface, pressure, the
available potential energy for the model is
dt g Jo Jo J»„ Ldt \
rJ
de )+ d\ \rJ de dt )
,±(.dpdR\ d_(
r
,dpd8j,X]
^dr\ J de dt rde\ J de dt)] dOdrd\. (10)
A=
Equation (10) is greatly simplified for the stationary
axisymmetric volume of this study in which all tangential
derivatives vanish and drB/dt=0. With these conditions
and the use of the continuity equation,
,
i
j6o\(p]+'-pl +")d<j
P'(j(l+K) L J.
+ f f ' (px+"-pi+')d0dA (3)
r , ,
dF 2tt CR Ch / d / , dp\
In eq (3), we have used the conditions that, for hydro- -jj=—-I I I —^ I rjv, ^ )
i dp (de ddB\\^ dpdf\
Vj de\jCirt))+r d8dt) Mr -
static atmospheres,
p r (8) —p (6) and pSr=Ps
a
'de'
(ID
In this model in which heating vanishes on the upper The upper and bwer boundary conditions are
boundary, the time rate of change of A is
deB/dt=de,(r,es ,t)/dt
ilA
dt
=G+C+B
where
G
and
c
B
--if T(F.
9 J» J»o de
dp
tt-(T>lpY]QxH M°
(4) and
(5)
de,ldt=dOB/dt=0.
With these conditions and after integration, the final
budget equation becomes
Ve i) f£ deda,
(yfr-$ r )Vd6d<r.
(6)
(7)
dF
dt
2wlt
'.I J»o V de/R g Jo J«„ dedt (12)
The generation, G, by diabatic heating is positive for
heating at high pressure and cooling at low pressure. The
conversion, C, is the production of kinetic energy by
cross-isobar flow. The last term, B, represents the change
of A by mass flux across the lateral boundary. For the
axisymmetric model, B simplifies to
„ 2*7? f»<B= v T
9 J 0o
:-+r)%de. (8)
For the hurricane, the surface pressure at the outer
boundary will be greater than the mean surface pressure,
so that ^>^ r - From the low-level inflow, the covariance
of (dp/de)(vr) and (^ — ^ r ) will be positive. In the outflow
region, {<f/ — y(/ T ) tends to vanish; thus the integral B
usually provides a positive contribution to dA/dt.
B. BUDGET EQUATIONS FOR VOLUME
In this subsection, the time-dependent budget equations
are summarized for a stationary cylindrical volume. If /is
The first term is the change of F caused by transport of/
across the lateral boundary while the second term is the
change due to sources or sinks within the volume. The
generalized budget and available potential energy equa-
tions provide integrated parameters for the hurricane
volume, which are studied as the mass and momentum
fields seek steady-state conditions for the applied thermal
forcing.
3. THE DIAGNOSTIC MODEL
One of the appealing aspects of numerical modeling in
isentropic coordinates is the absence of a "vertical
velocity" in the equations of motion for isentropic flows.
Such a model should have less truncation error than models
in pressure or height coordinates that must include verti-
cal advection terms. Even under diabatic conditions, it is
probable that the vertical truncation is less in isentropic
coordinates because the adiabatic part of the vertical
motion should be free of error.
Besides the reduction in vertical truncation error, there
are several other possible advantages of modeling in
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isen tropic coordinates:
1. The theory of available potential energy is exact in isentropic
coordinates (Dutton and Johnson 1967).
2. Johnson and Dutton (1969) stress that mean energy and
momentum transport processes of the general circulation are ex-
plicitly coupled with thermal forcing.
3. Horizontal resolution and vertical resolution are higher in the
energetically active baroclinic zones.
Difficulties in using isentropic coordinates arise chiefly
near the ground where superadiabatic lapse rates are
found and isentropic surfaces intersect the ground. The
first problem generally arises over small areas and may
be solved by utilizing height coordinates in the boundary
layer and isentropic coordinates above. The second has
been reasonably well resolved by an interpolation scheme
in some preliminary adiabatic experiments by Eliassen
and Raustein (1968).
To the author's knowledge, there has been no previous
work with numerical modeling in isentropic coordinates
that includes diabatic processes. In this particular series
of experiments in which the heating function is specified
and the steady-state response determined, isentropic coor-
dinates are especially attractive because the form of the
thermodynamic equation is greatly simplified. In a broader
sense, the experience gained by studying thermal forcing
in this model should be useful in future work with more
advanced numerical models.
A. STEADY STATE OR SLOWLY VARYING CONCEPT
The term "steady state," when applied to the tropical
cyclone, usually refers to the storm's mature stage in
which certain significant parameters, such as central pres-
sure and maximum wind, remain relatively unchanged
over a period of time. The axisymmetric assumption is
usually best satisfied during this mature stage. It is dif-
ficult, if not impossible, for an entire axisymmetric hurri-
cane system to reach a steady state, particularly in the
outflow layer at radii greater than 400 km from the storm
center (Anthes 19706). However, steady-state solutions
that compare favorably with observations are possible
near the center of the storm, even under the axisym-
metric assumption (Krishnamurti 1961 and Barrientos
1964).
In the iteration technique used in this model, mass and
momentum are "forecast" using a constant specified
heating function until the inner region reaches a slowly
varying state. True steady-state conditions are never
determined because of the large amount of time required
to reach. such a state. In typical experiments, changes
from initial conditions in response to the constant heating
function are very large during the first few iterations as
the mass and momentum fields attempt to adjust to the
new forcing function. Later, however, rates of change are
less. When this "slowly varying" state is reached (usually
after about 1,600 iterations), differences in the results
caused by experimental variation of physical processes or
parameters are apparent.
B. DESCRIPTION OF THE MODEL
Basic equations. The tangential and radial equations of
motion and the continuity equation in isentropic coor-
dinates are
drv, 6Vyx
,
at— v'~W +r
dddvx
~dt dd
dv r_ dv, , vl 6Y dd dv r
dT-~ V'Tr+M+7~d?~di dd
and
where the horizontal and vertical mixing terms in cq (13)
and (14) are expressed in height coordinates rather than
the more complex transformed expressions for computa-
tional convenience. This approximation is justified from
the relatively large uncertainty in the form of KH and Kt .
The vertical velocity term in isentropic coordinates,
dd/dt, is computed from
de
dt c v T Q+*{-G8'
X
Idr2 \dej dr\ drde \d6) drdd'Jj
+ r de) Wf +Tz\K*Tz) (16)
where Q is the parameterized heating rate and is pre-
scribed as a function of mass. The second term in eq (16)
results from approximating the horizontal diffusion by
KTV 28 in pressure coordinates and transforming to isen-
tropic coordinates. Again, the uncertainties in KT out-
weigh the error in approximation.
The lowest prediction level for the velocity components
corresponds to the center of a boundary layer of constant
depth, As, in which a linear variation of stress with height
is assumed and vertical advection is neglected. The surface
stress is approximated by the quadratic stress law with
the surface wind assumed equal to the wind at the center
of the boundary layer. Similar one-level Ekman layers
have been utilized in hurricane models (Ooyama 1969,
Yamasaki 1968a, 19686, and Rosenthal 1969). Under the
above assumptions, the equations of motion for the lowest
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Variables
= ^=0
a t
H.v.*
360 1 (140mb)
•350 2 (190mb)
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340 3 (300mb)
-330 4 (440 mb)
•320 5 (580mb)
-310 6 (760 mb)
ftg fAz
V, p.ifr ,Q, 8 ,-ar*7777777777777 7 1 1
1
z = ° 7
1958). All variables are defined on the sea-level surface.
On the isentropie surfaces, the variables are staggered for
computational convenience with V, \p, and dp/dd defined
on integer surfaces. The horizontal grid is also staggered
with V defined at r= (j—l)Ar and the thermodynamic
variables (\f/, p, Q, d8/dt) defined at r=(j— 1/2) Ar for
2=1, 2, . . . , J. The horizontal domain extends to the
radius R } , which is either 500 or 1000 km.
In eq (13) through (19), all space derivatives are esti-
mated by centered differences. The finite-difference form
of eq (18) is given with the i index suppressed for
simplicity
:
dt \ ri+i—rj_i ) rj
Po
Pi+3/2—Pi +m
1~j+il2~Tj-¥\l2
Cd[^+ ^,) 1/\
As
+K„
.
0,5(rm—r,_!)
u
*m
Tj{Tm >) **, }
(22)
Figure 1.— Geometry of the isentropie model of the hurricane.
model level are
drvx drv,
The finite-difference approximation of the vertical
mixing term is
dt
—v,
-sr+r
or
[-*-^+*.fW-$)] (17)
•_(*£)._K.,(^K(^) (23)
0.5(2,_,-2 ( )
and
ctor
dt" or r Po or As
(18)
The local change of surface potential temperature com-
puted from the thermodynamic equation is
The unwieldy expressions for the second derivative terms
are greatly simplified for a constant grid interval. The
general form is retained, however, in anticipation of the
use of a variable grid in some experiments.
The pressure is obtained from dp/dd by integrating
downward from a fixed value of p (365°K)
:
des des . des . „ .
-dt
=
-
V
'~dr
+
-dt
+K^ (19)
dp
Pt+i/2=Pi-m—(0i-m~6i+i/2)~QQ' i= l> 2, ••
and
The remaining equations constituting the complete set are
the hydrostatic equation
Ps=Pu/2-
dp
de.
5
(24)
de~ Cp e
and the definition of potential temperature
e=T(p /p)<.
At the sea surface, 0, equals 0,(r). From an integration
(20) °f tne hydrostatic equation upward from sea level, ^ is
h=4>i+(ot-o,)c,
(21) and
(0
Finite-difference equations. The geometry of the model
(fig. 1) consists of six equally spaced isentropie surfaces
(0(=37O°K-;a0, A0=1O°K, i=l,6) and the sea-level
surface. The approximate mean tropical pressures of the an(j
integer isentropie surfaces are given for reference (Jordan
^-,=^ + (e<- 1-9 ()c P(
2
^)" £=6,5
where
(25)
fa=cpT7 .
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Boundary conditions. Those for the top isentropic
surface are p= 140 mb, dd/dt=0, and dX/dz=0. At the
lateral boundary, the pressure and temperature gradients,
the horizontal divergence, and the relative vorticity are
all assumed to vanish, which enables the calculation of the
variables at R by
Pj=Pj-u
(rv
r
)j=(rv r)j_ u
(rvx)j=(rvx ) J _ u
INITIAL v
y (m/s),9CKI
and (26)
Computational procedure. The iteration technique to
determine the steady-state solutions utilizes a simulated
backward-difference scheme (Matsuno 1966), which has
the desirable property of damping high-frequency waves.
One cycle of the scheme is summarized with the super-
script referring to the iteration step number:
1. Given values of »jj, v?, ^", p", (dd/dt) n , d?.
2. Forecast tentative values »*, v*, (dp/dd)*, 6* at step
n+ l (designated by an asterisk) using appropriate tend-
ency eq (13) through (19) and values of variables at step n.
3. Calculate p* and yp* using tentative estimates
(dp/d6)*&ndet-
4. Forecast final estimates of pj+1 , vnT + i , (dp/dd) n+l , and
0,
n+I using * values of variables where they appear in tend-
ency equations.
5. Calculate p
n+l and 4>n+l .
6. Calculate {d9/dt) n+l from eq (16).
7. Calculate variables at the lateral boundary from
eq (26). This completes one iteration step.
For determining when the quasi-steady state has been
reached, the following norm on any iterated variable,/, is
defined by
tl
N -11/2
^EW-/;- 20) 2] (27)
After each 20th iteration cycle, L2 is computed with j
equal to the radial and tangential winds. The norm is
computed for separate radial rings, 0-200, 200-400,
400-600 km, etc., and for each level to determine which
parts of the domain reach a slowly varying state first.
Computational stability. The computational stability
analysis of che complete set of equations is very com-
licated. Separate analyses were made for various combina-
tions of the lineaiized prediction equations. The most
stringent stability requirement from these results yields
an estimate for the requirement for the complete set of
nonlinear equations.
The most severe restriction on the size of the time in-
crement, At, is governed by the speed of the external grav-
ity wave (Anthes 1970a, appendix B). When one con-
it
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Figure 2.—Initial tangential wind and potential temperature cross
section for all experiments.
siders the continuity equation and the radial equation of
motion, the criterion for linear computational stability is
(At/Ar)^p/p <1 where p and p are mean density and pres-
sure, respectively, and Vp/p is the approximate speed of
the external gravity wave (about 330 m/s).
Kinetic energy budget. The kinetic energy budget for the
volume obtained by equating / to the specific kinetic
energy, k, in eq (12) is
dK
dt
2wR
9 Je \dd 7„ g Jo Js
die dp ,.
,
(28)
The time rate of change of the specific kinetic energy
obtained by multiplying the tangential and radial equa-
tions of motion by V\ and vr , respectively, and adding
becomes
dk
dt
+ T-5 |V|(t)2r+^) surface only
+*£(*£)** &(*•£) ^vels only. <»>
Initial conditions. In all experiments, the initial condi-
tions (or first guess) consist of a vortex having tangential
winds in gradient balance with a surface maximum of
37 m/s at 80 km (fig. 2) , a weak warm core with a temper-
ature excess of 1°C in the center, and a central pressure of
970 mb. Through the thermal wind relation, there is a
slight decrease of wind speed with height. The environ-
mental pressure is 1011 mb. The radial winds are calcu-
lated to balance the vertical divergence term in the con-
tinuity equation so that the initial pressure tendency is
zero.
C. EXPERIMENTAL PARAMETERS
In the experiments presented in this paper, the constant
parameters are the Coriolis parameter, the drag coefficient,
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Figure 3.—Radial profiles of rainfall rates used to specify horizontal
variations of latent heating.
and the depth of the boundary layer. The Coriolis param-
eter is 5.0X10-5 s_1 and corresponds to 20°N. The drag
coefficient, approximated by 0.003, is selected from empiri-
cal studies (Miller 1962). The depth of the boundary layer
is assumed to be 1.0 km.
Very little is known about the variation of the vertical
mixing coefficient, Kz . However, it seems qualitatively
reasonable to assume that the vertical mixing decreases
as the static stability increases. This effect is included in a
crude fashion by decreasing Kt linearly with height from
a value prescribed for the 315°K isentropic surface (about
700 mb) to one-half this value at the 365° surface. The
value of Kj referred to in the experiments is the maximum
value.
4. EXPERIMENTAL RESULTS
In this section, results from some preliminary experi-
ments arc presented. First, the role of internal (vertical
and horizontal) mixing for a fixed heating function is
investigated. Then for constant mixing coefficients, the
response of the mass and momentum structures to various
horizontal and vertical distributions of latent heating is
studied. Later, the computational aspects of the model,
such as domain size, resolution, and variable grid spacing,
are considered; and finally, fine horizontal resolution is
utilized to study the effects of reduced horizontal mixing.
In all experiments, the latent heating function is com-
puted by arbitrarily assuming a radial profile of rainfall
rates and distributing the equivalent amount of heat
vertically. In figure 3, the rainfall rates that determine the
horizontal heating distributions in the various experiments
are presented. The maximum rainfall rate of 50 cm/day
at 30 km (corresponding roughly to the eye wall) is quite
200
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Figure 4.—Vertical profile of latent heat release for the experiments.
moderate for a mature hurricane. For example, Kiehl and
Malkus (1961) estimate a rainfall rate of 90 cm/day in
hurricane Daisy, 1958.
The variation of the vertical distribution is one of the
interesting aspects of the problem in view of our lack of
knowledge concerning the effective heat release for the
hurricane scale. The two vertical profiles of latent heat
release studied in the experiments are shown in figure 4.
The basis for these profiles is discussed in subsection 4C.
All experiments, except experiment 9, utilize the distribu-
tion that releases the higher proportion of heat in the upper
troposphere.
The importance of sensible heating at the sea-air inter-
face to hurricane development and maintenance has been
established from both empirical (Malkus and Riehl I960)
and numerical (Ooyama 1969) results. As air flows inward
toward lower pressure in the boundary layer, the sensible
heating increases its equivalent potential temperature.
The higher equivalent potential temperature enhances the
convection and increases the heating and generation of
available potential energy. In this model, however, there
is no feedback between sensible and latent heating, and the
model is insensitive to this effect. In computing dBjdt,
eq (19) is approximated by
de,
dt ~c.T,
Qs- (30)
The sensible heating, Q„, is modeled by assuming that the
total sensible heating is 0.11 X 10u W (Malkus and Riehl
1960) and distributing the heat radially, as shown in
figure 5.
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Table 1.
—
Exchange coefficients (cm2/s) in hurricanes
Investigator
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i (km)
Figure 5.—Radial profiles of surface potential temperature change
by sensible heating.
A. VARIATION OF INTERNAL MIXING
The proper formulation of internal mixing (both hori-
zontal and vertical) is an important, but unfortunately
poorly understood, aspect of numerical modeling. Because
of the difficulty in making direct measurements, the dissi-
pation of kinetic energy by internal mixing is usually
estimated as a residual in empirical energy budgets (e.g.,
Riehl and Malkus 1961 and Hawkins and Rubsam 1968).
These studies indicate that the kinetic energy dissipation
by internal mixing is about the same magnitude as the
dissipation at the surface.
The horizontal diffusion of momentum in the hurricane
has been modeled using constant mixing coefficients, but
the values used by different investigators (table 1) vary
over several orders of magnitude. A further complication
is that the truncation errors of the finite-difference schemes
produce large nonlinear damping. It is therefore of in-
terest to investigate the magnitude of explicit horizontal
and vertical diffusion with a model that does not contain
a large computational damping.
The vertical mixing process is even more complex than
horizontal mixing because the vertical eddies (cumulus
clouds) have the same vertical scale as the hurricane.
Gray (1967) has found that the momentum transport
by cumulus convection is an important process in the
steady-state dynamics of hurricanes. Constant vertical
mixing coefficients seem particularly inadequate to
describe this process correctly. Indeed, Gray finds a
large variation of the vertical mixing coefficients with
height ranging from 106 to 10 9 cm!/s.
Because of these uncertainties, the effects of horizontal
and vertical mixing are investigated in experiments 1
through 6. The steady heating for these experiments is
defined by the rainfall profile A (fig. 3) and the solid
vertical profile in figure 4. The results from these pre-
liminary experiments are discussed in some detail by
Anthes (1970a), and only a brief summary is included
here.
Estoque and Fernandez-
Partagas (1968) 10»-10« - Forecast model*
Gray (1967) - 10»-10« Empirical study
Kasahara (1961) 1.6X10" - Forecast model*
Krishnamurti (1961) 2.7XW 1.2X10' Diagnostic study
Kuo (1965) 10" 105-10» Forecast model
Ooyama (1969) 10' 0-10S Forecast model
Riehl and Malkus (1961) 10» 10" Empirical study
Rosenthal (1969) 10" 0-10> Forecast model*
Yamasaki (1968a, 19686) 10' 10' Forecast model*
•Denotes additional nonlinear damping duo to truncation error in finite-difference
scheme
The results from experiments 1 through 6 establish
ranges of the horizontal and vertical mixing coefficients
that give results comparable to observations. Values of
KH > 10 X 10 8 cm 2/s result in a large diffuse storm. Values
of Kz < 1 X 106 em'/s do not yield sufficient vertical
mixing to produce the vertical momentum structure
representative of hurricanes (Hawkins 1962, LaSeur and
Hawkins 1963, Gray 1967, and Riehl and Malkus 1961).
The strongest maximum wind and the results that compare
most closely with the above empirical wind distributions
(loc. cit.) are obtained for K„ = 5 X 10 8 cm!/s and K: =
5 X 106 cm 2/s; the study of variable heating functions
begins with these values. The energy budgets for experi-
ments 3 through 6 are summarized in table 2 for comparison
with later experiments.
B. RADIAL VARIATION OF LATENT HEATING
From the premise of the thermal forcing of the hurricane,
differences between size and intensity of individual storms
are related to space and time variations of the heating
distributions. However, the question of just how sensitive
or responsive is the storm circulation to these variations
remains unanswered. In this subsection and the following
one, the results of the model attained from various
combinations of horizontal and vertical heating distribu-
tions provide some insight into this relation between the
hurricane circulation and thermal forcing.
The heating function in experiment 6 (Anthes 1970a)
produced a rather large storm of only moderate intensity.
The total heat release, generation of available energy,
and conversion to kinetic energy were larger than empirical
results by a factor of 2 or 3. These results suggest that
the heating function overestimates the latent heat release
at large distances from the center.
In experiments 7 and 8, the latent heat release beyond
100 km is progressively decreased with the result that the
heating becomes more concentrated near the center
(rainfall types B and C in table 3 and fig. 3). In
these experiments, the vertical heating distribution is
specified by the solid curve in figure 4.
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Energy transformation rates (10" W)
625
Experiment 3 4 6 6 7 8 9 10 11 14
Rainfall profile type A A A A B c B 0.5B B B
Vertical profile (p, pseudoadiabatic; c,
cloud environment) c c c c c c P c c c
Kh (10» cmVs) 26.0 10.0 10.0 6.0 5.0 6.0 6.0 6.0 6.0 2.5
K, (10« cm"/s) 0.8 1.0 6.0 6.0 5.0 5.0 6.0 5.0 6.0 6.0
Generation A 24.1 21.2 16. S 17.3 10.7 4.8 2.9 13.7 13.8 9.9
Boundary A 18.2 17.0 13.3 14.6 4.2 O.l 1.1 5.0 2.4 3.6
Conversion to K 42.0 39.2 30.3 32.9 16.6 6.2 5.3 18.8 18.6 15.1
Boundary K - 6.0 - 4.3 -2.2 - 2.2 0.0 0.0 0.0 0.0 - 0.1 - 0.2
Drag dissipation -18.0 -22.0 -16.0 -14.0 - 9.2 -7.0 -5.0 -11.0 - 9.4 -12.0
Lateral mixing -26.0 -16.0 -12.0 - 6.8 - 5.7 -5.0 -3.0 - 5.8 - 5.9 - 4.2
Vertical mixing - 2.6 - 6.0 -18.0 -15.0 -11.0 -5.0 -5.0 -10.0 -13.0 -13.0
Table 3.
—
Summary of experiments investigating radial variation of
heating
Experiment Rainfall type Total heating rate 10" W
21.3
11.0
5.6
Before the discussion of the steady-state solutions,
quantitative results illustrating the convergence to a
steady state as shown by the decrease of the L 2 norm are
presented for a typical experiment. The behavior of L 2
in the other experiments is quite similar. In figure 6, the
convergence of the tangential winds is most rapid in the
lower levels near the center. Inside 200 km, the tangential
wind has reached a slowly varying state after 800 itera-
tions. In the upper levels, however, at large distances
from the center, convergence is much slower. In fact,
L 2 (v>) at 360°K does not begin to decrease until the inner
region reaches a quasi-steady state (about 600 iterations).
The tangential winds in the outer regions are primarily
determined by the steady-state angular momentum dis-
tribution near the center. The slow convergence in this
region reflects the time required for the angular momen-
tum near the center to be advected to the edge of the
domain.
The convergence of L 2 (v\) indicates that the solutions
(for the 500-km domain) may approach arbitrarily close
to a steady state, the only limit being the time (and cost)
required for each experiment. However, the point of
diminishing returns has probably been reached long before
6,400 steps, since the tangential wind components at
selected points (fig. 6) arc qualitatively in near-steady
state after 1,600 iterations. For experiments with 20-km
resolution, therefore, a compromise of 1,600 steps is
considered adequate for meaningful comparisons between
experiments.
The convergence of the L 2 norm on the radial winds for
the surface and 360°K is shown in figure 7. The oscillations
.j£
SURFACE
.
r • 40 Km-*
8 = 360°, r = 440 Km
*8 = 360°. r .320 Ki
SURFACE, r- 20-200 Km
8 = 360°
.
I = 20-200 Km
8=360°, r° 220-500 Km
i r i n
Figure 6.—Time (iteration step) variation of L2 norm on tangential
wind for the surface and 360°K in a typical experiment. Also
shown is the variation of v* at three model points.
Figure 7.—Time (iteration step) variation of the L2 norm on radial
wind for the surface and 360°K in experiment 7.
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Empirical energy budgets
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Investigation Region of storm Heating Generation of A Conversion to K Advection of K Surface
dissipation
Internal
dissipation
(km) (10» W) (1012 W) (10'Z W) (10" W) (1012 W) (10'*W)
Anthes and Johnson (1968) 0-1000 3.2 10.3 — — — —
Hawkins and Rubsam (1968) 0-150 2.2 — 2.3 3.9 -4.2 -2.0
Hughes (1952) 0-444 6.4 — — — — —
MiUer (1962) 0-111 3.6 — 8.0 2.4 -6.1 -5.3
Palme"n and Jordan (1956) 0-666 5.4 — 15.0 — — —
PalmSn and Rlehl (1957) 0-666 6.0 — 15.0 0.0 -13.0 0.0
Rlehl andMalius (1961)
8/26 0-150 2.1 — 2.8 0.3 -1.6 -1.0
8/27 0-150 4.0 " 6.8 3.5 -3.2 -6.6
superimposed on the downward trend are evidence of
inertial gravity waves.
Concentrated heating near the center, experiment 7. In
this experiment (rainfall type B, fig. 3), the total heating
rate is reduced from 21.3 to 11.0X10 14 W, a rate closer
to empirical results (table 4). The more concentrated
heating function in this experiment generates a smaller
warm core with nearly as intense a pressure gradient near
the center as the one in experiment 6. The tangential and
radial wind profiles are shown in figure 9 and may be
compared with those from experiment 6 in figure 8. The
effect of reducing the heating beyond 150 km on the
tangential wind is to slightly decrease the maximum
tangential wind from 34 to 33 m/s at 60 km. However,
the winds beyond 150 km decrease significantly. The
3-percent decrease in the maximum tangential wind
speed, despite a 50-percent reduction in total heating
is somewhat paradoxical and emphasizes the importance
of differential heating in establishing the temperature
and pressure gradients and the angular momentum
distribution.
The changes in the radial winds are greater than those
in the tangential winds (figs. 8B and 9B). The inflow at
the surface is reduced beyond 200 km (e.g., from 11 to 8
m/s at 250 km). The maximum outflow decreases from 19
to 14 m/s, and the radius of maximum outflow moves
inward from 360 to 180 km.
The results from experiment 7 correspond to a minimal
hurricane. The tangential winds show a region of maximum
cyclonic winds near the center with little vertical wind
shear below 300 mb. In the lower levels beyond the radius
of maximum wind, positive vertical shear exists because
of surface friction. A small region of anticyclonic winds
occurs in the upper levels beyond 400 km.
The radial wind profiles show inflow from the surface to
about 600 mb, although significant (|i>,| >5 m/s) inflow is
limited to the region below 800 mb. The maximum inflow
of 15 m/s is somewhat stronger than empirical observations
(e.g., Miller 1962) but weaker than the inflow found in
separate boundary-layer experiments (Anthes 1970a).
Significant outflow occurs above 300 mb.
'
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Figure 8.—Radial profiles of slowly varying (1,600 iterations)
tangential (A) and radial (B) winds for various levels in experi-
ment 6.
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Figure 9.—Radial profiles of slowly varying (1,600 iterations)
tangential (A) and radial (B) winds for various levels in experi-
ment 7.
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200-
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E
100
Fiourk 10.— Generation of available potential energy cross section
for a slowly varying state (1,600 iterations) in experiment 7.
The vertical cross sections of the generation of available
potential energy, A, are shown in figure 10. Most of the
generation occurs in the middle and upper troposphere
inside 150 km, a result that agrees well with the empirical
estimate of Anthes and Johnson (1968). On the other hand,
conversion of available to kinetic energy, C(A, K), occurs
mainly below 800 mb inside 300 km where the inflow and
acceleration toward lower pressure are large.
The difference between observed rates of change in the
total kinetic energy of the volume and the instantaneous
tendencies computed from eq (29) is an estimate of the
truncation error in the model. The tendencies as a function
of iteration step and the observed changes evaluated over
100 steps (fig. 11 A) show little systematic deviation.
Maximum differences are about 10 percent, indicating
that truncation error is small.
Figure llB shows the evolution of the different compon-
ents of the rates of change of available potential and kinetic
energy. Initially, the dissipation by horizontal mixing is
dominant, causing a large negative kinetic energy tendency.
The internal mixing decreases slowly after 400 steps.
Throughout the entire experiment, the dissipation from
surface drag is smaller than that from internal mixing.
One of the most interesting features of the energy
budget evolution is the relationship between changes in the
generation G(A) and boundary flux ~B(A) of available
potential energy and its conversion to kinetic energy. Al-
though energetic consistency requires only that these
changes be equal in the steady state, there is an extremely
close correlation between the two at all stages of all the
experiments. This suggests that the available energy gen-
*-10
2 -is
r
. A
i i i i
St
i
i i i i i i i i i \ i
at "'j^^ --
-
,.--'/'^<Zzzi=^^^ -
i
, i i
i i i i i
i i
Figure 11.— (A) observed (AK/At) and analytic (dK/dt) kinetic
energy tendencies in experiment 7 and (B) time (iteration step)
variation of energy budget components in experiment 7.
erated by the steady forcing is almost immediately
converted to kinetic energy.
Initially, the kinetic energy conversion closely follows
the generation. After 300 steps, however, the mass outflow
is removing heat at 500 km that would otherwise reduce
the radial temperature gradient. This process is reflected
in an increase in the boundary term B, of the available
energy change equation. The sum of the generation and
boundary terms continues to almost exactly balance, the
conversion to kinetic energy, so that changes in the store
of available potential energy are small.
Although the boundary term in the available energy
budget is large, the boundary flux of kinetic energy B(K)
is small compared to the conversion and dissipation proc-
esses within the volume. The contribution is relatively
constant and is negative, indicating that the storm is
exporting kinetic energy to the environment.
The contribution by the various energy transformation
processes within 100-km radial rings is presented in figure
12. Most of the generation occurs inside 200 km while
its conversion to kinetic energy occurs primarily between
100 and 300 km. The large contribution to the available
energy budget by the boundary processes supports earlier
studies which show that the hurricane cannot be considered
a closed system on this scale. In the total energy budget
(table 2), the generation of available potential energy
and its conversion to kinetic energy are reduced to 10.7
and 16.5X10 12 W, respectively—values that compare
favorably with the empirical results in table 4. The
kinetic energy sinks are 9.2X10 12 W for surface drag,
11.0X10 12 W for vertical (V) mixing, and 5.7 X10 12 W for
horizontal (H) mixing. Comparison of these dissipation
rates with empirical results is difficult. While the
dissipation by drag friction is readily computed from hurri-
cane wind data, dissipation by internal mixing is usually
437-755 O - 71
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Figure 12.—Energy budget components within 100-km radial
rings for a slowly varying state (1,600 iterations) in experiment 7.
computed as a residual in a kinetic energy budget. Also,
the empirical results in table 4 were determined for only
a small portion of the storm (r<150 km).
The ratio of internal mixing to surface friction in table 4
ranges from 0.48 to 2.06. The ratio in experiment 7 is 1.8
which is near the upper limit of the empirical estimates
(the range of this ratio in all subsequent experiments is
1.02 to 2.01). Beyond 200 km, the vertical mixing may be
overestimated for two reasons. First, the assumption that
Kz is constant horizontally is very crude. The vertical
turbulence, including cumulus convection, probably de-
creases with increasing radius; therefore, Kz in the model
should decrease also. Second, the large vertical mixing
dissipation is related to the fact that the middle-level
winds in the outer region have not yet completely ad-
justed to the upper and lower level winds, a consequence
of weak vertical coupling in the absence of heating. Thus,
the vertical shear resulting from the initial conditions is
still large.
In summary, the effect of reducing the heating beyond
200 km in experiment 7 is to significantly reduce the
tangential and radial wind components at larger radii. For
a reduction of the total heating by 50 percent, only a
3-percent decrease in maximum tangential wind is pro-
duced. The generation and conversion of available energy
and dissipation of kinetic energy compare favorably with
empirical evidence, even though the total heating is some-
what high.
Very concentrated heating near center, experiment 8. The
thermal forcing by the extremely concentrated heating
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Figure 13.—Radial profiles of slowly varying (2,400 iterations)
tangential (A) and radial (B) winds for various levels in experi-
ment 8.
function, type C in figure 3, is studied in experiment 8.
Inside 100 km, the horizontal distribution is essentially
unchanged from that in experiments 6 and 7. The heating
rate beyond 100 km is greatly reduced; and the total
heating decreases to 5.5X 10 14 W, an amount comparable to
observational evidence (table 4).
Because of the concentrated heating distribution, a
variable grid was utilized in experiment 8. For r< 160 km,
the resolution is 10 km. For r >160 km, the resolution
varies smoothly from 10 km to 25 km at the maximum
radius of 500 km. The use of a variable grid is justified in
a later experiment.
Within 100 km, the tangential and radial wind profiles
for experiment 8 (fig. 13) are quite similar to the profiles
for experiment 7 (fig. 9). The slight shift inward of the
maximum wind from 60 km (exp. 7) to 50 km (exp. 8) is
probably a consequence of the increased resolution rather
than the heating reduction beyond 100 km.
Although changes inside 100 km are small, large dif-
ferences are present at greater distances. Maximum out-
flow is reduced from 14 m/s at 180 km (exp. 7) to 10 m/s
at 100 km (exp. 8). At 300 km, the outflow is reduced
from 1 1 m/s to 3 m/s.
The decreased outflow produces a different tangential
wind distribution at larger radii. Whereas the stronger
outflow in experiments 6 and 7 produces anticyclonic
winds at 500 km by an outward advection of low angular
momentum from the center, there is little radial advection
at this distance in experiment 8. Thus internal mixing
dominates, and the tangential winds slowly decay.
The energy budget reflects the decrease in storm
intensity compared with experiments 6 and 7. The genera-
tion of available energy occurs entirely within 100 km.
The boundary term in the available energy budget
decreases from 4.2 X10 12 to 0.1 X1012 W. The total
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energy budget (table 2) shows significantly smaller values
for all processes, except horizontal mixing.
Experiments 6, 7, and 8 indicate that the reduction of
heating at large distances has little effect on the inner
region of the storm and suggests that the maximum winds
are determined primarily by heating in the inner region.
As the heating is reduced at larger distances, the storm
decreases in horizontal extent; and the tangential and
radial winds beyond 100 km are reduced. The size and
intensity of the anticyclone aloft are closely related to the
amount of heating at large distances from the center.
This relationship suggests that the intensity of the thermal
anticyclone associated with storms in nature should be
closely correlated with the diameter of the active
convective area.
C. VERTICAL VARIATION OF LATENT HEATING,
EXPERIMENT 9
The vertical distribution of latent heating is an
important aspect of the tropical cyclone problem. Early
attempts at hurricane modeling (e.g., Kasahara 1961 and
Rosenthal 1964) related the heating to the variation of
saturation specific humidity, q s , along an appropriate
moist adiabat. This pseudoadiabatic type of heating
resulted in unrealistic circulations and showed that the
hurricane could not be considered a huge cloud. Kuo (1965)
attempted to relate the large-scale to the cloud scale
heating by making the heat release at any level propor-
tional to the cloud-environment temperature difference.
Parameterization similar to this type of heating (hereafter
called "cloud-environment" type) has given quite realistic
results in hurricane models (Yamasaki 1968a, 19686; and
Rosenthal 1969).
In experiment 9, the vertical distribution of heating is
proportional to dq s/dp along the moist adiabat defined by
an equivalent potential temperature of 365°K. The
relative distribution is contrasted with the vertical heating
distribution of the earlier experiments in figure 4. The
horizontal heating distribution and all other parameters
are identical to those in experiment 7.
Figure 14 shows the radial profiles of tangential and
radial winds in experiment 9. The low-level tangential
wind profiles are similar to those in experiment? (fig. 9).
The reduced vertical transport of momentum in the upper
levels, however, yields weaker winds. The radial wind
profiles show a deep, weak outflow layer in experiment 9
in contrast to the shallow, stong outflow layer of experi-
ment 7. This difference is related to the change in thermal
structure shown in figure 15. In experiment 9, the level
of maximum temperature departure drops from 300 to
500 mb, the pressure gradient decreases more rapidly
with height, and the outflow begins at lower levels. Near
200 mb, the atmosphere is nearly undisturbed.
The upper level temperature structure and the radial
winds of experiment 9 are not supported by empirical
evidence. Observations show that the maximum tempera-
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Figure 15.—Isentropic cross section for slowly varying state (1,600
iterations) in experiments 7 and 9.
ture departure occurs in the upper rather than middle tro-
posphere (Hawkins and Rubsam 1968 and Malkus and
Riehl 1961). They also support a thin, strong outflow
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layer rather than a deep, sluggish layer (Miller 1958,
1964). These results confirm that the vertical heating
distribution of experiment 9 is not appropriate to the
hurricane scale in the mature, slowly varying state.
D. VARIATION OF TOTAL HEATING, EXPERIMENT 10
The results from the previous experiments emphasize
the importance of variable heating distributions. In all
the experiments, the heating maximum was defined by a
rainfall rate of about 50 cm/day at 30 km, a moderate
rate for a mature hurricane. In experiment 10, the heating
function is one-half that of experiment 7, while the hori-
zontal and vertical heating variation and all other param-
eters are identical.
As expected, the tangential and radial circulations are
considerably less than those in experiment 7; and the
thermal structure shows a weaker warm core. The maxi-
mum tangential wind is reduced from 33 to 25 m/s; maxi-
mum inflow is reduced from 15 to 9 m/s, while the outflow
is decreased from 14 to 7 m/s. The maximum temperature
departure is reduced from +10° to +4°C. The profiles are
not shown. Thus, the thermal forcing given by the rainfall
rates of experiment 10 produces maximum winds that
are typical of a weak tropical storm.
E. EXPERIMENTS OF A COMPUTATIONAL NATURE
The experiments so far have emphasized primarily the
role of physical processes such as variable mixing and
heating in the determination of steady circulations. In
numerical models, however, it is also important to ascer-
tain the effect of the computational or artifical aspects
of the model on the solutions. Ideally, the effects of domain
size, boundary conditions, and resolution should be small
in comparison to physical effects. The experiments in this
section compare solutions with domains of 500 and 1000
km, with constant horizontal resolutions of 10 and 20 km,
and with a variable horizontal grid.
Domain size, experiment 11. The effect of the arbitrary
horizontal boundary conditions may be investigated by
increasing the size of the horizontal domain. Experiments
7 and 11 are identical, except that the horizontal domain
of 500 km is extended to 1000 km in the latter. Figure 16
shows the tangential wind profiles for both experiments.
Differences for r<200 km are less than 30 cm/s at all
levels. Between 300 and 500 km, however, the maximum
difference is 1 m/s. The low-level tangential winds show
greater anticyclonic shear in experiment 11, a result of the
boundary condition of zero relative vorticity being shifted
from 500 km in experiment 7 to 1000 km in experiment 11.
A small difference is also present in the low-level
radial wind profile (not shown). The boundary condition
of zero divergence at 500 km in experiment 7 is replaced
by weak positive divergence in experiment 11, and the
inflow is less by 0.4 m/s at this distance. The small
differences between these two experiments, especially
near the radius of maximum winds, justify the use of the
500-km domain.
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Figure 16.—Radial profile of slowly varying (1,600 iterations)
tangential winds at various levels in experiments 7 and 11.
Variable grid, experiment 12. In numerical models of
atmospheric convective phenomena such as cumulus
clouds, squall lines, or hurricanes, a greater resolution
for a portion of the domain is desirable. For the hurricane,
a finer mesh is needed near the eye wall where horizontal
gradients are larger than in the environment of the storm
where gradients are weak. The variable grid for this
model is defined by retaining a constant grid from the
origin to i? and introducing the transformation
r=R + x 2 +cx for r^>R . This transformation, with
proper choice of 7?
,
c, and increment, Aj, increases
computing efficiency with no significant reduction in
accuracy.
Results from a variable and a fixed grid are compared,
where the size of the domain is 1000 km and the horizontal
resolution for r<300 km is 20 km in both experiments.
For the variable grid (exp. 12), the parameters of the
transformation arc i? =300 km, c= 395.1 m1/2
,
and
Ax=43.6 m1/2 . The resolution varies from 20 km at
300 km to 73.3 km at 1000 km. The number of grid
points is reduced from 51 to 31, and a 40-percent saving
in the computational time is achieved. Initial conditions
for the grid points beyond 300 km are interpolated from
the profiles of the fixed grid.
Figure 17 shows the radial wind profiles after 1,600
iterations. Differences are extremely small; for example,
the difference in maximum inflow between the variable
grid experiment and the fixed grid experiment is 0.09
m/s. The maximum tangential wind difference is 0.05
m/s. Exact comparisons beyond 300 km are difficult
because the grid points in the two experiments do not
coincide. Qualitatively, however, the results agree very
well and suggest that a further reduction in grid points
may be possible without generating unacceptable errors.
The close agreement between experiments 11 and 12
justifies use of the variable grid as an economically useful
substitute for the constant grid.
High (10-km) resolution, experiment IS. In the final
experiment of a computational nature, experiment 7 is
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Figure 18.—Radial profile of tangential winds after 400 iterations
in experiment 7 and 800 iterations in experiment 13.
repeated utilizing the variable grid. For i? =150 km,
c=484.1 m1/2
,
and Ax= 19.85 m1/2
,
the resolution varies
from 10 km within 150 km of the center to 25 km at
the outer boundary of 500 km. The number of grid
points increases from 26 in experiment 7 to 36 in experi-
ment 13. Because the time step must be halved to satisfy
the linear computational stability requirement, an in-
crease in computation time of 138 percent is required.
Figure 18 shows the tangential wind profiles for 400 and
800 iterations, respectively. The profiles for experiment 13
are somewhat smoother near the radius of maximum wind
than for experiment 7. The maximum tangential wind is
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Figure 19.—Radial profile of slowly varying (2,400 iterations)
tangential (A) and radial (B) winds for various levels in experi-
ment 14.
reduced from 39.28 in experiment 7 to 38.65 m/s in experi-
ment 13, while the maximum inflow decreases from 18.28
to 17.63 m/s. These differences, which are about 2 percent,
appear insignificant in view of the 138-percent increase in
computational time.
F. HIGH-RESOLUTION EXPERIMENT WITH REDUCED
HORIZONTAL MIXING, EXPERIMENT 14
After the preliminary series of experiments, a value for
KH of 5X10 8 cm2/s was used in subsequent experiments.
For investigating the effect of decreasing this horizontal
mixing coefficient to 2.5 X10 8 cm 2/s, the variable grid of
experiment 13 with 10-km resolution near the center and
the heating function of experiment 7 is utilized.
Momentum and temperature structures. Figure 19 shows
the slowly varying tangential and radial wind profiles for
experiment 14 which should be compared to those for
experiment 7 (fig. 9). The maximum tangential wind
increases from 33 to 41 m/s in experiment 14, and the
radius of maximum wind shifts inward from 60 to 40 km.
Maximum inflow increases from 15 to 17 m/s. The irregu-
larity in the radial wind profile at 70 km indicates that
the resolution in this region is insufficient to adequately
resolve the extremum. The temperature structure shows
a more concentrated warm core in experiment 14 than in
experiment 7, with a maximum temperature anomaly
increase of 3°C.
The circulation in experiment 14 is the strongest of all
the experiments. Figures 20 and 21 show- cross sections of
the tangential and radial wind. The tangential circulation
is stronger and more concentrated near the center than in
experiment 7. The weak upper level anticyclone at 500
km in experiment 7 is not present because the cyclonic
circulation in the upper levels near the center is stronger
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in experiment 14, so that the radius at which the relative
circulation becomes anticyclonic is greater. This result
and the strong dependency of the upper level outflow on
the horizontal heating distribution found earlier suggest
that relatively weak storms with large diameters should
be accompanied by stronger upper level anticyclones than
smaller more intense storms.
Energy budget. The efficiency factor cross section for
experiment 14 (fig. 22) shows positive efficiency factors in
the middle and upper troposphere extending from the
center to 300 km. Negative efficiency factors occur in the
lower levels near the center and in the upper levels beyond
300 km. In figure 23, almost all the generation occurs
inside 200 km and above 600 mb.
The energy budget shown in figure 24 and the total
budget summarized in table 2 are quite similar to the
results from experiment 7 (fig. 12). Although the dissipa-
tion of kinetic energy by horizontal mixing is reduced in
experiment 14, the dissipation at the surface and through
vertical mixing is increased. The latter increases are due
to the greater low-level wind speed and the increased
vertical wind shear.
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Figure 24.—Energy budget components within the 100-km radial
rings for the slowly varying state (2,400 iterations) in experiment
14 (see fig. 12 for the key).
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Figure 25.—Scatter diagram of maximum surface winds versus
central pressure for empirical data (Col6n 1963) and model
experiments.
G. NUMERICAL AND EMPIRICAL
PRESSURE-WIND RELATIONSHIP
Empirical evidence (Col6n 1963) indicates a close
relationship between central pressure and maximum wind
speed. Figure 25 shows the model results from five
experiments superimposed on Coldn's data. Central
pressure in the model is defined as the pressure at the
first prediction point for pressure, which is either 5 or
10 km. All points from the model experiments lie within
a region that bounds the empirical data.
The relationship between central pressure and radius
of maximum wind is another aspect of the model to be
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Figure 26.—Scatter diagram of radius of maximum surface winds
versus central pressure for empirical data (Col6n 1963) and model
experiments.
compared with Col6n's (1963) data (fig. 26). Col6n
discusses two types of storms. The "Daisy type," repre-
sented by dots in figure 26, is small and shows little
relationship between central pressure and radius of
maximum wind. The "Helene type" storm, represented
by crosses in figure 26, is larger and shows an increasing
radius of maximum wind with increasing central pressure.
From figure 26, we see that storms produced by this
model appear to fit the Helene type.
The degree of gradient balance throughout the storm
system has received attention from investigators (e.g.,
Hawkins and Rubsam 1968). Their results show that the
inner region is fairly close to gradient balance. In these
experiments, except for the winds near the surface which
are subgradient by 20 to 40 percent and in the outflow
layer where radial advection is important, gradient
balance is closely approximated. Models with low vertical
resolution may have outflow layers closer to gradient
balance because horizontal advection in a deeper outflow
layer will be much weaker.
5. SUMMARY
A diagnostic model in isentropic coordinates is developed
to study the energetics and dynamics of the steady-state
mature tropical cyclone. Slowly varying solutions for the
mass and momentum fields are obtained by an iterative
technique for the thermal forcing specified by several
heating distributions. The principle conclusions from the
preliminary experiments are:
1. The magnitude and distance of the maximum wind from the
center is determined primarily by the heating inside 100 km.
Large variations in heating beyond 100 km have little effect on the
maximum wind but produce considerable changes in the outflow
intensity. Because angular momentum tends to be conserved in the
outflow layer, the size and intensity of the upper level anticyclone
is also closely related to the heating at large distances from the
center.
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2. In experiments in which the vertical variation of heating is
proportional to the condensation of water, vapor along a moist
adiabat, the temperature structure shows a low-level warm core and
a deep, weak outflow layer. A vertical distribution that releases a
higher proportion of heat in the upper troposphere gives more
realistic results.
3. In experiments with a constant horizontal eddy coefficient and
a vertical mixing coefficient that decreases linearly with height,
values of KW>5X10 8 cm2/s result in diffuse storms; and values of
if,< IX 106 cm2/s produce storms with large vertical shear. Results
most similar to observations are obtained for KH= 2.5 and 5X10 8
cm2/s and K,= 5X 10« cm2/s.
4. In the slowly varying states, the generation and boundary
flux of available potential energy, conversion to kinetic energy,
and dissipation of kinetic energy by surface and internal friction
are balanced. Paradoxically, therefore, experiments with the most
internal friction contain the most kinetic energy. The relationship
between low-level inflow, high-level outflow, and the warm core
structure produce a positive boundary contribution to the available
potential energy budget. On a scale of 500 km, this boundary term
is nearly as large as the generation term in some experiments. On
a scale of 1000 km, however, the generation is an order of magnitude
greater.
5. In the computational experiments, it is established that a
500-km domain and 20-km resolution are satisfactory for the latent
heating functions studied. A variable grid is utilized in some experi-
ments to economically gain higher resolution near the center. For a
40-percent gain in computational time, differences in maximum
wind are less than 0.1 percent using the variable grid.
6. Isentropic coordinates may be used effectively in numerical
models and are particularly effective in studying adiabatic and
diabatic effects.
Although the results presented have shown that the
size and intensity of the tropical cyclone is directly
linked to thermal forcing, the question of what determines
the heating profiles has not been investigated. Large-
scale synoptic features such as sea and environment
temperatures and horizontal and vertical shears are all
important in determining the distribution of convection
that leads to the development and maintenance of the
tropical storm. Theoretical investigation of these proper-
ties will require more sophisticated numerical models
to describe the delicate balance in the early stages of
hurricane development.
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ITERATIVE SOLUTIONS TO THE STEADY-STATE AXISYMMETRIC
BOUNDARY-LAYER EQUATIONS UNDER AN INTENSE PRESSURE GRADIENT
RICHARD A. ANTHES
National Hurricane Research Laboratory, Environmental Research Laboratories, NOAA, Miami, Fla.
ABSTRACT
Steady-state solutions to the complete axisymmetric Navier-Stokes equations are obtained by an iterative tech-
nique for an intense pressure-gradient force representative of the tropical cyclone. Solutions for the horizontal and
vertical components of motion are compared for various horizontal and vertical mixing coefficients, drag coefficients,
and Coriolis parameters. A multilevel model is used, and the results are compared with those from a simple one-
level model.
1. INTRODUCTION
Because of the intense frictional convergence in the
boundary layer and the rapid decrease of mixing ratio
with height, the major water vapor convergence in
tropical cyclones occurs in the lowest few kilometers.
Thus, the frictionally induced vertical motion at the top
of the planetary boundary layer becomes a close measure
of this convergence (Miller 1962, Riehl and Malkus 1961).
Approximate expressions relating this vertical motion to
the mean steady-state tangential wind have been given by
several investigators (e.g., Syono 1951, Charney and
Eliassen 1949, Ogura 1964, and Smith 1968). Kuo (1971)
utilized an iterative procedure to obtain exact solutions to
the equations of motion in the boundary layer of a main-
tain ed vortex without the Coriolis term.
In a theoretical study of the hurricane boundary layer,
Rosenthal (1962) neglected lateral mixing and vertical
advection and obtained analytic solutions to the linearized
equations. Rosenthal found a decreasing depth of inflow
toward the center, with the consequence that the vertical
velocities near the center appeared too small. Miller
(1965) utilized a quasi-time-dependent numerical model
to obtain steady solutions under various formulations of
horizontal and vertical mixing and found that an inflow
layer of constant depth could be obtained if the vertical
mixing coefficient were made proportional to the pressure
gradient.
In this paper, steady-state solutions to the axisym-
metric boundary-layer equations are obtained by a
numerical technique similar to Miller's (1965), with
particular applicability to the boundary layer in hurri-
canes. The results are compared with those obtained by
Kuo (1971) from a different approach. The results obtained
from the equations of motion in primitive form are useful
in interpreting results from more complex hurricane
models, as well as providing lower boundary conditions
on the mass transport required in diagnostic models
such as Barrientos (1964) or Anthes (19706).
In the experiments discussed here, the complete equa-
tions of motion are solved numerically for the horizontal
and vertical velocity components under a steady, intense
pressure-gradient force to study the effects of the varia-
tions of horizontal and vertical mixing, drag coefficients,
and Coriolis parameter on the vertical motion at the top
of the boundary layer. A multilevel model is used, and the
results are compared with those obtained with a simple
one-level model. This is a relevant comparison in view of
the use of low vertical resolution boundary layers in
hurricane models.
2. A MULTILEVEL BOUNDARY LAYER MODEL
A. BASIC EQUATIONS
When assuming axisymmetry and a pressure-gradient
force invariant with height, the equations of motion for
the tangential, v, and radial, u, winds are
drv drvd
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dr-
+r
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dv ,
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Tg
-fu+-
dv
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dz r
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where w is vertical velocity, r is radial distance, z is height,
/is the Coriolis parameter, p is mean density (1.1 X10"3
gm-cm -3), p is pressure, and K and n are the horizontal
and vertical coefficients of eddy viscosity, respectively.
The continuity equation, neglecting density variations, is
dw
dz'
1 d(ru)
r dr
(3)
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B. STRUCTURE OF MODEL
The model consists of nine levels in the vertical defined
by
2,=50m+(9-i)A2 (Az= 100m, i= 1,2, . . .,9)
and 51 increments in the radial direction defined by
r,= (i-l)Ar (Ar-i0km,j=l,2, . . .,51).
The horizontal boundary conditions are zero divergence
and relative vorticity at 500 km. These conditions have
given reasonable solutions for multilevel hurricane models
(Rosenthal 1970, Anthes 1970a) and should be repre-
sentative of the hurricane environment at this distance
from the center. The vertical boundary conditions consist
of the tangential flow in gradient balance at the upper
level with zero radial velocity. These conditions for the
top of the Ekman layer are reasonable for the hurricane,
which is in near-gradient balance at this level (Hawkins
and Rubsam 1968). At the lowest level (50 m), the
vertical velocity is assumed equal to zero. Boundary
conditions on the vertical mixing term at the surface are
and
dv n ivi
^=CD \X\u
(4)
dz
where CD is the drag coefficient and V is the vector velocity.
The eq (4) are the well-known quadratic stress law.
The choice of the vertical and horizontal resolutions
and the top level of 850 m was made after a series of
preliminary experiments in which these computational
aspects of the model were investigated. These results
showed that increasing the horizontal and vertical resolu-
tions beyond 10 km and 100 m, respectively, did not
substantially alter the steady-state solutions. They also
showed that, under the upper level boundary condition
of gradient balance, increasing the top level beyond
850 m had little effect on the solutions.
C. COMPUTATIONAL PROCEDURE AND INITIAL CONDITIONS
Several finite-difference analogs to eq (1) and (2) are
solved iteratively under a steady pressure-gradient force.
The horizontal grid is staggered so that v and u are pre-
dicted at integer multiples of Ar with w computed diag-
nostically at points midway between u points according to
wi-i, j—wui_ r,-+1 (M,iJ+1+M,_ lij+ i)—rjju^j+Uj-i.j) ,.,
A2 2ri+iAr
' W
The initial conditions, or first guess, are the tangential
wind in gradient balance with zero radial and vertical
Figure 1.— (A) steady pressure profile and (B) the associated
gradient wind at 20°N for the boundary-layer experiments.
velocity. The eq (1) and (2) are forecast ' utilizing several
finite-difference schemes (to be discussed later) until the
difference between successive iterates becomes small (less
than 10"2 cm-s -1 ). This usually occurs after about 400
iteration steps. The gradient wind corresponding to the
specified pressure-gradient force is shown in figure 1.
The first series of experiments are computed utilizing
the Matsuno (1966) time-integration scheme which damps
high-frequency waves. Centered differences are used to
approximate the space differentials in eq (1) and (2).
The time step, At, is 90 s.
3. RESULTS
A. VARIATION OF HORIZONTAL
AND VERTICAL EXCHANGE COEFFICIENTS
Values of K and n ranging over several orders of magni-
tude have been used by previous investigators for the
hurricane problem (Anthes 1970a), and values that give
realistic results (compared to observations) in a particular
instance are functions of the type of model, the horizontal
and vertical resolution, and finite-difference scheme
utilized. Unfortunately, the results are strongly dependent
on the poorly understood process of horizontal and vertical
diffusion of momentum. The first set of experiments,
therefore, considers various constant horizontal and
vertical exchange coefficients.
Figure 2 shows the steady-state vertical motion cross-
sections for y. equal to 40 and three values of K ranging
from 5 to 25 (units of ^ and K are 104 and 10 8 cm2 -s_1
throughout the paper). Although the vertical motion
structures for the three values of K are quite similar
beyond the radius of maximum wind (Rmax=50 km),
significant differences are present inside the 50-km radius.
The maximum upward motion ranges from 70 cm/s for
1 The terra "forecast" Is used here as in time-dependent forecast models In which the
pressure field Is free to Interact with the momentum field. In these experiments, In which
the pressure is steady, the transient solutions have little physical meaning, and the fore-
cast steps are more properly called "iteration steps."
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Figure 3.—Vertical motion for two horizontal mixing coefficients
and a vertical mixing coefficient of 10X10* cm2 -s-1 ; units of
vertical motion isolines, cm/s.
K=2b to 91 cm/s for K=5. The subsidence near the center
also shows strong dependence on horizontal mixing.
For values of i£<25, this subsidence results from a mix-
ing of tangential momentum into the "eye," causing an
excess of centripetal over pressure-gradient force and
an outward flow. For very large values of K, however,
the tangential wind maximum is reduced, and the mixing
of radial momentum is sufficient to allow inflow all the
way to the center. The subsidence associated with the
smaller values of K reaches all the way to the surface
and appears somewhat too large. Observations inside
hurricane eyes generally show some low-level clouds,
indicating that subsidence probably does not extend to
the surface. This consideration suggests that a value of
K=2b gives most realistic results for this model.
The values ofK considered in the above experiments are
higher than values used by previous investigators, a con-
sequence perhaps of the differences in types of model,
numerical scheme, and resolution noted above. If hori-
zontal mixing is an important process in the vicinity of
the radius of maximum wind, however, a simple scale
analysis suggests values of this order of magnitude. For
example, if the order of magnitude of the horizontal mix-
ing term is equated to the magnitude of the centripetal
term
K Aw
A?'
and
p=30 m/s, r—50 km, Ar= 10 km, and Au=10 m/s,
the magnitude of K is about 20X 10 8 cm2 -s_I .
Figure 3 shows vertical motion cross-sections for n re-
duced from 40 to 10. The results show a more shallow
layer of stronger radial velocities and more vertical shear.
The subsidence inside Rmax is reduced as the stronger in-
flow reaches closer to the origin. The transition from
upward to downward motion is shifted from 115 km to
135 km as p is reduced. The results also show more hori-
zontal irregularities in vertical motion for small values of
K (fig. 3C). These horizontal oscillations are apparently
computational in nature and are related to nonlinear in-
stability. Many experiments with a one-level model
(Anthes 1970a) utilizing the same differencing scheme have
shown these standing space oscillations of wavelength 2Ar,
which, for small values of K, may grow and prevent a
steady-state solution. The computational nature of these
oscillations is indicated by their strong dependence on
time and space differencing and on horizontal resolution.
Figure 4 shows the boundary-layer structure for the
tangential and radial winds for typical values of K and j*.
Figure 4A, when compared to figure IB, shows a region of
subgradient winds beyond the radius of maximum wind
due to surface friction, and a region of supergradient winds
near the radius of maximum wind due to the strong radial
advection of angular momentum inward. The radial ve-
locities show a maximum of over 20 m/s just above the
surface. The radial and tangential components are thus
the same order of magnitude in the lower levels. Rosenthal
(1969) found inflow angles greater than 45° in a hurricane
model. While this magnitude is larger than those generally
observed, Rosenthal notes that aircraft observations are
probably above the level of maximum inflow.
418-596 O - 71 - 2
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Figure 4.—Boundary-layer structures for (A) tangential and (B)
radial wind components; units of K, 10 8 cm2 -s~'; units of /i, 10*
cm2
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; units of velocity component isolines, m/s.
The trend for smaller vertical mixing toward stronger,
more shallow inflow, weaker subsidence inside Rma i, and
larger transitional radius between upward and downward
motion is investigated by a further reduction in n from 10
to 5. The results (not shown) confirm the above tenden-
cies, as the inflow increases from 27.5 to 29.3 m/s, the
subsidence inside Rmax is reduced, and the transitional
radius from upward to downward motion shifts outward
from 135 to 145 km.
In summarizing the effects of horizontal and vertical
mixing, the maximum upward motion near the radius of
maximum wind and also the subsidence inside this radius
increase with decreasing values of K. The results are less
sensitive to variations in n, with higher values of ^ yield-
ing less vertical shear, a deeper inflow layer, and slightly
increased vertical motion.
B. VARIATION OF DRAG COEFFICIENT
Although empirical evidence suggests a linear increase
of drag coefficient with wind speed (Miller 1964), many
investigators have utilized a constant drag coefficient in
hurricane studies (Yamasaki 1968, Rosenthal 1969, Anthes
1970a). Figure 5 shows vertical motion structures for
constant values of CD ranging from 0.001 to 0.003. The
results beyond 50 km are insensitive to variations in CD .
Inside 50 km, the maximum upward motion increases,
R(km)
Figure 5.—Vertical motion for various drag coefficients; units of K,
10 8 cm'-s-1 ; units of n, 104 cm2 -s
-
'; units of vertical motion iso-
lines, cm/s.
and the subsidence decreases for increasing CD , due to
increased radial winds that penetrate closer to the axis.
These results illustrate the paradox of the dual role of
surface friction, with increased friction yielding more,
intense circulations for the range of drag coefficients
considered.
C. VARIATION OF CORIOLIS PARAMETER
In this subsection, the Coriolis parameter is varied
from 12.6X10 -5 s_1 (corresponding to 60°N) to zero. For
the constant pressure-gradient force, therefore, the gra-
dient wind maximum varies from 36.9 m/s at 60 km (for
60°N) to 40.5 m/s at 65 km (/=0). The horizontal and
vertical exchange coefficients are 25 and 5, respectively.
Figure 6 shows the vertical motion profiles for various
values of/. As/ decreases, the vertical motion maximum
increases, the region of subsidence inside Rmaz disappears,
and the area of rising motion expands outward. For the
smaller values of/, the conversion of radial to tangential
momentum decreases, and the inflow penetrates closer to
the origin. For /=0, in fact, the tangential equation of
motion becomes linearly uncoupled with the radial equa-
tion of motion, and no conversion from radial to tangential
motion is possible. However, the radial equation is still
strongly coupled to the tangential equation through the
centripetal acceleration v2/r. This strong coupling in one
direction and weak coupling in the other makes the con-
vergence to a steady state slower when / is small. Con-
vergence is especially slow inside R^x, where the nonlinear
coupling through vertical and horizontal advection is
small and v2/r is very large. In fact, the solutions do not
converge to a steady state at all in this region when other
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Figure 6.—Vertical motion at the top of the boundary layer for
various latitudes.
integration schemes that do not damp the high frequencies
are used (see appendix).
Further computational difficulties involving the non-
linear vertical mixing term and the upper boundary con-
dition of gradient balance appear for very small /. For
certain values of p, vertical oscillations in u and v appear
near the top of the boundary layer inside Rmaz . While the
upper boundary condition of gradient balance appears
realistic beyond fiM, where horizontal mixing is unim-
portant, this condition yields unreasonable vertical shear
inside Rmaz where horizontal mixing produces large cy-
clonic winds below the upper boundary. In the presence
of the linear Coriolis coupling between the tangential and
radial equations of motion, a balance is established in
spite of this large shear. Without the Coriolis force,
however, vertical oscillations develop near the upper
boundary.
The experiment with /=0 corresponds to the case
treated by Kuo (1971); although in Kuo's work, the
vertical and horizontal exchange coefficients are equal.
Because of this fact and the different nature of the ap-
proaches, quantitative comparisons are difficult. Qualita-
tively, the results are in fairly good agreement, depending
on which value of the parameter K in Kuo's paper is
considered. Both results show weak descending motion
in the outer region with strong rising motion with a sharp
200 300
Figure 7.—Tangential and radial wind profiles in the middle of the
nine-level and one-level models and the vertical motion profiles
at the top of the nine-level and one-level models; V\ is tangential
velocity.
maximum in the vicinity of Rmai . The vertical oscillations
of the v and u profiles inside Rmaz , which were found by
Kuo for small values of K, are not observed in this experi-
ment, due possibly to the large values of vertical and
horizontal mixing coefficients.
D. COMPARISON OF NINE-LEVEL MODEL RESULTS
WITH ONE-LEVEL MODEL RESULTS
Since hurricane models (Ooyama 1969, Yamasaki 1968,
Rosenthal 1970) contain one-level boundary layers, it is
interesting to compare the results from the multilevel
boundary-layer model with results from a simple one-layer
model used by Anthes (1970a) in a similar series of
experiments. In this model, u and v are calculated at the
center of a boundary layer of constant depth, a linear
variation of stress with height is assumed, and vertical
advection is neglected.
Figure 7 compares the tangential and radial wind
profiles at the center of the multilevel and one-level models
and the corresponding vertical motion profiles at the top
of the boundary layer. In both models, K= 25; and in the
multilevel model, m=20. It is evident from figure 7 that
the effect of surface friction is overestimated by the one-
level model. The tangential winds are less in the one-level
model, and the radial velocities and vertical motion are
larger by a factor of 2. This overestimation of the radial
winds is probably a result of the assumption of linear
stress over the boundary layer of constant depth. In the
multilevel model, the stress varies strongly near the
surface and less strongly throughout the upper part of
the boundary layer.
E. BALANCE OF FORCES IN THE STEADY STATE
An estimate of the balance of forces in various regions
of the domain may be made by comparing the various
terms in eq (1) and (2) in the steady state. Table 1 shows
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Table 1.
—
Ratio of terms in the radial equation of motion to the
pressure-gradient force in the steady state; K= 26X10 % cm*-s-';
^= 20X10'; and t<0.1.
Table 2.
—
Qualitative effect of varying parameters on significant
features of the vertical motion structure in the boundary layer
1 dp
p Or
Ratio of term to pressure-gradient force
du
Or
Vertical Horizontal
mixing mixing
(km)
10
20
30
40
50
100
200
400
30
40
50
100
200
400
(cm s~ 2 )
0.0014
.0066
.0733
1.56
3. 16
1.60
.37
.081
0.0014
.0066
.0733
1.66
3. 16
1.50
.37
.081
-17.6
- 0.6
1.0
- .18
-10.5
-21.8
-9.4
-0.9
-
.3
.2
.
1
-6.5
44.2
-1.9
-1.7
-9.6
-6.0
-
.5
21.7
11.6
1.9
.12
.30
.63
z
26.9
11.4
1.5
263.0
176.0
36.3
2.2
1.01
.83
.65
.33
= 160m
404.0
169.0
21. 1
1. 1
.5
.3
.3
.2
-193.0
-106.0
- 11.4
0.33
.41
41.8
21.8
3.9
.3
- 66.9
-124.0
- 24.9
0.23
.45
-452.
-174.0
- 15.6
0.3
.6
the ratio of the terms in eq (2) to the pressure-gradient
force for a typical experiment. From table 1, it is clear
that no term, with the possible exception of the vertical
advection term, may be neglected over the entire domain.
Very close to the center, the centripetal acceleration nearly
balances the horizontal and vertical mixing. The impor-
tance of horizontal mixing falls off rapidly with increasing
distance and is relatively unimportant beyond 100 km.
Vertical advection is important only near RmaI . The
relative importance of the Coriolis force increases with
increasing distance. Horizontal advection and surface drag
are important at all distances. The boundary layer, then,
consists of an inner region where horizontal mixing and
centripetal acceleration are dominant, an intermediate
region in the vicinity of Rmaz where all terms are sig-
nificant, and an outer region where vertical advection and
horizontal mixing are unimportant.
4. SUMMARY
The quantitative results from this series of experiments
investigating the boundary-layer structure under a steady,
intense pressure gradient are difficult to summarize, mainly
because the numerical values are strongly dependent on
the parameters K, \±,j, and CD as well as on vertical reso-
lution and upper and lateral boundary conditions. The
qualitative results are therefore summarized briefly in
table 2. Thus, subsidence inside Iimax is favored by small
values of K and large values of /; the vertical motion
maximum increases as drag friction and vertical mixing
increase, and the area of rising motion increases for small
H and small/.
The results from the multilevel model are compared with
the results from a one-level model. Although the conclu-
Subsldence Inside Vertical motion
maximum
Transitional radius
from upward to
downward motion
Co
I
Decreases
Increases
Decreases
Increases
Increases
Decreases
Decreases
Decreases
Increases in the above parameters are accompanied by the given effect on the features
of the vertical motion structures; the dashed lines indicate no appreciable effect.
sions based on experiments using the one-level model
(Anthes 1970a) are not changed, the one-level model ap-
pears to overestimate the radial and vertical motions in
comparison to the multilevel results, due primarily to the
assumption of a linear stress boundary layer of constant
depth.
Most experiments are carried out with the Matsuno
(1966) scheme that damps high frequencies. Comparative
experiments with other schemes show similar results when
the Coriolis term is large. However, for small values of/,
the schemes without the high-frequency damping do not
converge to a steady state.
APPENDIX
RESULTS FROM TWO ADDITIONAL
FINITE-DIFFERENCE SCHEMES
For assessing some of the computational effects on the
solutions, two additional finite-difference schemes are
tested for the model. The two-step Lax-Wendroff (1960)
time-integration scheme has second-order accuracy but
contains some damping, especially for short wavelengths
(Richtmyer 1963). One cycle of this scheme, which is
twice as fast as the Matsuno scheme, is summarized for
da/dt=F(a):
1. Given a£/.
2. Compute the first step from
alY^ia.^j+a^j+alj^+al^J+MFia*).
3. Compute the final step from
a??=<*li+2MF(aiy).
The space derivatives in eq (1) and (2) are evaluated with
centered differences.
The other scheme tested is the popular forward-time
upstream space-differencing scheme, which is also twice
as fast as the Matsuno scheme. This scheme has only
first-order accuracy and contains strong damping of short
wavelengths, but nevertheless has given excellent results
in hurricane modeling experiments (Rosenthal 1970).
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Figure 8.—Comparison of three integration schemes used to com-
pute steady-state vertical velocity profiles at the top of the bound-
ary layer for K= 25X10 8 cm2 -s"' and m=20X104 crn^s" 1 . Also
shown is the vertical velocity profile computed from forward-
time upstream space-differencing with no explicit mixing (K=0).
The steady-state solutions to the boundary-layer equa-
tions are computed for values of K=25 and /i=20 for all
three schemes. Figure 8 shows the vertical velocity profiles
at the top of the boundary layer for the three experiments.
The results are very nearly the same, indicating that the
explicit damping is dominating the different damping
properties of the three schemes. The only significant
difference is the absence of subsidence near the origin in
the upstream-differencing experiment. The large space
truncation present in the upstream-differencing technique
provides a pseudodiffusive effect (Molenkamp 1968,
Rosenthal 1970, Orville and Sloan 1970) that allows
steady-state solutions even with no explicit horizontal
diffusion. With either the Matsuno or Lax-Wendroff
schemes, however, steady-state solutions are not obtained
for K=Q. Figure 8 shows the vertical velocity profile for
upstream differencing with K—Q. The artificial damping
yields reasonable solutions beyond the radius of maximum
wind. However, this pseudodiffusion does not simulate the
effect of horizontal mixing by eddy coefficients inside the
radius of maximum wind, as shown by the absence of
subsidence. The pseudodiffusion depends on truncation in
the advection terms. Inside the radius of maximum wind,
the radial advection is small, so there is little implicit
mixing, even though the curvatures of the tangential and
radial wind profiles are large. The subsidence, which
depends on mixing of cyclonic momentum inward from
the radius of maximum wind, is not present in the
upstream-differencing experiments with no explicit mixing.
This difference is also present in experiments with a
one-level boundary layer model (Anthes 1970a).
Although steady-state solutions that are not too dif-
ferent from each other are obtained from the three inte-
gration schemes tested for a value of the Coriolis
parameter equal to SXlO^s" 1 (20°N), steady-state
solutions for smaller values of / arc not obtained from
either the Lax-Wendroff or the forward-time integrations.
For small values of/ (see subsection C of section 2), the
high-frequency damping in the Matsuno scheme is
necessary for convergence to a steady state.
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OF THE TROPICAL CYCLONE
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ABSTRACT
Additional experiments with the slowly varying axisymmetric hurricane model described by Anthcs arc presented.
Variable horizontal eddy viscosity coefficients are utilized to study circulations that result from an increased heating
function and a heating function with a double maximum along the radial direction. Infrared radiative cooling is
modeled for the clear tropical atmosphere following Sasamori. A representative cooling rate is used to study the effect
of cooling in the hurricane environment on the dynamics and energetics of the slowly varying tropical cyclone.
1. INTRODUCTION
Preliminary results from a steady-state axisymmetric
tropical cyclone model in isentropic coordinates have been
presented in detail in paper I, a companion paper (Anthes
1971). These experiments showed that slowly varying
states of the mass and momentum fields which were
representative of tropical cyclones could be obtained as a
direct result of steady thermal forcing. The experiments
in paper I established values for horizontal and vertical
momentum exchange coefficients, horizontal resolution,
and domain size that yield realistic results for this model.
The energetics of the slowly varying states were
emphasized.
This paper (II) briefly summarizes the results of later
experiments investigating additional heating distributions
and a variable horizontal eddy viscosity coefficient. In
particular, the latent heating function is increased to
generate a more intense hurricane. A horizontal heating
distribution with a double maximum is studied to simulate
the effect of rainbands. Finally, cooling in the hurricane
environment due to longwave radiation is modeled follow-
ing Sasamori (1968); and the effect of cooling on the
dynamics and energetics of the slowly varying hurricane
is investigated.
2. SUMMARY OF THE MODEL
The numerical aspects of the steady-state model are
summarized in this section for convenience. The model
is axisymmetric and consists of six isentropic levels and
the sea-level surface. Given arbitrary initial conditions,
the mass and momentum fields arc "forecast" for a
steady heating function utilizing the Matsuno (1966)
time integration scheme and centered space differences.
The steady heating function is prescribed by assuming a
horizontal profile of rainfall rates and distributing the
equivalent latent heat vertically. Surface stress is para-
meterized using a constant drag coefficient of 0.003.
Diffusion of momentum and heat is parameterized by
constant horizontal exchange coefficients and a vertical
eddy viscosity coefficient that decreases linearly upward.
The forecast iterations continue until the mass and
momentum fields reach a slowly varying state.
3. VARIABLE HORIZONTAL MIXING COEFFICIENTS
Although constant horizontal exchange coefficients for
momentum and temperature were used in the previous
experiments, the physical basis for the form and value of
exchange coefficients is quite uncertain. Other numerical
models contain a variable amount of horizontal diffusion,
either through the use of exchange coefficients that arc
functions of the circulation or through horizontal trun-
cation error which also yields a variable diffusion (pseudo-
viscosity). The eddy viscosity coefficients of Smagorinsky
et al. (1965) and Leith (1969) which are proportional
to the local deformation of the velocity field and gradient
of vorticity, respectively, belong to the first category.
Orville's (1968) cloud model and Rosenthal's (1970)
hurricane model which employ upstream differencing in
the advection terms arc examples belonging to the second
category. Comparison of the relative merits of the various
parameterizations is difficult and seems mainly to be a
subjective judgment on which gives best results for the
particular model.
Symbols used frequently in this work arc:
c P specific heat at constant pressure,
9 acceleration of gravity,
K„ horizontal coefficient of eddy viscosity,
V pressure,
2 water vapor mixing ratio,
r radial distance,
A?' horizontal grid increment,
R(u, T) absorptivity,
T absolute temperature,
u path length,
z height,
As vertical grid increment,
e potential temperature,
p air density, and
a Stefan-Boltzmann constant=8.13X10-"cal -cm
cm°K" 4 -min"'.
For comparing the effects of variable and constant
horizontal diffusion coefficients in this model, the experi-
ments in sections 3 and 4 are computed following
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Smagorinsky et al. (1965) in which the exchange coefficient
for momentum is proportional to the local deformation.
For cylindrical coordinates and circular symmetry, the
expression for KH is
KH=kfr*\D\
where the deformation, D, is
wHimumi}"
(i)
(2)
The nondimcnsional parameter, k , is the Karman
constant. Smagorinsky ct al. (1965) found that a value of
kn equal to 0.4 gave the best results in a general circulation
model. In some trial experiments with the hurricane
model, this value gave somewhat overdamped solutions;
therefore, a value of 0.28 was selected for the following
experiments.
The experiments in sections 3 and 4 utilize a domain
size of 500 km and a variable grid with 10-km resolution
from the origin to 200 km decreasing gradually to 25 km
at the edge of the domain. This grid was shown to be an
accurate substitution for a high-resolution constant grid
in paper I. The time step is 15 s, and all results correspond
to 3,200 iteration steps.
A. UPPER LEVEL PRESSURE SURFACE OF 140 MILLIBARS,
EXPERIMENT 1
For establishing continuity with previous experiments,
experiment 1 utilizes the same heating function used in
most of the experiments in paper I (see also rainfall type
A in fig. 1 of paper II). The slowly varying momentum
profiles for experiment 1 are shown in figure 2. The results
using the variable coefficients are most similar to those
with a constant coefficient, KH , of 2.5 X10 8 cm2/s. The
variable coefficient yields less mixing, however, as shown
by an increase in maximum tangential wind from 41 in
experiment 14 of paper I to 48 m/s. The energy budget,
summarized in table 1, also shows a decrease in horizontal
dissipation of kinetic energy. For the variable coefficient,
the ratio of lateral dissipation to total dissipation is about
1/20; whereas for a constant coefficient of 2.5X10 8 cm2/s,
the ratio is about 3/20.
B. UPPER LEVEL PRESSURE SURFACE OF 110 MILLIBARS,
EXPERIMENT 2
The experiments in which moderate storms are generated
by a heating function maximum of 50 cm of rain per day
have utilized the upper boundary condition of pressure
equal to 140 mb. For intense storms, however, the
undisturbed level occurs at a lower pressure (Koteswaram
1967). Therefore, in preparation for an increased heating
100
'' r
'
"
J
i i
-
80 i i-
1 i
i i
-
60
i i
i t
i t
-
40IV -
20
'/ 1 \
1/ A \
i * \
f i * \
[ \ N^
-
200
r (KM)
— 9(1) -360
'em-370
N • 3200
.
—
1
I 1
TANGENTIAL WIND
1
50 -
1 1 1
RADIAL WIND
i
-l\ to -
-j
I
s
z «0
30 -
8 O70 "
360
SJ 20
I
~ 10 "
8 = 360
^j.
^8-370
r
-
-
-10 " \
^^-—^CTo
-
'
1 1 1 1
-20
I i i i
200 3O0
r (KM)
200
r (KM)
FlOUltK 1. -Radial profiles of rainfall rates used to specify horizontal
variations of the latent heating function.
Figure 2.- -Tangential and radial wind profiles
1 and 2.
for experiments
Table 1.
—
Summary of experiments
Exp. no. Rainfall type h Central
pressure
Max. wind
speed
Total heating GM) BM C(-4) Drag
dissipation
Lateral
mixing
Vertical
mixing
(mb) (m/s) (lOHVV) (10"W) (10'2W) (101!W) (10'HV) (10>2W) (10"W)
1 A 0.28 070.1 52 11.2 8.0 4.2 14.8 —9.0 —1.0 —11.6
2 A 0.28 970.8 51 11.8 6.5 2.6 10.8 -8.9 -1.0 - 9.6
3 A 063.8 61 11.8 5.9 2.5 10.2 -9.3 - 9.6
4 13 0.28 962.6 55 8.7 6.7 1.1 9.7 -8.7 -1.7 - 7.9
5 C 0.28 974.6 48 11.2 3.9 2.0 7.4 -7.8 -1.0 - 7.0
A K H =bXU)>Qw'-l,
(constant)
984.9 38 7.6 14.6 2.4 19.0 -9.4 -5.9 -13.0
0(A) generation of available energy
B(A) boundary available energy
C(A) conversion of available energy to kinetic energy
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TaBuE 2.
—
Old and new isentropic levels and approximate mean
pressures (Jordan 1958)
»(°K) P (mb) «(°K) P (mb)
1 360 140 370 110
2 350 190 360 150
3 340 300 350 190
4 330 440 335 370
5 320 580 320 580
6 310 760 310 760
NO LATERAL MIXING
N-3200
100 200 300 400
r (KM)
Figure 3.—Tangential and radial wind profiles for experiment 3.
function, experiment 1 is repeated with an upper boundary
of 110 mb. The information levels are redefined so that
the number (6) of isentropic levels remains the same
(table 2).
The slowly varying solutions for experiment 2 with
the higher upper surface are quite similar to those in
experiment 1 (fig. 2). Although the low-level profiles are
virtually identical, the upper levels show somewhat
weaker outflow in experiment 2. This difference is probably
related to the deeper outflow layer in experiment 2.
C. NO LATERAL DIFFUSION OF MOMENTUM, EXPERIMENT 3
All experiments with the steady-state hurricane model
have contained some form of horizontal momentum
diffusion. It is interesting, however, to run one experiment
with no horizontal diffusion whatsoever, (K„= 0). Be-
cause of the nonlinear terms in the equations of motion,
difficulty may be expected from the accumulation of
energy in the short wavelengths that may lead to non-
linear instability (Phillips 1959).
Figu e 3 shows the momentum profiles for experiment
3 that contains no horizontal diffusion of momentum. In
contrast to the smooth profiles of previous experiments,
standing space oscillations of wavelength 2Ar appear in
the low-level profiles where horizontal advection is
greatest. These oscillations do not amplify with time,
but they remain as part of the slowly varying solutions
to the finite-difference equations. The nonamplification
is apparently related to the steady heating function, the
vertical mixing, and the high (time) frequency damping
property of the Matsuno integration scheme. The in-
crease in maximum wind speed from 51 to 61 m/s illus-
trates the sensitivity of the maximum wind to horizontal
mixing.
Experiments 1, 2, and 3 have been discussed very
briefly to establish continuity with the experiments in
paper I. The experiments in section 4 utilize the variable
horizontal mixing formulation defined by A- o= 0.28 and
the upper boundary condition of 7>=110 mb.
4. HORIZONTAL VARIATION OF LATENT HEATING
The experiments in paper I considered latent heating
functions defined by a single maximum in the rainfall
rate profile of 50 cm/day. The strongest maximum wind
speed produced by this heating function was only 44
m/s, typical of a weak hurricane. However, empirical
(Riehl and Malkus 1961) and numerical (Rosenthal
1970) results indicate that rainfall rates near the center
of the hurricane may be substantially greater than 50
cm/day. The first experiment in this section is computed
with a rainfall maximum of 100 cm/day in an attempt to
generate a stronger vortex. The second experiment con-
siders a heating function with a secondary maximum
about 200 km from the storm center, an attempt to
investigate the cumulative effect of rainbands on the
hurricane circulation.
A. RAINFALL MAXIMUM OF 100 CENTIMETERS PER DAY,
EXPERIMENT 4
The experiments in paper I showed that, for given hori-
zontal and vertical exchange coefficients, the maximum
winds are determined primarily by the heat release within
100 km. The circulations generated by the heating func-
tions associated with the 50 cm/day rainfall maximum
correspond to a weak hurricane; however, the total
heating is somewhat higher than empirical evidence. In
experiment 4, therefore, the heating maximum at 45
km in experiment 2 is doubled while the heating beyond
100 km is substantially reduced (rainfall type B in fig. 1).
The total heating is reduced from 11.8 to 8.7 X1014 W.
All other parameters arc identical to those in experiment 2.
The momentum profiles (fig. 4) show an increase in
maximum wind speed from 51 to 55 m/s, despite the
reduction in total heating. The central pressure drops
from 970.8 to 962.6 mb. The circulation at larger radii
is slightly less, as indicated by the small reduction in
outflow at 400 km and in the various components of the
energy budget (table 1). The features of the circulation
and the components of the energy budget for experiment 4
correspond to a moderate hurricane.
The results from experiment 4 with the increased
heating maximum confirm that the maximum wind is
determined primarily by the heat release inside 100 km
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Figure 4.—Tangential and radial wind profiles for experiment 4.
and that variations in heating in the outer regions affect
mainly the horizontal extent of the storm circulation.
B. SECONDARY HEATING MAXIMUM AT 200 KILOMETERS,
EXPERIMENT 5
111 the final experiment with the horizontal variation
of heating, a secondary heating maximum is introduced
at 200 km (rainfall type C in fig. t). The introduction of a
secondary heating maximum is an attempt to investigate
the possible role of hurricane rainbands in which substan-
tial precipitation occurs at some distance from the center
(Gentry 1964). Although rainbands are generally asym-
metric, the mean effect in an axisymmetric model appears
as a ring of enhanced convection.
The results from experiment 5 show rather small
changes from those in experiment 2. The secondary
heating maximum reduces the maximum wind from
51 to 48 m/s and raises the central pressure 4 mb
(fig. 5 and table 1). The radial wind profile shows a
weaker circulation inside 200 km, and the single outflow
maximum in experiment 2 is replaced by two weaker
maxima in experiment 5. The rather small differences in
the circulations inside 100 km again emphasize the insen-
sitivity of the maximum wind to changes in heating at
large (200 km) distances from the center in the steady-
state model.
Experiment 5 may have some relevance to hurricane
modification experiments (PROJECT STORMFURY,
Annual Report, Staff, National Hurricane Research
Laboratory 19G9). One aspect of Project STORMFURY
involves seeding supercooled water in rainbands with
silver iodide crystals. The additional heat of fusion
might then stimulate additional convective heating at
this distance and possibly reduce the amount of air
reaching the center by deviating the inflow upward. This
chain of events would then result in a decrease of the
maximum winds near the center.
The changes in circulation in experiment 5 that result
from an increase in heating at 200 km are small but
qualitatively confirm the hypothesis of the rainband
experiments in Project STORMFURY. However, the
results are inconclusive. From one point of view, it may
be argued that the reduction in maximum winds is small
in comparison to the changes in the heating distribution.
On the other hand, if the hurricane vortex is unstable,
a small change might produce interactions that cause
greater differences with time. The steady-state model, of
course, is not capable of studying such feedback.
The two experiments in section 4 have shown that a
heating maximum defined by a rainfall rate of 100 cm/day
is adequate to drive a moderate hurricane and indicate
that the presence of a secondary heating maximum away
from the storm center has a relatively small effect on the
maximum wind near the center. Both experiments confirm
the primary dependence of the maximum wind on the
heat release inside 100 km. Section 5 shows the investiga-
tion of the role of infrared cooling on the steady-state
hurricane.
5. INFRARED RADIATIVE COOLING
IN THE HURRICANE ENVIRONMENT
Because of the immense importance of latent and
sensible heat as energy sources in the tropical cyclone
system, little attention has been directed toward infrared
cooling as a sink of energy. In numerical experiments to
date, only Ooyama (1969) included the effect of radiative
cooling. Ooyama experimented with a uniform cooling
rate and found little change from the noncooling cases.
He notes, however, that differential cooling may affect
the development of tropical cyclones.
In a study of hurricane Hilda, 1964, Anthes and Johnson
(1968) estimated that infrared cooling in the outer region
of the storm could account for 15 to 20 percent of the
total generation of available potential energy on the
hurricane scale (1000 km) . The total cooling nearly equaled
the total latent heating on this scale. It is important,
therefore, to ascertain whether radiative cooling represents
a passive energy loss or contributes actively toward
maintaining the baroclinicity in the hurricane.
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Ii the 15- to 20-percent generation by infrared emission
is representative, the effect of the cooling on the dynamics
should be investigated, in view of the strong correlation
between generation of available energy and conversion to
kinetic energy in these experiments. The next section
presents radiative cooling rates in the clear tropical
atmosphere, which are computed using Sasamori's (1968)
radiation model. Sasamori's model is quite suitable for
use in numerical models of the tropical cyclone because of
its relative simplicity and computational economy in
terms of speed and storage.
Because of the small magnitude of the diabatic cooling
by the divergence of infrared radiation and the uncer-
tainties in the heating and mixing parameterization in
the isentropic model, the estimation of an infrared cooling
profile with high resolution is not required. However,
profiles of infrared cooling from several temperature and
moisture distributions are presented to illustrate ranges
of cooling for various tropical conditions and to justify
the use of a mean cooling rate. The basic temperature and
moisture distribution is Jordan's (1958) mean hurricane
season sounding, which will be considered representative
of the nearly cloud-free region surrounding the storm.
A. COMPUTATIONAL PROCEDURE
In Sasamori's (1968) model, the absorptivities for
water vapor (H 20), carbon dioxide (C0 2), and ozone (0 3)
that are complicated functions of path length and temper-
ature are approximated by empirical formulas. However,
in these experiments where only the troposphere is
considered, the effect of ozone is neglected. Sasamori's
model is now summarized to study profiles of cooling in
the tropical atmosphere.
The net flux of radiation through a unit area is a
function of the amount of absorbing gas above and below
the layer, as well as the vertical temperature profile. The
mean absorptivity, R, is
R(u, T)=j~ {\-T(u)) d^dv (3)
where B, is Planck's radiation function expressed in
flux at frequency v, T is temperature, and t represents
the mean transmissivity. The effective path length, u, is
approximately
•»-£«(£)* (4)
with q as the mixing ratio and p =1000 mb.
At any level, z, the downward and upward fluxes are
and
R{u[T(z)]-u(T'), T'}dT'
cal-cm" 2 -°K -4 -min _I ); T , the surface temperature; and
T', the variable of integration corresponding to
temperature.
The radiative temperature change calculated from the
net vertical flux divergence is
dT
=
1 d(F1-Fj)
dtR pcP dz
(7)
Sasamori transforms R(u, T) to a normalized absorptivity
given by
,dB,
-T. rp, R(U, T)A(u,T)=—fi- =
ja [i-r(,>i7;;v,.
/.'
dB,
d.
With this transformation, the downward and upward
fluxes are
Fl(z)= 4a r
i!)
A{u(T')-u[T(z)], T')T' 3dT' (9)
fT(z) »-y
F[{z)=\ R{u(T')-u[T(z)],T']dT' (5)
and
FT (z)=cT4+4c f
Tl!)
A{u[T(z)]-u(T'), T'}T' 3dT'.
J To
(10)
Sasamori notes that the mean absorptivity is nearly
constant with temperature in the range +30° to — 50°C
but decreases with decreasing temperature at extremely
low temperatures. For this reason, the integrals in eq
(9) and (10) are separated into two parts. For example,
eq (9) is written as
Fi(z)=4a (
T(Z)
A{u(T')~u[T(z)], T'}T' 3dT'
+4<r r'^ A{u{T{z,)]-u[T(z)), T'}T' 3dT' (11)
where 2, is the height of the level above which the path
length changes very little. Disregarding the direct depend-
ency of A(u, T') on T" in the first integral and taking
u[T(zi)] -u[T(z)] as constant with T (by definition of z
x )
in the second integral, eq (11) becomes
F[ (S)=4* J*™ A {u(T')-u[T(z)]}T'
3dT'
+<rT\zi)A{ u[T( Zl )]-u[T(z)], T(z,) }. (12)
Ao(u) is the average absorption for the temperature range
+30° to -50°C, and A (u,T) is the mean absorptivity
which varies with temperature. Ao(&u) and A {u, T),
approximated by empirical formulas, are
(6)
A (Au)--
and
/0.846(Am-|-
: \ 0.240 log10
+3.59X10- 5)0243-0.069 Aw<0.01 g
(Aw+0.01)+ 0.622 0.01 g<Aw
(13)
with <j equal to the Stefan-Boltzmann constant (8.13X10 u J^lu y^g 34 J"[0.353 log, u-0.44] w [-0.03455 1og 10 u-0.705] /j^\
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B. EXPERIMENTAL COOLING RATES
Height coordinates with 21 levels are utilized to provide
high resolution (Az=l km) for investigating the effects of
different moisture distributions. In experiments with a
resolution of 2 km, the mean cooling profiles are virtually
unchanged. Thus, the vertical resolution needed to
describe the essential features of cooling in a clear atmos-
phere is considerably less than 1 km. The vertical inte-
grals are evaluated by the trapezoidal rule, and 2, is
assumed to be 20 km.
tr
CO
CO
UJ
(T
CL
4 JORDAN MEAN
RH
- 2 -1.0
°C/doy
Figure 8.—Temperature change rates due to infrared flux
divergence for various relative humidity distributions in the
Tropics.
Figure 6 shows the upward, downward, and net fluxes
from Jordan's (1958) mean hurricane sounding and the.
corresponding cooling rates caused by water vapor and
carbon dioxide. The cooling effect from C0 2 is negligible
compared to that from H 20. A nearly constant cooling
rate of 2°C/day occurs from the surface to 10 km. From 10
km to the tropopause, the cooling rate decreases, reaching
a minimum of 0.1°/day near 16 km. Large cooling rates
occur above the tropopause.
The next series of experiments is designed to investigate
the dependency of the infrared cooling rates on the mois-
ture distribution. The first two comparisons show the
effect of nearly saturated layers, one close to the surface
and the other high in the troposphere. Figure 7 shows the
cooling profile that results from a 95-percent relative
humidity in the layer from the surface to 3 km and another
profile that results from a 95-percent relative humidity in
the layer between 10 and 14 km. For the ether layers,
the temperature and moisture distributions are those of
the mean hurricane sounding. Cooling is slightly increased
above and decreased below the moist layers. Figure 8
shows the cooling rates that result from the mean hurri-
cane season temperature sounding and two relative humid-
ity profiles of 70 and 10 percent. Differences are again
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Figure 9.—Rate of temperature change due to infrared flux
divergence used in the hurricane cooling experiment.
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Figure 10.—Tangential wind profiles in experiment 11 (paper I)
and experiment 6.
small with slightly lower cooling rates occurring in the
drier air.
The relatively small dependency of the cooling rate on
the moisture distributions justifies using the mean cooling
rate in the hurricane model. Because the temperature in the
hurricane environment is slowly varying, it is permissible
to use the same cooling rate for several hours in numerical
models of hurricanes. By such an approximation, the
added storage and computational time are negligible. In
this hurricane radiation experiment, the representative
mean cooling profile (fig. 9) is nearly constant at 2°C/day
below 400 mb and decreases to 0°C/day from 400 to 140
mb. It should be noted that the effect of clouds on infrared
cooling is large; hence, this rate is valid only in the cloud-
free region of the hurricane environment.
C. RADIATIVE COOLING BEYOND 300 KILOMETERS,
EXPERIMENT 6
Experiment 6 utilizes a 1000-km domain to study the
effect of a uniform horizontal cooling from 300 km (as-
sumed to be the edge of the cloud cover) to 1000 km. The
control (no cooling) experiment is described in paper I as
experiment 11.
Momentum and temperature structures. Figures 10, 11,
and 12 show the tangential and radial wind profiles and
the thermal structure for the cooling and noncooling ex-
periments. The cooling results in an increase of 1.5 m/s
in maximum tangential wind and an increase of 1 m/s in
maximum inflow. As expected, the temperatures beyond
300 km are lower in experiment 6. A somewhat surprising
result, however, is the cooling in the core of the storm,
which is nearly as great as that in the outer regions. This
cooling is apparently due to horizontal advection and
mixing.
Energy budget. The difference in temperature structure
(fig. 12) indicates that the radiative sink of energy is
considerable. The total cooling of 3.4 X10 14 W is about a
third of the total heating of 11.0X1014 W and confirms
that the radiative heat loss is the same order of magnitude
as the latent heat gain on the scale of 1000 km.
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The generation of available potential energy by the cool-
ing is 0.2 X 10u W or about 1.5 percent of the total genera-
tion.This is considerably less than the 17 percent estimated
by Anthes and Johnson (1968). The difference is related
to differences in temperature structures between hurricane
Hilda and experiment 6. The Hilda environment contained
greater large-scale baroclinicity beyond 500 km, resulting
in larger negative efficiency factors. Thus cooling at 1000
km in the Hilda environment generates more available
potential energy than in experiment 6. Another factor is
the infrared emission in the region of positive efficiency
factors. In Hilda, cooling was computed from 500 to 1000
km, a region of mostly negative efficiency factors. In ex-
periment 6, cooling occurs from 300 to 1000 km. Because
the 300- to 500-km region consists of positive efficiency
factors, the infrared generation of available energy is nega-
tive in this region.
The total energy budget is summarized in table 1. Al-
though the percentage of generation by radiation is less
than 2 percent, the total generation is about 6 percent
higher in the cooling experiment. Thus the slightly in-
creased baroclinicity in the cooling experiment results in
an increase in the generation by the latent heating.
Although the increase in maximum wind speed in the
infrared experiment is only 1.5 m/s, the total cooling
represents a significant energy sink. The infrared genera-
tion of available energy is considerably less than an earlier
diagnostic estimate. Even though the cooling has a small
effect on the dynamics of a mature storm in near-steady
state, the possibility remains that it may play a more sig-
nificant role in the earlier stages of tropical storm develop-
ment. Because the formative stages frequently span several
days, the cumulative effect of differential cooling between
clear and cloudy regions may be significant. The gradual
increase in baroclinicity could enhance the convective
heating by accelerating the slow meridional circulation.
6. SUMMARY
This paper summarizes some additional experiments
with an axisymmetric hurricane model in isentropic coor-
dinates. A variable horizontal eddy viscosity coefficient of
the type used by Smagorinsky et al. (1965) is used in these
experiments. The results using variable exchange coef-
ficients are similar to the previous results with constant
coefficients.
Two additional latent heating functions are studied.
Heating defined by a rainfall maximum of 100 cm/day
near the center is sufficient to drive a moderate hurricane.
A heating distribution with a secondary maximum at 200
km increases the radial extent of the storm but has a small
effect on the maximum wind near the center.
Radiational cooling in the clear air is calculated for
several moisture distributions in the Tropics using
Sasamori's (1968) model. Infrared cooling beyond 300
km causes a 1.5 m/s increase in maximum wind speed and
a 6-percent increase in the generation of available po-
tential energy. The total heat loss by radiation on a scale
of 1000 km is about one-half the total heat gain.
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THE DEVELOPMENT OF ASYMMETRIES IN A THREE-DIMENSIONAL
NUMERICAL MODEL OF THE TROPICAL CYCLONE
Richard A. Anthes
Notable asymmetric features of an early experiment with
a three-dimensional hurricane model (Anthes et al
.
, 1971a)
were spiral bands of convection and large scale asymmetries
(eddies) in the outflow layer. Using an improved version of
the model, the formation and maintenance of these features are
described in greater detail in this paper. The spiral bands
in the model are found to propagate cyclonically outward in
agreement with bands in nature. The breakdown of symmetry
into a chaotic pattern of eddies in the outflow region is
shown to be the result of dynamic (inertial) instability, with
the eddy kinetic energy derived from the kinetic energy of the
azimuthal mean flow. This instability does not contribute to
the overall intensification of the model storm, however.
A curious anticyclonic looping of the vortex center is
observed in these experiments. This looping appears to be
associated with asymmetries in the divergence pattern associ-
ated with the eddies in the outflow layer.
This paper also summarizes improvements made in the
original version of the model. In contrast to the earlier
model, the current version contains an explicit water vapor
cycle. A staggered horizontal grid is utilized to provide
for a higher resolution in evaluating the pressure gradient
forces. Some of the pragmatic assumptions made in the ear-
lier model, notably those involving horizontal diffusion of
heat and momentum, have been eliminated in the current ver-
sion.
1. INTRODUCTION
A preliminary version of an isolated, asymmetric hurricane model
(Anthes et al . , 1971a, hereafter referred to as paper A) reproduced at
least two prominent asymmetric features associated with natural storms,
i.e., spiral bands of upward motion and fairly large scale asymmetries in
the outflow layer. However, detailed analysis and interpretation of
these features were deferred until additional experiments with an im-
proved version of the model could be carried out. Especially conspicuous
A curious feature of the later experiments, which was not present in
the preliminary experiment (paper A), is an antlcyclonic looping of the
vortex center about the center of the grid. Figure 8 shows the path for
Experiment 6, which approximates a circle of radius 75 km. The commence-
ment of the looping is coincident with the formation of outflow asym-
metries, suggesting that the eddies, which drift with the anticyclonic
flow of the upper levels are controlling the looping of the vortex center.
It is possible that the lateral boundary conditions are responsible for
the tight, circular looping, and with a much larger domain the vortex
center might meander in a much less organized pattern.
The time variation of the mass-integrated total kinetic energy budget
for Experiment 6 is shown in figure 9- The kinetic energy equation for
this model is presented in paper A. The difference between the ob-
served kinetic energy rate of change and the tendency computed from the
kinetic energy equation is small (see fig. 9, top). This close agree-
ment indicates that truncation errors in the model, including those
associated wi th the time integration, are small. The important components
of the energy budget, are also shown in figure 9- The dissipation due to
horizontal eddies is about half that due to vertical eddies, which includes
dissipation at the surface. The values of the components are reasonable
compared to observations and to symmetric model results (see Anthes, 1971
for a summary of empirical results). The following sections discuss the
development of the asymmetric stage and investigate the energetics of the
asymmetries
.
among the deficiencies in the preliminary model were the low vertical (3
levels) and coarse horizontal (30 km) resolution, the absence of a water
vapor cycle, and a very pragmatic treatment of the lateral mixing process
for heat and momentum. At present, however, the model has been substan-
tially improved with the exception of increasing the vertical resolution.
In particular, improved horizontal resolution is attained through a stag-
gering of the horizontal grid, an explicit water vapor cycle is added,
and a formulation of the horizontal diffusion processes similar to that
used by Smagorinsky et al . (1965) is adopted. In experiments with the
improved version of the model, several relationships have emerged in-
volving the development and interaction of the asymmetries. This paper
examines, in detail, the development of the asymmetric features using
the current version of the model. The asymmetries in the outflow arise
from the dynamic instability of the mean flow, and the predominance of
wave numbers one and two is unrelated to the form of the initial asym-
metries. The changes in grid structure, treatment of water vapor, and
horizontal mixing are also discussed.
A curious asymmetric feature not found in the preliminary experiment
is an anticyclonic looping of the vortex center during the mature stage
of the model storm. This looping seems to be associated with asymmetries
in the upper level divergence pattern.
Well formed spiral bands are present in these experiments. These
bands rotate cyclonically and propagate outward with a phase speed of
about 2k knots .
Symmetric hurricane models (Ooyama, 1968) have shown a strong rela-
tionship between model storm intensity and the sea surface temperature.
A symmetric model cannot, however, investigate the effect of sea surface
temperature variations on the movement of the storm. A simple experiment
is made to determine the effect of variations in sea temperature on the
looping motion of the storm. As the looping storm passes over warmer
water, an intensification occurs but there is no discernable effect on
the motion of the storm.
2. REVIEW OF MODEL
2 . 1 Bas ic Equations
The equations of motion are written in a-coordi nates (Phillips,
1957) on an f-plane, where f, the Coriolis parameter, is appropriate to
approximately 20°N (5 x 10~ 5 sec" 1 )- The equations of motion, the con-
tinuity equation, the thermodynamic equation, and the hydrostatic equa-
tion are identical to those employed by Smagorinsky et al . (1965) for
general circulation studies. The basic equations are given in paper A
and are not repeated here.
2.2 Structure of the Model
The vertical structure of the model is shown by figure 1a. The
atmosphere is divided into upper and lower layers of equal pressure depth
and a thinner Ekman boundary layer. The information levels for the dy-
namic and thermodynamic variables are staggered according to the scheme
used by Kurihara and Holloway (1967)-
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In an effort to economically achieve an increase in the horizontal
resolution, three horizontal grids are tested in the experiments dis-
cussed in this paper. The first is the grid utilized in paper A, in
which all the variables are defined at all the grid points. Two stag-
gered horizontal grids are tested and shown to provide for a better
resolution of the pressure gradient forces. These grids, and their
associated finite difference equations, are discussed in section 3-2.
2.3 Vertical Diffusion of Momentum
As in the preliminary version of the model, the vertical diffusive
and "f r ict ional" effects are due to the vertical transports of horizontal
momentum by subgrid eddies smaller than the cumulus scale. The most im-
portant aspect of these effects is the surface drag which produces fric -
tional convergence in the cyclone boundary layer and, therefore, a water
vapor supply which controls the parameterized cumulus convection
(Charney and Eliassen, 1364 ; Ooyama, 1969; Rosenthal, 1970b).
In vector notation, these terms are written for the cr-system as
where g is the acceleration of gravity and T is the vector Reynolds
stress. The quadratic stress law, with the surface wind speed approxi-
mated by the speed at level 3, is employed for the stress at a = 1
,
where V is the horizontal wind vector. A value of 3 X 10~ 3 is adopted
for the drag coefficient, C
,
and a standard value of 1.10 x 10~ 3 ton-m~ 3
is used for the surface density, p* , in (2). As an upper boundary con-
dition,
4, * • (3)
For the remaining o-levels,
z / \ / \ 9V /i
T k=2,3
= V^vU)^ . (i»;
Here, p(z) is density, z is height, and u(z) is the kinematic coeffi-
cient of eddy viscosity.
->-
Following Smagori nsky et al . (1965), y(z) = £ 2 |^— | where £ is the
oZ
mixing length. In this model, £ need only be assigned at levels 2 and 3-
In the preliminary report, £ varied linearly from a maximum value of 35-5
at level 3 to at level 1, yielding a value of 17-8 at level 2. In
later experiments, the values of y(z) at levels 2 and 3 were increased
by an order of magnitude to reduce what subjectively appeared to be ex-
cessive vertical shear. The form currently in use for y(z) is
->-
u(z) - 25 + a 2 ||^| m 2 sec" 1 , (5)
a Z
wi th a2 - k x ]0 h m2 .
The value of y(z) computed from (5) is about twenty times the value
of y(z) computed in the original experiment at level 3 and about forty
times the original value at level 2 during the mature stage of develop-
ment.
It is recognized that the form of y(z) given by (5) is, at best, a
temporary representation of the total effect of vertical mixing of mo-
mentum in the hurricane, since cumulus clouds having the same vertical
scale as the hurricane itself play an important role in the vertical
transfer of momentum. However, this formulation yields an order of mag-
nitude of u(z) (50-100 m 2 sec l ) found to give vertical shears represen-
tative of real hurricanes in symmetric models (Rosenthal, 1970a; Anthes
,
1971). It is noteworthy that experiments with the symmetric analog
(Anthes et al., 1971b) show that the exact form of y(z) above the boun-
dary layer is relatively unimportant. Finally, the finite difference
expression for the vertical "frictional" force is
F
v
=
" 9 W~ ' (6)
where the vertical differencing operator, 6, is defined in appendix A.
2.U Horizontal Diffusion of Heat and Momentum
After Smagorinsky et al . (1965), the lateral exchange of horizontal
momentum, F,,
,
by subgrid scale eddies is
F (u) - J- K ^i + J. K » (7)H^ - 3x H 9x dy H 8y ' (7 >
The formulation of K in paper A, based on early tests and on re-
H
suits from symmetric model experiments (Rosenthal, 1970a), was
K
H
= Cjtfl + C
2 (8)
where C
x
= 10
3
m and C
2
= 5 x 10
3
m
2
sec . The current version of the
model, however, utilizes a non-linear form similar to that used by
Smagorinsky et al
. (1965),
k
2
K
R
= 5 x 10
3
+ y~ (AS) 2 |D| (9)
where AS is the grid spacing (30 km),
_ r/9u 8vv p /3v 3u N2l /««\
and k
,
the von Karman constant, equals 0.^.
In (9), the constant part is important only near the outer boundary
where the kinetic energy and horizontal shear are small.
For simplicity, the diffusion of heat in the original version of
the model was modelled using a constant thermal diffusivity,
(3T 9T\
3K
T 9x 9KT 97
)
9x + 9y /
_9T
v
Fh(t) - p* \^r izr I 00
wi th K = 5 x 10 4 m 2 sec -1 .
In the current version of the model, however, the di f fus i vi t i es for heat,
momentum, and water vapor are equal to K computed from (9).
H
2.5 Time Integration
As in paper A, the Matsuno (1966) simulated forward-backward scheme
is utilized for the time integration. This scheme damps the very high
frequency gravity waves, without significantly damping the low and medium
f requenc ies
.
2.6 Lateral Boundary Conditions
The small domain size and the irregular boundary make the choice of
lateral boundary conditions very important. In paper A, the components
of momentum were extrapolated outward from interior grid points regard-
less of the direction of the flow. A subsequent experiment, however,
produced a more intense storm than the preliminary model storm, and the
extrapolation outward of the momentum in areas of inflow led to an insta-
bility in which a rather intense jet formed near the boundary. The
source of energy for this jet was apparently the unlimited supply of
kinetic energy from the environment. In subsequent experiments,
therefore, the momentum components on the boundary are extrapolated only
where the normal flow is outward. For inflow, the momentum on the boun-
dary is set to zero.
As in paper A, the boundary values for pressure and temperature are
in uniform steady state. In experiments which include an explicit water
vapor cycle, the relative humidity on the boundary is fixed at 90%.
2.7 Parameterization of Cumulus Convection
A major improvement in the model experiments discussed in this
paper is the addition of an explicit water vapor cycle. This change
eliminates the assumptions concerning boundary layer water vapor con-
tent that were necessary in paper A, and allows for simulation of non-
convective release of latent heat. This section describes the parameter-
ization of the feed-back between convection and the large-scale tempera-
ture and moisture fields. The following section describes the water
vapor cycle and the non-convect i ve release of latent heat. The flow
chart for both schemes is summarized in figure 2.
The parameterization of the cumulus convection closely follows the
scheme used successfully by Rosenthal (1970b), although some slight modi-
fications are necessary because of the reduced vertical resolution. The
basic characteristics of the scheme have been thoroughly discussed else-
where (Rosenthal, 19&9, 1970a) and will not be elaborated upon here. The
two most important aspects of the scheme may be summarized, however:
1) In the convective parameterization, the vertical integral of
latent energy is conserved.
10
v = (-7p# Vq)8<r(3) + SEA O
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1 1
2) The heat and moisture made available to the environment are dis-
tributed vertically in such a way that the environment is driven
toward an ultimate state in which the humidity and temperature
are those defined by the equivalent potential temperature of
the surface ai r.
The convective adjustment for the a-system is
'
"I (VT)K S+ (q c -q)6a k (12)
k=1 l
where T and q are the temperature and specific humidity, respectively,
c c
of the pseudo-adiabat with the equivalent potential temperature of the
surface, q is the environmental specific humidity, L is the latent heat
of vaporization, and C is the specific heat for dry air at constant
pressure. The boundary layer convergence of water vapor and the latent
heat addition from the sea (Qc ,,_) , is
v = -V«p*Vq
3
6o-
3
+ Qsea . (13)
Then, if (Jc is that part of the diabatic heating due to convection,
P*Q (-CI(T-T) if (T'-T> 20 -5°C
c \ p c and I >
otherwise. (1A)
Letting ( £
"
) represent the addition of moisture to the environment by
a t C
cumulus convection,
(^) . = Kq -q) l(q -q) >c \ c if c
and RH < 98%
, x
(15)
= otherwise.
12
Equations (12) through (15) are utilized only when the atmosphere is
conditionally unstable, i.e., (T -T) and (q -q) are positive for some
c c
value of k. In practice, convection occurs only if (T -T) equals or ex-
ceeds 0.5°C at either level 1j or 2^, in order to avoid numerical diffi-
culties with small values of the denominator of (12). As an additional
constraint on the vertical partitioning of latent heat, under nearly
moist neutral conditions (T~T and q %q) , no more than 20% of the total
c c
latent heat in the column is assigned to the boundary layer (level 3i)
,
and the remaining 80% is distributed equally between the middle and upper
tropospheric layers.
An additional modification to the above scheme occurs under a nearly
saturated environment, defined by a relative humidity (RH) equal to or
greater than 98%. Under these conditions, ( \ ") (which may be thought
at c
of as resulting from evaporating clouds) is set equal to zero, and all of
the condensation heating is made available to the large scale flow.
The surface temperature, T*, needed to establish the surface equiva-
lent potential temperature, is computed by a downward extrapolation from
level 3i,
T* = T + 3-636°K (16)
3i
and the surface specific humidity is obtained by the assumption that the
relative humidity at the surface equals the humidity at k = 3i.
2.8 Water Vapor Budget and Non-convect i ve Latent Heat Release
The treatment of the water vapor cycle closely follows the scheme
developed by Rosenthal (1970b) for the symmetric, 7~level model, again
13
with some modifications due to the limited vertical resolution. The
scheme is outlined in figure 2.
Under unsaturated conditions in the presence of convection, all of
the boundary layer water convergence and the evaporation from the sea is
utilized in convection, and the forecast equation for specific humidity
at level 3z is simply,
(^) « p*V .K
H
Vq + (^)
c
. (17)
In the middle and upper layers, the forecast equation is
10 . _v . pwfc, . p. Jg + plW .K
H
vq
(-2||aj
c
. (18)
In columns which contain no convection, the forecast equation for level
3£ is identical to (18) with the additional term, Q , representing
evaporation from the sea surface (see section 2.9). The interpolation of
q to the a levels, necessary for computing the vertical flux in (18), is
obtained by assuming an exponential variation of q between the a-levels,
q - qQ
e
YV
°>
J (19)
where the reference level is designated by the subscript o. Evaluating
the constant, y» we obtain for q.
,k
and
,
q
k
= Vi 1
/ a k"a k+i
• •
9aq 6aq
3a 6o
•
). (20)
(21)
The release of non-convecti ve latent heat is modeled in the follow-
ing manner. After every forecast step, each grid point for specific
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humidity is checked for supersaturati on . If supersaturation occurs in
the boundary layer, and conditional instability is still present, the
excess water vapor over saturation is used to fuel additional convection
according to the convective scheme given by (1*0 and (15). In the event
(rare) that supersaturation occurs in the boundary layer and the atmos-
phere is conditionally stable, the excess moisture is condensed in situ.
For supersaturation at levels 1£ and 2i, the excess vapor is assumed
to condense as large scale precipitation rather than convection, since
the atmosphere is conditionally stable above these levels. At level 1i,
all the excess is condensed and the latent heat is made available to the
circulation at this level. For supersaturation at level 2i, however,
only part (65%) of the excess water vapor is condensed at this level, the
remainder is assumed to condense at level H- This partitioning follows
from the assumption that the mechanism for the latent heat release is
large scale ascent of saturated air. For typical hurricane soundings, a
saturated parcel starting at level 2? (about 675 mb) and rising to the
tropopause, condenses about 65% of its total water vapor below h50 mb
(level 2) and the rest above this level.
2.9 Air-sea Exchange of Sensible and Latent Heat
The sensible and latent heat fluxes at the air-sea interface obey
the bulk aerodynamic relationships, and decrease linearly with a until
they reach zero at the k = 3 level. This gives
/ gC C |v|p*(T -T*)»«
p
-
E
|-|H V
sea
>
T > T*
p*Q =
S
a
4
_a
3
sea
T
sea *
T*
(22)
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and
gC_|V|p*(q -q*)
.,
E sea q > q-
^sea
<U*a - (23)Lse
q < q-,
sea
where Q_ and Q are the sensible and latent heat added per unit mass
s sea
and time at level 3i- The exchange coefficient C is taken equal to C
(.003) and the value of T is 302°K for most of the experiments,
sea
2.10 Initial Conditions
The initial conditions consist of an axi symmetric vortex in gradient
balance, with a maximum wind speed of 18 m sec -1 at a radius of 2^0 km.
The details are presented in paper A. For initially symmetric conditions,
the solutions to the differential equations remain symmetric for all time.
However, asymmetries in the truncation and roundoff errors as well as in
the lateral boundaries produce weak asymmetries (on the order of J0~ %)
in the finite difference equations after the first time step. These per-
turbations may then grow with time and become a significant part of the
total circulation. In a later section, the mechanism for this observed
growth is investigated. It is also shown that the initial form of the
perturbation is unimportant in determining the final form of the asym-
metries.
3. EXPERIMENTAL RESULTS
3-1 Addition of Explicit Water Vapor Cycle
The next two sections briefly describe the effects of the major modi-
fications to the original version of the model, specifically, the addition
of the water vapor cycle and the horizontal staggering of the grid. The
16
details of the model storm structures associated with these intermediate
stages of the model are not presented. Sections 3 - 3 - 3 • 7 present detailed
analyses of the model storm's life history as computed from the current
version of the model. These sections are primarily concerned with the
development and structure of the asymmetric features including rainbands
and outflow eddies.
Table 1 lists some of the properties of each experiment discussed in
this paper. These properties, appropriate to the mature stage of each
model storm, serve as an overall comparison of the experiments, and are
discussed individually in later sections.
Figure 3 shows the time variation of the minimum surface pressure
and the maximum surface wind speed for each experiment. The effect of
adding the explicit water vapor cycle alone is illustrated by the curves
labelled "non-staggered grid", and, as suggested by the close similarity
to the corresponding profiles for Experiment I, the water vapor cycle has
a fairly small effect on the overall behavior of the model storm. The
initial development is somewhat slower, since part of the water vapor
convergence in the boundary layer is utilized to enrich the environmental
water vapor content in the middle and unper troposphere (the initial
relative humidity at all levels is 90%). In Experiment I, wnich does not
contain a water vapor cycle, al
1
the water vapor convergence is condensed
and made available as latent heat to the large scale flow.
Although the initial development in the experiment with the water
cycle is slower, the ultimate state is equal to, or slightly greater than
in Experiment I. This difference is related to somewhat higher boundary
17
O-
X
LU
E
E
3
CO
>Q
1/1
4-J
4-J
(D 3C3 O
CM
~H ..—
v
o i£
<_>
0)
— Ol
-Q c
.
—
•—
l/l 4-> <D
C fD 4-1
0) <u nj
CO SZ L.
>
c cn
c
<_> •—
1/1 1 4-1 <U
4-J c fO 4-J
i 4-J 0) TJ
CO -z. SI L.3
j-
<U
|-H >O •—
•
—
4-J 01
O c
<D •—
> 4-J Q)
c ro 4->
<D fO
cn
c
r— •—
<T> 4-1 0)
4-J fO 4-J
O OJ fD
r- SZ L-
i—
I
1
CO o
<uX (/>
<
s: E
Q_ ^~-
-Q
z E
— >—
"
2:
Q
QC
<J3
I-
ZL
LU
21
oc
LU
a.X
LU
CN1 OO cn on
on
1
(NJ
1 1
<NI
1
__ NO __
1 1 1 1
LA on NO
-3"
-a
- ON
cn
vO
(T\
on
CT\
on
cn
fD
-3-
CNI
-3"
o
00
cn
4-J
If)
I
c
O
o
o
o
1
00
CNJ
o
I
CO
-T
O
CM
-3-
CNJ
nO
ON
OJ
CNI
O
CNI
NO
CM
00
CNJ
cn
CN
o
ON
CNI
NO cn oo nO -3-
OO cn mO CNI
UN
vjO vO O O r-- ON ON
vO vO NO NO LA NO UN
LA CM vO NO .
—
ON
NO vO rv. r»« co r*>» NO
cn cn cn cn cn cn cn
r C -0
O <u
N • — i_
_ in 0)
1_ c cn
O 0) cn -0I E 15-
.— 4-J i_
,— Q 1/1 (J
"O u SZ cn
•*^-^ 0) >.—
s
,—
N
O ro a; O
• SZ
T3
SZ SZ 4-1
c 00
CL
ro
CO 00 CO ^ (/I -3" in 0) 3 —
"
4-> c
CNI .c <u r-» <L> CNI 3 1 cn^^ CO
4-J CNJ 0) •— •— .— . 0 -Q ^—* U C -C ^—
*
<JJ
^
— CNI i_ — 1_ ' in ro .— O -C
O OO .
—
4J — 4-> -0 — E (U X NO •—
10 *-^ >» CNI CO (U ^ co <u ^~. 0) ro (D C — LA L. vO
<U ro O "-> •— EcX> •
—
£o\° 4-J !_ .
—
. ST — 4-j cn
SZ — 4-J E- 4-J E~ V- (U X) »— 1— 0) ^^
4-j r^ O .— >- 1 .— >-l 4-J 1 . E
c cn CM c in O c if) O -O ro u c i_ E
< — ZT — CD — — ro — < CL O >-
c
0)
>
cn
0)
i_
ro
OJ
cn
-o
D
JD
>~
cn
1-
0)
c
o
in
4-J
c
OJ
c
o
Q.
E
O
o
_c
o
J=
s
vO
18
1010
MINIMUM PRESSURE AND MAXIMUM WIND SPEED (msec1 )
CD
*"* 1000
us
cr
Z>
CO 990
co
Ld
CC
0- 980
5
O
5 970
2
5
960
80
70
u
S 60
SYMMETRIC ANALOG
INITIAL ASYMMETRIES ~ 10 %
(STAGGERED GRID I )
INITIAL ASYMMETRIES ~ 10 %
(STAGGERED GRID I )
SMAGORINSKY (1965)
TYPE LATERAL MIXING
(STAGGERED GRID I )
STAGGERED GRID TX
i r t r
EXPERIMENT I (Anthes et al 1971)
i
W>^v^S(%JU|^
v
NON-STAGGERED GRID
1010
80
- 70.
I I
I L J L
60
50£
UJ
a.
CO40
30
H20
x
<
20 40 60 80 100 120 140 160 180 200 220 240 260
TIME (HOURS)
10
Figure 3. Time variation of (a) minimum pressure and
(b) maximum surface wind speed for experiments discussed
in this paper.
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layer specific humidities in the later model. The structures of the two
model experiments are quite similar and are not compared in detail.
Therefore, the primary advantages of adding the water vapor cycle are:
(1) the elimination of some arbitrary assumptions made in the first ex-
periment, (2) the provision for a wider range of initial conditions
(variations in initial humidity distributions), and (3) the provision for
studying the hurricane water vapor budget.
3.2 Increased Horizontal Resolution Utilizing
Staggered Horizontal Grids
The behaviorsof the two experiments utilizing the non-staggered grid
are more similar to each other than to any of the other experiments shown
in figure 3- More significantly, during the early stages of the storms,
in which asymmetries are negligible, the behavior of the non-staggered
grid storms varies markedly from the behavior of the symmetric analog
(Anthes et al., 1971b). The differences during the early stages of the
storm are related to greater truncation errors in evaluating the pressure
gradient force in the asymmetric model. The symmetric analog, which
utilized a staggered grid in the radial direction to avoid computational
difficulties at the origin, evaluated the pressure gradient over 30 km
rather than the 60 km interval used by the asymmetric model. The com-
parison suggested a staggering of the pressure and velocity variables in
the asymmetric model as well.
The staggering of variables in two horizontal dimensions is some-
what more complicated than in one dimension. Two types of staggered
grids, shown schematically in figure k, were tested. The first
20
xoxoxoxoxoxox
xoxoxoxoxoxox
xoxoxoxoxoxox
xoxoxoxoxoxox
• ••••••
xoxoxoxoxoxox
Q_3 !>
X • o
xoxoxoxoxoxox
xoxoxoxoxoxox
xoxoxoxoxox
xoxoxoxox
X X X X x X
X X X X X X
X X X X X X
X X X X X X
X X X X X X
X X X X X X
• •••••
X X X X X
X X X x
21
X •
T> JZ
0) CT
4-J —
I/) J_
0)
4-> C
o
Wl
-a c
— 2
i_ O
cd_c
in
05 l/>
c
O T3
N •—
.— l_
J_ CD
O
.c (N
CO
-a
a) »*
j_ 4->
CO u-
Q) cu
O) 1
—
ro
4-> c
l/l o
O c
2 3
4-> o
-C
1_ in
o
14- in
e
nj T3
i_ .—
ai 1_
ro CD
•—
-o —
CO
o
4-1 .
fD —
E CO
Q) "O
.c o
o E
co
CO
c
• 03
-3- o
CO u
1_ u
D D
CD -C
(designated by S1), consists of two sets of prediction points, one for
the horizontal velocity components and one (offset by ^5°) for all the
other variables. The second (designated by S2) consists of three sets of
prediction points, one for each horizontal velocity component and a third
for the remaining variables. The S2 grid has been used by Lilly (1965)
and tested by Grammeltvedt ( 1 969) • In both staggered grids, the evalua-
tion of the pressure gradient and the horizontal divergence over smaller
grid increments necessitates a reduction in the time step to maintain
computational stability. Thus the time step of 60 s, which was adequate
for the non-staggered grid, must be reduced to h5 s for S1 and to 30 s
for S2. The alternate finite difference equations associated with each
staggered grid are given in appendix A.
As seen in figure 3, both staggered grids yield very similar results
during the first h8 hours of model time. Furthermore, both experiments
are more similar to the symmetric analog than are the two experiments
with the unstaggered grid. The solutions associated with the SI- and
S2-grids diverge considerably after k8 hours, however, with the S2-storm
reaching an asymmetric stage much earlier than the S1-storm. Further-
more, the solution associated with the S2-grid deteriorates after 72 hours
and finally becomes unstable. The primary cause of this instability
seems to be associated with the lateral boundary conditions, since the u
and v components are not defined at the same points. This instability
and the requirement for the small time step were the prime reasons for the
choice of the S1-grid for the current version of the model. The SJ-grid,
then, provides for an economical increase in horizontal resolution, and
22
the behavior of the symmetric stage of the model storm utilizing this
grid compares favorably with the behavior of the symmetric analog.
3-3 Structure of Asymmetric Hurricane
The structures of the storms generated in the later experiments are
similar to the storm structure discussed in paper A. £n overall
view of the three-dimensional, time-dependent structure of a typical ex-
periment (Experiment 2, Table 1) is shown in figure 5, which shows the
tracks of particles released in the hurricane circulation over an eight
day period. The computed velocities are interpolated in space and time
for the computation of the trajectories. (See Anthes et al .
,
1971c for
more details.) Figure 5 reveals a nearly steady state, axisymmetric
boundary layer in which air accelerates as it flows inward to the center.
Reaching the center, the particles are carried rapidly upward, reaching
the outflow layer in about two hours. (Note, the large scale, mean
vertical velocities are used to compute the vertical displacements; in
reality, a particle would probably be carried upward in a cumulonimbus
updraft in considerably less time.) After the particles reach the out-
flow layer, they decelerate and move outward in a highly asymmetric, un-
steady flow.
Figure 5 also shows the path of one particle that is released in
the middle troposphere (about 500 mb) rather than in the inflow layer.
This particle experiences very little radial motion, and is carried slow-
ly upward as it spirals around the storm center.
Figure 6 shows a typical streamline and isotach pattern in the upper
level during the mature stage (156 hours) of Experiment 6. Noteworthy is
23
T=90-282 HOURS 9 HOUR INTERVALS
Figure 5 • Particle trajectories calculated over a 9 - d a y
period in Experiment 2 (see Table 1). The three levels
are labeled in mb (approximate). All particles start in
boundary layer except one, which is started in the middle
troposphere
.
2k
the anticyclonic eddy located to the "north" of the storm center. The
outflow occurs mainly in two jets, in agreement with storms in nature
(Black and Anthes
, 1971)
.
Figure 7 shows the vertically integrated convective heat release,
expressed as cm of rain per day. The semi-circle of rainfall rates over
200 cm/day corresponds well to the non-uniform eyewall corivective region
in real storms (see, for example, Hawkins and Rubsam, 1968). However,
figure 7 shows that a rain-free "eye" is not present at this time, and
only a region of relatively light rainfall occurs at the center of the
storm. The absence of an eye is probably due to the coarse horizontal
resolution. The notable spiral bands, with rainfall rates averaging
about 2 cm/day, are approximately 90 km wide at large distances from the
center, and somewhat wider closer to the center. These bands rotate cy-
clonically about the storm center and propagate outward at a speed of
about 2k knots*. Although the outer rain bands in nature apparently
propagate outward (Gentry, 196^; Senn and Stevens, 196*0, we feel that
the model rate of 2k knots is somewhat too high. Since the bands are un-
doubtedly internal gravity waves, improved vertical resolution may give a
more realistic phase speed. The band thickness of 90 km is considered
fairly acceptable compared to observations, when the coarse resolution of
the model is considered. The rainfall rate of 2 cm/day is also considered
acceptable, although possibly on the low side, for an average over 90km.
-This speed is computed by measuring the normal displacement of the outer
edge of the bands over a 6-hour period and hence includes the effect of
rotation as well as outward propagation.
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STREAMLINES AND ISOTACHS LEVEL If 156 HOURS
Figure 6. Streamline and isotach (m sec ) analysis for upper level in
Experiment 6 (Table 1) during the mature asymmetric stage (156 hours)
CONVECTIVE RAINFALL RATES 156 HOURS LOOPING OF MINIMUM SURFACE PRESSURE
TIME (HOURS) OF FIRST MINIMUM SURFACE PRESSURE
SPEED OF ROTATING CENTER ~ 4.1 m mc"1
Figure 7- Vertically integrated
convective heat release expressed
as rainfall rates in cm/day at
156 hours of Experiment 6.
Figure 8. Positions of minimum
pressure at selected times for
Experiment 6 (Table 1), showing
anticyclonic looping during
asymmetric stage of storm.
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The temperatures inside the bands are not appreciably different from
the surrounding environment, in agreement with the mean thermal structure
of outer bands in nature (Gentry, 196*0. This uniformity in temperature
may be related to the near compensation in the thermodynamic equation be-
tween the latent heat release and the adiabatic cooling in the region of
upward motion, and the relatively short time (about 3 hours) required for
the band to move past a particular point. It is noteworthy that, compared
to earlier versions of the model, the current version yields spiral. bands
with the structure most like rain bands in nature.
Although the spiral bands in the model are undoubtedly internal
gravity waves modified by latent heat release (Ogura and Charney, 1 962 ) ,
the mechanism for their generation is unknown. There does seem to be an
interesting, although obscure, relationship between the bands, which are
most pronounced at the top of the boundary layer, and the asymmetries in
the outflow layer. In all experiments, the bands are conspicuously ab-
sent until the symmetric flow in the upper levels breaks down. Also, the
number of bands (two) seems to be associated with the predominance of
wave number two in the outflow layer.
The release of latent heat in the spiral bands is entirely convec-
tive. The non-convecti ve latent heat release (not shown) occurs entire-
ly within 1 80 km of the center in a roughly circular pattern. The total
non-convecti ve heat release of 2.0 x 10 ll+ watts (Table 1), represents a
significant contribution to the total latent heat release (12.6 x 10
watts), in agreement with observations (Hawkins and Rubsam, 1968) and
symmetric model results (Rosenthal, 1970b).
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Z.k The Development of the Asymmetric Stage
This section discusses the development and maintenance of the asym-
metric features of the circulation using the current (Experiment 6)
version of the model. A measure of the asymmetry is the standard devia-
tion (from the circular mean) of any variable. Figure 10 shows the time
variation of the standard deviations (a) of the tangential and radial
wind components and of the temperature at 105 km in the upper level. The
early part of the storm's history is quite symmetric, with maximum a of
the wind components about 0.3 m sec -1 , and for the temperature, about
0.05°C. The storm becomes quite asymmetric after 60 hours. Thereafter,
the a for the wind components are about equal in magnitude to the azimuth-
al means at this level. However, the temperature field remains relatively
symmetric even during the later stages, with a rarely exceeding 1°C. This
relative symmetry may be, in part, due to the symmetric boundary conditions
on temperature.
Detailed analysis of the development of the asymmetries (Trout, 1972)
shows that during the symmetric stage, when the variance of any quantity
is small, wave number four accounts for nearly all of the variance.
Because of the orientation of wave number four with respect to the four
irregular corners of the grid, this early symmetry is probably due solely
to the artificial aspects of the irregular boundary. Subsequent to the
rapid growth of the variance, however, wave numbers one and two become
dominant and account for most of the variance, in agreement with observa-
tions (Black and Anthes, 1971)- See Trout (1972) for further details.
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kinetic energy equation (9K/8t) for Experiment 6.
H
Individual components of the kinetic energy
C(K) is the conversion of potential to kinetic
is the dissipation of kinetic energy through
(b)
tendency :
energy, D
lateral eddy viscosity, D is the dissipation of ki-
netic energy through vertical eddy viscosity and includes
the effect of surface drag friction. The flow of kinetic
energy through the lateral boundary is negligible in this
exper i men t
.
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The appearance of large scale asymmetries in the model storms which
develop from initially axisymmetric conditions raises at least three
questions: l) What is the source of the initial perturbations? 2) Why
do certain wavelengths become predominant? 3) What is the mechanism for
growth of these disturbances? The next sections present results from two
types of initial perturbations, and show that the initial form of the
perturbations is unimportant in determining the dominant scale of the
asymmetries. The growth of the initially small disturbances is shown to
be a type of dynamic (or inertial) instability in which longer wavelengths
are more unstable than the shorter wavelengths. The important mechanism
for the growth of the eddies is the barotropic conversion of mean azimuth-
al kinetic energy to eddy kinetic energy.
3-5 The Initial Perturbations
The initial asymmetries in the preliminary experiment (I), and in
the experiments discussed so far in this paper arise from non-symmetric
truncation and roundoff errors in the finite difference schemes. These
initial asymmetries (see fig. 11) after one time step are (in Experiment
1) on the order of 10~ 10 % on the interior of the grid and 10~ 25 % on the
boundaries. Inspection of each term in the forecast equations showed
these asymmetries to arise from the divergence terms in the continuity
equat ion
.
The magnitude and distribution of the initial perturbations, and
consequently the time required for the disturbances to manifest them-
selves in the large scale flow, varies with the grid and finite difference
scheme. The asymmetric stage begins at 120 hours for the non-staggered,
grid, at 100 hours for the S]-grid and at 60 hours for the S2-grid.
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STANDARD DEVIATION OF MOMENTUM AND
TEMPERATURE AT 109 KM
1 1 r—
TANGENTIAL WIND
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TIME (HOURS)
Figure 10. Time variation of
standard deviations of tan-
gential and radial wind com-
ponents, and temperature for
the upper level at a radius
of 105 km in Experiment 6.
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Although truncation errors produce perturbations which eventually
grow to the interesting asymmetric features of the model, it is more ap-
pealing to deliberately introduce perturbations of known amplitude and
variance. Therefore, initial asymmetries on the order of 10 l % (ten
orders of magnitude greater than the perturbations due to truncation
errors) were introduced by adding random numbers to the initial u and v
components. As shown in figure 3, the asymmetric stage is reached much
earlier (60 hours rather than 100 hours) with the greater amplitude per-
turbations. (The onset of the asymmetric stage is marked in figure 3 by
the rise in minimum pressure preceeding the oscillations in the pressure.)
It is important to note, however, that during the asymmetric stage the
structures of the model experiments are very similar (see also Table 1),
indicating that the form of the initial asymmetries is unimportant in de-
termining the ul timate structure of the asymmetri c ci rculation .
3.6 Role of Dynamic Instability in the Development of the Asymmetries
The theory of dynamic instability has been investigated by many in-
dividuals over the years. The reader is referred to Kuo (19**9), Godson
(1950) and Van Mieghem (1951) for a review and discussion of the general-
ized concept of dynamic instability.
Ln the application of dynamic instability to the hurricane problem,
meteorologists have generally referred to the growth of symmetric radial
displacements in an axisymmetric vortex (Sawyer, 19^7; Alaka, 1963; Yanai,
1964; Yanai and Tokioka, 1969)- However, this instability, defined by
the criterion
32
8rv
_ 2v
(_
r7F + f) Z<0, Z - (-jA+ f) , (24)
where v is the tangential wind, and the ( ) operator refers to an azi-
muthal average, does not appear to play an important role in the intensi-
fication of symmetric model storms (Yamasaki
, 1 968 ; Ooyama, 1969;
Rosenthal, 1969a).
A second type of dynamic instability which seems relevant in the asym-
metric hurricane model is the instability represented by the growth of
azimuthal perturbations at the expense of the axisymmetric flow. For
purely horizontal, non-divergent flow, a necessary and sufficient cri-
terion is 9rv
^
8 ( r8r + f )
= (25)
somewhere in the domain (Kuo, 1949). However, the derivation of (25) de-
pends on the horizontal perturbations vanishing at the outer boundary,
which is not strictly the case in the model in which the winds on the
boundaries vary through the extrapolation procedure discussed earlier
(see Section (2.6) ) .
It may also be shown that, for non-divergent, horizontal flow (24) is
a sufficient criterion for the growth of azimuthal perturbations, regard-
less of the form of the perturbations on the boundary.
In Experiment 6 (the current version of the model), we have consid-
ered the criterion defined by (24) and (25). Figure 12 shows the time
variation of the minimum azimuthal averages of c;
,
Z, and the minimum
a
value of the product, L, Z for the upper (level 1 i) and middle (level 2i)3
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tropospheric layers. Negative absolute vorticity is present in the ini-
tial conditions at both levels beyond 300 km radius. During the first
kO hours this outer area of negative Z, decreases in intensity in both
3
layers. After about 48 hours, a new region of negative £ appears close
a
to the storm center, at a radius of about 150 km. This inner region per-
sists for the remainder of the forecast.
Figure 12 also shows that negative azimuthal averages of Z exist in
level H, but never at level 2i where the flow is always cyclonic. There
are regions in both levels where the product is negative, thus criterion
(2k) is satisfied in both levels over most of the forecast period.
Although the asymmetries at level H have been emphasized, there is
significant eddy kinetic energy present in the middle tropospheric layer
as well. The mean radial pressure gradient and the mean tangential flow
are much stronger at this level, however, so that the asymmetric portion
of the flow is a smaller percentage of the mean flow. The strong, sym-
metric pressure gradient force at this level is undoubtedly resisting the
development of the azimuthal perturbations to a greater extent than the
weaker pressure field in the outflow layer.
Figure 13 shows radial profiles of Z , Z, , and t Z for selected3 3
times at level 1i. All the profiles have a minimum in absolute vorticity,
so that criterion (25) is also satisfied during the forecast. We next
investigate the generation of the negative vorticity near the center.
The vorticity equation in a-coordinates may be written
d?
a
= D + T + F (26)dt
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where the divergence term, D, is
D = "^
a
V-V (27)
the tilting term, T , is
T = Al iLy. - ^SL AY. (28)
dy do 8x 8a
and the friction term, F, is
F .
3FM . 3FW
dx dy '
In (29) F(v) and F(u) represent the vertical and horizontal friction
terms for the v and u components respectively. Given an initially posi-
tive absolute vorticity pattern, the divergence term by itself cannot
produce negative Z, . Production of negative £ must come from the tilt-
a a
i ng term, T. Figure \k shows minimum azimuthal averages of D, T, and the
sum, (D + T) . The friction term, F, was also computed, and was much
smaller in magnitude than either D or T. The terms in (27) through (29)
were computed by interpolating the velocity components to the a-levels
and approximating the derivatives with centered differences. Figure 1^
shows that both the divergence and tilting term contribute to the negative
tendency. The spatial distributions of the minimums of T and D reveal
the minimum divergence term to occur very close to the vortex center
where the vorticity is large and positive and the divergence is maximum.
The tilting term minimum occurs farther out, beyond the radius of maxi-
9o
-s „ .
8a 3vX
mum upward motion, where -— > 0. (For a symmetric vortex, T = --*— •*
—
_ dr a r do
\
and since -r— is positive in the hurricane, the negative contribution
dO
m
occurs wi th ^r— > 0.
)
9r
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The production of negative t may be physically interpreted from
angular momentum considerations, where the angular momentum, M, is de-
fined by
M = rv
x
+ *fr 2 (30)
and -*'§ (31)
In the early stages of cyclone development, M increases radially outward.
The reversal of the radial gradient of M (production of negative C, ) may
a
occur as air at large distances (high M) is advected inward in the boun-
dary layer. When this air is ultimately carried upward in the narrow
ring of ascent near the center of the vortex, it may, in spite of some
frictional loss to the sea surface, retain a higher value of M than air
at the same level but at a larger radial distance. The air at larger
distances, in the middle levels, experiences little radial or vertical
motion as shown by the middle level trajectory in figure 5-
In summary, substantial regions of negative absolute vorticity are
produced in the middle and upper tropospheric layers through the tilting
term in the vorticity equation. Both criterion for the development of
azimuthal perturbations (in horizontal, non-divergent flow) are satisfied
throughout the integration. Preference for the growth of longer waves
(wave numbers one and two) are probably the result of the selective ef-
fects of static stability in the presence of horizontal divergence
(Houghton and Young, 1970). In the next section we investigate the eddy
kinetic energy budget.
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3-7 Eddy Kinetic Energy Budget
The eddy kinetic energy equation may be derived by forming the equa-
tion for the azimuthal mean kinetic energy and subtracting this equation
from the total kinetic energy equation. The resulting equation is
9k~
JT ' CH + cv + B + F (32)
where the eddy kinetic energy is defined
— u'
2
+ v
|2
k
e =
§ (33 >
9v 2vt, 8rv^ v v{ 2
and Cu = -v' 2 ^ + 7X" (—- - -5-^) - -L-^- (3*0H r dr r A v r rdr ' r x * '
Sv,. 8v,
r •
, ,
a
c
v = -v^w-v^w (35)
B = AWL. v . Ml. fJ5L fv . 9p1 + iM.)
r 8A r 9r lP ;
l
r 9r r 9A '
_ (
*L, (v . iEi + -AMI) . (HI). u i 9£ (36)
F - v'F' + v^F' . (37)
r r A A w//
The term CM represents the conversion of mean to eddy kinetic energy
through horizontal, barotropic processes, and should be the predominant
source of energy for the eddies if dynamic instability is the important
mechanism in the eddy generation. The term C., represents the effect of
vertical eddies. The term B represents baroclinic effects and would be
predominant if baroclinic instability were important. (The last two
terms in B are several orders of magnitude smaller than the first three
terms.) Finally, F represents the effects of asymmetries in the param-
eterization of the sub-grid scale eddy stresses.
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Figure 15 shows the time variation of the volume integral of k , de-
fined by
J r J Wke = -J- I / ^ P " do d, i.:m
where 1^ is the edge of the domain (about MO km). Because the computa-
tion of the various terms in (3*0 through (37) requires interpolation in
the vertical, as well as from the cartesian grid to a polar coordinate
grid, the values shown in figure 15 should be considered approximate.
Figure 15 shows that the significant positive contribution to the
eddy kinetic energy is Cm, representing the barotropic conversion of
mean to eddy kinetic energy, and provides strong support for the hypoth-
esis that dynamic instability is present in the model. The vertical
eddy term, C„, is slightly positive at first, then slightly negative
toward the end of the forecast. The baroclinic term (B) and the friction
term (F) are negative throughout the forecast.
The eddy kinetic energy budget establishes dynamic, or inertial in-
stability as the mechanism for the breakdown in symmetry and the devel-
opment of large scale eddies in the outflow layer. These eddies con-
tinually extract kinetic energy from the mean circulation. The mean
kinetic energy is maintained through the low-level cross isobar flow
associated with the mean meridional circulation and the upward transport
of kinetic energy by the rising motion near the center of the storm.
Figure 16 shows radial profiles of the various terms in the eddy
kinetic energy equation at a typical time (138 hours) during the fore-
cast. The terms are less reliable near the origin where the errors
ko
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Figure 1 k
.
Time variation of minimum azimuthal averages
of divergence term (d), tilting term (T), and sum (D+T)
in the vorticity equation at level 2 for Experiment 6.
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The term C
H
represents the conversion of azimuthal
mean to eddy kinetic energy through horizontal, barotropic
processes; C.. represents the effects of vertical eddies; B
represents baroclinic effects; and F represents fractional
effects. See section 3-7 For discussion of these terms.
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RADIAL PROFILES of COMPONENTS of
EDDY KINETIC ENERGY CONVERSION
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Figure 16. Radial profiles of terms in eddy kinetic energy
budget at 138 hours in Experiment 6.
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associated with the interpolation to the polar grid are maximum. From
figure 16, the maximum conversion occurs around 100 km. The baroclinic
processes consume eddy kinetic energy in the middle and upper troposphere.
The slight positive contribution by baroclinic processes in the boundary
layer may be associated with the generation of eddy kinetic energy on the
scale of the spiral bands.
3-8 Increase of Sea Temperature in One Quadrant
Empirical results (Palmen, 1948; Miller, 1957; Perlroth, 1962) and
symmetric hurricane model calculations (Ooyama, 1 968) indicate a strong
relationship between sea surface temperature and hurricane intensity.
Figure 17 shows the effect of varying the sea surface temperature over a
2-degree range for 20 hours on the symmetric analog. The immediate re-
sponse and the total range of 26 m sec" 1 in the maximum wind speed con-
firms the sensitivity of the hurricane to small variations in sea surface
temperature.
In addition to the recognized importance of the sea surface tempera-
ture to the intensity of the storm, it is sometimes suggested that hori-
zontal sea-temperature gradients may also affect the storm's motion,
perhaps through a differential enhancement of convective latent heat re-
lease. Although the looping motion of the asymmetric model storm is
small, and poorly understood, it does afford the opportunity for at
least a crude experiment to investigate the effect, if any, of sea sur-
face temperature differences on the storm's motion.
Figure 18 shows the effect of raising the sea temperature from 302
to 303°K in the "northeast 12 quadrant of the grid over the last 30 hours
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of Experiment 6. The sea temperature over the rest of the grid remains
unchanged. The position of the storm center at 136 hours, shown in
figure 8, is in the "northwest" quadrant where the temperature is con-
stant. As the storm moves over the warmer water (at about 1 40 hours) an
increase in intensity occurs, reaching a maximum at about 1^6 hours when
the wind speed is about 6 m sec" 1 greater than that of the control. As
the storm moves back over colder water, the differences from the control
become less.
If the differing sea temperature field affected the storm motion,
one would expect at least a small change in speed or direction as the
storm moved over the warmer water. There was, however, no discernable
change in the motion of the storm, in spite of a considerable (10%)
change in the storm's intensity. This result suggests, although by no
means proves, that storm mot i on is not appreciably affected by horizontal
temperature gradients in the sea temperature.
k. SUMMARY AND CONCLUSIONS
Additional experiments with an improved version of an isolated,
asymmetric model of the tropical cyclone are described. Increased hori-
zontal resolution is achieved through the horizontal staggering of the
variables. An explicit water vapor cycle is included which enables the
study of the hurricane's water vapor budget and the simulation of non-
convective heat release. The modeling of the horizontal diffusion of
heat, water vapor, and momentum is considered more realistic in the
current version of the model.
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The development of the asymmetric structure of the model hurricane
is examined in considerable detail. The asymmetries in the outflow layer
are shown to result from dynamic instability, with the source of eddy
kinetic energy being the mean azimuthal flow.
Well-defined spiral bands of convective heat release occur in these
experiments. These bands propagate outward at a speed of about 2k knots,
and compare favorably in structure with outer rain bands in nature.
An anticyclonic looping of the vortex center is observed during the
later stages of these experiments. Although the mechanism for this mo-
tion is not clear, the looping seems to be closely associated with the
asymmetries in the upper level circulation.
The intensity of the model is found to be sensitive to the sea sur-
face temperature, in agreement with previous results. However, the
looping motion of the storm is not noticeably affected as the storm
passes over water of varying temperature.
The structure of the model storm, and the components of the energy
budget agree quite well with empirical results and with previous sym-
metric model results, in spite of the coarse vertical and horizontal
resolut ion.
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APPENDIX A - FINITE DIFFERENCE EQUATIONS
A.I: Finite Difference Equations for Staggered Grid S-1
In Appendix A, the following notation will be useful (Shuman and
Stackpole, 1 968)
:
a. ,.1 - a.
ax • >r4 i ,J'-i
Ax
-X
a = a;i ,j+±- + a;
,j -i
2
a
y
-
a.
i+i J
- a.
i
-i J
Ay
3* E a i +i »j
+ a
i
-i J
We also introduce the following A-point operators
~~y _ ot. , . + 2a. . + a.
T~^
~x E a i,j + 1 +2a ij + a i,j-1
r^
For vertical differences and averages, we define
a
a
= (ak+ , + ak.p/2
6a = (akH - ak-i )
A. 1.1
A. 1.2
A. 1.3
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The finite difference equations associated with staggered grid S-1 for
the u- and v-componen t equations of motion are:
x y
3p*u /-* "^~Y\ /-y ~r~x \ 6o*y p*u
a
_B_«-(u p-u )
x
- (u p*v )
y
-
6g
P
—
y
- p^y $* - RTXy p^ + fp*v A. 1.4
+ [K
H
(p*u)
x
]
x
+ [K
H
(p*u)
y
]
y
+ F
v
(u),
-rxy
9p*v
_,
/-x
~r~y>, /-y ~3rx \ 6a p* v
-£—
-
% -(v p-u ) - (v p*v ) - j-f-at x y oa
—
rxy -ro- „^-xy —rx , , . „ _
- p*
<f>y
- RT p*
y
- fp*u A. 1.5
+ [K
u
(p*v) ] + [Ku (p*v) ] + F..(v)H xx H y y v
where the finite difference analogs for the vertical friction terms,
F..(u) and F.,(v) have been presented earlier (6). In section A.I, the
terms (p',f u) and (p*v) represent (up**^) and (vp* y ) respectively.
The analogs for the continuity and thermodynamic equations are:
ap* „ ( T , y / , x & , A. 1.6
- «-(p*u) v - (p-vK, - p* r-3t VK 'x VK 'Y K 6a
and
3p*T ,—7 zx, ,—* r/, . 66i a
-^-«-(p*u T ) x - (p*v T ) y - p* ^-
A.1.7
+ S + £ 5 + P* tKT (T) 1 + P* tKT (T) ] ,I'po Lp T x x T y y
h3
with the finite difference form for co given by
oo
= dp m ,6 + _dp*
dt dt A.1.8
dt x y
As in paper A, the notation T in (A. 1.7) signifies that potential
temperature is linearly interpolated between a-levels rather than tem-
perature itself.
The finite difference analogs for the horizontal derivatives in the
water vapor forecast are analogous to the equation for temperature and
are not given.
In (A.1.*0 and (A. 1.5), the use of the *t-point averaging operator
is necessary if the finite difference equations are to conserve kinetic
energy. The kinetic energy equation for this system may be written
OP" k ,dP" vu -K vw "*"
-V" + k{ dT~ + v*p^ v) + v*p^ vk + 5"^ A - 1 - 9
For conservation of kinetic energy, the part of the finite difference
analogs to the horizontal momentum flux terms that yield the V # p* y V
9D**yterm in (A. 1.9) must cancel with —
^
as computed from the finite dif-
d t
ference analog to the continuity equation. Consider the u-component
equation (in one-dimension for simplicity)
2£±SL- -3£HSL
,
A. 1.10
dt dx
which may be written, analytically,
.
9u 9p*
.
8u 3p*u
» , ,,
P* TT + u aT" = - P*u ^r - u ^— , A. 1 . 1
1
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In the exact, differential equation, the cancellation of u-^— with
3p'"'u
-
u r, by the continuity equation is necessary for the conservation of
kinetic energy. Considering any finite differerence analog to (A. 1.10)
6 P\ V u
= - ^l uu , A. 1.12
fit 6x
it is also necessary that the part of P" —— corresponding to u—^ -
fix Sx.
cancel with the part of
""
—
— corresponding to u-jjp— as computed from
the continuity equation. It may be verified by substitution that the k-
point averaging operator yields this necessary cancellation with the
continuity equation.
A. 2: Finite Difference Equations for Staggered Grid S-2
The finite difference analogs associated with staggered grid S-2
are derived by Lilly (1965) and tested as Scheme C by Grammeltvedt
(1969).
For the equations of motion, the analogs are,
6a u3p»u ,—x, ; N y, r—y, , \ x n , oo
-
-§t~« - [u (p> ;u) ] x - [u
7
(p'"'v) ] y
- p*
-55
- £**
<|>x - RT* p* + f(p*v) ,
A. 2.1
—a
-37-* " [v (p*u) ] x - [V(p*v) ] y - p*
~^—
v n _v — XY
- p*
Y $° - RT Y p* - f(p*u) • A. 2.
2
The friction terms are the same as those in (A.1.*t) and (A. 1.5) and are
not repeated. In this section, the terms (p-u) and (p-v) represent
p*xu and p*Yv respectively.
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and
The continuity and thermodynamic equations in this scheme are,
JT ~" ( P"':u) x " (p
""'
v)
y "
P '"' 6a"
A
- 2 '3
^p- - [T* (p*u)] - [TY (p*v)]ot x y
A. 2.
A
RTa)
where
—a —°
.dp* —* *
-v v .
p-a + a (g^— + u* p» + vy p*y ) . A. 2.
5
w
The remaining terms in (A. 2. 4) are the same as those in (A. 1.7). This
scheme also conserves total energy (Lilly, 1965).
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THE RESPONSE OF A 3~LEVEL AXISYMMETRIC HURRICANE MODEL TO
ARTIFICIAL REDISTRIBUTION OF CONVECTIVE HEAT RELEASE
Richard A. Anthes
Numerical experiments with a 3~level, symmetric hurricane model have
shown that the redistribution of water vapor associated with an arti-
ficial enhancement of convective heating beyond the radius of maximum
wind can yield a large (about k0%) reduction in maximum surface wind
speed generated by the model. The amount of reduction depends critically
on the region of the storm which is assumed to supply the water vapor
necessary to fuel the increased convection. The maximum effect occurs
when the compensating water vapor is removed from the boundary layer. A
much less effect is noted if all the compensating water vapor comes from
the middle troposphere. The structures of the control model storm and
several "modified" storms are presented.
I. INTRODUCTION
In preparation for a "seeding" simulation experiment with our
asymmetric hurricane model (Anthes et al., 1971a), some preliminary
"seeding" experiments have been carried out with the two-dimensional
(axially symmetric) analog model (Anthes et al., 1971b). These prelimi-
nary results are sufficiently interesting to warrant a brief summary at
this time, in hopes of stimulating further thought and discussion on the
possible effects of increasing convection beyond the radius of maximum
wind in the hurricane.
Numerous discussions over the past years concerning hurricane modi-
fication by cloud seeding, have shown that more than one hypothesis can
describe the chain of events, following seeding, in which the maximum
wind speed is reduced. The original hypothesis (Simpson and Malkus,
]36h) is an essentially hydrostatic argument based on the spreading out
of the intense temperature gradient near the eye by the sudden freezing
of supercooled water in the eye wall. Based primarily on numerical
experiments with Rosenthal's ( 1 970b) seven-level axisymmetric model, the
most recent line of reasoning involves multiple seeding effort of clouds
beyond the radius of maximum wind (Gentry, 1 97 1 ) - The increased con-
vection hypothesized at distances beyond the eye wall would thereby
divert a portion of the inflowing air upward at a larger radius. A
reduction of surface wind speed then follows from angular momentum
pr inci pies
.
The above argument is essentially a mass circulation agrument and is
not directly concerned with changes in the essential water vapor budget
associated with the increased heating. It is suggested in this note,
that the utilization of existing water vapor by increased convection
beyond the eye wall at the expense of the eye wall convection may be an
extremely important effect (in addition to the mass circulation effect
described above) in reducing the maximum wind speed. Depending on the
assumptions concerning the actual redistribution of vapor, we find
reductions in wind speed as large as k0%
.
This note summarizes six experiments with the 3"level symmetric
analog which tests various redistributions of the environmental water
vapor that is required to support an artificially imposed heating at a
prescribed radius and level. The essential feature, and constraint on
the experiments, is that the water vapor budget is required to be
satisfied during the application of the artificial heating function.
The artificial heating function is envisioned to result primarily from
an increase of water vapor condensation rather than from the latent heat
of fusion liberated by the freezing of supercooled water. The physical
mechanism of increasing convection, of course, depends on the presence
of supercooled water. However, in this paper, cloud physics are not
considered since we are only investigating the dynamical effect result-
ing from a hypothetical increase in convective heating. It is important
to emphasize that these experiments study theoretical responses of a
symmetric model only, and should not be compared to actual field experi-
ments on any particular storm.
2. REVIEW OF MODEL
In spite of the low vertical (3 levels) and coarse (30 km) horizontal
resolution, the so-called "symmetric analog" to the asymmetric model has
yielded remarkably realistic results and has been a rather reliable pre-
dictor of the response of the asymmetric model to changes in computation-
al methods and physical parameters. The numerical aspects of the model
are designed to be as similar as possible to those of the asymmetric
model. The details of the model are given by Anthes et al., (1971b) and
will not be repeated here.
All experiments described in this note are carried out with 30 _ km
resolution in order to be comparable with future simulations with the
asymmetric model. However, a number of comparison experiments with
20-km resolution have been carried out. The important result was that
the differences between the 30-km experiments and 20-km experiments were
quantitatively minor and qualitatively similar to those discussed by
Rosenthal (1970a). Thus, the results presented here are not expected to
be qualitatively changed by increasing the resolution.
3. THE ARTIFICIAL HEATING FUNCTION AND CORRESPONDING
ADJUSTMENT TO WATER VAPOR BUDGET
The "static" seeding hypothesis in which pre-existing supercooled
water is suddenly induced to freeze, may be modelled by impulsively add-
ing an equivalent amount of fusion heat at levels near the freezing level
as was done by Rosenthal (1970b). A model of the effect of increasing
convection (and, hence, water vapor condensation) covering a period of
many hours, however, must include the implications of the increased heat-
ing on the latent energy budget of the hurricane system. Even a modest
increase of convection over large depths and at large radii requires a
substantial amount of water vapor which must come from the nearby hurri-
cane environment and/or the sea. Since the transfer of water vapor from
the sea to the air is not instantaneous, the first response of an increased
convection at an arbitrary point would be the utilization of water vapor
in adjacent columns to fuel the enhanced convection. Of course, the
environmental air which supplies this additional moisture may then be
enriched by evaporation from the sea through the model's air-sea inter-
action parameterization.
With the constraint that the latent energy budget must be satisfied
during the artificial heating enhancement, there are an infinite number
of possibilities concerning the redistribution of water vapor necessary to
support the increased heating. We test six hypotheses which are designed
to investigate some extreme possibilities and thereby give an indication
of maxi mum and min i mum effects. We may then rely on previous experimental
and theoretical work concerning cloud seeding to determine the most
probable redistribution pattern.
We next derive the expression for conservation of latent energy based
on addition of an artificial heating rale and simultaneous removal of an
equivalent amount of water vapor. If -r— is the individual rate of temper-
ature change induced artificially, the corresponding change in moisture,
Mis
At
Aq_
_
_jp AT
At L At (1)
and, the amount of water vapor per unit mass condensed over a time step,
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Now, denote the reference volume to which the heat is added by the sub-
scripts j , k so that the mass of this volume, M , is
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where AP.-^ is the pressure depth of the volume, g = 9-8 m sec
-2
and r
is radial distance given by
rj = (j-i)Ar j - 1,2 W
Then the total amount of water vapor required in time At for the addition-
al heat ing is
q = At S AT M . (5)
L At
Now, denote the volumes "nearby" the reference volume by M., , and the
percentage of total q removed from the various neighboring volumes by
w.. The amount of water vapor per unit mass removed from each neigh-
boring volume in time At is then
(6)
The percentage, w:^, determines the relative contribution of neighboring
volumes to the required total and may be assigned arbitrarily. To
satisfy the latent energy budget, the amount of water vapor per unit mass
given by (6) is subtracted from the appropriate volumes after each fore-
cast time step during the period of artificial enhancement of the heating
f unct ion
.
The design of the six experiments may be clarified by refering to the
schematic representation of the symmetric analog model in figure 1.
MODIFICATION 3-LEVEL
SYMMETRIC HURRICANE MODEL
225 -
675 -
960 -
V'&i
NORMAL CONVECTION
n> natural neatlng rot*
CC/day) at start of
"seeding"
"ARTIFICIAL CONVECTION"
a" artificial heating rate
150
Figure I. Schematic representation of modification
experiments with three level symmetric hurricane
mode 1 .
In the control experiment, the natural heating maximum (corresponding
to the eye wall) occurs between 30 and 60 km. The artificial heating in
all experiments consists of an additional ^"C/hour (96°C/day) added con-
tinuously over a 20-hour period in the upper tropospheric level in the
radial ring between 90 and 120 km. (See Gentry, 1971, for discussion of
the actual radial ring to be seeded in field experiments.)
Before describing the six experiments, we note that the compensating
water vapor (corresponding to about 25 cm rain/day) cannot come from the
adjacent upper tropospheric layer, where the saturation mixing ratio is
only 0.2 gm/kg. If we then assume that the instantaneous effect of
additional water vapor condensation in the ring centered at 105 km is a
depletion of water vapor in the adjacent rings either interior (designa-
ted by - ) or exterior (designated by +) to the reference ring, we need
only assign the relative contributions from each of the four adjacent
"boxes" which are hatched in figure 1. To test an extreme range of
possibilities, we run the following experiments:
1) No water vapor removed from system. Latent energy of hurricane
system is increased by the amount of the artificial heating
function
.
2) All of q is removed from the boundary layer of the inner ring
(box 3-):
3) All of q is removed from the boundary layer of the outer adja-
cent ring (box 3+)
•
k) 50% of q is removed from the boundary layer on both sides of
the column (50% q
Q
from box 3+ ; 50% of q from box 3~).
5) 50% of q is removed from the middle tropospheric layer on both
sides of the column (50% q from box 2+ ; 50% q from box 2-).
6) 25% of q Q is removed from the boundary layer and middle tropo-
spheric layer on each side of the column (25% q from boxes 3~,
3+, 2-, 2+). °
We do_ not speculate on whi ch of the possi bilities is most likely, as this
is a question that requires additional investigation utilizing cloud
models
.
k. RESULTS
Figure 2 shows the maximum surface wind speed as a function of time
for the control experiment and the six modification experiments. Note
that the control experiment is in a near steady state from 90 to 170
hours with a maximum speed of about 52 m sec -1 .
70
|] «fc. ,|T
,
Z*/hotf how R-109Km.
j! NO VAPOR REMOVED
100 110 120 130 140
TIME (HOURS)
150 160 170
Figure 2. Time variation of maximum surface wind speed
in control and six modified storms.
The artificial heating function of 96°C/day is applied at r = 105 km
in the upper tropospheric level during the 20 hour period beginning at
89 hours. The first major result is that in all experiments in which
total latent energy is conserved, the maximum wind ultimately decreases
in magnitudes ranging from 3 m sec -1 to 21 m sec" 1
,
depending on the
particular adjustment of water vapor. However, in the experiment in
which no water vapor is removed, so that the total energy of the system
is increased, the maximum wind speed increases from 52 to 58 m sec . It
is also noteworthy that the circulations of all experiments return to
that of the control experiment in about 20 hours after the artificial
heating is terminated.
Of considerable interest in figure 2 is the large magnitude of wind
decrease for experiments in which the compensating water vapor is removed
from the boundary layer. The maximum reduction of 21 m sec occurs when
the vapor is removed from the interior and exterior rings in equal
amounts. When all the vapor is removed from the interior ring (3~) the
response is faster since the moisture reaching the eye wall is depleted
sooner. However, the ultimate reduction is somewhat less. When all the
vapor is removed from the exterior ring, the response is slower but the
ultimate effect is greater than removing all the vapor from the interior
ring. The reduction in wind speeds of 1 k
, 17, and 21 m sec in these
three experiments is greater than the reductions found in previous model
experiments and shows the extreme sensitivity of the maximum wind to
changes in boundary layer water vapor content. This very close relation-
ship between storm intensity and water vapor supply was found by Rosenthal
(1971) and Ooyama ( 1 969 ) who noted a dramatic reduction in wind speed if
the latent heat addition from the sea was suppressed. 1
The differences between the three experiments in which water vapor
is removed in varying proportions from the boundary layer are difficult
to interpret because of the feed-backs between the continuity equation
for water vapor, the thermodynamic equation, the equations of motion, and
the parameterization of the air-sea interchange of latent heat. For
example, the first response of the model to the removal of water vapor
from the exterior ring is the reduction of the fuel for the natural con-
vection in this ring. The amount of vapor flowing inward to the interior
rings is also reduced although a finite time is required to advect the
drier air inward. The increased evaporation from the sea caused by the
greater difference between the air specific humidity and the saturation
A similar experiment was carried out with the present 3~level model.
When the latent heat transfer was suppressed for a 20-hour period begin-
ning at 89 hours, the storm decayed rapidly to an intensity represented
by a maximum wind speed of 31 m sec" 1 and a minimum pressure of 99^ nib.
specific humidity at the sea-air interface tends to compensate for the
drying out of the boundary layer. (indeed, the total energy of the
system is increased because of the increased evaporation rate from the
sea.) In any event, the net effect of all the interactions is to eventu-
ally cause a slight (less than 5%) reduction in water vapor reaching the
eye wall. The slight decrease in heating then feeds back to a reduction
in the vertical and radial circulation which further reduces the water
vapor convergence in the boundary layer.
The experiments in which a substantial amount of water vapor is
removed from the middle tropospheric layer yield a much smaller decrease
of maximum wind speed. The decrease of 3 -i* m/sec is the same order of
magnitude found in some of Rosenthal's (1970b) experiments.
Figure 3 shows the minimum pressures for the control and six experi-
ments. The minimum pressures are highly correlated with maximum wind
speeds. In the experiment in which no water vapor is removed, the mini-
mum pressure decreases by 7 nib. In all other experiments, the pressure
rises from k to 26 mb depending on the redistribution of water vapor.
The extreme effect of raising the pressure from 968 to 99*t mb occurs when
the water vapor is removed from the boundary layer in equal amounts from
the interior and exterior rings.
995
990-
110 120 130
TIME (HOURS)
140 ISO 160 170
Figure 3- Time variation of minimum surface pressure
in control and six modified storms.
5. STRUCTURE OF CONTROL AND MODIFIED STORMS
Figure k shows the vertical structure of the control experiment at
111 hours. Allowing for the coarse horizontal resolution, the wind
speed, temperature departure, vertical motion, and relative humidity
structures are considered reasonable compared to observations (Hawkins
and Rubsam, 1968) and more sophisticated model results (Rosenthal, 1971)
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a 225-
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\
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165 195 225
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Figure k. Vertical cross sections of wind speed, temperature
departure, vertical p-velocity, and relative humidity for
control experiment.
Figure 5 shows the structure of the modified storm in which no water
vapor is removed. The over-all increase in intensity may be noted by
comparison with figure k. In particular, the wind speed has increased
from 52.3 to 58.5 m sec
-1
,
the temperature departure from 6.5 to 7.0°C,
and the vertical motion from -100 to -120 cb/hour.
SPEED (m/sec)
19 45 75 105
R(km)
NO Hj,0 VAPOR REMOVED
165" 55"
T»110 HOURS
Figure 5. Structure of modified storm in which no
compensating water vapor is removed from
envi ronment .
Figure 6 shows the modified storm structure in which the equivalent
amount of water vapor is removed from the boundary layer in equal amounts
from the interior and exterior rings. The change in structure over the
control is dramatic. The wind speed maximum has spread from 60 to 1 50 km
and is reduced by 35%. The temperature structure of the modified storm
shows an increased cold-core structure near the center and a spreading
10
out of the middle and upper tropospheric warm core. The maximum rising
motion has decreased in magnitude from 100 cb/hour to h0 cb/hour and has
moved outward from kS to 105 km. The circulation associated with the
"eye" has become poorly defined and is much weaker as shown by the in-
crease in relative humidity from about J0% to 90%. The total kinetic
energy is reduced by 15 percent in the modified storm. However, the
total heating rate is nearly the same; 13-21 x 10
ll+
watts for the modi-
fied storm compared to 13-1^ x 10
11+
watts for the unmodified storm.
SPEED (m/sec)
30 60 90 120 150 1B0 210 840
R (km)
18 45 75 IPS 135 165 198 225
15 45 78 108 138 168 198 228
R (km)
80% Ht REMOVED FROM T«i±0 HOURS
BOUNDARY LAYER OF EACH
ADJACENT COLUMN
Figure 6. Structure of modified storm in which 50% of
water vapor is removed from boundary layer of each
adjacent col umn
.
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Although the changes in circulation are very large, the drying out
of the boundary layer is not extreme, amounting to a reduction of about
5% in relative humidity. This illustrates that relatively minor changes
in water vapor content in the boundary layer can cause major changes in
hurricane structure.
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50% HtO REMOVED FROM MIDDLE
TROPOSPHERE OF EACH ADJACENT
COLUMN
T'ilO HOURS
Figure J. Structure of modified storm in which 5CU of
water vapor is removed from middle troposphere of
each adjacent colu mn
Finally, figure 7 shows the structure when all the water vapor is
removed from the middle troposphere and none from the boundary layer.
The structure is not very much different from the control, with the
exception that the middle tropospheric layer is somewhat drier in the
modified storm. The reason for the greatly lessened effect is, of
12
course, that the water vapor in the middle troposphere is much less im-
portant in supporting the convective heating than the water vapor in the
boundary layer.
6. CONCLUSIONS
Numerical experiments with a 3~ level, symmetric hurricane model have
shown that the redistribution of water vapor associated with an artificial
enhancement of convective heating beyond the radius of maximum wind can
yield a large (about k0%) reduction in maximum surface wind speed genera-
ted by the model. The amount of reduction depends cr iti cally on the
region of the storm which is assumed to supply the water vapor necessary
to fuel the increased convection . The maximum effect occurs when the
compensating water vapor is removed from the boundary layer. Much less
of an effect is noted if all the compensating water vapor comes from the
middle troposphere. More knowledge of the response of cloud groups to
massive seeding is needed to determine which redistribution of moisture
is most likely in the hurricane environment.
13
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PRELIMINARY RESULTS FROM AN ASYMMETRIC MODEL OF THE TROPICAL CYCLONE
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ABSTRACT
A three-layer primitive equation model of an isolated stationary tropical cyclone is constructed. The major
difference between this and previously published models is the elimination of the assumption of circular symmetry.
The release of latent heat by organized cumulus convection is parameterized by use of techniques previously shown to
give realistic results in symmetrical models. In particular, the total release of heat in a vertical column is given by the
horizontal convergence of water vapor in the Ekman layer and the vertical distribution of the heating follows the pro-
posals made by Kuo. In the preliminary calculation reported en here, water vapor content is not forecast but, rather,
is treated implicitly as was the case for the earlier circularly symmetric models.
The results show that the model reproduces many observed features of the three-dimensional tropical cyclone.
Realistic portrayals of spiral rainbands and the strongly asymmetric structure of the outflow layer are obtained.
The kinetic energy budget of the model compares favorably with empirical estimates and also shows the loss of kinetic
energy due to truncation errors to be very small.
Large-scale horizontal asymmetries in the outflow are found to play a significant role in the radial transport of
vorticity during the mature stage and are of the same magnitude as the transport by the mean circulation.
In agreement with empirical studies, the outflow layer of the model storm shows substantial areas of negative
absolute vorticity and anomalous winds.
1. INTRODUCTION
Axisymmetric numerical models have simulated the life
cycle of tropical cylcones with a large degree of realism
(Ooyama 1969; Yamasaki 1968a, 19686; Rosenthal
19706). They have also yielded valuable insight into hurri-
cane dynamics, energetics, and the important problem
of parameterizing the latent heat released in organized
cumulus convection. With this background, and with
ever increasing computer capability, it is not premature
to begin the study of the asymmetric features of the
hurricane. Among the more notable of these are the upper
tropospheric outflow layer, the rainbands, hurricane
motion, and interactions between the hurricane and nearby
synoptic systems.
Incorporation of all of these features into a single
numerical model is an extremely ambitious goal that
will require much further investigation. The model
developed here represents an isolated stationary vortex
and appears to be the logical first step beyond the axisym-
metric models. For computational economy, we have
limited the model to three vertical levels, a coarse hori-
zontal resolution of 30 km, and a relatively small domain
of 435-km radius. The results, nevertheless, are encourag-
ing and appear to justify further effort.
Parallel investigations of our group are concerned with
the design of grids with variable horizontal resolution
(Anthes 1970c, Koss 1971). These will allow us to achieve
increases in resolution near the hurricane center as well
as in the size of the computational domain, with only
moderate increase in the cost of computation. The very
difficult problem of linking a large-scale forecast model
with a moving high-resolution hurricane model will be
investigated in the near future.
2. DESIGN OF THE MODEL
A. BASIC EQUATION
The equations of motion in the tr-coordinate system
(Phillips 1957) are
dp*u_ dp*u2 dp*uv_
+
diu , #
~W = ~~ dx dy~ P d<r +PP
-p*&-RT%£+Fs(u)+Fv(u) (1)
and
dp*v_ dp*vu dp*v2 * dbv
dt dx dy ~r 6V ->p
*
-p*fy
-RT d^+FH{v)+Fv {v). {2)
Here, x and y are east-west and north-south Cartesian
coordinates on an /-plane. The symbols u and v denote
velocity components in the x- and y-directions, respec-
tively; p* is surface pressure; a=p/p* where p is the
pressure; and " is the vertical velocity in the tr-system.
The symbol <p denotes the geopotential of a a-surface, T
is temperature, and R is the gas constant for dry air. The
Coriolis parameter, /, is assigned a value appropriate to
approximately 20°N (SXKT's- 1 ). The terms FH and Fv
represent effects produced by horizontal and vertical eddy
diffusivity of horizontal momentum, respectively, and are
discussed later.
The continuity and thermodynamic equations are given
by
dp* dp*u dp*v_dp*£ ,„v
dt dx dy 6V
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dP*T dp*uT dp*vT p*diT .RTu.p* -n , w .„. ...
at ox ay oV c pa cp
where Q is the diabatic heating per unit mass, c p is the
specific heat at constant pressure, and u= dp/dt is related
to <x by
w=p*a+ a £-• (5)
F„(T) represents the lateral diffusion of heat due to the
presence of subgrid-seale eddies. In the a-system, the
hydrostatic equation may be written
ba
=
RT
(6)
Equations (1) through (6) are identical to those em-
ployed by Smagorinsky et al. (1965) for general circulation
studies. Since this preliminary calculation does not contain
an explicit water vapor cycle, there are seven dependent
variables (u, v, p* , T, 4>, u, and a). The vertical sum of eq
(3) is used to compute dp*/dt and provides the seventh
equation needed to complete the set. Water vapor is
treated implicitly in a fashion similar to that used in some
symmetric models (Yamasaki 1968a, 19686; Rosenthal
1969). The details are given later.
B. STRUCTURE OF THE MODEL
The vertical structure of the model is shown by figure
j) A. The atmosphere is divided into upper and lower layers
of equal pressure depth and a thinner Ekman boundary
layer. The information levels, k, for the dynamic and
thermodynamic variables (fig. lA) are staggered according
to the scheme used by Kurihara and Holloway (1967).
The horizontal mesh (fig. IB) is rectangular with a
uniform spacing of 30 km. The lateral boundary points
approximate a circle, and all boundary points are contained
between radii of 450 and 435 km. All variables are defined
at all grid points on the a-surfaces.
C. THE FINITE-DIFFERENCE EQUATIONS
We adopt Shuman and Stackpole's (1968) finite-differ-
ence notation and write
_
"(. j+1/2 <*t. J-l/2
.
<XX—
~ >
Ax
_
al+V%l~a t-V2,j
Ay
"
I
=(°((.j+i/2+ai.j-i/2)/2,
and (7)
«"-(a.+i/2.j+ai-i/2.j)/2
where j is the east-west index and i is the north-south
VERTICAL STRUCTURE
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A
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Figure 1.
—
(A) vertical information levels and (B) northwest
quadrant of the horizontal grid.
index. For vertical differences and averages, we define
and
a"= (<**+ i/ 2+a*-]/2)/2
ba={ak+ M2—a*_i/ 2 )-
(8)
The horizontal portion of the difference scheme is similar
to Grammeltvedt's (1969) scheme B and has been used
extensively by the Geophysical Fluid Dynamics Labora-
tory, National Oceanic and Atmospheric Administration,
in general circulation studies. With one exception, to be
cited below, the vertical portion of the difference scheme
has been discussed by Kurihara and Holloway (1967).
By use of the operators eq (7) and (8), tho equations of
motion can be expressed in the form
dp*u -—;*-* —y -». „S(av°)
-qj- ~ - (up u a)— (vp* u ) v—p* —^—
and
dp*v
-p%z-RTp\ (9)
!;
(up*
X
7) I-(7p'7) t-p*
S{
^-p*^-RTp*l (10)
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which arc applied at the half levels. The continuity equa-
tion in the form
dp*
dt'
-[(« p* )»+(» p* ) v]-p (11)
is also applied at, the half levels. The vertical sum of cq
(11), subject to the boundary conditions a= at <r= and jT.
1
^
<r=l, is used to compute dp*/dt. Equation (11) is then
used to compute a at the integral levels. The thermo-
dynamic equation, also applied at the half levels, is written
dp*T
dt
=
-[{p*u T) x+(p*v T) w]
Oct Cva Cv
(12)
The symbol, T', denotes a temperature at the integral
levels computed by linear interpolation of potential tem-
perature over a between adjacent half levels. This provides
for a substantial improvement in the calculation of static
stability since potential temperature is much more nearly
linear in a than is temperature. Mintz and Arakawa (see
Langlois and Kwok 1969) have adopted a similar procedure
for their general circulation model.
The quantity co=dp/dt is defined at the half levels and
computed from
u=p*?+a°(dP*+vpi+ vp-*f)- (13)
The hydrostatic equation in the form
S4>
5<T
RT
(14)
is not included in the preliminary calculations r jrted
on here. Therefore, the terms Fv {u) and Fv (v) which
appear in eq (1) and (2) represent, for this calculation,
diffusive and "frictional" effects due to the vertical
transports of horizontal momentum by subgrid eddies
smaller than the cumulus scale. The most important
aspect of these terms is the surface drag which produces
ional convergence in the cyclone boundary layer and,
therefore, a water vapor supply which controls the
parameterized cumulus convection ((/barney and Eliassen
1964, Ooyama 1969, Rosenthal 19706).
By use of vector notation, these terms may be written
for the a-system in the form
is also applied at the half levels.
_
_^
With the exception of the use of T in place of T in
the vertical flux terms of cq (12), the differencing and
staggering of variables in the vertical is identical to that
of Kurihara and Holloway (1967). For adiabatic in viscid
flow in a laterally closed domain with o-= at o-=0 and 1,
Kurihara and Holloway showed their system to conserve
the finite-difference analog to
jj jy(cpT+'^-y<rdydx. (15)
It is clear that replacement of 8(crT)/da in the thermo-
dynamic equation by o{oT )/Sa will not alter the conserva-
tion of the integral eq (15) since either term will sum to
zero given the boundary conditions on c described above.
D. VERTICAL DIFFUSION OF MOMENTUM
Although vertical transport of horizontal momentum
by the cumulus-scale motions has been shown to be an
important element in maintaining the observed structure
of hurricanes (Gray 1967, Rosenthal 19706), this effect
9 do
(16)
where g is the acceleration of gravity and t* is the vector
Reynolds stress appropriate to the subcumulus eddies.
To incorporate surface drag friction, we invoke the
boundary condition
r k -i- = P*CD|V*|V* (17)
where p* is the density at the surface, CD is a drag
coefficient, and V* is the surface wind.
Equation (17) is the well-known quadratic stress law.
However, since winds are not defined at <r = 1 , cq (17) is
approximated by
rU=p*eD|v 3|v 3 . (18)
A value of 3 X 10" 3 is adopted for CD , and a standard value
of 1.10 kg m~ 3 is used for p* in cq (18). As an upper
boundary condition, we require
T*=r =0. (19)
For the remaining a-levels, we use the austausch
formulation
i\-„=pK(z)^ (20)
Here, p is density, z is height, and K(z) is the kinematic
coefficient of eddy viscosity. Following Smagorinsky
et al. (1965), the Rossby-Montgomcry formulation is
adopted for K{z),
I3VI
K(«)=ll°- (21 )
\oz\
where / is a mixing length given by
i=
0,
6,<2<H
z>H
(22)
In these relationships, fc is the Karman constant, h is
the depth of the Prandtl layer, and // is the level at
which the stress vanishes. We take lca=0A and 6,= 100 m.
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If we consider the boundary condition eq (19), H should
bo identified with the a= surface. To simplify matters,
we allow I to vary linearly with <r. Thus,
lk =k<Jiok , k=\, 2, 3. (23)
Finally, the finite-difference approximations for eq (20)
and (21) are written
t*=pK(z) — (24)
and
K(z)= l 3
8z
«V|
J*"i
(25)
where p is an appropriate standard density for the given
<r-surface. Both equations are applied at integral levels.
The finite-difference expression for eq (16) then takes the
simple form
?v= -9
5<t'
(26)
E. LATERAL MIXING TERMS
Following Smagorinskv et al. (1965), the lateral exchange
of horizontal momentum by subgrid-scale eddies is written
Preliminary tests, as well as calculations with a symmetri-
cal analog to this model, revealed that neither a constant
value of KH nor Smagorinsky's (1965) variable KH (pro-
portional to the magnitude of the total deformation of the
horizontal motion) provided acceptable results.
The formulation ultimately adopted was
KH=C,\\\+Ct
where C,= 103 m and C2= 5X10 3 m2 s"
(28)
While this selection was based primarily on the results
of numerical tests, the form was suggested by the encour-
aging results obtained from symmetrical models (Rosen-
thal 19706, Yamasaki 19686) which employed upstream
differencing of advection terms with forward time steps.
This scheme introduces a computational viscosity (Molen-
kamp 1968) which is similar to the variable portion of eq
(28).
Although eq (28) is not very satisfying from a physical
point of view, it does afford a useful interim representation
of the statistical effect of horizontal interactions between
the momentum fields of the cumuli and the macroscale.
More satisfying formulations are dependent on the success
of the future theoretical and observational studies of these
interactions.
The preliminary tests also indicated that adequate re-
sults can be obtained if the lateral diffusion of heat is
computed with a constant thermal diffusivity (KT) of
5X10 4 m 2 s '. The lateral mixing term in the thermo-
dynamic equation was, therefore, expressed in the form
F«w=p*K*(d*+w) (29)
F. TIME INTEGRATION
A number of experiments were conducted for the pur-
pose of selecting a method of time integration. Compari-
sons were made between the usual leapfrog method, the
two-step Lax-Wendroff scheme (Richtmyer and Morton
1967), and the Matsuno (1966) simulated forward-
backward scheme. With the diabatic and viscous terms
suppressed, the Lax-Wendroff technique provided the best
results from the point of view of preserving the finite-
difference analog to the energy integral eq (15). The
Matsuno method was almost as good (but at the cost of
twice the computational time). The leapfrog method gave
errors in the energy integral more than an order of magni-
tude greater than those encountered with the other
methods.
On the other hand, with viscous and di ibatic effects
included, the Matsuno technique was clearly superior to
the Lax-Wendroff technique. This conclusion was based
on intuitive meteorological inspection of the test results.
Presumably, the superiority of the Matsuno scheme is
due to its severe damping of high temporal frequencies.
Since this model has very limited vertical resolution, the
high-frequency inertial gravity waves (particularly the
external gravity wave) are probably overly excited by
the diabatic heating. The Matsuno damping may, then,
compensate for this effect.
Except for friction and heating, the scheme is sum-
marized for the equation da/dt = F(a) as follows:
1. Given a".
2. a * = a" + AtF(oc n).
3. Compute lateral boundary points from a* data.
4. a n+i = a" + AtF(a*).
5. Compute lateral boundary points from a"+l data.
6. Return to 1.
The superscript n refers to the time-step number, and At
is 60 s. The friction and heating terms are computed
using the a" data in both steps 2 and 4. The extra time
required by the two-step Matsuno scheme is only about
1.5 times that required by the other schemes tested.
G. LATERAL BOUNDARY CONDITIONS
The small domain size, and the irregular boundary
make the choice of lateral boundary conditions extremely
important. Preliminary experimentation showed that
realistic results could be obtained for steady-state pressure
and temperature on the boundary and a variable momen-
tum based on boundary conditions similar to those
emnloyed in symmetric models (Anthes 1970a; Rosenthal
1970a, 19706).
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BOUNDARY CALCULATION
CENTER
OF STORM
Figure 2.—Schematic diagram illustrating the calculation of lateral
boundary point (1) based on interpolation between the nearest
two interior points (2) and (3) and the boundary condition given
by eq (30) in the text.
A sample calculation for a typical boundary point
designated as number 1 in figure 2 is given below:
1. The vector velocity, V, on the first two interior
boundary points (2 and 3 in this example) is interpolated
to the radius connecting the exterior boundary point (1)
to the center of the storm (line 0-1). Let this mean
velocity be designated as V at radius R from the center.
2. The velocity, V,, at the exterior boundary point is
then computed from
V,=|V. (30)
In the absence of azimuthal variations of V, this con-
dition [eq (30)] would correspond to the requirement that
horizontal divergence and relative vorticity vanish at the
boundary.
H. LATENT HEAT RELEASED
IN ORGANIZED CUMULUS CONVECTION
As already noted, this preliminary experiment does not
contain an explicit water cycle. Because of this, the con-
vective adjustments of macroscale temperature are param-
eterized as they were in the original version of Rosenthal's
(1969) symmetric model. The formulation contains in-
gredients suggested by previous investigators—in partic-
ular, Charney and Eliassen (1964), Kuo (1965), Ogura
(1964), Ooyama (1969), Syono and Yamasaki (1966),
and Yamasaki (1968a, 19686).
The basic cl. 'tract .istics of this convective adjustment
are summarized a» follows:
1. Convection occurs only in the presence of low-level conver-
gence and conditional instability for air parcels rising from the
surface.
2. All the water vapor that converges in the boundary layer rises
in convective clouds, condenses, and falls out as precipitation.
3. All the latent heat thus released is made available to the
macroscale flow.
4. The vertical distribution of this heating is such that the
macroscale lapse rate is adjusted toward the pseudoadiabat ap-
propriate to ascent from the surface.
Empirical justification for these characteristics is pre-
sented by Rosenthal (1969).
The heating function, previously written for the z-
system (Rosenthal 1969), may be expressed in the <r-
system as follows. Let
7_
-£[(V-p*Vg)H^7/2
(31)
where Tt is the temperature along the pseudoadiabat
with the equivalent potential temperature of the <r=l
surface, q is the specific humidity, and L is the latent heat
of vaporization. Then,
P*Q=I(T-T)
if 7>0 and (V • p*V2 )t=7/2<0.
Otherwise,
P*Q=0.
In finite-difference form,
(V-p*\qh '-[(up* q );+(vp* q )„]* =7/2.
(32)
(33)
(34)
The convective adjustment defined by eq (32) applies
only when the atmosphere is conditionally unstable
(TC^>T). In mature hurricanes, however, prolonged and
intense cumulus convection substantially reduces parcel
buoyancy and lapse rates approach moist adiabatic
values. Under these circumstances, significant amounts of
nonconvective precipitation (and, hence, latent heat
release) may occur (Hawkins and Rubsam 1968). Since,
in this experiment, water vapor is not explicitly forecast,
it is necessary to parameterize this effect.
The parameterization of nonconvective latent heat
release under nearly moist adiabatic conditions proceeds
as follows. Whenever (Tc- T) <0.5°C at Ar=3/2 or 5/2,
this quality is arbitrarily set to 0.5°C. Under a nearly
moist adiabatic lapse rate, therefore, Tc— 7I=0.5°C at
both levels, and the latent heat is partitioned equally
between the upper and lower troposphere. From eq (32),
therefore, latent heat is released in the column as long as a
water vapor supply from the boundary layer is present.
The value of £k-i/t, needed for the evaluation of eq (31),
is assumed to be given by
<Z*=7«= minimum / 0.90g, \\ 0.020 J (35)
where o s is the saturation specific humidity. The upper
bound of 0.020 imposed by eq (35) avoids excessive mois-
ture values at points close to the storm center in the late
stages of development when warm temperatures associated
with an "eye" appear.1
1 Enipiric.il i
canes.
ridenee (Sheets !%!>) shows that g rarely exceeds 0.020 in mature hurrl-
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Finally, the surface humidity and temperature are
required in order to establish the pseudoadiabat appropri-
ate to parcel ascent from the surface. The surface temper-
ature, T*, is computed by a downward extrapolation
from the temperature at level k=7/2,
'* = 7/2+3.636°K. (36)
This corresponds to a lapse rate between the dry and
moist adiabatic rates. The surface specific humidity, q*,
is obtained from g>.=7/2 through the assumption that the
relative humidity is constant between the levels £=7/2
and £=4.
I. AIR-SEA EXCHANGE OF SENSIBLE HEAT
The sensible heat flux at the air-sea interface is assumed
to obey the bulk aerodynamic relationship. It is further
assumed that the heat flux decreases linearly with a
until it reaches a value of zero at the fc=3 level. This gives
P*Qt~T/2
gcv CB \V\ P*(Tsm-T*)
_
0,
-<*3
T„a>T*
T <T**- sea J-i -*
(37)
where ($=7/2 is the sensible heat added per unit mass and
time at £= 7/2. The exchange coefficient CE is taken
equal to CD (0.003) ; r,M= 302°K is used for the experiment
discussed below.
J. INITIAL CONDITIONS
The initial conditions consist of an axisymmetrie vortex
in gradient balance. These conditions are established as
follows. The temperatures at the levels £= 3/2, 5/2, and
7/2 are taken from a mean tropical atmosphere (Hebert
and Jordan 1959). The initial surface pressure (in mb) is
then defined by
p*= 1011.0—4.0 cos C^- A r<375 km
p*=1015.0, •>375 km
where r is given in kilometers.
The initial geopotentials of the cr-surfaces are calculated
by an upward integration of the hydrostatic equation.
To obtain the initial wind field, we write the gradient
wind equation for the a-system
T+M- p* a7+a7 (38)
where V\ is the tangential wind component in cylindrical
coordinates. Since the initial temperatures have no
gradients on a-surfaces, the second term on the right side of
eq (38) gives no contribution. Thus, the only vertical
variation present in the initial V\ is due to the vertical
variation of Tin the (RT/p*) (dp*/dr) term.
The pressure field eq (37) together with the specified
temperature field yields a maximum gradient wind at the
£= 7/2 level of 18 m/s at a radius of 240 km. Although these
conditions represent a rather strong vortex, experiments
with the symmetric analog showed the mature state of the
storm to depend very little on the strength of the initial
vortex. The time of development, on the other hand,
varied from 6 days to 1 day depending on the strength of
the initial circulation. Therefore, a computational economy
is realized by increasing the strength of the initial vortex.
To obtain initial values of 11, and v, the usual trigono-
metric relationships between velocity components in
cylindrical and Cartesian coordinates were employed. In
the absence of truncation and roundoff errors, the result-
ing u and v fields should be nondivergent and circularly
symmetric. The truncation and roundoff errors as well as
lack of complete circular symmetry in the boundary
conditions do, however, produce weak asymmetries and
divergences. Without these effects, the solution would
remain circularly symmetric for all time.
3. EXPERIMENTAL RESULTS
The history of the cyclone is summarized by figure 3,
which shows the evolution of the minimum surface
pressure and the maximum wind speed in the boundary
layer (£= 7/2). Due to the substantial strength of the
initial vortex, a short "organizational phase" of only 12
hr is needed before steady intensification begins. Hur-
ricane-force winds appear at about 40 hr, and, thereafter,
the relatively weak storm remains in a quasi-steady state
until about 120 hr. At this point, a second period of
intensification begins and the maximum wind eventually
exceeds 60 m/s. The unsteady nature of the storm during
this period seems to be related to the development of
pronounced asymmetries (especially in the outflow region).
The asymmetries are discussed in detail later.
MINIMUM SURFACE PRESSURE
20 40 60 60 100 120 140 160 180 200 220 240 260
MAXIMUM SURFACE WIND SPEED
Figure 3.—Time variation of the minimum surface pressure and
the maximum surface wind speed.
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Figure 4.— (A) time variation of the observed kinetic energy change
(AK/At) and the change computed from the kinetic energy equa-
tion (dK/dt) and (B) time variation of individual components
of the kinetic energy tendency. C(K) is the conversion of potential
to kinetic energy, B(K) is the flow of kinetic energy through the
lateral boundary, H (mix) is the loss of kinetic energy through lateral
eddy viscosity and V (mix) is the loss of kinetic energy through
vertical eddy viscosity including the effect of surface drag friction.
Figure 4B shows the temporal variations of the com-
ponents of the kinetic energy budget. The sum of (1) the
conversion of potential to kinetic energy [C(K)], (2) the
flux of kinetic energy across the lateral boundary [B(2£)],
(3) the dissipation due to lateral mixing [H(miz)], and (4)
the dissipation due to vertical mixing [V(mix)] equals the
"analytic" kinetic energy tendency (dK/dt). Figure 4A
shows the observed rates of change of kinetic energy
(AK/At). The difference between dK/dt and AK/At is a
measure of the truncation error and, as figure 4 shows,
this difference is quite small. Furthermore, the individual
components of the budget are reasonable when compared
to empirical estimates (Hawkins and Rubsam 1968,
Miller 1962, Palmen and Riehl 1957,.Riehl and Malkus
1961).
For purposes of discussion, it is convenient to divide
the history of the storm into two stages. From the initial
instant until about 120 hr, all features are quite sym-
metric with respect to the storm center. During this
period, there is neither evidence of a banded structure
in the rainfall (analogous to rainbands in real hurricanes)
nor does the upper tropospheric outflow show any prefer-
ence for particular quadrants. We refer to this interval as
the "early symmetric stage." After 120 hr, the upper
outflow is quite asymmetric while the rainfall and vertical
motions show distinct patterns analogous to the spiral
rainbands found in real storms. We refer to this period as
the "asymmetric stage." It is, however, important to
keep in mind that these terms refer to the mesoscale
features imbedded in the cyclone-scale vortex.
The life cycle of a tropical cyclone in the real atmosphere
usually consists of three distinct phases. The first of these
is commonly some type of wavelike disturbance in the
easterlies or in the equatorial convergence zone. This
"seedling" has a characteristic wavelength of 1000 km
or so and, of course, is highly asymmetric when viewed
from the synoptic scale. The model, in its present simple
form, is unable to represent this early wave stage.
In the second phase of the life cycle of real storms,
pressures decrease in some portion of the wave perturbation
and a closed depression with a distinct, but weak, cyclonic
circulation is formed. When viewed from the synoptic
scale, this stage shows a much greater degree of circular
symmetry than does the wave stage. While initial condi-
tions for the model (a balanced symmetric vortex) are
highly arbitrary, these are intended to be some sort of
counterpart to this second stage of real storms. However,
the first day or so of the calculation should really be
thought of as an initialization rather than as a prediction.
During this time, the initial conditions of gradient balance
are modified toward a new slowly varying state in which
divergence, friction, and diabatic heating are important
elements.
As already noted, the term early symmetric stage as
applied to the first 120 hr of the calculation refers to the
symmetry of the imbedded mesoscale structure. This
structure is in reasonable agreement with the mesostruc-
ture of the second stage of the life cycle of real storms as
described above.
Finally, the real depression undergoes intensification to
the mature stage. It is during this time that distinct
rainbands are most likely to appear, thus producing
pronounced asymmetries on the mesoscale. However,
when viewed on the cylcone or synoptic scale, the mature
stage may appear to be highly symmetric. There is,
however, one major exception: The upper tropospheric
outflow layer of the mature storm tends to be highly
asymmetric even when viewed from the synoptic scale.
The asymmetric stage of the model calculation is felt to be
analogous to this mature stage of the real hurricane.
A. EARLY SYMMETRIC STAGE OF THE MODEL STORM
A representative view of the structure during this
period is provided by the data at 84 hr. Figures 5 and 6
show the flow in the boundary layer (level 7/2) for this
time. The region of hurricane-force winds is very small,
extending only about 75 km from the center. Gale-force
winds extend outward to 150 km. The maximum tangential
and radial winds are 34.0 and —19.4 m/s, respectively,
yielding an inflow angle of about 29°.
The circulation in the upper troposphere (level 3/2)
shows a fairly symmetric outflow pattern (figs. 7 and 8).
Cyclonic outflow occurs inside a radius of about 200 km.
Beyond 200 km, the circulation is anticyclonic, reaching
a maximum velocity of about 6 m/s around the outer
boundary.
Dynamic (or inertial) instability of the upper tropo-
spheric outflow has been suggested by Alaka (1961, 1962,
1963) and others as a contributory factor in the intensified-
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Figure 5.—Streamline analysis for the boundary layer (level 7/2)
at 84 hr. Marks on the radial line from center of the grid to the
lateral boundary represent 60-km intervals.
Figure 7.—Streamline analysis for the upper troposphere (level 3/2)
at 84 hr.
Figure 6.—Isotach analysis for the boundary layer (level 7/2) at
84 hr. Dashed contours near grid center represent 35-m/s isotachs.
Isopleths are labeled in m/s.
Figure 8.—Isotach analysis for the upper troposhere (level 3/2) at
84 hr. Contours labeled contain wind speeds less than 0.5 m/s.
Isopleths are labeled in m/s.
tion of tropical cyclones. An approximate necessary
condition for this instability is given by
,(^J+/)<o (39)
where |V| is the wind speed, R is the radius of curvature
of the streamlines, and f„ is the absolute vorticity. Condi-
tion (39) may be satisfied if either f„ or [(2\\\/R)+f\ is
negative. The second alternative corresponds to the
occurrence of "anomalous" winds.
Great care must be taken in the application and inter-
pretation of condition (39). Strictly speaking, this criterion
for instability refers to horizontal parcel displacements
normal to a streamline and is derived under the assumption
that the velocity and pressure fields are invariant along the
streamline. A necessary criterion for a closely related
instability is
(|+?+/)(2?+/)<0. (40)
Criterion (40) concerns the instability of horizontal
symmetric fluid-ring displacement in a symmetric vortex.
A third type of dynamic instability is governed by the
necessary condition that the radial gradient of the absolute
vorticity of the tangential flow have at least one zero.
That is, the condition
!(£+?+/)=o (41)
is satisfied somewhere in the fluid system. This is a
necessary condition for asymmetric (azimuthally varying)
horizontal perturbations to be unstable. The condition
[eq (41)] can be derived in a straightforward manner by
utilization of the techniques employed by Kuo (1949).
At the initial instant, when the flow is nearly symmetric
and tangential, conditions (39) and (40) become equiva-
lent. Since the initial data satisfy neither condition,
these instabilities do not contribute to the very early
intensification. On the other hand, eq (41) is satisfied
even in the initial data since there is a maximum of
cyclonic vorticity close to the center of the storm and a
vorticity minimum (maximum of anticyclonic relative
vorticity) at a radius of approximately 345 km. This
should favor the growth of wavelike perturbations in the
azimuthal direction. Since weak waves of this type are
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Figure 9.— (Top) time variation of the minimum relative vorticity
in the upper troposphere (level 3/2) and (bottom) time variation
of the maximum temperature anomaly (departure of temperature
from the steady-state value at the lateral boundary) in the upper
troposphere (level 3/2).
already present in the initial data (see subsection 2J),
and since, as already noted, substantial symmetry is
retained for the first 120 hr, it is clear that the instability
is either quite weak or that it is being counteracted by
other effects such as those due to eddy viscosity.
Figure 9(top)sho\vs the time evolution of the minimum
value of relative vorticity in the upper level within 350 km
of the storm center. During the initial deepening stage,
the minimum value of absolute vorticity becomes slightly
negative. However, this occurs after the intensification
and only over a small region.
Figure 10 shows the upper tropospheric relative vor-
ticity at 84 hr, which is representative of the early sym-
metric stage. In view of the fact that the Coriolis param-
eter for this calculation is 5X 10~ 5 s_1 , it is clear that only
small patches of negative absolute vorticity are present.
The term [(2\\\/R)-\-_f] was also evaluated for several
times during the first 120 hr. These calculations revealed
only small patches of anomalous winds. We, therefore,
also feel that the instabilities represented by conditions
(39) and (40) played no significant role in the early
symmetric stage of the model storm.
Azimuthally averaged vertical cross sections provide
an adequate description of the storm structure during
the early symmetric stage. Mean cross sections 2 of this
type for the tangential wind, radial wind, and the temper-
ature departure at 84 hr are shown in figure 11. These
cross sections reveal a structure very typical of that of a
weak hurricane (Hawkins and Rubsam 1968).
The pattern of temperature anomaly (departure from
the steady-state temperature on the lateral boundary)
shows a maximum positive anomaly of 2.8°C in the upper
troposphere. This value is small compared to those found
1 The circular averages were computed by linear interpolation of grid point values Io
a polar grid with a radial increment of 30 km and an angular increment of 22.5°.
Figure 10.—Relative vorticity in the upper troposphere
(level 3/2) at 84 hr. Isopleths are labeled in units of 10~s s' 1 .
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Figure 11.—Azimuthal mean vertical cross sections for the
tangential wind, the radial wind, and the temperature anomaly at
84 hr. Isotherms are labeled in °C; isotachs are labeled in m/s.
in mature hurricanes. For a weak hurricane, however,
2.8°C does not seem unreasonable for the average tem-
perature of a deep upper tropospheric layer. The cold
core at level 7/2 (due primarily to an excess of adiabatic
cooling over sensible and latent heating) contributes sig-
nificantly to the low tropospheric inward pressure-
gradient force through the hydrostatic equation. Some
preliminary experiments, in which the cold core did not
appear, showed only slight intensification. It is noted that
observations frequently show a cold lower troposphere in
the early stages of storm development (Yanai 1961).
There is also evidence for a low-level cold region in the
mature stage (Hawkins and Rubsam 1968, Col6n et al.
1961).
The vertical motion at the top of the boundary layer at
84 hr shows a nearly circular region of upward motion
that extends from the center to about 180 km. Maximum
velocities of about —140 mb/hr (about 0.4 m/s) occur
in a ring near the center. Weak subsidence occurs in the
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Figure 12.— Rainfall rates (cm/day) computed from the total
latent heat release at 84 hr.
provide an adequate description of the surface pressure
field. The minimum value at 84 hr (995 mb) is quite
realistic for a maximum wind of 32 m/s (Colon 1963).
The general shapes of tho profiles agree well with observa-
tions (Fletcher 1955, Miller 1963).
The early symmetric period may be summarized as
follows. After a short period of development (about 24
hr), a quasi-steady state is reached in which the model
storm closely resembles a weak hurricane. The circulation
is nearly axisymmetric. Air spirals inward in the low
levels, ascends in a narrow ring, and flows outward in the
upper levels. The outflow becomes anticyclonic beyond
200 km. However, the absolute vorticity in tho outflow
layer is positive except in small areas. The central pressure,"
temperature anomalies, rainfall rates, and the components
of the kinetic energy budget correspond to a woak hurricane.
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Figure 13.— Radial profiles of surface pressure along an east-west
axis at 84, 156, and 192 hr.
environment beyond 180 km. The strongest upward
velocities occur in the middle troposphere (level 5/2) and
reach —230 mb/hr (about 0.7 m/s). These values appear
reasonable for averages over a 30-km interval of a weak
hurricane (Carlson and Sheets 1971).
Figure 12 shows the rainfall rates at 84 hr. These are
computed by conversion of the total release of latent heat
in a column to the equivalent liquid water depth. Values
of over 100 cm/day occur locally near the center and
decrease rapidly outward. The average rainfall over tho
inner 100 km is 65 cm/day which is comparable with the
estimates made by Riehl and Malkus (1961) for hurricane
Daisy (1958). The total release of latent heat at this
time is 5.0X10 14 W. This also compares favorably with
empirical estimates (Anthes and Johnson 1968). Finally,
the rainfall pattern at 84 hr shows no evidence of spiral
bands.
Figure 13 shows surface pressure profiles for various
times along one radius from the center of the grid. Since
the surface isobars are very nearly circular, these profiles
B. ASYMMETRIC STAGE OF THE MODEL
As shown by the central pressure, maximum wind
speed, and maximum temperature anomaly (figs. 3 and 9),
the storm begins a second period of intensification at
about 120 hr. Figures 14 and 15 show the low-level
streamline and isotach analyses at 156 hr. The inflow is
still fairly symmetric, but shows an increased intensity
over that at 84 hr. The maximum wind speed is now
46 m/s; hurricane-force winds extend outward to 80 km
and gale-force winds to 210 km. The average angle of
inflow has increased to 38°.
In contrast to the symmetric inflow, the outflow occurs
in a highly asymmetric fashion (figs. 16 and 17). Outflow
occurs in two quadrants, and several small eddies are
located about the main center. This asymmetric nature
of the outflow is typical of many hurricanes (e.g., Alaka
1961, 1962; Miller 1963).
The vorticity at level 3/2 shows large regions of negative
absolute vorticity (fig. 18). This is in contrast with the
vorticity pattern at 84 hr (fig. 10). These regions are
transient. They form and re-form in various sectors of
the outflow level. This unsteady behavior of the outflow
is probably related closely to the oscillations in the central
pressure and maximum surface wind during the latter
portions of the computation (fig. 3). It is noted that
negative absolute vorticity is an observed feature of
hurricane outflow (Alaka 1962) and even appears as a
feature of composite mean storms (Izawa 1964).
The presence of large values of negative absolute
vorticity suggests the presence of one or more of the types
of dynamic instability discussed in the previous sub-
section. Since condition (40) refers to symmetric instability
and since eq (41) is satisfied in the initial data without
noticeable effect, attention was focused on condition (39).
The quantity, 2\\\/R, was computed for level 3/2 at 156
hr. In contrast to the early stages, anomalous winds are
found to cover substantial areas of the domain and
negative values of 2|V|/J? exceed 40X10' 5 s~' (fig. 19).
The presence of anomalous winds in hurricane outflow
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Figure 14.—Streamline analysis for the boundary layer (level 7/2)
at 156 hr.
Figure 16.—Streamline analysis for the upper troposphere
(level 3/2) at 156 hr.
Figure 15. -Isotach analysis for the boundary layer (level 7/2) at
156 hr. Isopleths are labeled in m/s.
Figure 17. -Isotach analysis for the upper troposphere (level 3/2)
at 156 hr. Isopleths are labeled in m/s.
ha< been documented by Alaka (1961). Indeed, the dis-
tribution and magnitude of 2|V|/Jr?, as shown by figure 19,
is in remarkable agreement with Alaka's calculation for
the 35,000-ft level of hurricane Daisy (1958).
On the other hand, figure 19 also shows that the regions
of anomalous winds are closely related to the regions of
negative absolute vorticity. As a result, condition (39)
is satisfied only in the stippled region shown on the figure.
This result is also similar to Alaka's (1963) findings. The
stippled region on figure 19 shows a great deal of similarity
to the corresponding region in the outflow layer of 1958
hurricane Daisy [see fig. 3 in Alaka (1963)].
The role of dynamic instability in the development of
tropical cyclones has been subjected to prolonged debate.
The work of Alaka (1961, 1962, 1963) clearly demonstrates
that condition (39) is satisfied in the outflow layers of
hurricanes; Sawyer (1947) and Alaka (1963) have further
suggested that dynamic instability must already be present
before significant development can take place. The pre-
existonce of dynamic instability in these, hypotheses is
accounted for by the presence of an upper tropospheric
anticyclone. However, axisymmetric model calculations
(Ooyama 1969, Rosenthal 1969) as well as the present
asymmetric calculation indicate that dynamic instability
Figure 18.— Relative vorticity for the upper troposphere (level 3/2)
at 156 hr. Isopleths are labeled in units of 10"5 s
_1
.
is not a necessary condition for cyclone development, and
instead can be generated as a consequence of cyclone
intensification.
The numerical models, however, are probably not yet
sufficiently sophisticated to give the final answer on this
subject. In particular, all models available at this time
consider only isolated vortexes and make no provision for
interactions with surrounding synoptic systems. Further-
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Figure 19.—Relative vorticity (heavy solid and dashed lines) and
curvature term, 2|V|/ft (light solid and dashed lines), at 156 hr
in the upper troposphere (level 3/2). The dotted area represents
regions where the product of absolute vorticity and 2|V|/ft is
negative. Isopleths are labeled in units of 10~ 5 s _1 .
Figure 21.— Rainfall rates computed from the total release of
latent heat at 156 hr. Isopleths are labeled in units of cm/day.
Figure 20.—Individual rate of change of pressure (oi= dp/dl) for
level 7/2 at 156 hr. Isopleths are labeled in units of cb/hr.
more, none of the models has, as yet, reached the stage
where testing with real data is justifiable. Regardless of the
situation in the real atmosphere, the second period of
intensification in this model calculation appears to be
related to the development of areas of dynamic instability.
If we refer to figure 9, we note that the minimum vorticity
in the outflow layer becomes suddenly more negative
at about 100 hr. The second period of deepening (as
measured by central pressure and maximum winds)
follows this increase in negative absolute vorticity by
about 20 hr (fig. 3). As we have already pointed out, this
second period of deepening is accompanied by a break-
down of the symmetry which had prevailed during the
first 120 hr of the calculation. Since it is well known that
the release of dynamic instability does not directly
provide new kinetic energy but transforms azimuthal
mean kinetic energy into perturbation kinetic energy
(Yanai 1964, Kuo 1962, Kasahara 1961), the change in
structure of the model storm is consistent with the release
of dynamic instability. The change in intensity may,
in an indirect fashion, also be related to dynamic in-
stability. The release of the dynamic instability provides
for an increased upper level mass divergence and, therefore,
increased low-level convergence. This, in turn, leads to
a direct enhancement of the parameterized cumulus con-
vection through eq (31) and (32). Coincident with the
formation of asymmetries in the outflow is the appearance
of spiral bands of rising motion which closely resemble
hurricane rainbands. The vertical-motion pattern at
level 7/2 (fig. 20) shows two bands of upward motion
which begin at the edge of the domain and spiral inward
toward the primary ring of upward motion near the
center. The maximum vertical velocity near the center
is —440 mb/hr (about 1.5 m/s).
In agreement with observations (Gentry 1964), the
spiral bands are broken at a distance from the center
(see the rainfall pattern, fig. 21) and become more solid
as they spiral inward. The life span of a band is about 2.5
days.
The precipitation pattern, shown in figure 21, resembles
a radar picture of a mature hurricane (e.g., Colon 1962,
Col<5n et al. 1961, Donaldson and Atlas 1964). Strong
convection occurs near the center in an irregular circle
corresponding to an eye wall. Maximum rainfall rates in
this region are over 100 cm/day. Two bands of weaker
convection spiral in toward the center. The rainfall rates
in the spiral bands are much less than those near the center
of the storm, averaging only about 3 cm/day.
Tepper (1958) and Abdullah (1966) have suggested
that hurricane rainbands are gravity waves similar to
pressure jumps and, hence, to middle latitude squall lines.
However, the rate of propagation and life span of these
gravity waves (Abdullah 1966) are not at all consistent with
the long life span of the observed bands (Gentry 1964) or
those generated by the model. Faller (1962, 1965) has
proposed that the rainbands may be explicable by Ekman-
layer instability. The latter phenomenon has been repro-
duced in laboratory experiments with dishpans and results
in spiral bands whose kinetic energy is derived from the
kinetic energy of the mean tangential flow. This Ekman-
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Figure 22.—Azimuthal mean (v, f„ ) and eddy (v rf„ ) horizontal
vorticity flux in the upper troposphere (level 3/2) at 192 hr.
layer instability may well contribute to the development
of spiral bands in the real atmosphere as well as in the
model calculation. However, the fact that the spiral bands
do not appear in the model calculation until the symmetry
of the outflow pattern has been destroyed suggests that
the generation of the bands and the breakdown of the
outflow pattern may be related. As we have noted above,
the loss of symmetry in the outflow appears to be asso-
ciated with dynamic instability. It should be emphasized,
however, that this linkage is merely speculation at this
time and will be pursued further when we have had the
opportunity to perform experiments with greater horizon-
tal resolution. Such experiments will allow meaningful
budget calculations on the scale of the rainband.
In a recent paper, Anthes (19706) hypothesized that
large-scale asymmetries between radii of 400 and 1000
km from the hurricane center may play an important
role in satisfying the angular momentum budget of the
mature hurricane. The mean radial flux of vorticity may
be written
A=v'^a +vr r„ (42)
where the ( ) operator refers to the azimuthal mean at
a given radius and ( )' refers to departures from this
mean.
For a hypothetical mean tangential velocity distribu-
tion which was typical of a hurricane, Anthes (19706)
calculated a minimum value of — 150X 10~ 4 cm s~ 2 for the
eddy term, v'r £'a , in the upper troposphere at a radius of
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Figure 23.—Azimuthal mean vertical cross sections for the tangen-
tial wind, the radial wind, and the temperature anomaly at 156
hr. Isotherms are labeled in °C; isotachs are labeled in m/s.
400 km. This indicates that the outflow should be in-
versely correlated with absolute vorticity to satisfy the
angular momentum budget in the slowly varying outflow
region. Figure 22 shows the radial profiles of v't;'a and
v, f„ computed for the model storm at 192 hr. Both mean
and eddy transports of vorticity are positive inside 100
km. Beyond 100 km, however, where the vertical motion
is small, there is indeed a negative correlation between
outflow and absolute vorticity, and the eddy flux very
nearly balances the mean flux from there to the limit of
the domain.
Although the minimum value of v'r £'a in figure 22 is
—70X10-4 cms-2 which is about half the minimum
value found by Anthes (19706), the qualitative agreement
is good.
Figure 23 shows the azimuthally averaged vertical
cross sections at 156 hr. The mean tangential and radial
circulations are more intense than at 84 hr (fig. 11). The
temperature section shows an increase in mean tempera-
ture anomaly from 2.5° to 4.1°C and a reduction in the
low-level cold core maximum from —1.5° to — 1.0°C.
The weak middle-level cold region located between 105
and 225 km at 84 hr has disappeared by 156 hr.
In summary, beginning at about 100 hr, substantial
areas of negative absolute vorticity appear in the upper
level and the outflow pattern becomes asymmetric.
Rainbands appear during this asymmetric stage. The
storm is considerably less steady than during the earlier,
symmetric stage, and the central pressure and maximum
winds oscillate with a period of about 6 hr. This unsteady
behavior appears to be related to the transient behavior
of the regions of negative vorticity in the outflow layer.
From the time of appearance of the asymmetries at
120 hr, more or less continuous deepening occurs until
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the storm reaches a maximum intensity at about 230 hr
(fig. 3). At this time, the storm corresponds to a strong
hurricane with a central pressure of 963 mb and a maxi-
mum wind speed of 65 m/s. The lapso rate in the inner
region is very nearly pseudoadiabatic. After 230 hr, the
storm begins to slowly fill and the calculation is termi-
nated at 260 hr.
4. SUMMARY AND CONCLUSIONS
Preliminary results show that the model is capable of
reproducing many observed features of the three-di-
mensional tropical cyclone. Rather realistic simulations
of spiral rainbands and the strongly asymmetric struc-
ture of the outflow are obtained.
Despite a relatively coarse horizontal resolution of 30
km, the model produces a storm with maximum winds
exceeding 65 m/s and a kinetic energy budget that com-
pares favorabl}7 with empirical estimates.
In the mature asymmetric stage of the storm, sub-
stantial regions of negative absolute vorticity, anomalous
winds, and dynamic instability are present in the upper
troposphere. There is a suggestion that the breakdown
of the early symmetry of the flow, as well as the deepening
which takes place during the asymmetric stage, are re-
lated to the dynamic instability- Large-scale horizontal
asymmetries in the outflow are found to play a signifi-
cant role in the transport of vorticity during the mature
stage. Beyond 200 km, the eddy transport of vorticity
is opposite in sign and nearly equal in magnitude to the
mean transport. This agrees well with earlier estimates.
Obvious deficiencies of the present model include the
absence of a continuity equation for water vapor, the
lack of a representation of the vertical transport of
momentum by cumulus, a coarse horizontal resolution,
and a small computational domain. Work toward the
elimination of these shortcomings is in progress.
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Three Dimensional Particle Trajectories
in a Model Hurricane
Richard A. Anthes and James W. Trout, National Hurricane
Research Laboratory, NOAA, and Stellan S. Ostlund,
Coral Gables Senior High School
WHAT paths would small particles (or
balloons) follow if released near the
surface of a stationary hurricane? This
paper presents several views of some theo-
retical trajectories of particles released in the
low levels of a three-dimensional hurricane
model. The tracks of the particles illustrate
the three-dimensional structure of a model
hurricane circulation during an eight-day
period of the storm's life cycle. These re-
sults may prove useful in the development of
balloon monitoring systems that are designed
to investigate the hurricane circulation.
Discussion of Model
The asymmetric hurricane model utilized to
compute the trajectories is quite similar to the
model described by Anthes et al. (1971).
The model consists of three levels in the
vertical and covers a horizontal domain of
approximately 900 km. The model simulates
the physical processes that are currently con-
sidered to be crucial to hurricane formation
and maintenance; i.e., release of latent heat
of condensation through cumulus convection,
surface friction, and the addition of sensible
and latent heat to the air from the ocean.
The model storm starts from a nearly sym-
metric (above the vertical axis of rotation)
vortex with a maximum wind speed of about
35 knots. After a short "organizational
period," the model storm intensifies and
reaches a relatively steady state in which the
maximum wind speed is about 75 knots.
During this stage the storm remains nearly
symmetric about the axis of rotation. After
several days, the storm enters a new stage in
which horizontal asymmetries (azimuthal
variations about the vertical axis) become
large. The storm continues to intensify and
maximum winds eventually exceed 110 knots.
Notable asymmetric features of the storm
circulation during the more intense stage are
weak bands of upward motion which spiral
into the center of the storm, and large, hori-
zontal eddies in the upper-level outflow region.
These eddies, which are cyclonic or anti-
cyclonic vortices with radii of about 100
miles, continuously form near the center and
drift slowly outward. Because of the small
domain and absence of any environmental
"steering flow," the storm remains nearly
stationary during its life cycle.
Computation of Particle Trajectories
To compute the three-dimensional tra-
jectories, it is necessary to know the hori-
zontal and vertical motions as a function of
time. The velocity components at each point
in the model are saved at 4-hour intervals
during the model forecast. These data are
interpolated in time to provide values at more
frequent intervals (15 minutes) for the calcu-
lation of the trajectories. Since the model
has very coarse horizontal and vertical res-
olution, it is also necessary to interpolate the
velocity components in space. If / denotes
the interpolated value of any variable /, the
successive positions of each particle are com-
puted from the following equations:
A
. (+15mm = xt+ qAt (^
y'+Umin _ yt
_|_ yfrt (2)
2(+15min _ 2«._j_ y,M (3)
where x l
, y
( and z t are the 3-dimensional co-
ordinates of a particle at a time, t, Lt is 15
minutes; u, v, and w are the east-west, north-
south, and vertical velocity components,
respectively. (Although the vertical coordi-
nate system in the model is the o-coordinate
system (Phillips, 1957), the more familiar
geometric height, Z, is employed in this
paper.)
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Fig. 1. Particle trajectories calculated from a numerical model of an asymmetrical hur-
ricane. Labels of three levels in millibars.
The computation procedure consists of
following ten particles moving through the
hurricane system during an eight-day period.
The eight-day period begins at 90 hours fol-
lowing the beginning of the model forecast
and continues until 282 hours. The initial
positions of the ten particles are scattered
throughout the inflow layer of the hurricane
at an elevation of about 3,000 ft above sea
level. If any particle is carried outside the
model's domain, a new particle is started
in the inflow layer at a distance of about 200
nautical miles from the storm center. The
starting position of each successive particle
is rotated 36° to provide uniform coverage
of the inflow layer.
Particle Trajectories Viewed from
Four Perspectives
Figure 1 shows the tracks made by the
particles during the eight-day period. (The
paths of the particles are plotted auto-
matically by a CalComp pen plotter.) The
arrows denote the position and direction of
motion for each particle at 9-hour intervals.
In interpreting the figures, it must be remem-
bered that the vertical dimension is greatly
exaggerated. The vertical scale of the hur-
ricane is only about 10 miles compared to
the horizontal scale of about 500 miles.
In figure 1, the particles spiral inward,
reaching the intense updraft region (cor-
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Fig. 2. View of same
trajectories (see Fig. 1)
from a higher elevation
angle.
Fig. 3. Another view of
trajectories from a still
higher elevation angle.
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Fig. 4. Projec-
tion of particle
trajectories on-
to a horizontal. T=90-282 HOURS 9 HOUR INTERVALS
responding to the eye-wall) near the center of
the storm after about 10 hours. The particles
are quickly carried upward in a spiral ascent,
circling the storm center once during the
approximately three hours required to reach
the top. It should be noted at this point
that the large-scale vertical velocity rather
than the cloud-scale vertical velocity is used
to compute the vertical displacement of the
particles, since clouds are not forecast ex-
plicitly in the model. In reality a specific
particle would probably be carried up in a
cloud updraft at a much faster rate than
that calculated using the average vertical
velocity.
Upon reaching the upper levels of the
model, the particles are carried away from
the storm center. In contrast to the nearly
symmetric inflow, it may be noted that during
the 8 days the outflow occurs mainly in two
quadrants. The two preferred quadrants of
outflow reflect the asymmetric circulation
around the horizontal eddies which are pres-
ent during this period.
Figure 1 also shows the path of one par-
ticle which was started in the middle levels
rather than in the inflow layer. Since the
inflow is very weak at this level, the particle
spirals slowly upward around the center of
the storm. The particle does not enter the
eyewall before reaching the outflow layer.
Figures 2-4 illustrate several views of the
same trajectories from higher (more vertical)
zenith angles. Figure 4 shows the trajectories
projected on a horizontal plane in which the
vertical dimension is not distinguishable.
The views which emphasize the horizontal
motions show that relatively few particles are
trapped in the slow-moving air at the center
of the horizontal eddies in the outflow region.
Occasionally, however, a particle approaches
the center of an eddy and makes a complete
loop. Figure 5 shows one such particle which
makes a clockwise loop during a 15-hour time
period. (Note that the arrows are drawn at
3-hour intervals in figure 5.)
In summary, particle trajectories over an
8-day period of a model hurricane illustrate
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Fig. 5. Trajectory of a single particle showing complete anticyclonic (clockwise) loop
in the upper level outflow layer.
a nearly symmetric, steady, inflow layer, a
small ring of rapidly rising air near the center,
and a relatively asymmetric, unsteady out-
flow region where the paths of the particles
are governed by the position of one or two
horizontal eddies. Based on the large-scale,
average velocities in the hurricane, it takes a
typical particle about 10 hours to reach the
eyewall from a distance of 200 miles, and
about 3 hours to rise from the low level to
the upper level. After reaching the outflow
region the particles decelerate and follow
widely differing paths. Most particles are
carried out of the hurricane environment in
2 to 4 days by relatively fast-moving air
streams which are controlled by the position
of eddies in the outflow layer. Occasionally,
a particle may approach the center of one of
these eddies and make a complete loop. Such
particles may reside in the outflow layer for
more than 5 days.
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COMPARISONS OF TROPICAL CYCLONE SIMULATIONS
WITH AND WITHOUT THE ASSUMPTION OF CIRCULAR SYMMETRY
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ABSTRACT
Results from a three-layer asymmetric hurricane model previously described by the authors are compared with
results from an axially symmetric analog to investigate the effect of the symmetry assumption on the internal dynam-
ics of model cyclones. The symmetric model storm initially develops more rapidly th?n the asymmetric storm. The
differences in intensity during the first 100 hr are related to differences in horizontal resolution produced by the
staggered grid used with the symmetric model. The symmetric model, on the other hand, does not produce the second
period of intensification that starts at 120 hr in the asymmetric model. This fact supports the conclusion reached in
the earlier paper that the development of large-scale asymmetries at 100 hr is closely related to the subsequent
intensification.
Although the life cycles of the two storms are different, the azimuthally averaged structure of the asymmetric
storm at maximum intensity is similar to the corresponding structure of the symmetric model storm and supports
the adequacy of symmetric models in investigating many aspects of tropical cyclone structure.
1. INTRODUCTION
Preliminary results from an asymmetric model have
simulated the characteristic features of the tropica'
cyclone with a surprising degree of realism in spite of the
coarse horizontal (30 km) and vertical (three layers)
resolution (Anthes et al. 1971, hereafter designated ART).
In particular, this model reproduced spiral rainbands
and the strongly asymmetric structure of the outflow
layer. Although realistic results with axisymmetric models
have been obtained by a number of authors (Yamasaki
1968, Ooyama 1969, Rosenthal 1970, Sundqvist 1970),
the symmetry assumption, at first glance, appears to
be rather severe. An important area of investigation is,
therefore, the effect of the symmetry assumption on the
internal dynamics of the model cyclone. Comparison
between results obtained from symmetric and asymmetric
models which are otherwise similar is a potential tool
in this area of investigation.
The primary purpose of this paper is to compare results
of the asymmetiic model (ART) with results from an
axially symmetric analog model which is nearly identical.
A secondary objective is to briefly summarize expeiiments
with this symmetric model which were helpful in the
design of the asymmetric model. The next section
describes the numerical framework of the symmetric
analog with particular emphasis on the differences between
it and the asymmetric model. The major differences are
the use of polar rather than Cartesian coordinates and the
horizontal staggering of variables, which is a feature of
the symmetric model but not of the asymmetric model.
2. DESIGN OF THE SYMMETRIC MODEL
A. BASIC EQUATIONS
The equations of motion in the a-coordinate system
(Phillips 1957) under the assumption of axial symmetry
may be written
do u
+fop*
or
dp* _i_a
dr r2 drMH)]-)\+Fv(u) (1)
and
dp*v
~dT~~
1 d
, * . p*uv
— -5- (rp*uv)—-
r or * r
div
—fnp*
+?l|>l(**0]+w (2)
The symbols u and v are the velocity components in the
radial (r) and tangential (\) directions respectively, p*
is the surface pressure, <r=p/p*, where p is pressure and
i is the vertical velocity in the <r-system. The symbol <j>
denotes the geopotential of a cr-surface, T is temperature,
and R is the gas constant for dry air. The Coriolis param-
eter,/, is 5X10-5 s-1 and is appropriate to approximately
20°N. Terms involving KH (the horizontal eddy viscosity
coefficient) represent the horizontal diffusion of momen-
tum, and the terms involving Fv represent vertical eddy
diffusivity of momentum. These are discussed later.
The continuity and thermodynamic equations are
and
dP*T
dp*
dt r dr
(rp U)
do (3)
1 d / * t\ * d<rT RTw
- =- (rp*uT)—p* -5—
—
dt rdr 6V c„<7
+£*^iC-£) <«
where Q is the diabatic heating per unit mass, c p is the
specific heat at constant piessure, and u=dp/dt is related
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symmetric and
(5)
The term involving the thermal diffusivity for heat,
K T , represents the lateral diffusion of heat due to the
presence of subgrid-scale eddies. The hydrostatic equation
in the a-system is
d± _RT
da a
(6)
Except for the assumption of symmetry and the use of
polar coordinates, these are the equations used by Smagor-
insky et al. (1965) for general circulation studies and
those used in ART for the asymmetric hurricane model.
B. STRUCTURE OF THE SYMMETRIC MODEL
The vertical structure of the model (fig. 1) is identical
to that of the asymmetric model and features upper and
lower tropospheric layers of equal pressure depth and a
thinner Ekman boundary layer. The information levels
for the dynamic and thermodynamic variables aie
staggered according to the scheme used by Kurihara
and Holloway (1967). The horizontal mesh, however,
differs significantly from that for the asymmetric model.
To avoid the singularity at the origin of the polar co-
ordinate system, the thermodynamic variables, including
p* , T, Q, a, and a>, are forecast at grid points halfway
between the prediction points for the momentum variables,
as in previous symmetric models (Yamasaki 1968,
Ooyama 1969, Rosenthal 1970). While identical hori-
zontal grids in the symmetric and asymmetric models
would be desirable for purposes of comparison, the
alternative of defining the thermodynamic and momentum
variables at the same points in the symmetric analog
would yield additional computational differences at the
singularity, r= 0. Difference in results due to this effect
would make comparisons with the asymmetric model as
difficult as is piesently the case. Finally, it is important
to isolate and explain differences due to the horizontal
grid systems since the vast majority of previous sym-
metric hurricane experiments have utilized the staggered
grid system. Since the motion vanishes at r= because
of the symmetry condition, no computations are required
at the pole. The pressure-weighted horizontal velocity
components, up* and vp* are thus forecast at the radii
while the remaining variables are calculated at the radii
^=(i-4)Ar, 7 = 1,2, (8)
This grid staggering is the major numerical difference
between the two models anil results in a smaller trunca-
tion error when horizontal derivatives are estimated. As
we will see below, differences in truncation error are a
major factor in determining the differences in the be-
havior of the two models.
C. THE FINITE-DIFFERENCE EQUATIONS
The finite-difference equations for the symmetric
model are summarized very briefly in this section; in
most cases, the equations are straightforward analogs.
to those described in ART. We adopt Shuman and
Stackpole's (196S) finite-difference notation and write
and
Ar
a— (aJ+ i/2+a;-i/2/72
(9)
where j is the radial index.
For vertical differences and averages, we define
and
a— (at+1/2+o;i._ I/2)/2
5a=(a*+i/2— aic-iv)
(10)
where k is the vertical index.
The horizontal portion of the difference scheme is
similar to the scheme utilized for the asymmetric model
with allowance made for the horizontal staggering of the
variables. The vertical differencing is identical to that
in the asymmetric model.
By use of the operators [eq (9) and (10)], the equations
of motion can be expressed in the form
dp*U. 1, r_ r , * b'-ru" t—°
-A>^+;
2[/v>f;.")j (id
and
dp*r 1,
r
-
r . ^
5Jw' . 1T„ Jp*v\l ,..,,
£r=--(r5p*V)-^ &a +,,|_/M r U (12)
which are applied at the half levels. The continuity
equation takes the form
dp* 1 / *> * °"
' =—
- (mp*)
r
-p* -
dt r oa
(13)
rj=(j—l)Ar, = 2,3, (7)
and is also applied at the half levels. The vortical sum of
eq (13), subject to the boundary conditions <j=0 at <r=
and <r—l, is used to compute dp*/dt. Equation (13) is
then used to compute <j at the integral levels. The thermo-
dynamic equation, also applied at the half levels, is
October 1971
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dp*T 1 ^ ibf RTu, P
*
d
5a C va C v
+^(rTr ) r . (14)
The symbol f° denotes a temperature at the integral
levels computed by linear interpolation of potential
temperature over a between adjacent half levels.
The quantity u= dp/dt is defined at the half levels and
computed from
a,=p*7+7^*+Mpr)'r ~]- (15)
The hydrostatic equation in the form
Z±__RT
da "Z"
(16)
is also applied at the half levels. The horizontal velocity
components are computed from
p*u.
(17)
D. COMPARISON OF HORIZONTAL TRUNCATION ERROR
IN THE SYMMETRIC AND ASYMMETRIC MODELS
As already noted, a significant difference in the com-
putational aspects of the asymmetric model and its
two-dimensional analog is the difference in truncation
errors caused by the staggering of variables in the sym-
metric model. This appears to be especially important in
the computation of the pressure gradient terms.
The finite-difference analog to the east-west component
of pressure gradient force (PGF) for the asymmetric
model is
(PGF)AsyM=-;p*£ -RT(p*)'r :i8)
while the corresponding term for the symmetric model is
(~PGF)aYM ~-p*4,-RT
r
p*. (19)
The pressure differences are evaluated over 60-km
intervals in the asymmetric model, compared to 30-km
intervals in the symmetric analog; thus, the symmetric
model will resolve the intense pressure gradients that are
typical of hurricanes with greater accuracy than will the
asymmetric model.
The importance of this effect may be shown by a simple
example. Consider the evaluation of the pressure gradient
for a symmetric pressure field utilizing the finite-difference
schemes for the asymmetiic and symmetric models. 1 For
this example, consider the following function that is
similar to the shape of pressure profiles in hurricanes:
p(r)--
-(l+ar)e- (20)
1 This analysis is directly pertinent for comparison of the symmetric model results and
the results from the first 120 hr of the asymmetric model when the model storm is quite
symmetric (see ART).
Figure 2.— Hurricanelike pressure profile through the symmetric-
vortex center and finite-difference estimates of pressure gradient
corresponding to symmetric and asymmetric model evaluations.
Note that the maximum pressure gradient estimate for the
asymmetric model occurs at a larger distance from the vortex
center than does the estimate for the symmetric model.
and
dp
dr~
(21)
The graphs of p{r) and its radial derivative are shown in
figure 2 for a= 25 and a nondimensional r ranging from
to 0.4. (For a rough comparison with the hurricane scale,
r may be multiplied by 1000 km.) Figure 2 also shows the
finite-difference estimates for dp/dr computed over 0.060
units of r at points 0.015, 0.045, and 0.075 (corresponding
to the evaluation for the asymmetric model) ; and the
estimates computed over 0.030 units of r at points 0.030,
0.060, and 0.090 (corresponding to the evaluation for the
symmetric model). Large differences between the estimates
occur at the first grid point from the center. While the
maximum gradient for the symmetric model occurs at r=
0.030 (the grid point closest to the center), the maximum
gradient in the. asymmetric model is displaced to the second
grid point from the center (r= 0.045) and is underestimated
by a factor of 2 at r= 0.015. This is due to the large grid
increment which requires pressure values on the opposite
side of the pressure minimum. Thus, for a hurricanelike
pressure field, the asymmetric model, in comparison with
the symmetric model, significantly underestimates the
pressure gradient close to the center. As we shall see, this
results in a considerably weaker storm during the earlier
portions of the asymmetric integration.
E. VERTICAL DIFFUSION OF MOMENTUM
The terms Fv {v) and Fv (u), which appear in eq (1) and
(2), represent diffusive and "frictional" effects due to
vertical transports of horizontal momentum by subgrid
eddies smaller than the cumulus scale and include the
important surface drag. These terms are identical in form
to those in the asymmetric model (ART) and, hence, are
not presented here.
F. TIME INTEGRATION
As in the asymmetric model, the Matsuno (1966)
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simulated forward-backward scheme is used for time
integration. The criteria for linear computational stability
is primarily determined by the external gravity wave.
While a time step of 60 s was adequate for the asymmetric
model, the evaluation of horizontal divergence, in eq (13)
over intervals of 30 km in the symmetric version neces-
sitated a smaller time step of 40 s.
G. LATERAL BOUNDARY CONDITIONS
The small domain size (450 km radius) makes the choice
of lateral boundary conditions extremely important. Pre-
liminary experimentation showed that realistic results
could be obtained for boundary conditions similar to those
employed in other symmetric models (Anthes 1970,
Rosenthal 1970). These boundary conditions require the
pressure and temperature gradients, the horizontal diver-
gence, and the relative vorticity to vanish. The zero diver-
gence assumption and the finite-difference formulation
[eq (13)] for the continuity equation imply that the pres-
sure at the lateral boundary is steady state, as is also the
case for the asymmetric model. The boundary condition
on temperature for the symmetric model, however, allows
the temperature on the boundary to change, unlike the
steady-state temperatures on the boundary of the asym-
metric model. This second difference is probably less
important than that due to the horizontal grids since
temperatures at the boundary of the symmetric analog
change by no more than 1°C during experiments.
H. DIABATIC EFFECTS
As in ART, this preliminary experiment does not con-
tain an explicit water cycle and the convective adjustments
of macroscale temperature are parameterized as they were
in the original version of Rosenthal s (1969) symmetric
model. The basic characteristics of this convective adjust-
ment, summarized in ART, are not repeated here.
The heating function, previously written for the s-sys-
tem (Rosenthal 1969), may be expressed in the <r-system
as follows. Let
-L[(V • p*Vg)Ht=7/2/=- (22)
it=i
where Tc is the temperature along the pseudoadiabat with
the equivalent potential temperature of the a=\ surface;
q is the specific humidity; L is the latent heat of vaporiza-
tion. Then,
Otherwise,
p*Q=I(Tc-T)
if 7>0 and (V • p*Vq) t =m<0.
(23)
P*Q=0. (24)
In finite-difference form,
(V • p*\q)^n=[{up*~q') r ]k=V2 . (25)
The parameterization of nonconvective latent heat
release under nearly moist adiabatic conditions, under
which TC~T, proceeds as follows. Whenever (Tc—T)<
0.5°C at A:= 3/2 or 7/2, this quantity is arbitrarily set to
0.5°C. Under a nearly moist adiabatic lapse rate, there-
fore, Tc— T= 0.5°C at both levels, and the latent heat is
partitioned equally between the upper and lower tropo-
sphere. From eq (23), therefore, latent heat is released in
the column as long as a water vapor supply from the
boundary layer is present.
The value of qh=in , needed for the evaluation of eq (22),
is assumed to be given by
g7/2=min
/0.90 2s\\ 0.020 / (26)
where q s is the saturation specific humidity.
The surface temperature, T*, and specific humidity,
q*, required to establish the pseudoadiabat appropriate
to parcel ascent from the surface are computed, as in the
asymmetric model, by downward extrapolation from the
k= 7/2 level,
7
,*=7,t=7/2+ 3.636°K (27)
and
q*= 0.90q s (T*, p*). (28)
The formulation of the air-sea exchange of sensible heat is
identical to that used in ART.
I. INITIAL CONDITIONS
The initial conditions consist of a vortex in gradient
balance. The temperatures at the levels Ar= 3/2, 5/2, and
7/2 are taken from a mean tropical atmosphere (Hebert
and Jordan 1959). The initial surface pressure (in mb)
is then defined by
a011.0-4.0cosm
and
p*=1015.0
r<375 km
r>375 km
(29)
where r is given in kilometers.
The initial geopotentials of the a-surfaces are calculated
by an upward integration of the hydrostatic equation. To
obtain the initial wind field, we write the gradient wind
equation for the a-system as
v
2
. ,
RTdp*
. d4>
rJV=—.* a +a—
r p or or
(30)
The pressure field [eq (29)], together with the specified
temperature field, yields a maximum gradient wind at
the A:= 7/2 level of 18 m/s at a radius of 240 km. Although
these conditions represent a rather strong vortex, two
experiments, to be briefly discussed later, showed the
mature state of the storm to depend very little on the
strength of the initial vortex. The time of development,
on the other hand, varied from 6 days to 1 day depending
on the strength of the initial circulation. Therefore, a
computational economy is realized by increasing the
strength of the initial vortex.
3. EXPERIMENTAL RESULTS
A. VARIATIONS IN INITIAL CONDITIONS
AND LATERAL MIXING TERMS
One of the objectives of this paper is to present results
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Figure 3.—Summary of four experiments with the symmetric analog model. Experiments I and II start with a weak initial vortex and
compare two formulations of the horizontal eddy viscosity coefficient. Experiments labeled III and S start with a stronger initial vortex.
The experiment labeled S is most nearly similar to the asymmetric model experiment and serves as the basis for comparison.
from the symmetric model that were useful in the
design of the asymmetric model. The first series of experi-
ments provided useful information regarding the formu-
lation of the horizontal eddy diffusivity for momentum
(KH) and the effect of the strength of the initial vortex
on the life cycle of the model storm.
Figure 3 contains the time variation of minimum
pressure and maximum wind speeds for four of the more
significant symmetric model experiments. The profiles
marked "S" denote the symmetric experiment that is
most similar to the asymmetric experiment described in
ART and will serve as the basis for a detailed comparison
in the next section.
These experiments suggested the form for the variable
horizontal eddy diffusivity of momentum that was
ultimately adopted for the asymmetric model and which
may be written
KH= Cl\V\+c2 (31)
where c,= 1.0X103m and Cs=5X103m 2 s_1 . A number of
experiments showed that constant values of KH were un-
acceptable because values small enough to allow the
initial vortex to intensify provided too little diffusion in
the more intense mature stage. Conversely, values large
enough for an intense circulation yielded an overdamping
in the early stages to the extent that intensification was
unable to take place. Experiments with Smagorinsky's
(1965) variable KH (proportional to the magnitude of
the total deformation of the horizontal motion) gave
unrealistic velocity fields near the storm center.
Encouraged by results obtained from symmetric models
(Rosenthal 1970, Yamasaki 1968) in which upstream dif-
ferencing provided an implicit diffusion coefficient propor-
tional to the advecting velocity, a coefficient of the form
K„=c 3 \u\Ar+Ct (32)
was tested with the symmetric analog. This formulation
yields the required compromise between values small
enough to allow storm development and large enough to
provide realistic structures in the intense mature state.
Equation (31) which was utilized in the asymmetric model
represents a generalization of eq (32) to two horizontal
dimensions in which both horizontal velocity components
are advecting components.
Figure 3 shows three experiments with the KH formula-
tion given by eq (32). The curves labeled I and II represent
experiments which are identical except for the value of the
proportionality constant c 3 . For c 3=X (case I) the lowest
pressure and maximum tangential wind speed of the storm
are 994 mb and 33 m/s, respectively, typical of a weak hur-
ricane. Forc 3 =}4 (case II) the minimum central pressure is
975 mb and the maximum tangential wind is 50 m/s, repre-
sentative of a moderate hurricane. The evolution of both
experiments is similar, with both storms beginning a very
slow filling process shortly after reaching maximum
intensity.
The "organization phase" of 6 days in experiments I
and II is typical of hurricane models that start with a
weak vortex. It is computationally uneconomical, however,
especially with three-dimensional models, to devote 6 days
to the relatively uninteresting stage of gradual intensifica-
tion. Experiment III represents an effort to shorten this
phase, and is identical to experiment II except that the
initial pressure perturbation in experiment III is twice the
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amplitude of that in experiment II. These conditions,
given by eq (29), are identical to those used for the asym-
metric calculation. A comparison of curves II and III
reveals that the mature stages of both experiments have
nearly the same intensity. The structures (not shown) are
also quite similar, indicating that the major effect of the
strength of the initial vortex is on the early growth rate
rather than on the final stage of the storm.
The structures of the experiments utilizing a KH of the
form given in eq (32) were all quite reasonable compared
to empirical data. As already noted, the generalization of
eq (32) to two horizontal dimensions suggests the utiliza-
tion of the total wind rather than the inflow component
alone. Thus, in eq (31), the variable part of KH is made
proportional to the wind speed. This formulation, with
Ci=lX103 m and c2= 5X103 m 2 • s~\ gave results which
were comparable to those obtained by eq (32). This ex-
periment, designated S in figure 3, is the basis for com-
parison of the symmetric and asymmetric models in the
next section.
B. COMPARISON OF SYMMETRIC AND ASYMMETRIC
MODEL RESULTS
Figure 4 compares the maximum wind speed in the
boundary layer with the minimum surface pressure for
the symmetric and asymmetric experiments. Results for
the first 24 lir are nearly identical. After this time, how-
ever, significant differences develop. At about 40 hr, the
asymmetric model reaches a near steady state that
closely resembles a weak hurricane. The symmetric model
storm, however, intensifies at a faster rate and deepens
until a considerably stronger steady state is reached at
about 100 hr.
Thereafter, the symmetric storm fills and the computa-
tion is terminated at 165 hr. The asymmetric model, on
the other hand, remains in a weak quasi-steady state
until 120 hr when a second period of intensification begins.
This second deepening phase, as discussed in ART, seems
to be related to the appearance at this time of large-scale
asymmetries, notably in the outflow layer.
During the first 120 hr the differences between the
symmetric and asymmetric model storms are striking.
They are not, however, directly attributable to differ-
ences in storm symmetry, since the asymmetric model
storm remains very nearly circularly symmetric for the
first 100 hr or so. The differences appear to be related to
the differences in horizontal grid structure and truncation
error discussed in section 2D. Apparently, the better
resolution of the pressure gradient force that results from
the grid staggering in the symmetric model produces a
stronger pressure gradient, increased inflow, and conse-
quently increased tangential winds. This indicates that
the nonstaggered 30-km resolution of the asymmetric
model severely limits the early development of the storm
In ART, it was shown that the second period of intensi-
fication in the asymmetric experiment was related to the
development of a form of inertial (or dynamic) instability
that leads to the growth of asymmetric perturbations.
This type of instability cannot be released in the sym-
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Figure 4.—Time variation of the minimum surface pressure and
the maximum surface wind speed for the symmetric and
asymmetric model experiments.
metric model and possibly explains why the symmetric
model does not exhibit two stages of deepening. On the
other hand, a symmetric vortex can exhibit an inertial
instability for horizontal symmetric ring displacements if
(|+^)(?+/)«>. (33)
The tentative conclusion reached in ART was that this
instability played no significant role in either phase of the
deepening since it was not present during the first phase
and since the second phase was highly asymmetric. In
previous studies with symmetric models, similar conclu-
sions have been reached by Ooyama (19f>9) and Rosenthal
(1969). The behavior of the symmetric analog discussed
here appears to directly support this conclusion, and it
indirectly supports the conclusions reached in ART re-
garding the importance of asymmetric inertial instabilities
during the second period of deepening in the asymmetric
model.
Figure 5 shows the time variation of minimum upper
tropospheric relative vorticity for the symmetric and
asymmetric models. The relative vorticity in the
symmetric model reaches a minimum value of — 6X 10~ 5 s _1
after the intensification has occurred. Since/ =5X 10~5 s~l ,
the absolute vorticity is positive until the intensification
is nearly complete, and remains nearly zero thereafter.
For the symmetric model, the second factor in eq (33),
[(2vlr)+f\, is always positive. It would appear, therefore,
that this instability is not a factor in the development of
the symmetric model storm. For the asymmetric model,
the vorticity shown by figure 5 contains the asymmetric
component of the wind as well as the symmetric com-
ponent. These values, therefore, are not applicable to the
type of instability represented by eq (33); rather they
must be applied to the type of instability discussed
in ART that leads to the growth of asymmetric
perturbations.
Figure 6 shows the temporal variations of the com-
ponents of the kinetic energy budget. The sum of (1) the
conversion of potential to kinetic energy, [V(K)], (2) the
flux of kinetic energy across the lateral boundary, [li(K)\,
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Figure 7.—Azimuthal mean vertical cross sections for the tan-
gential wind, the radial wind, and the temperature anomaly at
222 hr for the asymmetric model experiment.
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FKiiiiiE 6.— CA) time variation of the observed kinetic energy
change and of the change computed from the kinetic energy
equation, (B) time variation of individual components of the
kinetic, energy tendency: C(A') is the conversion of potential to
kinetic energy, Hi K) is the How of kinetic energy through the
lateral boundary, II (mix) is the loss of kinetic energy through
lateral eddy viscosity, V(mix) is the loss of kinetic energy
through vertical eddy viscosity and includes the effect of surface
drag friction. Both (A) and (B) are for the symmetric model.
(3) the dissipation due to lateral mixing, [H{mir)], and
(4) the dissipation due to vertical mixing;, [Y(mix)}
equals the "analytic" kinetic energy tendency (dK/di).
Also shown by figure 6 are the observed rates of change
of kinetic energy, (AK/M). The difference between dK/dt
and AK/At is a measure of the truncation error and, as
figure 6 shows, this difference is quite small. Furthermore,
the individual components of the budget are reasonable
when compared to empirical estimates (Hawkins and
Rubsam 190s, Miller 1962, Palmen and Riehl 1957,
Riehl and Malkus 1961).
Comparison of the energy budgets for the symmetric
and asymmetric model storms for the same intensity
(as measured by minimum pressure) shows that the
individual components of the energy budgets are quite
similar in magnitude. The ratio of the components to
each other are nearly the same; for example, the dissi-
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Figure 8.—Vertical cross sections for the tangential wind, the
radial wind, and the temperature anomaly at 89 hr for the
symmetric model experiment.
pation by vertical mixing is about 2.5 times that due to
horizontal mixing in both models. Thus, for a given
intensity, the models are energetically quite similar.
It is interesting to compare the circular mean vertical
cross sections of the asymmetric model with the corre-
sponding vertical sections of the symmetric model at a
time when the storms are approximately of the same
intensity. Mean cross sections for the tangential wind,
radial wind, and temperature departure at 222 hr of the
asymmetric model storm are shown in figure 7, and may
be compared with the analogous sections at 89 hr for the
symmetric model shown in figure 8. These times corre-
spond to the maximum intensity in both models.
The symmetric model shows a somewhat more intense
circulation that is concentrated nearer to the origin.
The maximum wind of about 50 m/s occurs at 30 km.
The mean cross sections for the asymmetric storm show
a larger circulation with mean maximum winds of about
45 m/s occurring at 45 km. These differences are probably
related to the differences in effective horizontal reso-
lution which result from the different horizontal grids
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The better resolution of the pressure gradient force
by the staggered grid in the symmetric model produces
the maximum inflow at a smaller radius (60 compared to
105 km). Through the conservation of angular momentum,
this increased inflow at a smaller radius produces a
higher maximum wind speed.
Aside from the differences caused by different resolutions
near the center, the symmetric storm structure is very
similar to the azimuthal mean asymmetric storm structure.
Both storms show an eye with sinking motion at the center,
both show nearly identical outflow patterns, and both
have a maximum temperature anomaly of 6°C in the
upper troposphere and a weak cold core in the lower
troposphere. These similarities tend to support the
validity of utilizing symmetric models to study many of
the essential features of tropical cyclones.
4. SUMMARY AND CONCLUSIONS
This paper compares the asymmetric model hurricane
(described by ART) with an axially symmetric analog.
Significant differences in the sequence of events in the
histories of the two model storms are found. The sym-
metric model quickly reeches a maximum intensity cor-
responding to a moderate hurricane, and then begins to
slowly decrease in intensity. The asymmetric system, on
the other hand, initially reaches a much weaker intensity,
remains in a nearly steady state for a time, and then shows
a second period of intensification. The differences in
intensity during the first 100 hr are related to differences
in horizontal resolution produced by the staggered grid
used with the symmetric model. The staggered grid
provides for a better resolution of the intense pressure
gradient near the center of the storm than does the un-
staggered grid of the asymmetric model, and confirms
that increased resolution near the center of the asymmetric
grid is necessary. These facts suggest that the asymmetric
model should be recoded in a staggered grid similar to
that used for the symmetric model.
The second period of intensification that starts at 120 hr
in the asymmetric model does not occur in the symmetric
analog. This fact supports the conclusion reached in ART
that the development of large-scale asymmetries at about
100 hr is closely associated with the subsequent
intensification.
Although the life cycles of the two model storms were
quite different, the azimuthally averaged structure of the
asymmetric storm at maximum intensity appeared to
differ from the structure obtained with the symmetric
analog mainly in details attributable to the differences in
resolution produced by the staggering of horizontal grid
points in the symmetric analog. This similarity tends to
support the adequacy of symmetric models in investigat-
ing many important aspects of tropical cyclone structure.
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conference summary
cumulonimbus modification of tropical nature
Peter G. Black
Atlantic Oceanographic and Meteorological Laboratories
Environmental Research Laboratories
National Hurricane Research Laboratory, NOAA
Miami, Fla.
During the week of 15-19 February 1971, the first
United States-Japan conference on modification of
cumulus clouds and cloud systems including the tropical
cyclone was held at the Columbus Hotel in Miami, Fla.
The title of this first conference was "Cumulonimbus
Modification of Tropical Nature." Sponsored by the Na-
tional Science Foundation and the Japan Society for the
Promotion of Science under the auspices of the U. S.-
Japan Science Program, the purpose of the conference
was to discuss the present state of the art of cumulus
cloud and tropical cyclone modification in both coun-
tries as well as future cooperation in this field. The
meeting was organized through the efforts of Dr. N.
Fukuta, Denver Research Institute, and Dr. R. C.
Gentry, Director, National Hurricane Research Labora-
tory, NOAA, in the U. S. and by Dr. K. Terada, Di-
rector, National Research Center for Disaster Preven-
tion, in Japan. H. Hawkins, Assistant Director, National
Hurricane Research Laboratory, NOAA, was acting
chairman of the conference and W. D. Mallinger, Na-
tional Hurricane Research Laboratory, NOAA, handled
the necessary arrangements.
The conference was carried on in a relaxed and in-
formal atmosphere, which helped to encourage the
free exchange of ideas, comments and criticisms. Liberal
time allowances were given for the presentation of pa-
pers and discussion afterward.
The Americans present felt that the biggest single
factor that contributed to the success of the conference
was the excellent command of the English language by
the Japanese participants. Because of this, mutual under-
standing and exchange of ideas were extremely easy.
Several informal social events were held during the
week in order to provide time for the U. S. and Jap-
anese participants to get to know one another person-
ally and to discuss each other's work in more detail than
was possible during the sessions. A tour of the Atlantic
Oceanographic and Meteorological Laboratories and
the Miami Seaquarium was conducted on Wednesday
morning. On Wednesday afternoon the participants
were given a tour of the Experimental Meteorology
Laboratory, the National Hurricane Research Labora-
tory and the National Hurricane Center. Short talks con-
cerning the basic research conducted by each organiza-
tion were presented.
An interesting chain of events became apparent to the
author by the time the conference drew to a close. This
chain of events interestingly had a parallel in both the
U. S. and Japan. An interest in "making rain" from
clouds led to early experiments in the late 1940's in
both countries. Experience gained in these modification
attempts during the 1950's led to intensified basic re-
search on the mechanisms of precipitation formation
and basic microphysical processes during the 1960's. In
this decade, an interest in tropical storm modification
developed in the U. S. Several experiments led to the
conclusion that a better understanding of cloud micro-
physics, tropical storm dynamics, and their interaction
was necessary before a more effective modification of the
tropical storm could be carried out. Furthermore, for
the purposes of evaluating the effects of tropical storm
modification it has become apparent that a better under-
standing of the damages caused by tropical storm winds
is necessary. These early cumulonimbus and tropical
cyclone modification experiments in the U. S. and Japan
have raised questions and suggested fruitful avenues of
research such as that reported during the conference
on "Cumulonimbus Modification of Tropical Nature."
The papers presented, which are summarized below,
suggest four main areas of cooperative study between
the U. S. and Japan in the years ahead. These are:
1) A greater understanding of the microphysical pro-
cesses in clouds.
2) The relationships between the microphysical and
dynamical processes in clouds.
3) The interaction between the cloud scale and tropi-
cal cyclone scale of motion.
4) The relationship between tropical cyclone winds
and the damage caused by these storms.
Examples of recent cumulus cloud modification ex-
periments in Japan were reported by Prof. K. Takeda,
Kyushu University, and by Dr. Y. Omoto, National
Research Center for Disaster Prevention. For a compre-
hensive review of weather modification activities in
Japan the reader is referred to a recent article in the
Bulletin by Fukuta. 1 Prof. Takeda described a warm
cloud seeding experiment that was carried out in mid-
dle Kyushu during the summers of 1961 to 1966. The
method involved spraying shallow cumulus clouds (those
with a thickness of 50-2400 m) with a fine water spray
discharged from a small aircraft flying over the cloud
i Fukuta, N., 197!: Weather modification activities in
Japan. Bull. Amer. Meteor. Soc, 52, 4-14.
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top. Evaluation of the experimental results proved to
be difficult since the artificial changes in the cloud
caused by spraying were of the same order of magni-
tude as the natural changes.
Dr. Omoto described an ingenious rocket system, de-
veloped during the past two years, which was designed
for use in hail suppression experiments in Japan. The
rocket has two stages, is only 785 mm long and is de-
signed to completely burn up before falling back to the
ground. The rocket is launched from a mobile rocket
launcher and is designed to reach altitudes above 7000 m.
The second stage contains an Agl mixture that disperses
a large number of relatively large Agl particles near the
top of the rocket trajectory. The exact number and size
of particles have not yet been determined due to limited
facilities. Even so, the rocket system is a remarkable
achievement. The first rocket seeding experiment was
carried out in October 1970 at a Japanese Self Defense
Force site northwest of Tokyo. An RHI, 3.2-cm radar
was used for evaluation and was oriented along the di-
rection of the rocket trajectory. Some echo formation
was noted after the rocket firings. Further tests and
seeding evaluations are planned.
Cumulus cloud modification activities in the U. S.
were reported by Dr. W. Woodley, Experimental Me-
teorology Laboratory, NOAA, and Dr. A. Weinstein,
Meteorology Research, Inc. Dr. Woodley reported on
cumulus cloud seeding experiments over South Florida
in 1968 and 1970. The clouds were seeded by Agl pyro-
technics which were dropped into the clouds at about
the —5C level. The experiments were carried out in
conjunction with a one-dimensional cloud model that
was used to predict days on which cumulus clouds could
be expected to grow following seeding. The results
showed that seeded clouds grew 7000 ft taller than
control clouds and produced 270 acre-ft more precipi-
tation on the average. Dr. Woodley also reported an
interesting case of extreme rainfall enhancement asso-
ciated with the merger of two seeded clouds. An in-
crease of 8750 acre-ft of precipitation was reported over
that of the control clouds.
A similar case was reported by Dr. Weinstein in his
experiments in Flagstaff. He suggested that stimulation
of such cloud mergers was the key to creating significant
rainfall increases. He went on to present the results of
the Flagstaff seeding program and presented the inter-
esting result that glaciation occurred during the active
phase of the seeded cloud lifetime whereas in natural
clouds glaciation occurred during the dissipating stages.
He suggested that the primary microphysical reason for
the added precipitation in seeded clouds is the increased
vertical motion leading to a second surge of moisture
into the cloud.
It was evident during the course of the conference
that cumulus cloud modification programs such as those
discussed above have helped a great deal in the under-
standing of the physical processes in clouds. They have
also helped to point out the pertinent questions that
have to be answered before a complete knowledge of the
precipitation process is obtained. One such area where
many questions remain unanswered and where active
research is presently underway in both the U. S. and
Japan is the area of the microphysics of cloud glacia-
tion. Prof. C. Magono, Hokkaido University, reported
on studies of the vertical structure of snow clouds car-
ried out during the winter of 1970 in Hokkaido using
"snow crystal sondes" designed by Magono and Tazawa, 2
and sampling in the region from —10C to —20C. Due
to a lack of aircraft with which to investigate the upper
portions of cumulonimbus, the study of the microphysics
of easily accessible snow clouds in winter was consid-
ered as a first step in learning more about the ice phase
in cumulonimbus clouds and more about modification of
such clouds. Prof. Magono reported the interesting ob-
servation that the concentration of ice crystals in the
snow clouds always exceeded the concentration of ice
nuclei by one to three orders of magnitude.
This same observation was reported by Dr. A. Ono,
Meteorological Research Institute, who described his
observations of relatively warm (-10C and warmer) su-
percooled maritime clouds by aircraft near Tasmania
during May 1968. Dr. Ono found many very small regu-
lar ice crystals that could not have originated from natu-
ral ice nuclei. These observations suggested that some
ice crystal enhancement mechanism was operating, an
understanding of which is of great importance for cloud
seeding. If a cloud is capable of complete glaciation
with only natural ice nuclei present, it is possible that
additional ice nuclei injected artificially could inhibit
precipitation rather than stimulate it. Dr. Ono suggested
that the most plausible explanation for ice crystal multi-
plication, based on his observations of size, concentra-
tion and microphysical conditions of occurrence, was
that they were formed when ice fragments were thrown
off from water drops freezing after accretion on ice
crystals.
Dr. M. Fujiwara, Meteorological Research Institute,
discussed the relationship between the stage of glacia-
tion of snow clouds topping at — 18C and the cloud dy-
namics. He used a vertically pointing Doppler radar
and a ground based snowflake sampling network in a
study conducted on the coast of the Japan Sea in
February 1966. Based on these observations Dr. Fujiwara
constructed a model showing the dependence of the
ice crystal habit on vertical air velocities. He also showed
the amounts of artificial ice nuclei needed for complete
glaciation and the altitude above the melting level
where the seeding material should be injected under
assumptions of different natural ice nuclei concentra-
tions and vertical velocities. For example, a concentra-
tion of 50 1_1 at 1.6 km above the 0C level was needed
for complete galciation when 5 I"1 natural ice nuclei
were present in an updraft of 1 m sec -1 .
2 Magono, C, and S. Tazawa, 1966: Design of "snow crystal
sondes." /. Atmos. ScL, 23, 618-625.
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Dr. R. Koenig, Rand Corporation, presented the re-
sults of recent experiments to model the ice phase mi-
crophysics in the U. S. He discussed his model, which
predicts the growth rate of ice crystals by deposition in
the temperature range from — 1C to —35C. Agreement
with observations, where available, was good. Maximum
growth rates were shown to occur at temperatures near
—5C and — 15C.
Dr. N. Fukuta, Denver Research Institute, reported
on recent experiments in the U. S. using different seed-
ing agents in a burner developed by Meteorology Re-
search, Inc. He discussed the current status of ice tech-
nology for ice nuclei and ice crystal generation.
Attempts to model the microphysical cloud processes
and their relationship to the cloud dynamics have been
carried on primarily in the U. S. and were discussed by
Dr. H. Orville, South Dakota School of Mines and Tech-
nology, Dr. W. Cotton, Experimental Meteorology Lab-
oratory, NOAA, and Dr. D. Lilly, National Center for
Atmospheric Research. Dr. Orville's model is a two-
dimensional model of the life cycle of a cumulonimbus
cloud initiated over a simulated mountain ridge. He has
recently incorporated cloud-ice and hail processes into
the model. In spite of the underdamped nature of the
model (vertical motion is too great), it may be useful,
with improved ice phase microphysics, in determining
the dynamic response of the environment (on the meso-
scale) to seeding. A point brought out by several of the
participants, in this connection, was that cloud phys-
icists should try to estimate the increase in the low-level
convergence of moisture into a cloud due to high-level
seeding.
Dr. Cotton's model is a one-dimensional model but
incorporates more sophisticated microphysics. Two re-
cent experiments were described, one which developed
high amounts of supercooled water and was very sensi-
tive to moderate amounts of seeding material and an-
other which developed relatively little supercooled wa-
ter and was relatively insensitive to large amounts of
seeding material. Dr. Cotton went on to suggest that
overseeding could produce an overabundance of ice
crystals, increase the middle level horizontal conver-
gence, and thus kill the cloud. Such an effect is strongly
a function of the humidity structure of the environment
and the size of the tower.
Dr. Lilly outlined the cloud modelling activities at
NCAR. This included development of numerical meth-
ods that would be necessary for a three-dimensional
cloud model that is under development. This model is
designed to study the influence of turbulence in the
boundary layer on cumulus cloud development.
Dr. E. Berry, Desert Research Institute, reported on
observations of the echo-free vault being present in Al-
berta hailstorms for periods up to one hour. He sug-
gested that dry air entered the side of the intense up-
draft above the cloud base producing a cloud free region
in some instances as well as an echo free region.
Dr. Berry also outlined a new data acquisition system
that was being flight tested for possible use on the C-130
aircraft during tropical storm reconnaissance missions.
The system provides for display of meteorological and
navigational information simultaneously with a recently
acquired radar display.
Recent numerical modelling work on hurricanes was
discussed in some detail at the conference. Dr. S. Rosen-
thal, National Hurricane Research Laboratory, NOAA,
described several recent experiments with his two-dimen-
sional, seven-level hurricane model in which he found
that there is a crucial drag coefficient above which the
frictional convergence of water vapor dominates over
frictional dissipation. He also showed that the sensible
heat exchange from the sea is less important than latent
heat addition from the sea in determining the storm
intensity.
This same conclusion was arrived at by Dr. K. Te-
rada, Director, National Research Center for Disaster
Prevention, who modelled the effects on a typhoon's en-
ergy supply by increased evaporation from the sea sur-
face as the model typhoon moved over warmer waters.
He found, by a detailed trajectory analysis technique,
that the energy supply increased by 30% as the typhoon
moved over a belt of water 400 km wide that was one
degree warmer than the surroundings.
Dr. R. Anthes, National Hurricane Research Labora-
tory, NOAA, described recent experiments with a three-
dimensional, three-level hurricane model. He showed
how the use of a staggered grid system helped overcome
certain problems encountered with the coarse grid sys-
tem that had to be used. He also showed how the model
produced spiral convective bands in the lowest layer
and several transient horizontal eddies in the outflow
layer.
Dr. K. Ooyama, New York University, described a
linearized model to investigate the effects of various
vertical heating distributions on wave disturbances in
easterly zonal flow with variable vertical shear. Depend-
ing on the vertical profiles of zonal flow and distribution
of released heat, various types of tropical disturbances
were possible.
Considerable discussion was devoted to the effects on
the hurricane dynamics that should occur by altering
the microphysics of the imbedded cumulonimbus clouds
by artificial seeding. It was apparent during the confer-
ence that considerable progress has been made recently
in Japan and the U. S. in understanding cumulus cloud
microphysics and in understanding hurricane dynamics.
One of the main points the various discussions brought
out was the gap that exists in our knowledge concern-
ing the interaction between the two. Perhaps the pro-
gram of hurricane modification will supply the impetus
for closing this gap.
The results of the first multiple seeding of a hurri-
cane by Project STORMFURY were presented by Dr.
R. C. Gentry, Director, National Hurricane Research
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Laboratory and Project STORMFURY. He showed the
reductions in the maximum wind that were observed
following the five seedings of hurricane Debbie on both
18 August and 20 August 1969. The reduction amounted
to 31% on the 18th and 15% on the 20th. He went on
to explain the new seeding hypothesis that has been
developed during the past year. In this case, the energy
needed for modification comes primarily from the latent
heat of condensation as clouds just beyond the eyewall
are made to grow. Of course, latent heat of fusion will
still be important as a trigger to promote deeper moist
convection.
Dr. N. Fukuta added to the discussion on hurricane
modification by proposing another mechanism that may
be active in modifying the hurricane after seeding. He
suggested that enhancement of precipitation would cause
additional cooling as a greater number of frozen parti-
cles melt and evaporate while falling. It was further sug-
gested that cooling of the environmental air brought
downward with the precipitation would reduce the
cloud buoyancy and help cut off updrafts in the bound-
ary layer.
Considerable discussion centered on the relative im-
portance of the various heat exchange mechanisms in
cumulus clouds as they applied to the hurricane. The
general feeling was that the additional latent heat re-
lease by condensation stimulated by cloud growth fol-
lowing seeding, and further augmented by frictional con-
vergence of water vapor beneath the cloud, was the
dominant heat exchange mechanism.
The economic benefits of tropical storm modification
were discussed by Dr. Gentry who showed that only a
10% reduction in a storm's maximum wind would re-
sult in a multimillion dollar savings in terms of damage
prevented. He stressed that much work is needed in
establishing a relation between the wind speed and
damage. He quoted work presently being carried out at
Stanford Research Institute which suggested that wind
damage should be proportional to the wind speed raised
to the power of from three to six. This would make a
small reduction in wind speed extremely beneficial.
Prof. T. T. Fujita, University of Chicago, presented
a semiquantitative scheme of assessing storm damage by
categorizing storms according to areal extent of damage
of a certain magnitude. To establish the magnitude of
damage he proposed using his F-scale which related dam-
age of a certain type to sustained winds and fastest 1/4-
mile winds. His F-scale connects the upper end of the
Beaufort scale with the lower end of the Mach scale.
Future cooperation between the U. S. and Japan in
the area of tropical cyclone modification was discussed
on the last day of the conference. It has been proposed
that Project STORMFURY move its operation to the
Pacific during some part of the 1972 season. This would
provide an excellent opportunity for cooperation be-
tween the If. S. and Japan. With this in mind, Dr. T.
Kitaoka, Director, Meteorological Research Institute,
presented a climatological study of killer typhoons in
the western Pacific that would have been suitable for
seeding during the period 1965-1969. Dr. Kitaoka im-
posed stricter seeding regulations in his study than are
presently in use in the Caribbean area in order to avoid
any possibility of a political problem. Therefore, he
eliminated any storm from his study that struck land
during its lifetime. With this criteria, he concluded that
a STORMFURY operation could be carried out on
from one to three typhoons during a 45-day period from
mid-September through the end of October using Guam
as a staging base and Wake and Yokota (or Atsugi) as
secondary bases. It is planned to extend the study to in-
clude a ten-year period.
Results from a similar study made by W. D. Mallinger,
National Hurricane Research Laboratory, NOAA, were
presented by Dr. Gentry. This study used slightly less
stringent rules, but still eliminated any storm that 1) was
within 50 n mi of land 24 hr after seeding would have
ended, 2) was recurving, or 3) was rapidly accelerating.
Guam was suggested as the primary operating base with
the possibility of terminating an operation in Okinawa.
Using typhoon data from 1961 to 1969, an average of six
typhoons would be eligible for seeding during the three-
month period from August through October.
It was decided to hold future discussions concerning
exact seeding eligibility in the western Pacific. In ges-
eral, close cooperation between the U. S. and Japan on
the planning, execution and evaluation of such an ex-
periment would be carried out.
It was thought that a good time for the next meeting
on the modification of cumulus clouds and cloud systems
including tropical cyclones, sponsored by the U. S.-Japan
Science Program, would be sometime early in 1973. By
that time, much new information should be forthcom-
ing from both countries concerning the various problem
areas discussed during this conference.
Reprinted from Journal of Atmospheric Sciences 28
No. 8, 1348-1366.
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On the Asymmetric Structure of the Tropical Cyclone Outflow Layer
Peter G. Black and Richard A. Anthes
National Hurricane Research Laboratory, NOAA, Miami, Fla.
(Manuscript received 18 March 1971, in revised form 26 July 1971)
ABSTRACT
ATS-III satellite data and conventional aerological data are used to construct detailed wind analyses
of the outflow layer for four hurricanes and one tropical storm. Harmonic analysis of these data, and of the
data for a mean Atlantic hurricane and a mean Pacific typhoon, shows that wave numbers 1 and 2 around
the circumference of the storm account for most of the variance of momentum and kinetic energy. Sub-
traction of the symmetric part of the vortex circulation from the total flow to yield the "asymmetric wind"
reveals two eddies located in preferred quadrants ot the storm. An anticyclonic eddy is found to the right
and a cyclonic eddy to the left of the storm motion. These eddies transport absolute vorticity inward,
opposing the outward transport by the mean circulation. They also transport a significant amount of
negative relative angular momentum outward.
The presence of inertial (or dynamic) instability is investigated. Although substantial areas of negative
absolute vorticity and anomalous anticyclonic winds exist in all cases, these areas are correlated so well
that the regions of dynamic instability are small.
1. Introduction
The outflow layer of tropical storms is considerably
more asymmetric (azimuthally varying about the axis of
rotation) than the middle and lower layers (Alaka, 1961,
1962; Miller, 1963). However, lack of data has ham-
pered work that quantitatively describes the outflow
structure for individual storms and ascertains the
significance of the horizontal asymmetries/ Previous
analyses of the upper tropospheric structure of tropical
storms have relied on 1) averaging rawinsonde data
from a number of storms, 2) using scattered rawinsonde
data from the periphery of individual storms, or 3)
using high-level aircraft over a small area near the
storm center. For example, Jordan (1952) and Miller
(1958) constructed average upper tropospheric struc-
tures with data from primarily six Atlantic hurricanes
and Izawa (1964) constructed an average typhoon with
data from fourteen Pacific typhoons. Koteswaram
(1967) studied several individual hurricanes, but his
data were limited by the density of rawinsonde stations
along the U. S. Gulf and Atlantic coasts, with the con-
sequence that several quadrants were data void.
Hawkins and Rubsam (1968), LaSeur and Hawkins
(1963) and Gentry (1967) studied the inner region of
individual storms using aircraft data, but these analyses
were restricted to within 200 km of the center by the
limited aircraft coverage.
Each of the above methods has disadvantages when
making quantitative studies of the outflow layer. The
averaging of several storms eliminates individual
asymmetries that do not have a preferred location with
respect to the center of the storm. The sparse rawin-
sonde network over the oceans limits the use of the con-
ventional aerological data. Finally, aircraft data are
normally restricted by the range of the aircraft to within
a few hundred kilometers of the storm center. Thus,
there is a data gap between roughly 300 and 1000 km
from the hurricane center. The importance of this region
on hurricane dynamics, including the processes of
inertial instability and interactions with the synoptic-
scale environmental flow, therefore, is not well under-
stood. Recently, however, it has been possible to utilize
ATS-III satellite photographs to construct flow fields
at levels which contain traceable cloud elements. These
data have made it possible to construct nearly in-
stantaneous, detailed flow patterns in the hurricane
outflow layer beyond 300 km (Fujita and Black, 1970).
This paper investigates the structure of the out-
flow layer of five individual tropical cyclones and of
two mean storms (Miller, 1958; Izawa, 1964). Quanti-
tative estimates are made of the magnitude of large-
scale horizontal asymmetries. In particular, harmonic
analysis of the radial and tangential wind components
and the specific kinetic energy determines quanti-
tatively the predominant scale of the asymmetries.
Subtraction of the axisymmetric portion of the flow
from the total flow isolates the asymmetric part of
the circulation and reveals horizontal eddies located
in preferred quadrants of the tropical cyclone. The pro-
duction and maintenance of these eddies are dis-
cussed. The role of the asymmetries in transporting
vorticity and momentum is computed. Finally, the
presence of negative absolute vorticity, anomalous
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Table 1. Tropical cyclones selected for analyses.
Storm
Time period studied
[time (GMT), date]
u v
(m sec^ 1 )
Storm motion
Directionn
Speed of motion
(m sec-1) (deg)
Carla
Candy
Debbie
Camille
Celia
Mean Atlantic
hurricane
Mean Pacific
typhoon
1200, 10 September to 0000, 12 September 1961
2110-2230, 22 June 1968
1435-1625, 20 August 1969
1630-1735, 17 August 1969
1530-1700, 3 August 1970
1954-56
1950-61
-2.3
0.0
-2.8
-1.8
-6.7
2.1
5.7
4 1
5.9
3.5
3.1
5.7
5.0
6.2
7.5
5.6
5.5
312
360
325
343
298
* Mean storms were composited relative to a single arbitrary direction of motion.
anticyclonic winds, and the related inertial instability
are investigated.
2. Discussion of data
The tropical cyclones selected for this study are listed
in Table 1. Table 2, compiled from the Fleet Weather
Facility Tropical Storm Reports (1962, 1969, 1970) and
the hurricane season reports (Dunn el al., 1962; Sugg
and Hebert, 1969; Simpson el al., 1970) shows the cen-
tral pressures and maximum wind speeds for each storm
bracketing the time period used in this study. This table
shows that the individual storms were nearly steady
state over the period of study, except for hurricane
Celia which was rapidly intensifying.
To obtain sufficient data for quantitative analysis of
hurricane Carla, rawinsonde data were composited
relative to the storm center for four synoptic times as
the storm approached the Texas coast. This time-to-
space conversion is considered valid since the storm
was nearly steady state during the period.
For the remaining cases, the major source of data was
the cirrus cloud motions derived from ATS-III satellite
data, with supplemental rawinsonde and aircraft ob-
servations included where available. Cirrus cloud
velocities for Debbie and Camille were provided by
Fujita 1 and for Celia by Smith, 2 and were analyzed by
the authors. The exact height of the cirrus clouds is
difficult to determine, but best estimates (Waco, 1970)
indicate that cirrus cloud heights near the center of an
intense hurricane are between 150-100 mb. For less
intense storms, the tops are probably somewhat lower,
in the vicinity of 200 mb. Although the cirrus is defi-
nitely in the outflow layer, the cirrus motions may not
occur at the level of maximum outflow. Thus, the calcu-
lations presented later possibly underestimate the maxi-
mum values found in the outflow layer.
Considerable care was taken to select cirrus cloud
elements that were clearly persistent during the 2-hr
period of observation. Wave motion effects, dissipation
of clouds, and thunderstorm anvils were avoided as un-
representative of the large-scale How. Cirrus cloud dis-
sipation is not thought to be a serious problem since
Merritt and Wexler (1967) have shown that cirrus
bands in the hurricane outflow layer have an average
lifetime of 12 hr. The accuracy of the satellite winds
may be estimated by comparison of the 200-mb rawin-
sonde winds with the cirrus cloud motions for tropical
storm Candy, shown in Fig. 1. Comparable agreement
to that shown in Fig. 1 was also found for the Camille
and Celia cases, while no comparison was possible in
hurricane Debbie. From Fig. 1, the accuracy of the
satellite wind speeds and directions appear to be
within ±3 m sec-1 and ±15°, respectively. This mag-
nitude of error is close to that found by Serebreny el al.
(1969) for ATS-III cirrus cloud motion observations
in the tropics.
Table 2. Storm intensities.
1 T. Fujita, 1970: Personal communication.
2 C. L. Smith 1970: Personal communication.
Central maximum
Time pressure wind
Storm Date Day (GMT) (mb) (kt)
Carla September 1961 10 0000 942 115
10 1200 935 120
11 0000 935 130
11 1200 931 140
12 0000 940 130
Candy June 1968 22 0000 1006 25
22 1200 1004 25
23 0000 1004 30
23 1200 1001 35
Debbie August 1969 20 0000 954 100
20 1200 954 110
21 0000 956 110
21 1200 959 100
Camille August 1969 16 1200 908 155
17 0000 905 160
17 1200 170
18 0000 901 170
Celia August 1970 02 1200 986 80
03 0000 986 80
03 1200 971 105
04 0000 949 140
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Fig. 1. Comparison of ATSTII cirrus cloud motions with 200-mb rawinsonde
winds for tropical storm Candy.
3. Qualitative description of outflow structures
Historically, descriptions of the flow structure of
tropical cyclones have differentiated between the total
flow (storm circulation plus vortex translation) and
flow relative to the moving storm center (total flow
minus storm motion). This comparison is of primary
interest close to the center of the storm in which the
symmetric vortex circulation is dominant. At large
distances, however, the physical meaning of relative
motion is less clear as the intensity of the storm
diminishes and environmental synoptic scales increase
in importance. Since the primary region of interest in
this paper links the hurricane scale with the larger
synoptic scale, it is probably desirable to consider both
total and relative flow. However, in the cases considered
here, the storm motion is small compared to the total
flow and differences in quantitative results due to this
effect are minor.
The total streamline and isotach analysis for each
individual storm is shown in the left hand column of
Figs. 2 and 3. Hurricane Carla shows a huge outflow
circulation with the most intense branch of the circu-
lation spiralling anticyclonically outward in the north-
east quadrant. The corresponding analysis for weak
tropical storm Candy shows a pronounced trough in the
northwest quadrant, only a weak cyclonic circulation
at the center, and a broad band of anticyclonic winds
in the eastern semi-circle. Hurricane Debbie presents
still another upper level pattern, with a small but in-
tense cyclonic circulation at the center surrounded by
anticyclonic winds. Outflow occurs mainly in the north-
east and southwest quadrants. Hurricane Camille
shows a large region of cyclonic flow near the center
with cyclonic inflow in the left quadrant and massive
outflow in the north and east quadrants. The outflow
from hurricane Celia occurs almost entirely in the west
quadrant. Inflowing air from the east penetrates to
within 1° latitude of the center.
The upper level total flow patterns for the mean
Atlantic (Miller, 1958) and Pacific storms (Izawa, 1964)
are shown in the left-hand portions of Fig. 4. Both
storms show strong anticyclonic outflow in the right
quadrant. In olher respects, however, they are quite
different. The mean typhoon shows a large region of
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cyclonic motion near the center whereas the mean
hurricane shows practically none. This difference is
probably due to the greater intensity of the typhoons
as shown by Table 3, but may also reflect a lack of
data near the hurricane center. Considerable cyclonic
inflow is evident in the left-rear quadrant of the mean
typhoon, whereas a smooth anticyclonic outflow is
present for the mean hurricane.
Both mean storms show a surprising degree of asym-
metry in spite of the smoothing inherent in the averag-
ing process. Both Miller and Izawa note high values of
persistence, defined as the ratio of vector mean velocity
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Fig. 2. Total streamlines and isotachs (m sec-1), left, compared with total asymmetric streamlines
and isotachs (m sec-1), right, for hurricane Carla, tropical storm Candy and hurricane Debbie. The
range circles are at 2° latitude radius intervals. The arrow indicates the direction of storm motion.
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HURRICANE "CAMILLE" 1630-17352 AUG. 17, 1969
Volume 2S
HURRICANE "CELIA" 1530-1700Z AUG. 3,1970
TOTAL STREAMLINES AND I.SOTACHS TOTAL
Fig. 3. Same as Fig. 2 except for hurricanes Camille and Celia.
ASYMMETRIC STREAMLINES
AND ISOTACHS
to scalar mean speed. This preference of asymmetric
features for certain quadrants, implied by the high
persistence values, is discussed later.
Although the individual and mean tropical storms
show a wide variety of structures, the streamline and
isotach analyses suggest that the semi-circle to the left
of the storm center tends to be cyclonic while the
greatest anticyclonic circulation occurs to the right of
the storm center.
4. Quantitative description of outflow asymmetries
a. Harmonic analysis of momentum and kinetic energy
The scale of the asymmetries in the outflow layer of
each storm may be determined by harmonic analysis
of the tangential and radial wind components and
specific kinetic energy. The east-west («) and the north-
south (v) components of the wind were linearly inter-
polated from a 20X20 rectangular grid with 111-km
resolution to a polar grid with 111-km radial and 22^°
azimuthal resolution. The radial and tangential wind
components were then calculated and the harmonic
analysis performed at radii from 2-8° of latitude in 1°
increments. Computation of the total variance and
percent variance by each harmonic is straightforward
(e.g., Panofsky and Brier, 1958).
Figs. 5 and 6 show the radial and tangential wind
components for the individual storms. These figures
show that there are generally one or two maxima and
minima around the storm's circumference. The cor-
responding fields for mean storms are presented by
Izawa (1964) and Miller (1958) and are not repeated
here.
Figs. 7 and 8 show the results from the harmonic
analysis together with the azimuthal means and
standard deviations of the radial and tangential winds
for the individual storms. Fig. 9 shows the correspond-
ing calculations for the mean storms. In interpreting
the horizontal scales of the asymmetries from these
figures, it should be noted that the wavelengths for a
given wavenumber increase by a factor of 4 from the 2°
latitude radius to the 8° radius.
The harmonic analysis emphasizes the strong asym-
metric nature of the outflow structure. In nearly every
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case the standard deviation is greater than the mean
for each component beyond 400 km, indicating that the
horizontal eddies dominate the circulation far from the
center. The higher ratio of mean to standard deviation
near the center indicates a more symmetric flow in this
region.
The mean radial profiles of tangential velocities for
hurricanes Carla, Debbie and Camille show a strong
cyclonic circulation near the center ranging in intensity
from roughly 8 (Carla) to 25 m sec-1 (Camille). The
radius of cyclonic winds varies from 250 km in Debbie
to 650 km in Carla. Beyond the region of cyclonic
winds the anticyclonic component reaches a peak in-
tensity of about 10 m sec-1 at 900 km for Carla and
Camille, and at 450 km for Debbie, a smaller storm.
Weak tropical storm Candy, and hurricane Celia,
which was undergoing rapid intensification, do not
show the cyclonic flow near the center that is present
in the other cases. This difference seems to be related to
differences in the intensity and maturity of the storms,
with greater cyclonic outflow associated with the mature
Table 3. Average intensities of mean storms.
Minimum
pressure
Storm (mb)
Maximum
wind
(kt)
Mean Atlantic hurricane 944
Mean Pacific typhoon 925
125
155
intense storms. In these cases, the cyclonic winds result
from prolonged upward transport of cyclonic momen-
tum by the mean vertical motion and the organized
cumulus convection (Gray, 1967).
Figs. 7 and 8 show the percent of total variance
accounted for by wavenumbers 1-3. Wavenumber 4 is
shown whenever it is significant (>5%). Higher wave-
numbers account for a very small percent of the vari-
ance and are not shown. In most cases, wavenumbers
1 and 2 explain over 90% of the variance. Furthermore,
the percent of variance accounted for by wavenumbers
1 and 2 is nearly constant with radial distance, in-
MEAN ATLANTIC HURRICANE
MEAN PACIFIC TYPHOON
TOTAL STREAMLINES AND ISOTACHS TOTAL ASYMMETRIC STREAMLINES AND
ISOTACHS
Fig. 4. Same as Fig. 2 except for the mean Atlantic hurricane and the mean Pacific typhoon.
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HURRICANE "CARLA"
TROPICAL STORM CANDY
Fig. 5. Relative tangential and radial wind components (m sec ') for Carla, Candy and Debbie.
dicating that the horizontal scale of the asymmetries
increases outward.
Since the storm motion is usually different from the
flow at any one level, the predominance of wavenumber
1 in the tangential and radial wind components is
partially due to the geometric effect of the storm moving
through an upper level current of different velocity.
It should also be noted that the harmonic analysis is
biased toward smaller wavenumbers since the averaging
and smoothing which is present in varying degrees in
all cases will suppress higher spatial frequencies.
For the individual and mean storms, Figs. 10, 11 and
12 show the harmonic analysis of specific kinetic energy
k, where
k=(u*+v2)/2. (1)
The analysis of kinetic energy shows somewhat less
energy in wavenumber 1 than does the analysis of the
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tangential and radial winds, possibly because the asym-
metric distribution of kinetic energy is not directly
related to the motion of the vortex through the atmo-
sphere, as is the case for the tangential and radial wind
components. Figs. 10-12 show that the standard devia-
tion of kinetic energy increases outward, and that
nearly all of the variance is accounted for by wave-
numbers 1, 2 and 3. There is a slight tendency for the
higher harmonics to increase in importance beyond
400 km.
In summary, the harmonic analysis of tangential
and radial components and specific kinetic energy in-
dicates the presence of one or two large-scale eddies
which are most prominent beyond 400 km. The pro-
duction and maintenance of these eddies, and their
role in the vorticity and angular momentum budgets
of the hurricane, are discussed in the following sections.
b. The asymmetric wind
To isolate the asymmetric structure of the outflow
layer, the "asymmetric wind" V is defined by subtract-
ing the azimuthal mean tangential and radial wind
components from the observed components, i.e.,
where
v T
' =v T— v r
Y' = vx'i+v r 'r
(2)
where ^. and r are unit vectors in the tangential and
radial directions, respectively, and the overbar denotes
the azimuthal average. The V field represents the en-
vironmental flow after the symmetric part of the vortex
is removed. The asymmetric streamlines and isotachs
for the individual storms are shown in the right-hanc
column of Figs. 2 and 3, and for the mean cases in Fig. 4.
The asymmetric flow field reveals that for three oi
the five storms (Carla, Camille and Debbie), two eddies
are present in the outflow layer as was suggested by the
harmonic analysis. In each case, there is a cyclonic
eddy to the left of the storm motion vector (given in
Table 1), and an anticyclonic eddy to the right. Further-
more, in the case of hurricane Debbie, two more eddies
are present downstream from the hurricane, a cyclonic
HURRICANE CAMILLE
HURRICANE CELIA
TANGENTIAL VELOCITY RADIAL VELOCITY
Fig. 6. Relative tangential and radial wind components (m sec-1 ) for Camille and Celia.
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Fig. 9. Same as Fig. 7 except for the mean Pacific typhoon and the mean Atlantic hurricance.
vortices observed on several scales in the atmosphere.
Hubert and Krueger (1962) analyzed vortex streets to
the lee of Madeira Island. Lyons and Fujita (1968)
showed that stratus dissipation to the lee of the Aleu-
tians was caused by standing eddies and vortex streets.
Fujita and Grandoso (1968) have shown from Doppler
wind data that a wake region at 500 mb existed to the
lee of a large cumulonimbus located near Topeka, Kan.,
on 21 April 1961.
The hurricane outflow circulation, of course, is not
a solid barrier and the analogy to vortex formation
caused by flow around solid obstacles must not be
carried too far. Indeed, the phenomena of boundary
layer separation in the vicinity of a solid obstacle is
very important in the formation of vortices (Schlicting,
1968, p. 29). Nevertheless, it is reasonable to assume
that a strong divergent outflow will partially deflect
oncoming air around the storm circulation and result
in an organized rather than random distribution of
eddies.
Some simple qualitative arguments may help explain
the organization of the eddies that are found in the out-
flow layer of hurricanes. For a stationary barrier
located in a mean horiztonal flow with zero relative
vorticity, viscous stresses in the vicinity of the obstacle
retard the fluid and produce velocity maxima at some
distance away from the obstacle. This produces a
vorticity maximum (cyclonic) on the left side (facing
upstream) of the obstacle and a vorticity minimum
(anticydonic) on the right side of the obstacle. The
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Fig. 8. Same as Fig. 7 except for storms Camille and Celia.
eddy southwest of the center and an anticyclonic eddy
to the southeast. The scale of the eddies seems to be
dependent on the size of the storm. For example, the
eddies associated with the huge outflow area of Carla
are much larger than those associated with the smaller
storm Debbie.
Although there are no closed eddy circulations for
Candy and Celia, there are sharp regions of cyclonic
flow to the left and anticyclonic flow to the right of
the storms' direction of motion. This difference may be
related to the immature stage of these storms.
It is significant that an eddy pair is present in both
of the mean storms, although for the Pacific typhoon
only strong cyclonic turning is evident. The asym-
metries in the mean data imply a preferred location in
the outflow for the eddies. Both the Atlantic and
Pacific storms show an anticyclonic eddy to the right
of the storm motion vector and a cyclonic eddy to the
left of the storm motion vector.
The presence of a cyclonic and anticyclonic eddy pair
associated with each individual and mean storm suggests
the possibility that these eddies are organized by the
high tropospheric flow streaming around the outflow
layer of the storm which acts as an obstacle to the flow.
The total flow may be considered as a superposition of
a vortex and source in a basic current. After subtract-
ing the symmetric source-vortex flow, the circulations
in the right-hand columns of Figs. 2-4 resemble wake
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vortex pair is symmetric, and the total vorticity of the
mean flow is unchanged. A more complex situation
results if a symmetric, anticyclonic vortex with outflow
replaces the solid barrier. On the left side of the vortex,
the vortex flow opposes the mean flow, while on the
right side the vortex flow increases the mean flow. Be-
cause the symmetric vortex is adding negative relative
vorticity, the net result will be a decrease in vorticity
of the mean flow downstream. Therefore, relatively
straight flow is deflected around the storm, with a cy-
clonic eddy to the left of the storm center and a larger
anticyclonic eddy to the right.
The above discussion is not meant to imply that flow
around an obstacle is the only mechanism to produce
eddies in the outflow layer of hurricanes. For example,
recent work with an asymmetric hurricane model
(Anthes el al., 1971) has shown that eddies are generated
in the hurricane outflow layer by the internal dynamics
of the hurricane alone. These eddies vary in size and
sense of rotation and have no preferred location with
respect to the storm center. We suggest, therefore, that
the flow around the hurricane outflow plays the role
of organizing the otherwise random eddy pattern in the
outflow layer by producing preferred regions of anti-
cyclonic and cyclonic vorticity.
c. Eddy flux of vorticity and angular momentum
Although Riehl and Malkus (1961) have shown that
asymmetries are unimportant in the transport of angu-
lar momentum within 200 km of the cyclone center,
various investigators have found large contributions
250
HURRICANE "CARLA" (RELATIVE)
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TROPICAL STORM "CANDY" (RELATIVE)
-i—
r
3° 4° 5° 6«
R C LAT)
=*4.
.,
iOO
3° 4° 5°
RCLAT)
250
HURRICANE. "DEBBIE" (RELATIVE)
100
30 40 50 6
R CLAT)
30 40 50 6 «
R CLAT)
Fig. 10. Harmonic analysis of specific kinetic energy (right) together with the azimuthal mean and
standard deviation (left) for Carla, Candy and Debbie.
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Fig. 11. Same as Fig. 10 except for Camille and Celia.
to the angular momentum budget from large-scale inward flux of angular momentum by horizontal eddies,
horizontal eddies at greater distances from the center. The eddy flux increased outward to 6° latitude radius
Pfeffer (1958) used the mean data of Jordan (1952) (666 km) from the center, the edge of Pfeffer's computa-
and Hughes (1952) and found a vertically integrated tional domain. Palme-n and Riehl (1957) also utilized
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Fig. 12. Same as Fig. 10 except for the mean Pacific typhoon and the mean Atlantic hurricane.
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Jordan's mean data and found a negative correlation tional" forces. The ( ) operator refers to the azi-
between radial and tangential velocities and a signifi- muthal mean at a given radius and ( )' to depar-
cant inward transport of angular momentum in the tures from this mean. The relationship between absolute
layer between 500 and 100 mb. vorticity flux and angular momentum advection is given
Recently, Anthes (1970) hypothesized that large by
scale asymmetries between radii of 400 and 1000 km
from the hurricane center may play an important role
in satisfying the angular momentum budget of the
steady-state hurricane. Neglecting vertical eddies, the
circularly averaged, steady-state equation of motion
for the tangential wind component may be written as
1 drv\\1 dM /
Vr = Vr[ fA ) = Vrta,
r dr \ r dr /
dvx —
J>rfo+*'r'fa'+W =FX
,
dZ
where the absolute vorticity f is
drv\
r«=—+/,
rdr
where the absolute angular momentum M is
/r 2
M= \-rv\.
2
(5)
(6)
(3)
(4)
Thus, in terms of angular momentum, (3) becomes
_dM dM' dM _
v r +v r
' +w = rFx . (7)
dr dr dZ
In the outflow layer at moderate distances from the
iv is the vertical velocity component, Z height, / the storm center, angular momentum is approximately
Coriolis parameter, and Fx the net effect of all "fric- conserved (if the frictional force F\ is small and the
20
M
o O
UJ
</>
2-20
o
-rt-40
-60
HURRICANE "CARLA" (RELATIVE)
r
z V^V^
r
c Vr Vx -
ANGULAR
MOMENTUM FLUX
-1 l_
3° 4° 5° 6°
R CLATJ
_l_
ABSOLUTE
VORTICITY FLUX
v; u
7" 8» 1° 3° 4° 5° 6°
R (° LAT.)
400
200 I,
uj
v>
5
»
b
-200^
-400
TROPICAL STORM "CANDY" (RELATIVE)
"1 1 1 1 TT 1 1 1 '-t
Fig. 13. Profiles of mean and eddy transport of relative angular momentum (left)
and absolute vorticity (right) for Carla, Candy and Debbie.
1362
20
-20
-40
-60
20
-20
-40
60
JOURNAL OF THE ATMOSPHERIC SCIENCES
HURRICANE "CAMILLE" (RELATIVE)
Volume 28
r
2 Vr S.
ANGULAR
MOMENTUM FLUX
ABSOLUTE
VORTICITY FLUX
\V7J5'
1» 2° 3° 4* 5° 6°
R (°LAT.)
go jo 2* 3° 4° 5° 6°
R (°LAT.)
i* 2* 3° 4° 5° 6°
R CLAT.)
go jo 2. 3. 4. 5. g.
R CLAT)
400
200'
HURRICANE "CELIA" (RELATIVE)
1 1 1 1 1 1
~^~~~~___
r
2
vr v,
AN6ULAR
MOMENTUM FLUX
1 1 __!_.! ] 1
ABSOLUTE
VORTICITY FLUX
1 1 1 1 1 1
8
o
-200-
400
400
200 ~
o
til
</)
i
200 2
-400
Fig. 14. Same as Fig. 13 except for Camille and Celia.
vertical velocity is negligible). Under these conditions,
the horizontal eddies must oppose the mean flow in
transporting vorticity, i.e.,
the eddy term ivTo' in the upper troposphere at a radius
of 400 km.
Figs. 13 and 14 show the radial profiles of v T £a and
tvro+*>/ra'~o. (8)
For a hypothetical mean tangential velocity distribu-
tion which was typical of a hurricane, Anthes (1970)
calculated a maximum value of — 150X 10-6 m sec-2 for
fl/fo' computed for the individual storms. Fig. 15 shows
these profiles for the mean storms. It should be noted
that the data resolution for computing azimuthal means
is minimal within 3° of the center and the results are
less reliable in this region. In all storms the eddy trans-
port of vorticity is negative and opposes the mean flux
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Fig. 15. Same as Fig. 13 except for the mean Pacific typhoon and the mean Atlantic hurricane.
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beyond about 300 km. The magnitude of the eddy flux
is comparable to the magnitude of the mean flux,
although the mean flux is somewhat larger. The closest
balance between the mean and eddy flux is found in
hurricane Camille, where the eddy flux reaches a value
of -400X10-6 msec"2 .
Another measure of the importance of horizontal
eddies is the eddy transport of angular momentum
(Palmen and Riehl, 1957; Pfeffer, 1958). The mean
and eddy transports of relative angular momentum,
r
2
v rV\ and r2v r'v\, for the individual and mean storms
are compared in Figs. 13-15. Both components show a
net outward transport of negative relative angular
momentum. The magnitude of the eddy flux is very
small within 5° of the center for all cases, but increases
outward from there to the edge of the outflow region.
The mean transport is generally larger than the eddy
transport except near the edge of the outflow region
where the two terms are nearly equal.
The profiles of angular momentum transport for the
mean Atlantic hurricane and mean Pacific typhoon are
in general agreement with the profiles for the individual
storms. The Pacific storm, however, shows a much
larger eddy transport, suggesting that the eddies play a
larger role in the angular momentum budget of more
intense storms. The transport of negative angular
momentum outward by the eddies is in agreement with
the earlier results of Palmen and Riehl (1957) and
Pfeffer (1958).
5. The occurrence of dynamic instability in the
hurricane outflow layer
Dynamic (or inertial) instability of the upper tropo-
spheric outflow has been suggested by Alaka (1961,
1962, 1963) and others as a contributory factor in the
intensification of tropical cyclones. An approximate
condition for this instability is
(i+,h P)
where V is the wind speed, R the radius of curvature of
the streamline, and fa the absolute vorticity given by
du dv
r«= +/.
dy dx
(10)
Condition (9) may be satisfied with either positive
absolute vorticity and anomalous winds [_(2V/R)-\-f
< 0] or for normal winds and negative absolute vortic-
ity. This type of instability was closely associated
with the development of asymmetries in a three-level
asymmetric model of the tropical cyclone (Anthes
et al., 1971). It is conceivable that dynamic instability
plays a role in maintaining the eddies in the outflow
region.
The criterion given by Eq. (9) refers to horizontal
parcel displacements normal to a streamline, and
should not be confused with a related instability
governed by
b+/)(T+/)<0- (11)
which refers to the instability of horizontal symmetric
ring displacements in a symmetric vortex.
The instability represented by the condition in Eq.
(9) was investigated utilizing the total wind fields for
the cases in this study. The radius of curvature R was
evaluated (Alaka, 1961), according to
1 1 / dv du\
—=
—
[ u v— )
R V3\ dt dt)
1 1 r / dv dv\ I du du\~]
—=— ul u \-v— }—v[ u \-v—
)R F 3L V dx dy/ \ dx dy/ 1)
,
(12)
which assumes the local time derivatives are negligible
compared to the advective terms. The differentials in
(10) and (12) were evaluated over 222-km intervals.
The left-hand column of Figs. 16 and 17 show the
absolute vorticity and \_(2V/R) -{ f~\ analyses for Carla,
Candy, Debbie, Camille and Celia. It is extremely
interesting that, although large regions of negative
absolute vorticity and anomalous winds are present,
the two terms are so well correlated that only small
regions exist where the product is negative. The nega-
tive values are very small in magnitude compared to
the positive values.
By comparison of Figs. 16 and 17 with Figs. 2 and 3,
the regions of inertial instability seem to be most
commonly associated with the combination of strong
cyclonic shear and anticyclonic curvature. Note, for
example, the regions 4° north of Carla, 6° northeast of
Candy, and 6° north of Camille. Dynamic instability
is also possible for uncurved flow under strong anti-
cyclonic shear. However, this combination appears less
frequently than the combination of cyclonic shear and
anticyclonic curvature. An example of the second con-
dition may be found in the extreme northwest quadrant
of Carla.
Alaka (1961, 1962) has reported larger regions of
dynamic instability in the upper level of hurricanes
than we have found in these cases. This is perhaps not
surprising since four of the five storms studied in this
report were in relatively steady state.
6. Summary and conclusions
ATS-III satellite data, supplemented by conven-
tional rawinsonde data, are utilized to study the asym-
metric structure of the outflow layer of five tropical
cyclones. In addition to these individual cases, the out-
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flow structure of Miller's (1958) mean Atlantic storm
and Izawa's (1964) mean Pacific storm are studied.
The outflow circulation is highly asymmetric, espe-
cially beyond 400 km from the storm center where the
standard deviation of the radial and tangential wind
components and the specific kinetic energy exceed the
mean values.
The asymmetric part of the circulation is emphasized
by subtracting the axisymmetric part of the circulation
from the total flow. The resultant circulation, defined
as the asymmetric wind, reveals that two eddies domi-
nate the outflow structure in each mature storm as well
as the two mean cases. An anticyclonic eddy is located
to the right of the storm's direction of motion and a
HURRICANE CARLA
TROPICAL STORM "CANDY"
io io o. oo^ a
°^=>%
HURRICANE DEBBIE
Co (lO'Mc') r (^ f) (10M
op
2V
-a Ri ( V + f) ao'sec*)
Fig. 16. Absolute vorticity, fa , and anomalous wind term, [_{2V/R) +/], for Carla, Candy and Debbie,
left. The shading represents the areas where the product of the two terms is negative. Right, horizontal
analysis of the product, %a\_(2V/R)-\-f\. The shading represents the areas where this product is less than
- 1 X 10-» sec-2 .
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Fig. 17. Same as Fig. 16 except for Camille and Celia.
cyclonic eddy occurs to left. It is suggested that these
eddies are organized by the environmental flow stream-
ing around the divergent outflow field, generating anti-
cyclonic vorticity to the right of the storm center and
cyclonic vorticity to the left.
The eddies transport absolute vorticity inward,
opposing the outward transport by the mean flow. They
also transport negative relative angular momentum out-
ward, reaching a magnitude nearly equal to the mean
transport near the edge of the outflow region.
Large areas of positive and negative absolute vorticity
are closely correlated with normal and anomalous winds,
so that only very small areas of weak dynamic in-
stability are present.
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Errata Sheet
P. k. 2nd line: 0*40 rnb should read 850 mb.
P. 0. equation (2): 3J should read 2J
.
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Figure 1 Average number of wind observations plotted at
1000, 700 and 250 mb within 18 area boxes. The
four cases consist of the three in this study plus
one other not presented. Figure shows degenera-
tion of data coverage with increasing height.
Figure 2a ESSA V satellite photograph.
Figure 2b Nephanalysis based on 0000 GMT ground-based cloud
observations. (See text for expansion of legend.)
The dashed contours show regions with latent heat
releasein the model greater than the equivalent of
2.5 degrees C/day. The dot-dashed contour shows
the area where the potential to kinetic energy
conversion in the model (-a'u) 1 ) exceeded 0.5
ergs/g/sec at ^00 mb. The symbols H, W. and G
signify local maxima of latent heat release, rel-
ative warmth and kinetic energy generation, res-
pectively, at **00 mb
.
Figure 3a Streamline and isotach analysis at 1000 mb for
0000 GMT July 22, 1 968 . The heavy dashed line
labelled trough signifies the prominent wind shift
at that level. The letters C or A denote cyclonic
and anticyclonic centers of motion. Stippled
areas correspond to the convective regimes out-
lined in the nephanalysis (fig. 2b).
Figure 3b Same as figure 3a, except for 850 mb . (Arrows
indicate centers of maximum wind speed.)
Figure 3c Same as figure 3b, except for 700 mb
.
Figure 3d Same as figure 3b, except for 550 mb.
Figure 3e Same as figure 3b, except for ^00 mb.
Figure 3f Same as figure 3b, except for 250 mb.
Figure *»a Contours of relative vorticity (thick lines in
units of 10~ 5 sec -1 ) and divergence (thin dashed
lines in units of 10" 5 sec" 1 ) at 1000 mb; 0000 GMT
July 22
,
1968.
1 v
Figure **b Streamlines and relative vorticity (heavy solid
line in units of 10" 5 sec -1 ) for 550 mb (the
level of maximum cyclonic vorticity in the wave)
at 0000 GMT July 22, I968. Stippled areas cor-
respond to those in previous figures.
Figure 5a Observed geopotential height contours (solid
lines in meters) and f r i c t
i
ona 1
1
y-
i
nduced vert-
ical motion (dashed lines in cm/sec) at 0000 GMT
July 22, 1968. Stippled areas correspond to
those in previous figures.
Figure 5b Streamlines and vertical motion (cm/sec) at
700 mb 0000 GMT July 22, 1968. Stippled areas
correspond to those in previous figures.
Figure 5c Same as figure 5b, except for A00 mb. The letters
H, W, and G refer to centers of latent heat re-
lease generation at ^00 mb . (See also figure 2b
for these symbols.) Omega values determined with
time-dependent terms .
Figure 5d Same as figure 5b but derived from omega equation
with time-dependent terms included.
Figure 6a Mixing ratios (dashed lines in g/kg) and potential
temperature (solid lines in degrees C) for 1000 mb
,
July 22, 1968. Areas of greatest convective s
instability (surface wet-bulb potential temper-
ature) are indicated by the symbol 9 label led
accordingly in degrees C. Stippled areas cor-
respond to those in previous figures.
Figure 6b Potential temperature (dashed lines in g/kg) and
geopotential heights (solid lines in m) for 0000
GMT July 22, 1968. (All quantities are derived
from model.) Stippled areas correspond to those
in previous figures.
Figure 6c Same as figure 6b, but for 400 mb . The symbol
W denotes warm center referred to in figures
5c and 2b.
Figure 7 Vertical cross section along latitude 12.5°N (the
latitude of maximum cyclonic vorticity in the dis-
turbance) showing contours of relative vorticity
(solid lines in units of 10~ 5 sec -1 .) Arrows in-
dicate direction and magnitude of the vertical
motion and broken lines the axis of wind shift.
The letters H, W, and G refer to centers of latent
heat release, relative warmth and kinetic energy
generation as shown in previous figures. Omega
values refer to time-dependent solution.
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Figure 1*»a Same as figure 2a, but for September 11, 1 968
v 1
Figure 1 k b Same as figure 2b, but for September 11, 1968,
Note that the solid black represents the con-
vective areas in this case.
Figure 15a Same as figure 3a, but for September 11, 1 968 .
Figure 15b Same as figure 3b, but for September 11, 1 3 6 8 .
Figure 15c Same as figure 3c, but for September 11, I968.
Figure 16a Same as figure *ta, but for September 11, 1 9 6 8 .
Figure 16b Same as figure hb
,
but for 700 mb on September 11,
1968.
Figure 17a Same as figure 5a, but for September 11, 1968.
Figure 17b Same as figure 5b, but for September 11, 1 9 6 8 .
Figure 17c Same as figure 5c, but for September 11, 1 9 6 8 .
First estimate solution. Stippled areas refer
to legend in figure 1 4 b
.
Figure 18a Same as figure 6a, but for September 11, 1968.
Figure 18b Same as figure 6b, but for September 11, 1968.
Figure 18c Same as figure 6c, but for September 11, 19&8.
Figure 19 Same as figure 7, but for September 11, 1 968
.
The cross section is taken along latitude 15-5°N.
First estimate solution.
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ABSTRACT
Three disturbances observed over Africa during the summer of 1 968
have been analyzed at seven pressure levels from 1000 mb to 100 mb
.
Using a diagnostic set of equations adapted from a model by Miller (1969)
and previously employed in the study of a cold low in the Caribbean, the
analysis of wind and moisture data yielded compatible analyses of geo-
potential height, temperature values, vertical wind velocities, and areal
distribution of latent heat release.
The results show that the disturbances were most intense at middle
levels and were undetectable in the flow pattern above 400 mb . Widespread
ascending atmospheric motion accompanied the disturbances; the core of up-
ward vertical motion at high levels was located near the wave axis.
Principal areas of convection were associated with ascending motion at
high levels and were generally confined, as was the release of latent
heat aloft in the model, to the latitude belt between 10 and 15°N. At
low levels, the strongest upward motion and cyclonic vorticity were
located in a relatively arid sector of the disturbance near 18 to 20°N,
west of the mean position of the wave axis. Descending motion was much
weaker than ascent in the belt of convection due to the importance of
latent heat release in convection. In the absence of latent heat release
in the model, the derived vertical motions were extremely weak above
550 mb , although they were largely unaffected by latent heat below this level
Indications are that the disturbances generate kinetic energy at high
levels as the result of rising motion in the presence of an upper warm
core centered not far from the axis of the wave. The warm core is felt to
be maintained by the sensible warming produced by the release of latent
heat at high levels. The disturbances were relatively cold with respect
to their surroundings at middle and low levels where, in contrast to
upper levels, rising motion may have resulted in kinetic energy destruc-
tion. Experiments done with the inclusion of surface heat flux over land
suggest that the large-scale pattern of heating and cooling, in which air
tends to rise in the Saharan heat low and descend elsewhere (in the
absence of perturbations in the flow), serves to generate kinetic energy
and maintain the strong easterly current at mid-levels.
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A DETAILED ANALYSIS OF SOME AFRICAN DISTURBANCES
Toby N. Carlson
1. INTRODUCTION
An increasing awareness of African disturbances as initiators of
tropical storms and hurricanes over the Atlantic Ocean has been brought
about by recent articles on the subject by Carlson (1969a, 1969b) , by
Simpson et. al . (1969) and by Frank (1969, 1970). Except for the first
authors the detection, classification, and analyses of disturbances of
African origin have depended almost exclusively on the use of satellite
photographs and on the examination of individual soundings along the
African coast and over the Antilles. This author has previously made use
of the abundant wind observations over West Africa to analyze and track
disturbances over the continent and subsequently, with the sole aid of
continuity of motion and satellite photographs, across the Atlantic Ocean.
The analyses, which were confined to two levels in the atmosphere, 2- and
10-thousand feet, show that African disturbances are wave- 1 i ke perturba-
tions in the easterly current.
The concept of an African disturbance which emerges from these anal-
yses is similar to that of the classical easterly wave of Riehl (195*0-
To date three years of analyses show that the characteristic wave length
of African disturbances is close to 2200 km with a westward phase speed
of about 15 kts (a frequency of about one every three days along the coast
of Africa). This wavelength is somewhat less than the 3000 to 6000 km
value and the frequency rather more than the k to 5 day interval deduced
from statistical analyses for data for the Tropical Pacific: (see Wallace
and Chang ( 1 969) and Yanai et. al . (1968), for example.). In view of
their early history over Africa it would not be surprising to find that
Caribbean easterly waves are highly similar to their African counterpart,
not only in scale and frequency, but also in their overall structure.
Detailed synoptic investigations into the structure of various Caribbean
easterly waves have been reported by Riehl (195*0, Krishnamurti and
Baumhefner (1966), Lateef (1967), Lateef and Smith (1967), Yanai and
Nitta (1967), Saito (1968), Hawkins (1971). What emerges from these
studies is some understanding of the dynamics and energetics of
Caribbean easterly waves, a picture not unlike that for Pacific waves
(Yanai, 1961). It is our objective to analyze, in detail, three
African disturbances from the summer of 1968 which had particularly
abundant coverage of upper air data over West Africa and to reconstruct
as best possible, using the still limited upper wind data, the geopoten-
tial, temperature, and vertical motion patterns associated with this
important class of waves. We also hope to be able to shed some light on
the energetics of African disturbances.
2. DATA REDUCTION AND ANALYSIS
A brief account of the data coverage over West Africa and a descrip-
tion of the analysis techniques which were used in this paper have been
set forth by the author in the earlier papers. The data coverage was
maximized (at the time of observation, 0000 GMT) by taking a composite
over a 24-hour interval beginning 12 hours prior to analysis time. It
was assumed that scales of motion associated with the center of attention,
the wave disturbance, are moving westward with the speed of the wave; such
reports are therefore plotted a short distance east or west of the station
circle. Use was also made of observations which were slightly off-level
in situations where the on-level information was missing. Thus, an ac-
ceptable density of data can be assembled for a number of levels in the
atmosphere on some days when the data happens to be particularly abundant.
Mixing ratios present a different analysis problem from that of
winds, since the latter are obtainable by pilot balloon observations while
humidity and temperature are available only at the very few stations which
have radiosondes. However, reasonable patterns of humidity and tempera-
ture can be drawn at 1000 mb because of the abundant network of stations
which report conventional surface data. Surface data, in fact, were used
to augment the 1000 mb wind analyses over the ocean and along the coast of
Africa. For purposes of computing the release of latent heat aloft, how-
ever, (see section 3.) a crude analysis of mixing ratios was carried out
for levels above the surface by using both vertical continuity from below
(beginning with the 840 mb level) and the observed cloud patterns to de-
lineate moist and dry areas. At the same time, the patterns were required
to conform to the few available observations of mixing ratio. In formu-
lating the release of latent heat aloft the mixing ratios need not be as
accurate except at the surface where they are highly important in deter-
mining the vertical flux through the boundary layer.
A cloud cover analysis has also been drawn for each of the three
cases, its purpose being to bridge the gap between the satellite photo-
graph taken approximately 6 hours prior to map time and the ground-based
observations at 0000 GMT. The cloud diagram is somewhat schematic in its
representation of three basic weather patterns. These patterns are: (1)
cumulonimbus activity and heavy showers (possibly accompanied by lightning
or thunder) taking place near or at station with dense and chaotic cover
at middle and upper levels, (2) dense middle and high cloud, with or with-
out lower cloud, and with intermittent light showers or drizzle, and (3)
dense s tratocumul us with or without upper cloudiness but with little or
no appreciable rainfall. All three cloud types may be simultaneously
present at one point, in which case the most prominent category is drawn;
type (1) taking precedence over the other two and type (2) taking prece-
dence over type (3)-
Of all the African disturbances catalogued during the summer of
1968 by this author, a total of three disturbances were selected for in-
tensive analysis on the basis of their being both reasonably intense in
the vicinity of 10°W longitude and accompanied by the greatest possible
coverage of data at high levels according to a survey made of all the
waves. Following the nomenclature used by this author the three waves
under study here are wave 7/23 (analyzed at 0000 GMT, July 22), wave 8/1k
(analyzed at 0000 GMT, August 13), and wave 9/11 (analyzed a?- 0000 GMT,
September 11). Even in these cases 1 there is a characteristic rapid
deterioration of the data coverage with height as indicated in figure 1.
Some additional aircraft winds were available at 250 mb , but generally,
there were only 5 or 6 observations plotted over the area at 250 and 400
mb and about 3 or k at 100 mb . Altogether, detailed analyses were made
for streamlines, isotachs, and (for the lowest level only) mixing ratios
at 1000, 850, 700, 550, 400, 250, and 100 mb ; rough analyses of mixing
ratio were also constructed for levels 2 through k.
A fourth case, not presented in this paper, is included in the statistics
of f i gure 1
.
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Figure 1. Average number of wind observations plotted at
1000, 700, and 250 mb within 18 area boxes. The four
cases co-sist of the three in this study plus one other
not presented. Figure shows degeneration of data cover
age with increasing height.
3. THE DIAGNOSTIC EQUATIONS
A set of equations based on a forecast model of Miller (1969) was
used to refine the wind fields and to generate additional fields of
temperature, geopotential height and vertical motions. Sets of equations
which define a diagnostic model are now appearing frequently in the lit-
erature (Kr ishnamurt i and Baumhefner (1966) , Krishnamurti (1968) and
Hawkins (1971)). The set used in this study closely resembles those used
by Krishnamurti (1968) and by Miller and Carlson (1970) in their analysis
of a cold low in the Caribbean. In this study, a complete version of
Miller's forecast model was employed to deal with motions at rather low
latitudes. It was the success of this model in its application to the
energetics of a cold low which promoted its further application to African
data; full discussion of the model is contained in the report by Miller
(1969). Some modifications have been made in the equations: These
changes are implicit in the following summary of the diagnostic procedure:
1) Streamlines (isogons) and isotachs were analyzed and tabulated
over an area encompassed by a 19 x 23 grid spacing 1.05° of longi-
tude (63 n mi ) . Row 1 corresponded to a latitude of k°H and Row
19 to about 23°N while column 1 lay along 21°W in the July and August
cases and 26 W°in the September analysis. Initially, the raw fields
were examined for unreasonable patterns and particularly for negative
absolute vorticity. In areas where the latter was computed over more
than a few isolated points successive smoothing of the data was ap-
plied over the area where the data were felt to be unrealistic.
This involved smoothing the u component of the winds with its
neighboring points in the y-direction and the v component with the
nearest points along the x-direction until the absolute vorticity
became virtually zero in the area; on the average such smoothing
affected about 10 percent of the analysis area. In the main body
of the program the tempered fields were again smoothed in the hori-
zontal using a conventional 9~point operator. (Vorticity values
were also smoothed prior to their explicit use in any of the equations
and a number of additional smoothing routines were used in computing
time derivatives and boundary terms.)
2) Next, the stream function (i>) was computed, where
V
^=9x--87- (1)
From the stream function was obtained the nondivergent wind compo-
nents and the vorticity.
3) The divergence equation was evaluated to obtain the derived
height and temperature fields where
ni , o. ./ \ r o . %r x _, y\ /3u) 9u , 9oo 9v\\r$ = 9J(u,v) + fn, - 3u + g —(-^r— + —tH - (*— ^— + t- ~—
)
p 9x 8y 9x 9p 9y 9p
+ K V2 D - (|i+ V-VD + «Ji+ D 2 ). (2)
dt dp
As a first approximation in solving (2) it was assumed that D=co=0
everywhere and that the winds were purely rotational and given by the
stream function. The initial patterns of <i>, which we shall hence-
forth refer to as the first estimate solution, are therefore similar
to a balanced height but with a friction term included. Test runs
with the data showed that the balanced heights differed very little
from the first estimate values which contain a frictional component.
The geopotential height, temperature, vorticity, and the total wind
field (so far non-divergent) were used explicitly in the omega
equation to arrive at a first guess for vertical motion.
k) The diabatic, viscous omega equation is expressed as
o dp o 3p^ o3 p 9 p 3p 3y 9p
f
o fp (V'Vh) - W 2 - f„ 9 gr (^ - ^)
+ *v
2 (v-ve) -v2 [*|-(p'g*KM|)]
-v^KH^e)-v^.H + ^» + f|r(|.) (3)
Initially, the time derivatives are set to zero to permit a first
estimate of co to be made using a convergence criteria of 1.5 mm/sec.
5) A first estimate of the total derived wind field is then produced
by adding the non-divergent component of the wind obtained from (1)
to the irrotational component of the wind derived from the computed
vertical velocity through use of the velocity potential equation
'
2
x - - f («
Henceforth, omega, the vertical velocity in pressure coordinates (dp/dt)
,
will be used interchangeably with W, the vertical velocity in length
coordinates (dz/dt)
.
The total heating (H) was considered to be the sum of latent plus
sensible heating in the system. Except over the ocean where heat ex-
change was determined from conventional formulae, the sensible heating
was assumed to be zero at the surface, since it would be difficult to
model the variable heat exchange over the African continent. 3 Aloft,
the Kuo (1965) heating parameterization was used to determine the distri-
bution of heat release in the cumulonimbus. The total water vapor flux
into the convective elements was given by the frictional convergence in
the boundary layer as represented by the relationship for a) at 1000 mb
where
% s ^ [|yCo««o- It c o¥V (5)
is the lower boundary condition in (*t) . The flux of water vapor through
the hypothetical boundary layer is then partitioned aloft into sensible
heat release and water vapor accumulation according to the cloud-
environment differences in temperature and water vapor as the parcel is
lifted moist adiabatical 1 y from the cloud base (lifting condensation level
at 1000 mb). 1* Latent heat release was also permitted by large-scale
ascent of saturated ai r.
3 Some additional experiments were performed using an arbitrary but realis-
tic surface heating function for expressing sensible heat flux at the
surface. These are not presented in this paper but will be reported on
briefly in a later section.
^Convection was permitted in the model only where there was frictional
convergence in the boundary layer, and the ascending parcel remained
warmer than the environment from 700 to 250 mb. Otherwise heating was
assumed to be zero at that point.
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The drag coefficient (C
D )
was taken to be 0.005 over land and between
1 and 2 x 10~ 3 over water according to the wind speed at 1000 mb . At
upper levels the stress terms were defined in terms of an eddy viscosity
for vertical and horizontal mixing. The former, (KM ) , was essentially a
constant value of 5 x 10 5 cm2 /sec with a slight dependence on vertical
wind shear. Although this is a fairly large value for the free atmosphere,
its effect will depreciate rapidly with height in (3) due to the rapid de-
crease with height of the modifier p2 .
In order to compute the temperature from the quasi -balanced height
field determined from (2) the mean (or some reference) geopotential must
be known at each height and a lapse rate must be assumed in the bottom
layer. Usually, the mean Caribbean sounding is used as a standard in
determining a basic temperature field at low latitudes. Over Africa,
however, it is evident that the thermal patterns are vastly different from
those over the Western Atlantic Ocean especially in the lower levels. For
example, the lapse rate in the bottom few hundred millibars is markedly
steeper over arid terrain (being almost dry adiabatic) than it is where
conditions are moist. Under normal conditions in the tropics, where the
surface mixing ratio (q ) is large (_> l6g/kg) , the model expresses the
1000 mb temperature (9 ) in terms of the mean virtual temperature in the
layer from 1000 to 850 mb (T ) and a parameter C(q ) where
6
o
= T* + C(q
o
) (6a)
1 1
Over arid regions (qQ < l6g/kg) the empirical relationship between lapse
rate and the terrain factor C(q Q ) is modelled simply by the expression
f~ 3 (q > 16 g/kg)
C(q ) =4
,
° ~ (6b)
° O + b% (% < 16 g/kg)
where a and b are empirically determined constants, the maximum value of
C(q ) being about 6 and the minimum 3- The mean geopotential at the two
lowest levels was adjusted for each case to permit the calculated tempera-
ture over the desert (the northern fringes of the grid) to agree with the
known values of 40-42°C which are found at the surface in that region and
to decrease in such a fashion with height that the lapse rate remains
slightly less than dry adiabatic in the lowest three layers over the
desert. The mean temperature at each successive level was accordingly
adjusted to permit it to approach that of the mean tropical atmosphere at
550 mb , the approximate top of the Saharan mixing layer.
Starting with the first estimate of (i), , and $ and the total wind,
the first estimate of the time-dependent terms in (2) and (3) can be
arrived at through application of the forecast equations for u, v, and
wh i ch are wri tten :
9r
9u/9t = -V-VU- %U KuV2 u + fv + g ^- (7a)9x n dp
9v/9t = -V-VV- Q+ Ku V 2 v - fu + g ^- (7b)9y H dp
96 /9t = -V-VB+ iK^ + T^r H (7c )In Lp I
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The first two equations (7a and 7b) were combined to form the time-depen-
dent terms -r— and -^—(—•) . These terms, along with 86 /dt were smoothed
dt at dp
prior to use in (2) and (3) during a second cycle in the diagnostic
routine. 5 The cycles were repeated until successive estimates of oo began
to differ by no more than 2~3 mm/sec from the previous estimate. Allow-
ing for a few points to exceed this amount, convergence between succes-
sively generated fields of omega was accomplished after about 8 cycles.
The entire prodecure closely parallels that of Krishnamurti (-963) in the
solution of his primitive equation model.
Miller and Carlson (1970) showed that the time dependent terms con-
tributed insignificantly to the overall patterns of go and to the kinetic
energy balance in the Caribbean cold low. At the start of these calcula-
tions it was thought that the time dependent terms, as defined above,
would be unimportant over Africa, an assumption which was influenced by
the tremendous increase in computer time 6 necessary to run 7 cycles of
the model rather than a single cycle. Later, after some figures had been
drafted, a full model was run in order to clear up lingering doubts on
this point. It was indeed found that there were substantial changes in
the vertical motions at some of the lower levels, although the height and
In this and subsequent cycles the u and v components contained the total
(i rrotat ional plus non-divergent) wind.
A single cycle required about 100 seconds on the CDC-6600 computer.
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temperature patterns were not greatly altered. Subsequent diagrams will
refer only to the f i rst estimate values except in a few instances where
important differences were visible between first estimate fields and the
complete solution. In such instances, the diagrams provided are explicit-
ly labelled in the captions as containing time dependent terms.
Initial output frdm the diagnostic equations showed very poor agree-
ment between the observed 1000 mb heights and those obtained from the sur-
face isobars and, consequently, between the observed temperatures and the
calculated ones. The derived height fields were not only dissimilar to
the observed ones at 1000 mb (as determined from the surface pressure
analysis) but gradients were decidedly weaker, although the upper surfaces
look quite reasonable, if also a bit weak. Admittedly, there is no way of
knowing for sure what the isotherm configuration should be above 1000 mb
since there is very little data on which to base judgement. Although the
wind data at the surface and 850 mb are certainly abundant enough to de-
fine a field of motion, the prime weakness in the model lies in how it
reacts to the highly unusual effects found near the ground over the
African continent. In particular, the dramatic reversal of wind direction
which occurs in the lowest 1.5 km, coupled with the strong vertical wind
shear and horizontal temperature gradient and complicated by the peculiar
irregularities of heating and vertical mixing over the land, are deep
sources of uncertainty when calculations are involved. It may also be
\k
that the vertical derivatives seriously truncate the physics near the
ground since the surface height (pressure) pattern is representative of
only a thin layer near the surface; at 850 mb the height field is com-
pletely changed in character and reversed in overall meridional gradient
from its counterpart below. At 1000 mb the large angle at which the wind
field crosses the isobars toward lower pressure is probably representative
of a very shallow layer, in view of the unreasonably large values of
convergence that would otherwise be found near the ground. Even with a
relatively large vertical mixing the model is unable to reproduce this
effect.
Recognizing that the analyzed surface temperature fields are probably
superior to the calculated ones we have chosen to make an additional re-
striction binding on the model. This restriction was to omit the calcu-
lation of $ at 1000 mb and to substitute in its place the observed height
fields drawn from the surface pressure chart. The only direct effect of
this substitution on (3) is to change in the bottom layer and therefore,
to a lesser degree to change terms involving at 850 mb , the lowest level
at which the omega equation is applied. One might argue that since the
surface lapse rate is somewhat arbitrary, it could be tailored to pro-
duce the desired temperature field. However, it is felt that this would
be equivalent to using the observed temperatures in a less forthright
manner.
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The temperature patterns at 1000 mb which were generated through use
of the observed 1000 mb heights were found to be quite reasonable in
their representation of the large scale temperature gradients in the area,
an indirect confirmation that the 850 mb heights (which are used in
determining 9 at the surface) are also not entirely unreasonable. The
effect on the a) pattern of restricting the surface 9 by substitution of
the observed heights for the calculated ones can not be accurately
assessed. It should be noted that the vertical motions above 850 mb
were not drastically affected by this alteration of the model.
It is our primary desire to present a coherent picture of an African
disturbance, consistent with the observations, but with no more detail in
the analyses than is permitted by the inherent uncertainties in the data
and method of analysis. In the derived fields of height and motion, the
final product is felt to be largely free of gross inconsistencies even
though some of the original detail is missing, while the smoothness of
the patterns helps focus attention on the salient aspects of the disturb-
ances. On the other hand, it is evident that the vertical motions are
more highly suspect than the other fields, being susceptible to large
uncertainties. Particular features of the oo patterns will be emphasized
in later sections only insofar as they appear to be consistent with the
weather or are supportable by findings from other researchers.
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k. CASE STUDIES OF AFRICAN DISTURBANCES
4.1 Wave 7/23 (0000 GMT July 22)
This disturbance was first recognized when it entered the West
African data network at 19°E longitude on July 18. It was a rather well-
developed system when it arrived at the west coast of Africa on the 23rd,
where it was accompanied by 2~3 mb pressure falls at the surface and a
weak surface vortex which formed near 12°N on the 22nd. The disturbance
reached the Antilles on the 29th where it continued to be fairly active.
The satellite picture (fig. 2a) shows two main areas of convective
activity, one near 5°W and the other near 14°W, the latter having reached
the coast by 0000 GMT (fig. 2b). By far the most important convection
was associated with the cloud area near 5°W; close inspection of the
satellite photo shows that it is composed of a number of circular blobs,
each probably representing an individual cumulonimbus cluster. The
streamline and isotach charts (figs. 3a-f) show the primary wave disturb-
ance between 5 and 10°W and a very weak (and rather poorly defined) wind
shift near the coast. The dramatic reversal of the winds from a mainly
southwesterly direction at 1000 mb to a basic easterly current at 850 mb
and above is typical of tropical West Africa in summer. Between 850 and
400 mb , the wave resembles the classical easterly wave but with a rather
This disturbance has been discussed in brief by Simpson et. al. ( 1 969)
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1700 G.M.T JULY 21,1968
Figure 2a. ESSA V satellite photograph
JULY 22,1968 0000 Z
i , , l i i i i l
I LEGEND V
"J CUMULONIMBUS CONVECTION
gure 2b. Nephanalysis based on 0000 GMT ground-based cloud
observations. (See text for expansion of legend.) The
dashed contours show regions with latent heat release in
the model greater than the equivalent of 2.5° C/day. The
dot-dashed contour shows the area where the potential to
kinetic energy conversion in the model (-a'0)') exceeded 0.
ergs/g/sec at 400 mb. The symbols H, W, and G signify loc
al maxima of latent heat release, relative warmth and kin-
etic energy generation, respectively, at 400 mb.
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1000 MB STREAMLINES AND ISOTACHS (KTS )
JULY 22,1968 0000 Z
10»N- 5
Figure 3a. Streamline and isotach analysis at 1000 mb tor
0000 GMT July 22, I968. The heavy dashed line labelled
'trough' signifies the prominent wind shift at that level.
The letters C or A denote cyclonic and anticyclonic centers
of motion. Stippled areas correspond to the convective
regimes outlined in the nephanalysis (fig. 2b).
850 MB STREAMLINES AND ISOTACHS (KTS.)
JULY 22,1968 0000
Z
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20*^- ^20°N
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Figure 3b. Same as figure 3a, except for 850 mb. (Arrows
indicate centers of maximum wind speed.)
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700 MB STREAMLINES AND ISOTACHS (KTS.)
JULY 22,1968 0000 Z
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Figure 3c, Same as figure 3b, except for 700 mb
550 MB STREAMLINES AND ISOTACHS (KTS.)
JULY 22,1968 0000 Z
Figure 3d- Same as figure 3b, except for 550 mb
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400 MB STREAMLINES AND ISOTACHS (KTS.)
JULY 22,1968 0000 Z
i i > i
20°N-
15°N-
5°N
20°N
-15°N
10°N — TROUGH
-10°N
i
I i i i i I i l
20°W 15°W
Figure 3 e. Same as figure 3b, except for 4 mb
250 MB STREAMLINES AND ISOTACHS (KTS.)
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Figure 3ft Same as figure 3b, except for 250 mb
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strong easterly jet of almost kO kts located near the 550 mb level and
between 15 and 20°N latitude. The easterly jet, a semipermanent feature
over West Africa in summer, has been discussed by this author and is also
mentioned by Reiter (1963)- Significant weather is largely confined south
of the jet axis, and within the region of strong cyclonic vorticity
formed by a combination of shear of the basic current and curvature along
the wave axis. Here, the absence of a closed center in the streamline
patterns, as occurs at 550 and *t00 mb , may be due as mgch to the irregu-
lar data distribution as to fluctuations in the strength of the basic
current with respect to the degree of curvature vorticity. The disturb-
ance generally appears to be most intense just south of 15°N latitude
and near the 550 mb level. Above 400 mb the wave is no longer recog-
nizable in the flow pattern.
Reflecting the south to southeastward displacement of the vorticity
pattern with height (figs. 4a, b) , the primary ascending region shifts
from the vicinity of the major vortex, located northwest of the wave axis
near 20°N at 1000 mb (fig. kb) , toward the southeast where it can be
found near the wave axis at 13°N on the 400 mb chart (fig. 5c). Inclu-
sion of the time dependent terms in the model caused a reversal in the
vertical motion pattern at 700 mb , with upward motion in the east
instead of the western side of the wave (fig. 5d) . At 400 mb (fig. 5c)
the upward motions are reduced, both in magnitude and areal coverage,
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Figure ka. Contours of relative vorticity (thick lines in units
of 10~ 5 sec _1 ) and divergence (thin dashed lines in units of
lO^sec" 1 ) at 1000 mb ; 0000 GMT July 22, 1 968 .
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Figure ^ b. Streamlines and relative vorticity (heavy solid
line in units of 10~ 5 sec _1 ) for 550 mb (the level of max-
imum cyclonic vorticity in the wave ) at 0000 GMT July 22,
1968. Stippled areas correspond to those in previous figures
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with the inclusion of the time dependent terms; otherwise figure 5c is
similar to that of the first estimate solution (not shown) inasmuch as
the principle area of ascent remains centered near the main convective
area. It is interesting that the indices of wave strength at 1000 mb
,
such as the vorticity, convergence, and surface pressure falls, are found
to be centered in the nonthwest quadrant of the upper wave axis and along
the lower fringe of the desert (fig. 5a and ka) whereas the vorticity and
upward vertical motion centers shift closer to the central portion of the
wave axis at upper middle levels (fig. 5a and ka) where they are In
better agreement with the disturbed weather. For the most part, this
shift takes place in the lowest layer.
One reason for the shift in vertical motion patterns toward the
south with height lies in the fact that the mixing ratios at 1000 mb
(fig. 6a) are not sufficiently high to support convection north of about
l6°N. Because the Gulf of Guinea is rather cool in summer and the south-
westerly current is initially anticyclonic and divergent, the air is also
stable with respect to deep cumulonimbus convection south of about 10°N;
consequently the greatest release of latent heat occurs in a narrow
latitudinal belt centered near 13°N. Within this belt the primary
release of latent heat is shown to be occurring near the wave axis. The
maximum latent heat release, signified by the letter H in figure 2b (the
2k
1000 MB GE0P0TENTIAL HEIGHT AND VERTICAL
VELOCITY (cm/sec)
JULY 22,1968
0000 Z
20°N- 140 080 -20°N
130 |-5°N
10°W
Figure 5a. Observed geopotential height contours (solid lines
in meters) and f r i c t
i
ona 1 1 y - i n d
u
ced vertical motion (dashed
lines in cm/sec at 0000 GMT July 22, 1 9 6 8 . Stippled areas
correspond to those in previous figures.
700 MB STREAMLINES AND VERTICAL VELOCITY
(cm/sec
)
JULY 22,1968 00 Z
Figure 5b. Steamlines and vertical motion (cm/sec) at 700 mb
0000 GMT July 22, 1968. Stippled areas correspond to
those in previous figures.
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equivalent of about 3°C/day in sensible heating) 8
,
was almost entirely
responsible for the updrafts in the wave axis at 400 mb . When latent
heat was omitted from the calculations the model produced very weak (less
than a few mm/sec) and substantially different patterns of vertical
motion above 700 mb in which a relatively greater amount of descent
occurred at 10-15°N.
The disturbance appears to be relatively cold at 700 mb (fig. 6b)
and warm at 400 mb (fig. 6c). The warm center at 400 mb , designated by
the letter W in figures 6c, 5c, and 2b, strikingly coincides both with
the general area of latent heating at that level and with the observed
convection. Consequently, the maximum kinetic energy generation at 400
mb
,
denoted by the letter G in the various diagrams, is in the region
near the wave axi s .
Figure 7 is a vertical cross section along 12.5°N intersecting the
disturbance at the latitude of the upper level vorticity maximum. Centers
of heat release, warmth, and energy generation at 400 mb , denoted by the
letters H, W, and G, respectively, lie close to the wave axis in the
region of strongest upward motion. In view of the convection maximum at
this latitude it is not surprising to find this preponderence of ascent.
Q
The actual sensible heating due to latent heat release will be less than
the equivalent latent heat release because of adiabatic cooling in the
ascending air. Calculations show, however, that the two are highly
correlated.
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400 MB STREAMLINES AND VERTICAL VELOCITY CM /SEC
JULY 22,1968 0000 H
5°N-
Figure 5c. Same as figure 5b, except for **00 mb. The letters
H, W, and G refer to centers of latent heat release gener-
ation at hOO mb. (See also figure 2b for these symbols.)
Omega values determined with time-dependent terms.
700 MB STREAMLINES AND VERTICAL VELOCITY
(cm /sec)
JULY 22,1968 00 Z
Figure 5d. Same as figure 5b but derived from omega equation
with time-dependent terms included.
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1000 MB MIXING RATIO AND POTENTIAL TEMPERATURE
JULY 22,1968 0000 Z
5-NH
-20°N
-10°N
20°W
Figure 6a. Mixing ratios (dashed lines in g/kg) and potential
temperature (solid lines in degrees C) for 1000 mb, July 22,
1968. Areas of greatest convective instability (surface wet
bulb potential temperature) are indicated by the symbol
labelled accordingly in degrees C.
pond to those in previous figures.
Stippled areas corres CO
700 MB GE0P0TENTIAL HEIGHT AND POTENTIAL TEMPERATURE
JULY 22,1968 0000 H
15-N-52JO
Figure 6b. Potential temperature (dashed lines in g/kg) and
potential heights (solid lines in m) for 0000 GMT July 22,
1968. (All quantities are derived from model.). Stippled
areas correspond to those in previous figures.
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VERTICAL MOTION
1
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Figure 7. Vertical cross section along latitude 12.5°N (the
latitude of maximum cyclonic vorticity in the disturbance)
showing contours of relative vorticity (solid lines in unit
of 10~ 5 sec - ). Arrows indicate direction and magnitude of
the vertical motion and broken lines the axis of the wind
shift. The letters H,W, and G refer to centers of latent
heat release, relative war.mth and kinetic energy generation
as shown in previous figures. Omega values refer to time-
dependent solution.
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With the time dependent terms included in (2) and (3), the amount of
motion in the wave is considerably reduced (and the amount of descent in-
creased) at lower levels as compared to that of the first estimate solu-
tion. Vertical coherence is also reduced but the overall appearance of
the updrafts is similar to that of the first estimate solution and the
strongest ascent at high levels continues to favor the area near (and a
little to the west of) the wave axis.
k.2 Wave 8/Ht (0000 GMT August 13)
This disturbance was first observed by this author near 21°E on
August 8; it reached the central portion of the African bulge by the 12th,
where it was accompanied by a tremendous increase in cloudiness. On the
following day the wave reached the west coast of Africa causing a 2*3 mb
sea-level pressure fluctuation in that area. A week later Barbados ex-
perienced showers as the same disturbance passed into the Caribbean.
The satellite photograph (fig. 8a) and the corresponding nephanalysis
(fig. 8b) show a dense cloud system near 10°W, which consisted of two
areas of deep convection imbedded in dense layer-type of cloud. The
streamline charts for the six levels resemble the July case (figs. 9a-d)
.
The dry, Saharan vortex is visible at 17°N near the coast. A trough
extends a little to the east of due south from the vortex center within
which can be found the two main convective areas. Centers of convergence
and relative cyclonic vorticity at 1000 mb are found in the northern
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Figure 8a. Same as figure 2a, but for 0000 GMT August 13, 1968
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Figure 8b. Same as figure 2b, but for August 13, 1968
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Figure 9b. Same as figure 3c, but for August 13, 1968
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portion of the wave near 18°N (fig. 10a). At 850 mb and above the per-
turbation resembles the classical easterly wave; the easterly jet and
vorticity pattern (fig. 10b) attain their maximum strength at 550 mb
,
above which the wave weakens rapidly with height and becomes no longer
visible at 250 mb (fig. 9d) . The next major disturbance to pass through
the area is partly visible along the eastern border.
At 1000 mb an area of upward vertical motion extends from a center
near the dry vortex across the area of disturbed weather (fig. 11a). The
vertical motion and vorticity centers shift south to southeastward be-
tween 1000 and 400 mb , but the 400 mb pattern does not coincide as closely
with the weather as it did in the previous case, the main convective cen-
ter lying a little to the east of the rising core. 9 Inclusion of the
time-dependent terms in (2) and (3) failed to improve the agreement
between vertical motion and disturbed weather and even resulted in some
deterioration of the vertical coherence in the omega pattern due to
suppression of ascent on the west side of the wave (fig. 11b) which was
prominent in the lowest estimate solution. The 400 mb chart shows a
center of motion just west of the wave axis near the upper warm core
The cloud analysis in fig. 8b is based strongly upon surface observations
made 12 hours prior to the standard map time of 0000 GMT, July 22. Since
these reports were not displaced as were the wind data, the disturbed
weather is probably about two degrees of longitude farther to the west
at 0000 GMT.
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Figure 9c Same as figure 3e
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but for August 13, 1 968
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Figure 9d- Same as figure 3f, but for August 13, 1 968
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1000 MB GE0P0TENTIAL HEIGHT AND VERTICAL
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Figure 11a. Same as figure 5a, but for August 13, 1968
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Figure 11b. Same as figure 5b, but for August 13, 1968.
Solution with t i me -depend en t terms.
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Figure 11c. Same as figure 5c, but for August 13, 1968.
Solution with t i me - d
e
pend e n t terms.
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Figure 12a. Same as figure 6a, but for August 13, 1968
37
(fig. 12c). Near the warm core can be found a center of latent heat
release denoted by the letter H in figure 8b which has a value of about
7°C/day of equivalent warming at 400 mb . (The sensible warming at this
point is somewhat less.) Kinetic energy generation is also strongest in
this same area. At lower and middle levels, however, the wave is some-
what colder than its environment. Removal of latent heat in the model
resulted in very weak fields of vertical motion at all levels but with
the upward motion distinctly favoring the eastern sector of the wave at
middle and high levels. With heating, the upward motions remained strong-
est in the western and central portions of the wave (fig. 13)-
4.3 Wave 9/H (0000 GMT September 11)
This disturbance was the most notable one of the 1 968 season because
of its rapid development into tropical storm Edna shortly after leaving
the African coast. First observed by this author on the 4th of September
near 20°E, the wave reached the coast by the 11th and became a tropical
storm at 37°W on the 15th. The wave appeared particularly wel 1 -developed
from the start of its passage across West Africa and upon reaching 5°W
it had developed a distinct circular cloud system in association with a
weak vortex at the surface near 12°N. The circular cloud pattern with
numerous small curved bands of st ratocumul us , can be seen in figures 14a
and 1 4b but, oddly enough, the surface vortex was not to be found at this
time (fig. 15a). Moreover, the circular bands do not appear to fit the
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Figure 13- Same as figure 7, but for August 13, 1968.
Cross section taken along latitude 14.5°N. Solution
with time-dependent terms.
1700 GMT SEPT 10,1968
Figure 14a. Same as figure 2a, but for September 11, 1968
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Figure ] kb. Same as figure 2b, but for September 11, 1968.
Note that the solid black represents the convective areas
in this case.
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Figure 15a. Same as figure 3a, but for September 11, 1968
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streamlines at either 850 or 1000 mb and thus their orientation may re-
flect an intermediate flow lying between the two disparate regimes of mo-
tion. Pressure falls of 2-3 mb accompanied the passage of the wave
across the coast of Africa. A very active disturbance, but one which
later failed to develop, is visible near the eastern edge of the charts.
Streamlines and isotachs for the three levels are shown in figures
15a-c.
There was a slight southward shift in the centers of maximum updraft
between the 1000 mb level (fig. 17a) and *t00 mb (fig. 17c), although this
was not as pronounced as in the two previous cases. A similar movement
of the primary vorticity center with height can be noted in a comparison
of figs. 16a and 16b. One reason for the relatively weak ascending motion
in the center of the wave at 400 mb (fig. 17c) was the limited amount of
latent heat released in the model, a facet of the calculations which is
supported by the apparent lack of convection at this time. Because of
this lack of diabatic heating, the derived vertical motions associated
with the disturbance differ little from the case where latent heat release
was omitted entirely from the calculations. Inclusion of the time-
dependent terms appears also to make little change in the vertical motions,
even at low levels. Kinetic energy generation was confined to a small
area near the wave axis (fig. 1 4b) , not far from the location of the warm
core at 400 mb (fig. 18c). At middle levels, the wave is distinctly cold
k2
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Figure 15b. Same as figure 3b, but for September 11, 1 968
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Figure 15c Same as figure 3c, but for September 11, 1968
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Figure 17c. Same as figure 5c, but for September 11, 1 968
First estimate solution. Stippled areas refer to legend
in figure 1 *tb .
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Figure 18a. Same as figure 6a, but for September 11, 1968
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with respect to its surroundings (fig. 18b). The vertical motion and
vorticity profile through the disturbance at the latitude where vorticity
pattern shows the wave to be strongest is presented in figure 19-
Strongest updrafts are found in the disturbance with some weak descent,
occurring well away from the wave axis. Upward motions are weaker in
this instance than in the two previous cases. It seems paradoxical that
this disturbance lacked the widespread amount of convection and strong
core of rising motion at upper levels which characterized the two
previous cases even though the overall cloud pattern possesses the
typical common shape of the developing tropical storm.
hi
700 MB GE0P0TENTIAL HEIGHT AND POTENTIAL TEMPERATURE
SEPT. 11,1968 0000 Z
,1,1
44
_ 3270 /
i 1 I I i I 1 I
)/ 44
1 /
\ s
,
l
•
«s_
\ 3270 44\/ f 'Y / 3260 -
/
/
20°N - A S
- 3260 S^**
_
/
/ /
- 43 /
/
15°N-\ /
- ) I
5^ / y'V / -
,' ( / 3250
y / -20°N
/I / t/ [ / 3240 _
•V /3230
43 / / 1 ~
/ / Z42 -
*^
1
x
3230 MY \
/ / / 3240 \
It hS2l!
i y
X ^- - —*^
s \V / / • 41-15°N
1 \ l' A T-J I
1
1
1
1 1 v, -' >>
1 \ 41/ <
\ 1 ^S\ 1-
\\ \ /
1-^y A \ / \ /1/7 \ i
10°N- !
1 Y \ \\
| \^pr~S"461-io°N
\
\
\
\
\
\
\
5°N-
-1
, . , ,
25°W
w\
3290 ^""' -5'N
20°W 15°W 10°W 5°W
Figure 1 8 b. Same as figure 6b, but for September 11, 1968
400 MB 6E0P0TENTIAL HEIGHT AND POTENTIAL TEMR
SEPT. 11,1968 000° z
-
1 i i i i 1 i i i ,i 1 i i, i
59 9*>_i ' \ ^
20°N-
^^^ if ^"*~A~-_\
---")r^
-20*N/ *
s
"A y 7690|f V 7«8S
™^ ^*^^^\ **^^ / //^
- ^y t) /
i5*M-
i em>^^m
A----/ I
-15°N
76WT /^ W^V -^ /\ v / /^
-
-'-^\ / U
10°N- -10*N
58 ^W
-
\ ^5fc
-
^C \ ) "U'-ZA
5°N-
I | I I 1 I | I I I
-5»N
25*W 20°W t5»W i(nw 5*w
Figure 18c. Same as figure 6c, but for September 11, 1968
48
T 1 1 1 1 1
1 1 1 1 1
1 I I I I
REL VORTICITYfSEC^XlO5 ).
VERTICAL MOTION t} « 1 CM/SEC
AREAS COVERED BY DENSE-=^-
MIDDLE 8 HIGH CLOUD V///////////M fgA S WAVE AXIS
CUMULONIMBUS
-2 5
,7 8 9 10 11 12 13 14 15 16 17 18 19
| GRID COLUMN I (ROW 12) 15°N
LONGITUDE 20°W 15° W 10°W
Figure 19. Same as figure 7, but for September 11, 1968.
The cross section is taken along latitude 15.5°N. First
estimate solution.
h3
5. DISCUSSION
This paper sheds little light on the origin of African disturbances.
Most of them are formed some distance east of the West African data net-
work by causes yet unknown or travel westward in the prevailing easterlies
from more distant sources. Initiating circumstances may result from the
presence of mountain waves and their interaction with the convective
processes or by the presence of barotropic (horizontal shear) instability.
The latter is a definite possibility in view of the very strong horizontal
wind shears which exist in connection with the mid-level easterly jet
(10-12 m/sec over 5° of latitude near 15°N) . Lipps (1970) follows Yanai
(1961) in suggesting that disturbances form and grow by barotropic insta-
bility of the tropical easterlies. The same mechanism has been proposed
by Bates ( 1 970) whose model of low latitude disturbances contains many
features exhibited by Af r i can ~di s turbances . In addition, Yanai and Nitta
(1969) have demonstrated, in their theoretical models, that horizontal
shears weaker than those observed over Africa can lead to growth of a
perturbation whose wavelength is slightly in excess of 2000 km and whose
phase speed of propagation lies between k and 9 m/sec. Bates found that
with convection included in his model, the wave first intensified by baro-
tropic instability, doubling in amplitude every three days, and finally
approached a steady state in which the energy was maintained more by
direct conversion of potential to kinetic energy through the convective
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processes than by barotropic conversion. In his model the maximum up-
drafts in the disturbance (2.5 cm/sec) were found about 13°N.
Following Miller and Carlson (1970) an attempt was made to construct
a kinetic energy balance of African disturbances based on the generated
patterns of wind, temperature and vertical motions. Three different sets
of conditions were used in evaluating the energy balance for each of the
three cases. These conditions were (1) no latent heat release or surface
heating over land, (2) latent heat release but no surface heating over
land, and (3) latent heat release and surface heating everywhere. The
last category was performed using a realistic but modestly large heating
function over the land, which distributed the vertical flux of sensible
heat in a progressively diminishing fashion with height to a value of
zero at 625 mb . Over land, the heating function was made inversely
dependent on the surface mixing ratio, in order to permit the heating to
be a maximum over the desert while varying continuously in the horizontal,
All the diagrams presented in this paper refer to the second set of
conditions .
Because of the extreme sensitivity of the boundary terms in the
energy balance to slight changes in the initial conditions and the uncer-
tainty of these initial conditions, only the most important aspect of the
energy balance, the energy generation term, will be discussed here. The
energy generation term (G=A / a - dp) expresses the rate of conversion of
p g
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potential to kinetic energy in a given layer expressed by the integral
bounds. The values of G are shown in table 2 for two 150 mb deep layers
in the atmosphere, one in the lower and one in the upper troposphere, and
for the three sets of basic heating conditions. These figures remained
relatively unchanged throughout all the progressive alterations made in
the model, and they represent with some confidence the energy conversion
centered at the levels appropriate to the high tropospheric warm core
(325 mb) and the mid tropospheric cold core of the disturbance (775 mb)
.
All figures refer to the model in its time dependent state.
Table 2
Eddy Conversion of Potential to Kinetic Energy in 150 mb layers centered
at 775 and 325 mb for heating conditions (1), (2) and (3). (See text.)
Uni ts - 10 19 ergs/sec.
22 July 1968 13 August 1968 11 Sept 1968
heat ing
conditions (1) (2) (3) (l) (2) (3) (1) (2) (3)
G (775 mb) -0.07 -0.09 +0.20 -0.34 -0.36 -0.24 -0.29 "0.31 "0.24
G (325 mb) -0.04 0.00 -0.01 0.00 +0.06 +0.06 0.00 +0.03 +0.03
At 325 mb the small increases in kinetic energy generation, which
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are found when latent heat is added and result in a net positive genera-
tion in two out of three cases, are attributable to latent heat release
at high levels in the disturbance. The preference for energy generation
in the wave is illustrated in the nephanalyses which show in a rough sense
the areal distribution of G. At middle levels kinetic energy destruction
is indicated by the negative values, which become less negative or posi-
tive when surface heating is applied. Yanai ( 1 96 1 ) and Bates (1970) noted
the destruction of kinetic energy in the cold core of easterly disturb-
ances and have postulated the growth of disturbances at the expense of the
zonal flow. Table 2 indicates that the strong zonal flow, characteristic
of middle levels between 15 and 20°N, is maintained by the large-scale
heating distribution in which air tends to rise in the hotter areas (the
desert heat low) and sink elsewhere. Conversely, it seems quite likely
that the waves provide a source of kinetic energy for the high level
easterly jet, called the Tropical Easterly Jet by Reiter (1963), which
can be found at 250 mb on some of the analyses (fig. 3f, for example).
This high level easterly jet is thought to be produced by the monsoonal
circulation and is therefore strongest over India, Africa and Central
Amerjca, areas which are known for their intense convection in summer.
Examination of the computations for 39/9t showed that the release of
latent heat aloft was accompanied by a net sensible warming in the vicin-
ity of the wave axis, although this warming was of smaller magnitude than the
equivalent latent heat release (H) portrayed in the nephanalysis diagrams.
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5. SUMMARY
Examined from a broad vantage, African disturbances exhibit a number
of important features, beyond the more superficial aspects of scale and
phase speed, which are common to easterly waves in other parts of the
world. The following statements are felt to be realistic and supportable
by the observations.
(l). No facile model can be made with respect to the distribution
of cloudiness and vertical motion except insofar as both tend to be cen-
tered near the wave axis and in a region of strong cyclonic vorticity at
middle levels. The disturbances appear to slope a little eastward with
height in the northern sector. Although upward motion can be found on
both sides of the wave axis, the strongest updrafts at high levels
(1-2 cm/sec) are found a little to the west of the wave axis. There was
rough agreement between the computed release of latent heat at high levels
(and sensible warming derived thereof) and the convection. Almost all of
the important convection was concentrated in the latitude interval between
10 and 15°N. At these latitudes ascent dominated descent, the latter
bei ng very weak
.
(2). According to the vorticity patterns the disturbances were most
intense at middle levels (700-550 mb) . Between 250 and 400 mb they were
strongly warm core, the maximum difference between thermal trough and
ridge being about 1-2° in the vicinity of 15°N. The disturbances were
5*
cold core in the lower troposphere.
(3)- Primary centers of convergence and cyclonic vorticity were
closely associated at 1000 mb , the strongest values being located near
l8°N in a relatively cloud free portion of the disturbance. At upper
levels, however, the maximum vorticity was found near 14°N, the shift
being reflected in the vertical motion patterns as well.
(k) . Calculations showed that neglect of latent heat release in the
model led to very weak vertical motions at high levels, which were diffuse
and in poor agreement with the observed cloudiness. Conversely, the
latent heat release was the dominant term in producing the vertical veloc-
ity pattern at high levels, although it had little effect on the patterns
below 550 mb
.
(5). In view of the mutual proximity of the main ascending region,
the warm core, and the observed convection, it is reasonable to conclude
that the convection contributes to the thermally direct circulation. By
producing eddy potential energy which is converted to kinetic energy the
disturbances serve to maintain the high tropospheric easterly jet. At
low levels, however, the disturbances may be functioning indirectly.
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WEATHER NOTE
An Apparent Relationship Between the Sea-Surface Temperature of the Tropical Atlantic
and the Development of African Disturbances Into Tropical Storms
TOBY N. CARLSON
National Hurricane Research Laboratory, Environmental Research Laboratories, NOAA, Miami, Fla.
ABSTRACT
An analysis of sea-surface temperatures over the tropical Atlantic for the past 5 yr shows a correlation between
the number of tropical storms formed between July 10 and September 20 and the ocean temperatures over a wide area
centered near 10°N and 35°W.
In u recent article by Carlson (1969) it was suggested
that the frequency of tropical storm formation from
African disturbances is dependent upon the sea-surface
temperatures over the tropical Atlantic west of the
African Continent. Evidence in support of this included
a comparison of the August 1968 sea-surface temperatures
over the tropical North Atlantic with those of August
1966. The earlier year was one in which several African
disturbances developed into tropical storms, whereas 1968
was a notably inactive hurricane season. In the more
active season, the August sea temperatures were 1° to
2°F higher than those of August 1968 in the area between
longitude 30° and 40°W and latitude 5° and 20°N.
The hurricane season of 1969 was noted for being one
of the most active in recent years, especially with respect
to the number of African disturbances that became tropical
storms or hurricanes, a total of seven between July 10
and September 20. Wc have obtained the machine-
analyzed mean sea temperature data from the U.S. Fleet
Numerical Weather Facility at Monterey, Calif., for the
month of August 1969. Our own hand analyses of sea-
temperature data have indicated that these machine
analyses may be quite useful in examining relative tem-
perature variations in the Tropics provided that the anal-
yses represent an average over an extended period of
time. Although the Tropics contain relatively few ship
reports, a minimum of one. or two reports are likely to be
found within each 10° longitude square at any given ob-
servation period, while the composite analyses consist of
about 60 such observation periods (Wolff 1969). Of
course, such analyses are comparable from year to year
only if the data density and method of analyses remain
the same.
Figure 1 contains sea-temperature analyses for the
3 mo, August 1969, August 1968, and August 1966. The
departure isotherm patterns show that August 1969 was
clearly warmer than August 1966 over the tropical
Atlantic Ocean; in the vicinity of 35°W, the tropical
Atlantic was 2° to 3°F higher in August 1969 than the
same area during August of the inactive season of 1968.
For focusing attention on this area of maximum departure,
subsequent tabulations will refer primarily to an area
box located between 10° and 20°N and between 30° and
40°W.
Table 1 is a version of the sea-temperature data for
the past five Augusts (1965-1969), showing the area
average and area maximum values over this box. The
years of data are listed from bottom to top in the table,
in order of the increasing number of African disturbances
to develop into tropical storms or hurricanes in the
interval between July 10 and September 20 of that
year. 1 It is evident that there is some degree of correlation
between storm growth and sea temperature for these
5 yr. Were it not for a narrow intrusion of relatively cool
water that extended into the northern part of the box,
August 1969 would have yielded the warmest average of
the past 5 yr (as the values in the third column of table 1
suggest) rather than taking second place to August 1967
when only four disturbances grew into tropical storms.
The two most inactive seasons were also the coldest of the
five. 2
Recent studies such as those of Namias (1969) and
Perlroth (1969) have also been concerned with the effects
of sea temperatures on the development of Atlantic hur-
ricanes. However, this note attempts only to relate the
sea-surface temperature field lying in the path of (African)
tropical disturbances to the propensity for growth of these
disturbances beyond the wave stage into tropical storms.
Examination of monthly mean circulation maps for the
past 5 yr, as furnished to us by the Extended Forecast
Division of the U.S. Weather Bureau, showed very little
consistency between the behavior of the general circula-
tion at low levels in the Tropics and the development of
tropical storms. For illustrating this, the last five columns
of table 1 include respectively the monthly mean 1000-mb
geopotential height in the afore-mentioned area box, the
1 The vast majority of tropical storms that form during this period develop from dis-
turbances with origins appearing to be over the continent of Africa. These storms can be
Identified on the basis of their tracks as given by the U.S. Weather Bureau (now the
National Weather Service) in its yearly summary of hurTicanes in the Monthly Weather
Review.
' Figures for August 1070 show 78.6 average temperature and 80.2 maximum tempera-
ture for the area box. The number of developing disturbances was 3.
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Table 1.
—
Version of the sea-temperature data for five Augusts (1966-
1969) in the area box 10° to 20°'N and 30° to 40°W
1967
1965
1968
79.4
78.7
S3 i€*8.
<6.S <!gS.S ^2 o c S-i
81.0
80.0
79.9
146
158
148
156
3195
3206
3198
3194
3199
3049
3048
3050
3038
3042
Figuiik 1.—Mean spa surface temperature field (°C and °F) for
(A) August 1968, (B) August 1066, and (C) August 1969 (labeled
°F only). The light dashed lines (labeled in °F) in (B) and (C)
represent departure isotherms of that month from August 1968.
700-mb height averaged over the, same area, the mean
thickness in this area, the 1000-mb zonal height gradient
along latitude 20°N between 20° and 30°W (a measure of
the strength of the northeasterlies along the African
coast), and the 1000-mb meridional geopotential height
gradient along longitude 45°W between 20° and 30°N (a
measure of the strength of the trades). Except for the
1000- and 700-mb thickness being somewhat less in the 2
coldest months, the only relationship worthy of mention
is that the strength of the trades was somewhat reduced
in the two inactive seasons. Oddly enough, the strength
of the northeast trades along the coast of Africa does not
appear to be greater in the years when the southward
intrusion of cold water west of Africa was more pronounced.
As suggested by Namias (1969), seasonal variations of
sea-surface temperature in the Tropics may be influenced
by anomalies in the circulation at higher latitudes which
can affect the amount of cloudiness and insolation over a
considerable area. Indeed, a comparison of the monthly
composite satellite cloud pattern (prepared by the Walter
A. Bohan Co., ParJkridge, 111.) for August 1967 with that
of August 1968 shows a notably greater amount of cloud
over the eastern tropical Atlantic in the latter (inactive)
year.
If the sea-temperature anomaly in the tropical Atlantic
proves to be persistent for periods of several months, it
may become useful as a predictor of hurricane activity for
that season.
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COMPARISON OF DRAFT SCALE 1 VERTICAL VELOCITIES
COMPUTED FROM GUST PROBE AND CONVENTIONAL DATA
COLLECTED BY A DC-6 AIRCRAFT
Toby N. Carlson and Robert C. Sheets
In an experiment involving six passes through cumulus
clouds on October 27, 1969, the draft scale vertical motions
determined from the RFF inertial platform gust probe were com-
pared with those computed from the conventional DC-6 output
of pitch angle, true air speed, and radio altimeter. The
results showed a high correlation between the two records of
vertical motion particularly where no power setting changes
were made during straight line flights through six cumulus
clouds over the Florida Everglades. Indications are that
the conventional method of measuring vertical motions pro-
vides useful accuracy in the study of individual cumulus
clouds. An analysis of vertical draft velocity in Hurri-
cane Debbie ( 1 969) yielded reasonable profiles of vertical
motions across the eye and wall cloud of the hurricane.
1. INTRODUCTION
Various investigators have spent considerable time and energy in
attempts to measure selected scales of vertical motion in the atmosphere
based on aircraft displacement. A properly instrumented aircraft is
thought to be capable of providing information on the vertical motions
associated with horizontal scales of motion ranging from about 10 meters
to 10 meters in length where the magnitude of the vertical motions
range from 10 to 10 cm/sec. This part of the vertical motion spectrum
encompasses cumulus motions as well as lee waves and clear air turbulence.
A leading investigator in the field of aircraft measurement of trubulent
motions in the lower atmosphere is Bunker (1955; I960; 1968; 1 969) • Others
such as Jones (195*0, Malkus (195*0, Carlson and Glass (1962), Telford
and Warner (1962), Cunningham, Glass, and Carlson (1963)
*The draft scale is that scale of motion in the atmosphere which lies
roughly between 0.1 and 10 km in length.
Ross (1966) , and Axford (1968) have attempted to measure the draft scale
motions in cumulus clouds and thunderstorms while Vergeiner and Lilly
(1969) have used aircraft measurements in a study of mountain waves.
Gray ( 1 965) computed vertical velocities along radial legs in hurricanes
using data from the NHRL files which were gathered on board a B-50 air-
craft. One of the earliest attempts to measure draft scale motions by
aircraft was in the Thunderstorm Project (Byers, 19^*9).
The basic approach for computing vertical motion with aircraft data
is to measure the vertical motion of the aircraft relative to the ground
and to calculate the vertical motion of the air relative to the aircraft
as determined from the pitch, roll, and angle of attack of the aircraft.
The sum of these two components is equal to the vertical motion of the
air relative to a fixed horizontal plane. In two dimensions (roll neg-
lected) the angular component of the vertical velocity is represented simply
in figure 1 which shows the pitch angle 6, defined as the inclination
of the longitudinal axis of the plane to the horizontal, and the angle
of attack a, the latter being the inclination of the longitudinal axis
to the relative wind. In calm air, with no vertical component of air
motion , the a i re raft will assume an equi
1
ibrium pos i tion to ma in tain
constant altitude. This equilibrium position will differ somewhat from
the horizontal and may change with time as fuel is consumed. Following
Gray (1965), the deviational quantities of pitch angle of attack a and
true air speed V
t
are each defined with respect to an equilibrium value
of that quantity or that 9 d = 6 - 6 e (1)
ad = a
- a e (2)
V
td
E V
t
' V te (3)
HORIZONTAL
pfi&&'
C\-\
».
«**«*"
'
LjlU
w
Figure 1. Airfoil in an updraft.
where the subscripts d and e refer to deviational and equilibrium values,
respectively.
For small angles, the vertical gust velocity, W, can be expressed as
W = V
t
(a
d
-9
d )
+ W
p
where W is the vertical velocity of the aircraft. (Note that since
P
~a,, a -*9,~a-0.) On the RFF DC-6 aircraft the true air speed, pitch
e d e d
angle, and radio altitude are measured respectively by the aircraft
sensors and recorded digitally on tape at one second intervals. The
pitch angle measurement comes from an APN-81 pitch gyro located near
the center of gravity of the plane and the radio altitude determined
from a Stewart-Warner APN-159 instrument. The angle of attack is not
directly measured on the aircraft but a rough estimate can be made from
the aircraft equation of motion (see next section). The lag times of
the pitch and radar altitude are probably less than one second but the
(4)
rapid pulses received by the radio altimeter are not electronically
integrated and therefore the one second values of altitude are subject
to some spurious fluctuations.
A lot of controversy has surrounded vertical velocity computations
derived from the conventional aircraft instrumentation. As the result
of numerous uncertainties in measuring the vertical wind there has been
a widespread desire among meteorologists to see a more reliable system
developed, one which would be as independent of the aircraft response
as possible. Recently, various measurements in inertial Platform Gust
Probe systems have been developed in England (Ross, 1966; Axford, 1968)
and in the United States by the Air Force (Dutton, 1967) for its project
HICAT. A modification of the latter system was adapted by the Research
Flight Facility (RFF) of NOAA for use during BOMEX and is described
by Lappe (McFadden et al.,1970). According to Axford (1968) the maximum
error in vertical velocities determined by data from such a gust probe
will be less than 1 m/sec. The average uncertainty inherent in the
measurements should be much less than this figure, possibly no more than
10 or 20 cm/sec. In the investigation of turbulent conditions associated
with cumulus clouds or clear air thermals , an uncertainty in W of at least
20 to kO cm/sec can be tolerated without serious harm being done to the
flux and energy calculations. Accepting the uncertainty, it becomes
permissible in dealing with Axford's gust equations to permit the cosines
of angles to be zero and the sine (or tangent) to be equal to the angle
itself. Thus Axford's equation for W can be reduced to
W = V t (o-ej+.W + Md6/dt)„ (5)
g tg g g' p g
where & is the distance between the center of gravity of the aircraft
to the tip of the boom and the subscript g refers to the measurements
made with the RFF gust probe package.
On October 27, 1969, the ESSA DC-6 (39C) aircraft made a series of
six passes through individual cumulus clouds at 11,000 ft over the
Florida Everglades. Mounted on board the aircraft was the gust probe
package which provided a separate but parallel set of measurements to
those obtained from the conventional system. It is our objective in
this paper to compare, both visually and statistically, gust probe and
"conventionally-determined" draft scale vertical motion and to assess the
usefulness of the conventional system in terms of its ability to duplicate
the profiles of vertical motion which were obtained from the more reliable
gust probe system.
2. COMPUTATIONS
Vertical motions derived from the gust probe system were processed
by Turbulence Consultants, Inc. and Rinaldi Consultants, Inc. A low
frequency band pass filter was designed to sharply remove all scales
of motion in the gust probe data which were less than 1 second duration
(about 100 meters), the rate at which data pieces are digitally recorded
in the conventional RFF system. No filtering was done on scales of motion
larger than one second other than the averaging which was taken over the
total length of each pass. In the processing of gust probe data the
individual components were treated as deviations from their respective
means over the k or 5 minute duration of the pass.
In the gust probe system, the vertical velocity of the aircraft was
measured from an accele rometer located on the boom structure and evaluated
using the customary relationship W = a dt, where a is the vertical
P9 J tl z z
acceleration of the aircraft. Scale analysis suggests that the torque
term, (id 6/dt) , is negligibly small, a fact confirmed by the processed
gust probe data. Neglecting the torque term, (5) is quite similar
to (k) . In the conventional system, however, the angle of attack
is computed indirectly and the aircraft displacement is measured by a
radio altimeter instead of being determined by integrating the acceleration
Because of spurious high frequency fluctuations contained in the data
the basic one second values of and V were smoothed using a ^-second
running mean. Aircraft displacement was computed from the difference
in radio altitude between the beginning and end of the 4-second period
using a centered 3~second running mean to compute both the initial and
final altitude along the segment. (For hurricane work, a straight 6-
second average, instead of the 4-second running mean, is used in making
the vertical velocity computations.) Vertical velocity measurements
were still generated at one~second intervals.
Except for Gray's (1965) work, the radio altimeter has not recently
been used aboard aircraft to measure air motions. The radio altimeter
is obviously useless for this purpose over hilly or irregular terrain.
Both the Everglades and the ocean, however, are exceedingly flat. Gray
has stated that the term a, is usually less than 0.2° when averaged over
several seconds or more. Examination of the data for October 27 showed
that ot, was considerably smaller than 9 j most of the time although the
former occasionally attained values of a degree or more for a period of
2 or 3 seconds. An attempt was made to reduce spurious fluctuations
in the altimeter data. Prior to determining each value of W , the basic
unsmoothed height measurements were subjected to a least squares fit of
the data taken over a 6-second running interval which overlapped the basic
^"second interval used to form the vertical displacements of the aircraft.
Height values which differed from the linear trend by an amount which was
considered to be excessive were rejected in favor of the least squares
value, the latter being subsequently used in determining W. Less than
one value in 20 was rejected in this way.
A serious difficulty arises in the use of (k) with respect respect
to the evaluation of 6 «, Because of fuel consumption and changes in
power setting, 6 will vary gradually during the course of an extended
flight though not appreciably so in short cumulus passes. On longer
flights, however, 6
e
may suffer a considerable variation with time. A
direct measurement of a
d
would circumvent this problem in view of the
equivalence of 8
e
and a
g
but this is not yet possible on the RFF aircraft.
It should also be pointed out that 9 can be seriously affected by turns
or changes in power setting.
For straight (radial, in the case of hurricanes) passes we make use
of (h) to determine 6 by assuming that the calculated value of
W is negligibly small when averaged over a sufficiently large interval
or that
W E I (T Wdt - 0.
(s)
Here W refers to a running average vertical motion over the interval T
and applies to the mid point of that interval.
Equation (k) becomes in view of (6)
+ fvj^vTa^WJ = V3 = V fl (7)
t tdp J te te
The equilibrium value of 9 , solved for in (7) refers to the mid point of
the sliding scale of length T which may be less than the total pass
duration. At that point the calculated vertical motion is computed using
an equilibrium value of 9 which requires that the mean vertical motion
over the interval -T/2 to +T/2 be zero. Al ternati vely
,
could be
computed by simply forming an average of 9 as in (6). However, conditions
which would result in W differing appreciably from zero would also result
in 9 differing appreciably from 9 ; thus the predicament remains.
In hurricane flights of a half hour or more the value of T was
chosen to be 15 or 20 minutes (50-70 miles). Obviously, the computations
are unable to be determined by this method at times closer than T/2 from
the end points of the passes. In practice the original equilibrium
interval of T was allowed to compress progressively to a value of T/2
between times T/2 and T/k from the end points, allowing the equilibrium
pitch angle to be continuously measured in that interval. Between T/k
and seconds from the end points 9 was fixed at its value at T/k. In
e
short cumulus passes, such as the ones made on October 27, 1969, the value
of T was set equal to the duration of the pass and the single value of 9
e
derived thereof was used as a constant for that pass. It is evident,
therefore, that scales of motion of length greater than T can not be
accounted for by these calculations. For passes which are large compared
to the scale of the vertical motions the residual error between the
true vertical velocity and the measured W wi 1 1 be rather small, i.e.
it will be below the resolution of which the system is capable. In
hurricanes, however, and in flights along the axis of a cloud band the
residual may be rather large. Adjustment of the zero line may be necessary
in such instances provided that a reasonable physical basis for deter-
mining this displacement can be established. One criterion for this is
to assume that the vertical motion profile approaches zero at a great
distance from the cloud or, in the case of hurricanes, near the center
of the eye.
Gray (1965) was unable to measure 9 or a directly but he calculated
the former using the lifting equation for aircraft motion. Our procedure
makes use of the normal equation for aircraft motion to calculate a. .
This equation is written
dC
AN =
* m
(V' d^V 2V tC L V td ) " V t d^/dt,
where ^N is the normal acceleration
,
p the air density, S the wind area,
C |_ the coefficient of lift and m the aircraft mass. The various constants
were obtained from RFF and, to the best of our knowledge, are appropriate
to the DC-6. These are m = h.5 x 10 7 g (±10 percent), S = 1 .36 x 10 6 cm2
,
and C = 0.092 + O.368 (a in degrees). If one assumes that the normal
acceleration is approximated by the second derivative of the RA,
d 6/dt z d^/dt, and a~9
e
in the expression for C then (8) can be solved
for oy in terms of known quantities. The expression we obtain is
a
d
(degrees)
-
J22. (AN
- ^ [0 .00278 9
e
+ 0.01 12]
+ d e/dt)
where the components are in cqs units and the anqles in degrees. The
deviational air speed was approximated by taking the departure of the
true air speed from a 20-40 second least square fit of V . The other
terms were determined from a least squares fit of the data taken over
the small {k seconds for cumulus passes) smoothing interval for 9 and
al ti tude of f 1 i ght.
(9)
10
Table I. Statistical summary of aloud run data showing a comparison between gust probe data (subscript g) and conventional data
(subscript c) for the vertical motion (W) and for the components of the gust equation, pitch angle (Vt e^) } vertical aircraft
velocity (W ) and angle of attack (Vt a J.*
VER ICAL 3UST •ELOCI Y (W PITCH AnglE (v,Sd
PASS NO. 0i ^i er,» (cr.Va.) R Fe ^1 0-e «i <T,» (ct-.Vct,) R
•0 SEC.
PASS *1 90 59 58 1.06 0.70 -0.1 -0.2 44 44 18 0.45 0.87
131 SEC.
POWER SET
CHANGE
PASS *l
92 37 68 2.05 0.73 -0.6 0.0 48 42 25 0.61 0.83
I
TS SEC.
PASS »3 82 45 72 1.60 0.48 -0.4 -0.2 63 55 33 060 0.85
SO SEC
POWER SET
CHANGE
PASS »4
75 64 114 1.78 -0.33 -3.6 3.8 29 31 19 0.61 0.80
SS SEC.
PASS *S 44 56 51 0.91 0.50 -0.3 -0.4 32 26 9 0.35 0.97
S4 SEC. *
POWEP SET
CHANSE
PASS ««
70 42 56 1.46 0.48 -0.4 0.0 27 23 16 0.66 0.84
VERTICAL AIRCRAFT VELOCITY { e COMPUTED/MEASURED ATTACK ANGLE (Vtad)
PASS NO. Oe o. a.* (OtYOg) R — — Oi <r. Oi* (a,yoi) R
SO SEC. •
PASS •* 57 49 44 0.90 0.64 — —
» (40 SECONDS)
34 1 24 41 173 0.04
131 SEC
POWER SET
CHANGE
PASS »2
74 44 53 132 0.71 — —
»* (81 SECONOSI
44 23 40 1.75 0.40
7S SEC.
PASS *J 67 57 52 0.91 0.66 — 52 21 47 2.24 0.44
60 SEC
POWER SET
CHANOE
PASS «4
56 71 90 1.27 0.02 — 49 25 49 1.96 0.28
SS SEC
PASS »S 50 61 46 0.75 0.67 — — 36 12 32 2.65 0.43
84 SEC. *
POWER SET
CHANOE
PASS *<
64 38 46 1.29 0.77 —
» (44 SECONDS)
37 17 30 1.76 0.59
» AVERAGE OF TWO SEGMENTS » TWO SEGMENTS MADE, COMPUTED OVER ONE SEGMENT
* Parameters listed in the table are for the standard deviation (a) of the respective samples and the adjusted error deviation.
(o*l which is defined in the text. R is the linear correlation coefficient between the two records and F the water vapor flux
in mcal/cm/sec. Small figures in parenthesis listed under R are the linear correlation coefficients in the case where the de-
rived angle of attack was omitted from the conventional calculations. The duration of the flight segment and other pertinent
information is listed under the column labelled Pass No.
Table II. Same as Table I but for clear air segments.
vEr' 'IcAl gUST vElocTv IWI ITCH WflIF IVfWd
PASS NO. <rc <T. a.* (O.VO.) R Fc F. CTc O", er«* (CT.'/CTa) R
TO SEC
PASS *l 278 251 142
(073)
0.57
(080)
0.86 149 156 174 173 39. 0.23 0.98
92 SEC
POWER SET
CHANSE
PASS *2
124 104 86
(0 72)
0.83
(074)
0.73 6 -13 71 77 50 0.65 0.78
112 SEC
PASS *S 156 154 98
(OSS)
0.64
(088)
0.80 51 76 109 105 47 0.45 0.90
85 SEC
POWER SET
CHANGE
PASS «M
124 195 213
(121)
1.09
(0 02)
0.16 -33 -12 126 112 59 0.53 0.88
128 SEC
PASS *3 137 296 238
(081)
0.80
(0.81)
0.61 34 79 117 103 75 0.73 0.78
12S SEC.
POWER SET
CHANGE
PASS *S
89 62 77
(1 17)
1.24
(0 37)
0.53 3 -4 55 50 33 0.46 0.81
V ^RticAL AirCrAPT VELOCITY (W >) COMPUTE VMEASURED ATTACK ANGL • (Vtid)
PASS NO Oi o. <r.» (oiVa,) R — Oi °5 a,* (o-,y<Tj R
70 SEC.
PASS *i. 208 182 155 0.85 0.69 — — 82 89 90 1.01 0.44
•2 SEC.
POWER SET
CHANGE
PASS "2
98 102 53 0.52 0.86 — — 75 59 66 1.12 0.54
112 SEC.
PASS *3 137 141 57 0.40 0.92 — — 81 61 86 1.41 0.30
SS SEC
POWER SET
CHANSE
PASS "4
150 196 165 0.84 0.58 — — 92 87 90 1.03 0.50
128 SEC.
PASS *8 130 238 235 0.99 0.29 — — 67 37 82 2.22 -0.17
128 SEC.
POWER SET
CHANSE
PASS ••
81 62 51 0.82 0.78 — — 58 44 59 1.34 0.35
11
3. STATISTICAL EVALUATION OF CONVENTIONAL DRAFT SCALE MEASUREMENTS
3.1 A Total Comparison
Superimposed records of the gust probe and conventional vertical
motion data are shown in figures 2 (a-f) . As an aid in outlining the
cloud dimensions, a graph of the absolute himidity is presented above
each pair of vertical motion traces. Significant departures of the vapor
content of the air from the ambient value of absolute humidity (3~g/m 3 )
denotes the presence of cloud or evaporated cloud material; total sat-
uration occurs at about 7 g/m3 . Passes 1, 3>and 5 were made through
cumulus clouds with the pilot attempting to maintain constant power
setting and altitude; in passes 2, k, and 6 the pilot was instructed to
change the power setting at will. The purpose in doing this was to assess
the effects of such power set changes on the calculations. Inadvertent
or procedural augmentation and reductions in power are made in hurricanes
when the aircraft penetrates the eye wall or enters a particularly intense
band of cumulonimbus. It was unfortunate that the three passes chosen
to make power setting changes were associated with the three weakest
clouds, thus making it more difficult to assess the effect of changing
power on the updraft profile.
Tables 1 and 2 statistically summarize the degree of match between
the conventional and gust probe calculations for cloud and clear air regimes,
respectively. The 'cloud runs' correspond approximately to the turbulent
conditions in and around the cloud; the end points of the cloud runs are
delineated in figures 2 (a-f) by the (dotted) vertical lines which are
labelled accordingly. The clear air statistics are composed of an average
of the two (approximately equal) data segments which lie on either side
12
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of the cloud run segment. In tables 1 and 2, statistics for each of the
four components in the gust velocity (k) are presented separately,
showing the standard deviation of the record a (the square root of the
variance), the adjusted standard deviation of the error a*, and the linear
e
correlation coefficient R between the gust probe (subscript g) and the
conventional system (subscript c)
.
The error sigma, a* , is defined as
e
the standard deviation of the point by point differences between the two
records after the means have been subtracted out of both the records or that
o = a
2
- (X - X ) 2 (10)
e e c g
where the bar operator represents the record average over the particular
segment. It should be noted again that the records are composed of data
taken at one»*second intervals. In determining tables 1 and 2 the original
gust probe records, shown in figures 2 (a-f) , have been smoothed by taking
a 4-second running average in order to conform to the smoothing used 2d
in making the conventional calculations. In addition to the linear
correlation coefficient R, a measure of record similarity is the error to
signal ratio (g'Vg), a concept which contains the implication that the
gust probe data are essentially perfect. In actuality the gust probe
will not yield perfect information and therefore the statistics will
generally underestimate the reliability of the conventional system.
A comparison of the water vapor fluxes (F) for both records is also
shown in tables 1 and 2. The fluxes (m-cal/cm 2/sec) were computed using
the formula F = Lw'q', where L is the latent heat of condensation for
water, q is the mixing ratio in g/m , and the bar operator refers to an
average over the segment of the pass (clear or cloudy) in question.
19
Additional cloud physics information concerning maximum droplet size
and liquid water content of the six cumuli are presented in figure 3.
The liquid water content was computed from cloud particle samples
collected by a continuous hydrometeor sampler which consists of a moving
strip of soft aluminum foil exposed to the ambient airflow through a small
slot. Cloud particles larger than 200 microns in diameter leave impressions
when they impact on the foil, the liquid water content of the large
(raindrop) sized hydrometeors is computed using a method similar to that
used by Tacheuchi (1969). Maximum drop diameters were obtained at
approximately 1.35 _ second intervals and liquid water contents were computed
over each 5.**-second interval. Terminal velocities corresponding to the
largest drop sizes were obtained from a relationship experimentally ob-
tained by Gunn and Kinzer (Byers
, 1965) . Figure 3 therefore contains a
qualitative but independent assessment of cloud activity and updraft
strength based on the maximum fall velocity of the drops.
On the whole, passes 1, 3, and 5, show the better agreement between
the gust probe and conventional data than passes 2, 4, and 6 both visibly,
in terms of the location and strength of the maximum up- and downdrafts,
and with respect to the statistical parameters of tables 1 and 2. In pass
1, the records are remarkably similar except that the secondary updraft
at 1827:^5 failed to be captured in the conventional record. Cloud pass
5 exhibits the strongest updrafts (9.2 m/sec) according to the gust probe
data but is clearly less substantial than cloud 1 which contained a
considerably higher liquid water content and much larger droplets. Al-
though the gust probe is undoubtedly superior to the conventional system
20
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-14-
3-2 Agreement As A Function Of Wavelength
In an attempt to assess the dependency of a e and o*/o a on the
wavelengths, the harmonic analysis (power spectra distribution) was computed
for each of the six passes over the entire length of the pass using the
generalized E-M method described by Evans et al. (1963). This method
determines the autocorrelation coefficients in one step and then transforms
them into power spectral density using Fourrier techniques. Numerical
uncertainties, probably resulting from the shortness of the records and
the singularity of having a discreet cumulus cloud in the middle, made
it necessary to average the power over discreet wave bands for each pass
and then combine the averages for all six passes in order to arrive at
a representative value for that wave band. In figure k the power density
(variance) spectrum versus wavelength is presented for the gust probe
measurements on a log-log scale. The mean variance in each wave band
is shown by a series of horizontal line segments through which a smooth
curve has been drawn. The figure shows the decrease in power with
decreasing wavelength that customarily occurs in cumulus spectra (see
Rhyne and Steiner, 1964).
The semi -log plot at the top of figure k shows the ratio (a */c )
6 g
as a function of wavelength. Here a * was obtained from a power spectral
analysis of the error variance a * comparable to the one done for g . The
e g
ratio of the two was formed for each wave band and plotted as a series of
single points. The pair of smooth curves drawn through the points
represent values for all six passes combined and for just the three passes
in which no power setting changes were made.
22
in measuring draft scale vertical motions the former may have suffered
from a pronounced zero drift in passes h and 5- In that case, the major
ascending plume at 1907=33 may have been overestimated by at least a
couple meters per second in W ; after 1907:39 the zero shift seems to have
9
been in the opposite direction. The same problem may also be afflicting
pass k which yielded the worst comparison with conventional data in both
clear and cloud runs. Pass 2, despite power set changes, is in better
mutual agreement than pass 5 with respect to the correlations although
(ae"/aJ and the fluxes are slightly poorer for this run.
In clear air passes 1,3, and 5 are generally superior to the other
three runs even though the variance of the records are about the same.
However, statistical agreement is notably poorer in the clear air runs
than it is in cloud, signifying the improvement gained in the statistics
with increasingly turbulent conditions. In the non-constant-power set
runs the fluxes agree in sign and in magnitude to within a factor of about
2 in either regime. Even with power setting changes a certain amount of
useful information is contained in the conventional data; for example,
the agreement between the primary up- and downdraft profiles in passes
2 and 6 (figures 2b and 2e) . Under constant power setting and in
turbulent conditions (a
c
> 100 cm/sec) the draft scale vertical motions
computed conventionally and those which represent the true values are
felt to be in reasonable agreement.
23
Agreement between the individual components in the gust probe
{k) is by far the best with respect to the pitch angle term, (V 8 ,) as
compared to the other terms. Unfortunately, most of the variance in
W comes from the aircraft vertical velocity (W ) , a component which
g
has a poorer correspondence between conventional and gust probe values
than does the pitch angle. It appears that the inability of the conven-
tional system to attain more than about 5 m/sec in pass 5, as compared
with 9 m/sec for W at the point of maximum updraf t , is entirely attributable
to the much smaller aircraft vertical motions determined from the radio-
altimeter. Since the pitch angle variance was not particularly large in
pass 5 there is additional reason to suspect the accuracy of the gust
probe accelermometer in this run. By far the worst correspondence in the
gust equation lies in the angle of attack values (V a,)
,
a fact not sur-
prising in view of the vastly differing ways in which they are determined
for each system. Nevertheless, there appears to be some information
contained in the computed angle of attack. Draft velocities computed
from (k) , using the computed value of a, determined from (7), are found
to be slightly superior to those generated with a, set to zero
(see parenthesized figures located above the bold-faced numbers in
table 1). Although the variance of a, is small compared to that of W,
there is obviously no substitute for measuring this term directly.
2k
2.5
~ 2.0
*> 15
b
w
— 1.0
0.5
10 3
10 !
WAVELENGTH
10 4
(METERS)
10 3 10 s
M 5
o
UJ
CO
>sM
2
o
10 2
N
.9
b
cr
5
LxJ
£
o
Q.w
UJ 10 1o
z
< 5
oc
<
>
10 (
MEAN PROFILE
FOR ALL FLIGHTS
MEAN PROFILE FOR
FLIGHTS WITHOUT POWEI
SET CHANGE
CUMULUS \ SCALE »
FAVORABLE
RESPONSE
1 ±
10 1
10 ;
104 10 3
WAVELENGTH (METERS)
10 2 10 1
PERIOD (SECONDS)
10 2
10°
Figure 4. Variance (Power spectrum density) of the gust probe vertical
motions versus wavelength (period) for the six cumulus passes (lower
part of figure). Horizontal line segments indicate width of spectrum
over which the average power (signified by the solid dot) was compu-
ted. The top pair of curves show the ratio (o
e
*/a
g )
as a function of
wavelength for all six passes (solid curve and filled dots) and for
the three passes made without power setting changes (dashed curve and
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.
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Lowest values (~0.6) are found near 4000 meters, the approximate
width of the cumulus cloud and its surrounding perturbation in the clear
air. Between 1000 and 4000 meters wavelength this ratio remains below
1.0, a value considered by this author to be a reasonable criteria for a
favorable comparison between gust probe and conventional motions. Below
1000 meters the ratio rises sharply with decreasing wavelength. Thus,
on the scale comparable to the width of a cumulus cloud the conventional
system provides a favorable response to the pattern of updrafts and
downdrafts particularly when power setting changes on the aircraft are
reduced to a minimum. Although it is not possible to assess with any
reliability the dependency of the forementioned ratio on the intensity of
the turbulent motions it seems quite likely that the system responds
more favorably when there is a greater amount of energy in the longer wave
lengths
.
Part of the difficulty in measuring the smaller scale of vertical
motions lies in the inability of the conventional system to properly
determine a,. Tables 1 and 2 show that the magnitude of a is grossly
" d
overestimated in the conventional system during passes in clear air but
is comparable to that obtained from the gust probe in cloudy regimes.
Another factor in the poor agreement at short wavelengths may be the use
of a running mean which acts as an imperfect filter and therefore distorts
wavelengths near or below 400 meters (in the case of a k second running mean).2
2 At present a running binomial smoother is being used which is thought to
be an improvement on the straight running mean.
26
k. COMPUTATION OF DRAFT-SCALE VERTICAL MOTIONS IN A HURRICANE
Gray (1965) has attempted to measure draft scale vertical motions in
hurricanes, arriving at some radial profiles of vertical motion from
which he compiled a set of statistics on draft strength and width. With
an improved system on board the DC-6, capable of making more accurate
measurements than were available to Gray, and with some confidence gained
in the validity of the data as the result of the gust probe comparison, we
find it desirable to reopen the question of measuring hurricane vertical
motions with an aircraft. In this section vertical motions associated
with Hurricane Debbie (1969) will be discussed.
As stated in section 2, the vertical velocity is determined at the
center point of a sliding time scale of length, T, over which the mean
vertical motion is assumed to be zero. In cumulus work the basic data
sub-unit was a k point running average of the one-second interval ob-
servations; the interval T is regarded as the length of the straight
line pass--usual ly a few minutes duration. In hurricanes, the data are
manifestly less steady. The smaller scales of motion investigated in
cumulus passes are felt to be of even less general importance and have
less reliability in the hurricane flights. Radial legs are typically
15 to 45 minutes in duration and a single pass may intersect rainbands,
both eye walls, and the eye itself.
It was decided in hurricane work to use a 6-second (-600 meter)
block average (not a running mean) for the basic data sub-unit and a
12-minute (~72 km) interval for T. As stated in a previous section, the
value of 9 is determined by assuming that the mean vertical motion is
27
zero when averaged over the 72 km interval except for the interval
centered between T/2 and 1/k from the end points. Here the original value
of T is gradually reduced from T to T/2 at ±l/h from the end points;
closer than ±T/k from the end points 9 is held constant. This procedure
permits to vary slowly in response to a drift or to slow oscillations
in the actual equilibrium pitch angle. The results of section III suggest
that the effects of infrequent power setting changes by the pilot may
not seriously compromise the results although it should be noted that
power setting changes simulated in the October 27 passes were not likely
representative of the actual power setting changes that take place in
an eye wall penetration.
On August 20, 1969, ten passes were made through Hurricane Debbie by
the RFF 39C aircraft during Project STORMFURY. 3 Figure 5 shows an
example of the vertical motions, along with wind speed, temperature, and
a composite of the vertical profile of the radar presentation, on a
northeast to southwest traverse at 12,000 ft. In this figure the 6-
second block values of vertical motion have been additionally smoothed
using a centered 36-second running mean. Southwest of the eye center
the tallest and widest isoecho contour coincides closely with the largest
updraft (~5 m/sec) . Elsewhere the principal updrafts tend to coincide
with isoechoes and the stronger downdrafts with gaps between the cells.
In the eye itself the computed vertical motions behave erratically, in
contrast to one's expectations. Strongest winds recorded were located
See Project STORMFURY, Annual Report 1969,
28
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on the northeast side of the storm; however, the wind speeds computed
relative to the moving storm were about equal on both sides of the
eye wal 1
.
Altogether eight passes were made along the same azimuth, four
approaching the eye from the northeast and four from the southwest.
An arithmetic composite of the eight passes was made by first aligning
the data for each radial segment such that the point of entry or exit
through the physical eye wall was mutually in common and then averaging
the vertical motions for all passes. Examination of the initial data,
however, revealed that the eye of Hurricane Debbie consisted of an inner
'undisturbed region,' over which temperature, humidity and tangential
wind varied slowly in the horizontal, and a transition region, across
wh i ch the wind speed and dewpoint decreased rapidly (inward) and the
temperature increased at a rate comparable to that found near the edge
of the eye wall cloud. Since the eye itself varied in size from one
pass to another the inner eye was composited separately and then linked
together with the vertical velocity profile averaged relative to the
eye wall in order to produce a mean profile of vertical motion across
Hurricane Debbie. In figure 6 the solid curve is the composite vertical
velocity profile with respect to the azimuth from the eye center. In
order to examine the directional bias in the computations the vertical
velocity profile was also formed without regard to azimuth, the starting
and finishing points of the flight being on the left and right, respectively,
of figure 6 (dotted curve). Ideally, the latter profile should be symme-
tric, unlike the former which would show real aximuthal variations.
30
o> <
CO O
<T> CJ
•*H 00
„ o
o c»
CJ CD
i- 1-
co X3 o
_l
1
o
UJ
GO
o
>-
I
o * "J _,
o * u
= _l *J o i-U UJ z K
m> 1-I Ui
CO g a: — u
"DE
ICAL
a a O O ~K -1 _l
1
ALONG ALONG
<J» U <
""
_,
a
H Ui UJ xS s
uj tr ll u. zt J
< >
o o
tr x
a. a.
o
at
o 1
en z 1I
cc < - ; i1
(03S/W) A1I3013A IdVUQ NV3W
i CU I
fO CU 1 CU S-
CL CU O i- =J
CD m l rr
CO Q-+->
o
+-> CO I W'r
x: "O ro CU S-
D" C SZ CO 4->
•r— a> +J co cu
cu en 3 ro E
CU E a. E
E •— •<- >>
o Nl S- CO
s~ CU ro O
4-
•i- en o
TJ 4- c x> r-.
ai o o c cr>
en i- i— ro i
—
rO a ion—
s-
0) 4- -t-> r— CO
> O C i
ro •r- ro i—
en O 2 ro
CU CO. -C
1—
•i- CU +->
-O C 4- >, C
-Q ro O CU CU
<u CU coQ E C C O
O -r- CU
CU i- •!— -C
c OP-P s.
ro U_ ro -i- OU —- U S 4-5 •i— O
*: S- r— ^—» CO
&- X5 -r-
Z3 P DiC
Lt X 4- C O CU
UJ •i- <_> >
I- .c C S CU s-
z QIC O W 3
UJ 3 O -C o
O o •> CO S-
s~ CM CU "O
5 sz r— S Q- CU
-t-> O -Co >> S- CO CO
Lt c r— t- t- ro
U. O CU ro CU Q
•r— +->
-t->
UJ +J ro _c qj
o o E +-> E •
z E •1— »|— ' ', s
< X 3 co
i- i
—
O —- +-> CU
co ta S- 4- co
5 u O. CO ro CU
•i— Q. CU S- _£Z
+-> ro i— "O +->
S- •r- Q. C
ai P 1*- 3 0)
> ro O S-
S- 4- ro
4- E Q- O Q_
o
O CU -C c
CO
-l-> > -M •«-
CU CO O CD
i -Q C S-
•r— CU ro QJ QJ
4-
-C i- -Q
O +-> c +-> E
s- 2 co 3
Q.-C
enje E
CU Z3 CO 3 CO
+J O E co
•r— S- co •!— ro
1/1 -C CU X O-
O -(-> S- ro -
CL Z5 E r—
E co en c qj
o QJ •!- CU CU "O
CJ CO Ll_ > +-> O
co -i- E
ro cn_c
• q.-— en CU
CO • ^— 3 c
CU -M Qj o ro
CU P Wr- S. U
s_ ro OJ "i- -C •.-
Z3 S- +-> »4_ +J S-
en
31
According to figure 6 the southwest portion of the hurricane appears
to have been stronger than the northeastern sector in terms of the
maximum value of W (~2 m/sec) . The overall draft profile, however,
resembles Rosenthal's (1970) symmetric model. Individual updrafts are
shown to vary considerably in strength and location from pass to pass,
figure 5 being representative of one of the strongest updrafts. Sinking
motion of about 1 m/sec is found in the eye and on the outside edges of
the eye wall cloud. This amount of subsidence in the eye seems excessive
and may be attributed to the effects of power setting changes. Alter-
natively, it could be explained by the tact that the residual vertical
motion on scales larger than T are not captured by the method of calcu-
lating W due to an incorrect value of 9 . The existence of scales of3
e
vertical motion having dimensions greater than T (as well as the presence
of systematic fluctuations in power setting near the eye wall) can result
in an underestimate of W, not only in the eye wall cloud but across the
eye itself. In this event, a correction in the form of an undetermined
amodnt of ascending motion may have to be added to the updraft profiles
in figure 6 to make them more realistic. According to Miller (1963) the
mean upward vertical motion at 700 mb in Hurricane Donna, I960, averaged
between 20 and 80 km, was slightly greater than 0.6 m/sec. An upward
shift of the vertical motion profiles in figure 6 by this magnitude would
evidently result in better degree of fit with the Rosenthal (1970) curve,
thereby encouraging one to believe that such a correction to the computed
values should be made.
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Following Bunker (1968) the vertical transport of sensible heat
H and water vapor E caw be written
H = c p WV + W*T*)
P
E = L (W'q' + W*q*) (11)
where c is the specific heat of air at constant pressure, P the air
P
density, L the latent heat of condensation for water, q the water vapor
content of the air, W the vertical velocity, and T the temperature. The
fluxes are represented as energy per unit area per unit time and consist
of two components, a small (cumulus) scale eddy term (signified by the
primed quantities) and a hurricane-scale eddy term (signified by the
product of the two starred quantities). The latter term represents the
deviations in the mean of T and q in the eye wall cloud region from that
in the mean tropical environment. In this case the bar signifies a
linear mean taken between the eye wall and the outer edge of the wall
cloud region, a distance of about 50 km. The above equations were
evaluated for the individual passes and the quantities of E and H
multiplied by the appropriate area, and averaged over all passes to
arrive at a rough estimate for the total energy and moisture flux across
the level of flight (6^0 mb) . The values for the southwest and north-
it
eastern portions of the storm are shown in table 3-
*Since the figures refer to a linear rather than a cylindrical average in the
table the values are likely to be overestimated slightly. Recalculation of
the fluxes in cylindrical coordinates showed little change in the figures,
however.
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Table 3. Small and Large (hurricane) scale sensible heat and
moisture fluxes across the 640 mb surface for the portion of
Hurricane Debbie lying between the edge of the eye wall (ra-
dius 20 km) and the outer edge of the principal hurricane
clouds (radius 70 km).*
H (small H (hurricane H (total) E (small E (hurricane E (total)
scale) scale) scale) scale)
(a- 161)
Southwest 0.3 1 .2 1.5 3.7 31.5 35.2
(a = 152)
Northeast 0.7 0.1 0.8 5.6 1.6 7.2
Average eye
wall band 1.0 1.3 2.3 4.6 16.6 21.2
Units arc in joules/sec x 10 13 for H and cm/day of rainfall
for E (see (11) and (12) in text).
Surprisingly, the small-scale eddy fluxes are smaller than the band-
scale fluxes. This could indicate that processes associated with the
mean hurricane circulation and with the very large clusters of cumulo-
nimbus are the dominant ones in the eye wall band. It is probably also
true that the smaller scales of motion are less adequately represented
in the calculations as has been suggested in a previous section. Never-
theless, the total values in table 3 are quite reasonable when compared
to the results of Hurricane Hilda (Hawkins and Rubsam, i 9 6 9 ) . In that
storm the production of kinetic energy within the inner 80 km radius was
1 3
about 0.2 x 10 j/sec and the rainfall in the same annular ring about
25 cm/day.
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5. CONCLUDING REMARKS
Based on a small sample of six passes through cumulus, it seems
reasonable to conclude that the conventional method of computing
draft scale vertical motion can yield values which are not only meaning-
ful but are relatively quick and inexpensive to obtain. According to
the results shown in this paper one can tentatively conclude that on a
straight line flight through an individual cumulus cloud, the linear
correlation between the vertical velocities computed by the conventional
method and those which actually exist may be 0.7 to 0.9- Alternatively,
the degree of fit between computed and actual vertical motion profiles
as expressed by the ratio of error variance to the actual variance of
the motions will be substantially less than 1.0 over the whole spectrum
of wavelengths and lowest (less than 0.5) in the longer wavelengths
that are comparable in scale to the width of a cumulus cloud. There is
also some indication that the relative accuracy of the conventional
measurements improves with increasing intensity of the vertical motions.
Power setting changes on the aircraft are shown to be detrimental
to the conventional results, though less so in active cumulus clouds
than in clear air where agreement between gust probe and conventional
measurements was poor. It is anticipated that a direct measurement of
angle of attack, using an angle of attack vane mounted on the aircraft,
will be incorporated into the conventional system in the near future.
This improvement would reduce the uncertainties caused by power setting
changes on the aircraft and enable a better estimate of vertical velocity
to be made at shorter wavelengths. Despite power setting changes and
their adverse affects on the results, it was shown that reasonable profiles
of vertical motions can be obtained across the principal cloud band
outside the eye wall of a hurricane.
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R. Cecil Gentry
To tame a hurricane
The recent devastation of East Pakistan has tragically
highlighted man's urgent need for means of averting hurri-
canes. If the successful results of Project Stormfury in the
US could now be translated into routine practice, the damage
caused by future hurricanes might well be halved.
HURRICANES, the most destructive of
nature's phenomena, may soon have part
of their own power turned against them
to blunt their punches. Until recent years
no hope was offered that man could
reduce the Increasingly heavy destruction
caused by these storms which originate
in the tropics and lay waste to any coast
obstructing their path. The research
conducted by Project Stormfury' since
1961 and the experiments on Hurricane
Debbie in August 1969 give promise that
something may yet be done.
Project Stormfury is sponsored by the
United States Government and was
organized to explore the structure and
energy processes of hurricanes and to
test the possibility of moderating their
intensity. The present experiments are
not aimed at killing hurricanes, nor of
diverting them from one area to another,
nor of affecting their contributions to the
general weather circulations of the world.
They do, however, try to blunt the power
of the killer forces in hurricanes and make
the storms more acceptable to man.
Between 1915 and 1924 hurricanes
Dr R. Cecil Gentry is Director of Project
Stormfury and Director of the National
Hurricane Research Laboratory in Miami,
Florida. His research has covered the
prediction of hurricane motion and the
structure and energetics of hurricanes.
caused an average annual damage in the
United States of J 13 million. By the
period 1960 to 1969, this figure had
soared to $432 million. Even after
adjusting these values for the inflated
cost of construction in recent years (at
1957-59 costs) these statistics represent
a 650 per cent increase in the average
annual cost of hurricane damage in less
than 50 years. Since more and more
valuable buildings are being constructed
in areas vulnerable to hurricanes, these
damage costs should continue to
increase. Hurricane Betsy of 1965 and
Hurricane Camille of 1969 each caused
more than S1400 million in damage. In
many other countries of the world the
loss due to tropical cyclones, when
expressed as a percentage of the gross
national product, is even more severe
than in the United States.
In the experiments on Hurricane
Debbie during August 1969 the
maximum wind speeds decreased in
intensity by about 30 and 1 5 per cent on
the two experimental days. We are still
trying to determine whether these
changes were caused by the experiment
or if they were consequences of natural
changes in the storm. The data are highly
suggestive that some degree of beneficial
modification was achieved. If later
experiments confirm these indications,
man may at last be able to reduce the
power exerted by the tropical cyclones.
Two general considerations justify
Project Stormfury. They are, first, that
recent improvements in our understand-
ing of the physical processes
fundamental to hurricanes suggest
promising avenues of experimentation,
and. second, that enormous rewards can
be derived from even a slight degree of
beneficial modification. The latter may be
illustrated by a rough cost-benefit
analysis of hurricane research.
If the United States continues
supporting hurricane modification
research at the present rate for the next
10 years and if by that time we modify
just one severe hurricane, such as Betsy
or Camille, enough to reduce the damage
by only 10 per cent, the nation will obtain
more than a 10-fold return on its
investment. Similarly, if within 10 years
we can reduce the damage caused by
such a storm by only one per cent, the
nation will get its money back. The
benefits in terms of prevention to human
suffering are, of course, incalculable. I
should emphasize that we are trying for a
much higher percentage of reduction in
damages, and if we learn to tame one
storm partially, there is nc reason why
we cannot do it to others. The cost of the
treatment is relatively minor; the maior
cost is learning how to modify the storms
and in demonstrating that we can do so.
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THE FIRST DOCUMENTED effort at
modifying a hurricane occurred 1
3
October 1947. Project Cirrus of the US
Air Force, using ideas suggested by Irving
Langmuir, tried a small experiment on a
weak hurricane near the northeast Florida
coast. Approximately 35 kilogrammes of
dry ice were dropped into the hurricane
clouds some distance removed from the
storm centre. The exact results of this act
could not be determined because
insufficient facilities were available to
monitor changes in the storm.
In 1961, Dr R. H. Simpson of the US
Weather Bureau proposed that hurri-
canes might be modified by introducing
freezing nuclei into the massive clouds
surrounding the centre of the storm. At
about the same time, Dr Pierre St Amand
and his associates at the Navy Weapons
Center, China Lake, California, developed
pyrotechnic generators which made it
practicable to introduce within a few
minutes very large quantities of silver
iodide into clouds. Groups from the
Weather Bureau and the Navy, under the
leadership of the first and second
directors of Stormfury, Drs R. H. and
Joanne Simpson, experimented on
Hurricane Esther and Hurricane Beulah
respectively, with single seedings on two
days each in September 1961 and
August 1963. The results of these earlier
experiments were encouraging but
inconclusive, because the changes in the
hurricanes were about the same
magnitude as many natural changes.
The latest modification hypothesis is
still being developed and is based
on five assumptions. The first is that large
quantities of water substance exist in the
liquid state in hurricane clouds at
temperatures of — 4°C to — 30°C and
possibly to even lower temperatures;
such cloud droplets are referred to as
supercooled. The second assumption is
that the droplets do not freeze because
there is a scarcity of ice crystals or other
natural freezing nuclei in many of the
hurricane clouds. The third assumes that
the introduction of silver iodide crystals
or other types of artificial freezing nuclei
into the supercooled clouds will cause
the droplets to freeze; these frozen
particles then serve as natural freezing
nuclei, causing any remaining super-
cooled droplets to freeze. The fourth
assumes that when the supercooled
water freezes, it releases latent heat
stored within it equal in amount to that
required to melt an equivalent mass of
ice. It further assumes that this heat will
increase the buoyancy of the rising air
plumes: cause the ones in the clouds
radially outward from the wall clouds to
ascend to greater heights and thus cause
the condensation of extra amounts of
water vapour and release of additional
latent heat. Finally, we assume that there
are in fact rings or sectors in the hurri-
cane where addition of heat will result in
a reduction of the maximum wind speed.
In the 1961 experiment, eight large
canisters, each containing four kilo-
grammes of silver iodate, estimated to
produce 2.4 x 10 15 silver iodide crystals,
were dropped into the main clouds in the
eyewall clouds surrounding the centre of
Hurricane Esther. On 16 September
1961 the maximum winds decreased by
about 10 per cent for a two hour period.
The radar pictures of the hurricane
showed some dramatic changes in the
structure of the eyewall clouds, which
could be explained by assuming that the
water in the clouds changed to ice
following the seeding. On 17 September
the experiment was repeated with no
significant changes observed in the storm
structure. After a pilot of one of the
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TROPICAL STORM (above left) was
photographed by US astronauts on board
Apollo 9. Hurricanes are usually less than
1 5 km high but may have a diameter of
several hundred kilometres. Air at low
levels spirals around and towards the
centre of the hurricane, ascending in the
massive clouds around the 'eye' of the
storm, or in the rainband clouds further
removed from the centre (above). As the
air ascends, it expands and cools, forcing
much of the water vapour present to
condense. Unless there are freezing
nuclei in the clouds, the water droplets
may not freeze in the temperature range
0° to -40°C
monitoring aircraft reported he saw a
seeding canister fall in the clear area of
the eye it was assumed that the seeding
agent was not properly placed.
In the 1963 experiments on Hurricane
Beulah 240 kg of silver iodide were
dropped into the eyewall of the storm on
24 August along a track from 25 to 65
kilometres from the centre. Following the
seeding the maximum wind migrated
farther outward from the storm
centre—from 6.5 to 16 kilometres—and
decreased by about 14 per cent. On 23
August the storm had been similarly
seeded and R. H. Simpson, the Project
Director, wrote: "A sudden shift in the
storm track occurred just before seeding
with the result that the silver iodide was
dropped in an open, almost cloud free,
portion and probably could not have
entered the tall Icloudl towers during the
2} hour monitoring period after seeding.''
Thus, up until 1963, there were four
seedings of hurricanes. On one day in
1961 and one day in 1963 results had
been apparently favourable, but the
changes in the hurricanes were well
within the limits of changes that
frequently occur in hurricanes from
natural causes. On the other days, in
1961 and 1963, either the silver iodide
was improperly placed, or the monitoring
aircraft did not remain in the storm long
enough to observe any changes that
might have eventually resulted from the
seeding.
Because of the difficulty of interpreting
results from the single seeding
experiments, a multiple seeding
experiment was planned. By seeding at
two hourly intervals over a period of eight
hours, one might determine if small
effects from single seedings would be
either cumulative or periodic and be
identified more easily by analysis of the
data. The time for monitoring the clouds
and hurricane structure was also greatly
extended. In the single seeding experi-
ments the monitoring aircraft stayed in
the hurricane for two to three hours after
the seeding. In the multiple seeding
experiment, relatively complete coverage
of the storm was furnished from five
hours before the first seeding, through
the eight hours of the five seedings,
until six hours after the last seeding.
No operations were conducted in
1964 while aircraft instrumentation was
improved, and no hurricane considered a
suitable subject for the experiment
passed through the experimental area in
the years 1965 or 1966. In the earlier
years of the project, experiments were
restructed to a comparatively small area
in the Atlantic between Puerto Rico and
Bermuda from which no recorded
hurricane had reached a populated land
area within 36 hours.
Improvements in objective techniques
for forecasting hurricane motion prior to
1967 suggested a change in the concept
of selecting areas for experiments by the
project. During that and later years, the
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sea level pressure
DISTANCE FROM HURRICANE CENTRE (NAUTICAL MILES)
selection of eligible storms was based on
the Environmental Science Service
Administration's Weather Bureau fore-
casts instead of the climatological study
previously used.
The new seeding eligibility 'area' was
not bounded by definite co-ordinates.
Under the new guidelines, a tropical
cyclone in the southwestern North
Atlantic (Caribbean Sea and Gulf of
Mexico areas were added in 1969) was
considered eligible for seeding as long as
there was only a small probability (10 per
cent or less) of the hurricane centre
coming within 80 kilometres of a
populated land area within 24 hours after
the first seeding.
There are two primary reasons for not
seeding storms near land while we are
still trying to learn how to modify them.
First, by seeding further out at sea, the
artificially induced effects (good or bad)
will have subsided before the storm can
affect a land mass or cause extensive
damage. Second, marked changes in the
structure of a hurricane occur when it
passes over land or even approaches
close to land. These land-induced
modifications would obscure the short
period effects produced by the seeding
experiments and greatly complicate the
scientific evaluation of the results.
Even though no operations were
conducted on hurricanes during the
period 1965-68, research continued,
both on hurricanes and on development
of improved pyrotechnics for distributing
the silver iodide into the hurricane clouds.
We tried to verify some of the statements
listed among the hypotheses. The first
two relate to amounts of supercooled
water and number of natural freezing
nuclei occurring in hurricanes.
WE ENCOUNTERED our roughest and
most dangerous flying while making
measurements in hurricane clouds of
relative amounts of liquid and ice forms
of water. ESSA's Research Flight Facility
has been flying in hurricanes since 1960
and has been in some of the worst
hurricanes—Donna, Carla, Beulah and
Betsy—with no serious accident.
In October 1968 we sent a research
flight into Tropical Storm Gladys, as it
was reforming north of Cuba. Gladys
VARIATION in a hurricane of temperature
at upper levels, pressure at sea level and
wind speed at low levels are shown in the
graph (left). The dashed lines indicate
typical changes which could possibly be
caused by seeding of supercooled clouds
along a radial band outwards from the
hurricane's main wall clouds
was never a severe hurricane, and on this
date it had not yet gained even hurricane
force. The crew flew through hurricane
rainbands on three passes for a total of
20 minutes. These are areas normally
characterized by heavy turbulence and
heavy icing—the worst kind of flying.
This portion of the flight was completed
with no great difficulty. The crew then
proceeded to the reforming centre of the
hurricane to get information needed by
forecasters of the hurricane warning
centre. These data were also obtained
without any problems. With the work
done, the crew relaxed and started for
home. They then flew through a cloud
that was small compared to the ones in
which they had collected the data but
which, in retrospect, must have been the
reforming eyewall cloud. Here they
encountered the worst turbulence the
Research Flight Facility had experienced
in nine years of severe weather flying. All
the crew were severely shaken and one
had to spend several weeks in hospital.
(In jest, the Research Flight Facility later
sent Harry Hawkins, Assistant Director of
the National Hurricane Research
Laboratory, a bill for damage done to the
aircraft by his hard head.)
Was it worth it? The crew did get the
needed information. By contrast to what
had been found in ordinary tropical
clouds, the water substance in the
hurricane clouds at the flight level where
temperatures were — 5°C to — 8°C was
nearly all in liquid drops—there being
very few ice crystals. These measure-
ments have since been repeated in other
hurricanes with less drastic flight
reactions, and the answer has continued
to be the same. At temperatures down to
at least — 8°C, there is very little ice in
many of the hurricane clouds. This
confirmed that there was a deficiency of
natural freezing nuclei in the clouds. The
insertion of artificial nuclei, therefore,
might modify the clouds.
NUMERICAL MODELS capable of
simulating the life history of hurricanes
have been developed by a number of
researchers at universities and in the
National Hurricane Research Laboratory.
While the models are not perfect, they do
reproduce many features of a hurricane
quite well. We have used the one
developed by Dr Stanley Rosenthal at the
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22 August (00 a.m.)
HURRICANE DEBBIE was seeded twice
in August 1969 as it moved west-northwest
towards the Caribbean (left). In these
experiments, the aircraft flew at 10,000
metres altitude, discharging their
pyrotechnic canisters along the radius of
maximum wind speed (below left)
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Hurricane Research Laboratory in Miami
to answer the question concerning where
in the hurricane will the addition of heat
most likely result in a reduction of
maximum internal wind speed. It is
convenient to run the modification
experiment with this model in a high
speed computer. There is no waiting for
nature to send a hurricane, no risking of
lives, and it is much cheaper than the
field experiments.
With the computer model, we
simulated seeding the storm in several
different bands at different distances
from the centre. In particular, we tried the
simulated seeding between the belt
of maximum winds and the centre of
the storm, across the band of maximum
winds, and at radial distances greaterthan
that of the maximum winds. We found
the greatest reduction in storm intensity
when we worked on the outside of the
maximum winds. Incidentally this is
also at the outer edge of the mass of
warm air occupying the central portion of
the hurricane. This location is illustrated
in the diagram on page 52, which
shows schematically the distribution
along a radius of temperatures in the
middle and upper layers of the storm,
pressure at sea level and winds near the
surface. Note that the air is warmest near
the hurricane centre. If heat is added in
the band marked seeding, the temperature
distribution should change so that the
difference between the temperatures in
the core of the storm and those at the
same elevation a few kilometres farther
away should become less (see the
dashed line). Pressure at sea level
represents the weight of the air above.
Changing the temperatures should
therefore result in changes of the
pressure distribution (again, see dashed
line). The wind speeds vary with the rate
the pressure changes across the storm.
Thus, changing the temperatures
changes the pressure distribution and
eventually the wind speeds. Another factor
is also working to reduce the maximum
wind speeds. Recent research results
suggest it may be the main one. In the
fourth assumption listed on page 50 it was
mentioned that the seeding should cause
an increase of buoyancy in the clouds
located radially outward from the wall
cloud. Under favourable circumstances
this process can cause a new wall cloud
to develop at a greater radius than the old
one. Much of the air spiralling inward at
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Hurricane Debbie
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low levels would therefore ascend at a
greater radius before it had reached such
a strong velocity. That is to say, from
absolute angular momentum consideration
the sooner the air coming from the outside
stops its inflow the less the rotational
wind will be.
The preceding is an over-simplified
explanation of what actually takes place,
but the simulated modification experiment
with the theoretical model does indicate
that a reduction of maximum winds of
about 1 5 per cent might be achieved if the
extra heat is added in the correct portion
of the hurricanes.
THE DEVELOPMENT WORK on new
pyrotechnic generators for delivering the
silver iodide crystals has been influenced
by two concerns. First, much research
has been done to develop compounds
that produce more effective freezing
nuclei per gramme of silver iodide. In this
case, special emphasis has been given to
WIND SPEED variations at 3600 metres
altitude in Hurricane Debbie on 18
August 1969 are shown (left). In the
second seeding experiment (below left),
on 20 August 1969, the subsequent
reduction in maximum wind speeds was
only about half that achieved two days
earlier. (1 knot= 1.852 km/hi
developing compounds for special
purposes and for specific temperature
ranges in the clouds.
The second concern has been with the
manner of delivering the silver iodide. In
tests performed in laboratory cold boxes
the silver iodide crystals coagulate when
too many are released per unit volume.
Dr Pierre St Amand's Navy group has
also concluded from tests made in
cumulus clouds that more effective nuclei
per gramme of material are produced
when delivered by smaller units.
In the 1969 experiments we therefore
used many small units each having 190 g
of silver iodide rather than eight units
each containing 4000 g of silver iodide
as in the 1961 experiment. Results
strongly suggest that the smaller units
give much better results per gramme
of material used.
In the Debbie experiment we used a
unit called Stormfury-1
. The compound
was compressed into a cylinder
measuring 3.5 cm in diameter, 10.2 cm
long and weighing 290 g and capable of
producing 1 90 g of silver iodide. It was
loaded into a standard photoflash
cartridge case. The formulation of the
compound used was: silver iodate 78 per
cent by weight, aluminium 12 per cent,
magnesium four per cent and binder six
per cent. The output of silver iodide was
calculated to be 65 per cent (190 g per
unit). One gramme of the silver iodide
produces between 10a and 10 14 crystals,
each an effective freezing nuclei at
temperatures encountered in the hurri-
cane supercooled layer.
HURRICANE DEBBIE was a mature
storm with winds stronger than 185
km/h. On 18 August 1969 it was about
1200 km east-northeast of Roosevelt
Roads, Puerto Rico, the primary
operating base of Project Stormfury. This
was an extreme range for the experiment,
but other conditions were favourable, and
the storm was moving west-
northwestward on a course that would
bring it closer to the base as the day
progressed. Thirteen aircraft were
available (nine from the US Navy, two
from ESSA and two from the US Air
Force). Fourteen flights were made with
these aircraft. Five carried the
pyrotechnics for seeding the hurricane
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and the other nine monitored the storm
for changes in structure and intensity,
beginning about four hours before the
first seeding and continuing until six
hours after the last one.
The Navy seeder aircraft approached
the storm from the south-southwest at an
altitude of 10.000 metres, penetrated
and crossed the eye, and entered the wall
cloud on the north-northeast side.
Shortly after entering the wall cloud at a
spot where past experience suggested
that the aircraft would pass the radius of
maximum winds as well as the most
intense temperature gradients, the crew
started dropping the pyrotechnic
generators that produced the silver
iodide. Each aircraft carried 208 of these
generators and dropped them along a line
leading radially away from the centre.
Each seeding run lasted from two to
three minutes and covered between 26
and 40 km. The 208 units dropped
along this track burned as they fell and
produced a curtain of silver iodide
crystals extending down to slightly below
the freezing level. The idea was that the
winds in the layer would sweep the crys-
tals around the storm and the turbulence
distribute them through a ring around the
storm several kilometres deep. (Of course
many crystals precipitated in raindrops,
or blew out of the top in the up and out
drafts.) After the first few minutes of
dispersion there was probably a
concentration of about 1000 nuclei per
litre of space. After the nuclei were more
completely dispersed—after one or two
hours—this concentration was probably
reduced to less than one nucleus per litre.
The seeding was repeated at
approximately two hour intervals for five
seedings. Many data were collected
during the nine monitoring flights and
some by the five seeder aircraft. The
most detailed were collected at 3660
metres elevation by the two DC-6 aircraft
of ESSA's Research Flight Facility. They
have similar instrumentation which has
been cross-calibrated and have crews
trained in using the same techniques.
Data from the two aircraft are as nearly
comparable as planning and calibration
procedures can make them. These
aircraft were assigned to relieve each
other in making repetitive passes across
the storm and to provide almost
continuous coverage of the hurricane by
one of them from three hours before the
first seeding until five or six hours after
the fifth one. Only on 18 August were
there appreciable time gaps when the
storm was at such great range that the
first aircraft could not make the round trip
to base for refuelling during the time that
the second aircraft could remain in
Debbie. In previous mature hurricanes
such as Debbie where there were
measurements at several levels, winds at
3660 metres have been about 95 per
cent as strong as those near the surface.
The flight patterns called for each
aircraft to make a round trip across the
storm from a point about 90 km
west-northwest of the hurricane centre to
90 km east-southeast of it, or to a point
beyond the belt of the strongest winds.
Each aircraft then flew similar traverses
from the south-southwest quadrant to
the north-northeast quadrant until fuel
shortage dictated departure from the
storm. Since there were more data on the
latter passes, they are the ones present-
ed in the graphs on page 54. In a storm
moving towards the west-northwest, the
strongest winds are usually found a short
distance north-northeast of the centre.
Between successive passes on both 18
and 20 August, the winds sometimes
increased and sometimes decreased. In
the mean, however, the wind speeds
dropped from shortly after the second
seeding until at least five or six hours
after the fifth seeding. This decrease was
most marked on 18 August.
Before the first seeding on 1 8 August,
maximum wind speeds at 3660 metres
were 182 km/h. By five hours after the
fifth seedings, they had decreased to 126
km/h—a decrease of 31 per cent. On 20
August the maximum wind speed before
the first seeding was 183 km/h. Within
six hours after the final seeding, the
maximum had dropped to 156 km/h—
a
decrease of 1 5 per cent.
Variations in the force of the wind are
closely related to variation of the square
of the wind speed or the kinetic energy of
the air particles. These decreases in
maximum winds represent a reduction in
kinetic energy in the belt of maximum
winds of 52 and 28 per cent respectively
on 18 and 20 August 1969.
THAT HURRICANE DEBBIE decreased in
intensity following multiple seedings on
1 8 and 20 August 1 969 is well established.
What is not known for certain is whether
the decreases were caused by the
seeding or by natural forces. From
analyses of past storms, however, we
can conclude that the changes of wind
speeds like those in Debbie have not
occurred more often than 1 in 40 cases
for non-modified hurricanes. This is
based on consideration of the reduction
of 31 per cent on the 18th, no seeding
and a regaining of intensity on the 19th
and a reduction of 1 5 per cent on the
20th of August.
Some further support for concluding
that the seeding affected the hurricane is
provided by analyses of the radar pictures
taken of the hurricanes by the Navy and
ESSA aircraft. These analyses show there
were changes in the size of the eye of the
hurricane on 18 August and changes in
the rate of rotation of the major axis of
the elliptical eye of the hurricane on 20
August. On both days the period of the
changes was approximately two hours,
which was the same period as the
seedings.
The results of the Debbie experiments
strongly suggest that some degree of
beneficial modification was attained. The
changes that occurred, however, might
just have been due to natural causes
rather than the seeding experiment. We
must therefore wait for a repetition of the
experiments before saying categorically
that man has at last found the means of
making a hurricane work against itself
and moderate its own intensity.
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NUMERICAL INTEGRATION EXPERIMENTS WITH VARIABLE-RESOLUTION
TWO-DIMENSIONAL CARTESIAN GRIDS USING THE BOX METHOD
WALTER JAMES KOSS
National Hurricane Research Laboratory, Environmental Research Laboratories, NOAA, Miami, Fla.
ABSTRACT
Numerical experiments were performed with variable resolution two-dimensional rectangular Cartesian grids.
The shallow-water equations were integrated on several variable-mesh grids and on a constant increment fine-
resolution grid; the method of integration used the "box" technique for spatial representation. The grids were designed
to be used in numerical experiments that examine vortex-type motions that may be embedded in a fairly uniform
basic current. With this in mind, two systems were investigated: (1) a closed system containing a balanced vortex
and (2) a semiopen system with east-west cyclic continuity containing a moderately strong easterly jet. The results
indicate that, for a weak vortex embedded in a zonal current, a 2-step "telescope"-type grid can be used in numerical
integrations with success; that is, the incurred error is relatively small and the computation time and computer
memory requirements are not excessive. For an intense vortex, a graded-type grid yields a relatively better numerical
integration at the expense of an increase in computation time.
1. INTRODUCTION
Considerable interest has been shown in the use of
variable horizontal resolution grids for numerically in-
tegrating the equations that govern the behavior of
meteorological phenomena. Variable increment-space
meshes have been used with some success in studies of
models possessing one horizontal space dimension. For
two horizontal space-dimensioned models, the interest
has been in the embedding of a fine-resolution mesh in a
relatively coarse grid to resolve interesting small-scale
features that are present in a large-scale environment. In
this paper, we are concerned with the characteristics of
fine-to-coarse resolution two-dimensional grids which are
rectangular Cartesian in nature. These grids are of a type
that would be useful in the study of vortex-type motions
embedded in a large-scale flow. The integrations make use
of a technique that originally appeared in fluid dynamics
applications, and that has been given the name "box"
method. The method has the desirable property that the
momentum and mass of the system are preserved under
the finite-difference formulation to within time-differencing
errors because the equations are expressed in flux form.
The grid systems described here effect a reduction in the
amount of internal storage needed on a computer when
compared to a fixed fine-resolution mesh for the same
region of integration. Also, computing time is reduced
by the elimination of calculation points; but parts of these
savings are at the expense of more sophisticated computer
programming effort.
One of the advantages of Cartesian systems is the
simplicity of the derivatives in both analytic and finite-
difference form. This is in comparison with variable
grids that are generated by transforming a desired grid
structure into a rectangular Cartesian system such as
was done by Anthes (1970). Methods of the latter type
increase computation time at each grid point because of
the added terms in the tendency equations and introduce
transformation factors in the equations that can result
in computational difficulties such as those described by
Shuman and Stackpole (1968). A further problem with
transformation systems is the definition of the boundary
when meshing the transformed grid with a large-scale
coarse grid. The graded systems described here have a
smooth transition into the large-scale system with no
additional computations being needed to merge the
systems, whereas the non-Cartesian-type grids often
incur added computations (and perhaps approximations)
where the grids join together. One experiment (No. 18)
simulated, to a certain degree, the incorrect handling of
the boundary; there, different frequency gravity waves
were generated by reflections at the boundary and the
effect of their interaction at the center of the vortex was
observed.
Truncation error propagation can also be a serious prob-
lem. In variable-grid computations (as with computations
done on a map-oriented grid), an upper bound on the
truncation error is initially given locally by the evaluation
of the appropriate series expansion remainder term using
the local value of space increment and derivative maximum
in this region. If the physical system is principally con-
tained in the fine mesh and does not interact with the
environment, the local truncation estimate should hold
for the forecast period. Otherwise, system interactions will
admit the large-scale truncation into the finer mesh
computations; this error will dominate throughout the
remainder of the forecast period.
2. GRID STRUCTURE
Three variable-resolution grids and one fixed-resolution
grid were used in the numercial integrations. The variable
resolution grids were of two basic types: (1) a constant
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fine mesh embedded in a constant coarse mesh and (2) a
fixed fine mesh embedded in a grid system that becomes
progressively coarser with distance from the central region.
Both types are members of a generalized family of grids,
the construction and characteristics of which are described
in the following discussion. 1
The basic construction element of the variable-resolution
grids is a square having side length 8. Each graded grid
has the foil .ving properties:
1. The area elements (boxes) of the grid structure are squares
with side lengths that are integral multiples of the basic side length 4.
2. The boxes increase in area outward from the center in a sys-
tematic manner.
3. The geometry of contiguous boxes having equal area is that of
a "square annulus" (except for the central region).
As will be shown, the square annulus is not necessarily
composed of a single ring of boxes.
The above properties set a requirement that contiguous
annuli having different area elements must satisfy at
their common interface. For definition, consider an inner
annulus composed of elements having equal area A\
that is enclosed by an outer annulus with elements
having area A\. Then, if A,=n6 and A„=n'&, where n
and n' are arbitrary positive integers (n<Cn'), the length
of a common side, when expressed in terms of the number
of boxes in each annulus at the interface, must be an
integer relationship. That is,
A tm= (nt>)m=(n'8)m' =A C (1)
must hold, where m and m' are positive integers. We
will exclude from consideration those cases where n' is
an integral multiple of n; in those cases there is a rapid
variation in grid structure that is not acceptable. We
wish to construct grids that have a less pronounced
variation. The minimal increase in box size is given when
n'=n+l. If we begin the construction by having the
central "core" region composed of basic area elements
only, then the minimal variation requirement allows
core regions the sides of which are made up of only even
numbers of basic elements. Hence, for i a positive integer,
there are (2iX2i) elements in the core. Now let 71=1,
2, . . . also represent the count (increasing outward) of
the interface between the annuli as defined above. Then
the only positive integer solutions at the nth interface
for eq (1) above are mn— i(n -f-1) and m'„— i(n). At the
(n-|-l)st interface mn+,=Tn'n+2i; from this we see that
the index i also represents the number of rings of equal-
area boxes which make a square annulus.
The construction for i=\, ?= 2, and i= 3 is shown
in figure 1. Here we note how the index i is the controlling
factor in the degree of variation possessed by the graded
1 A clarification of nomenclature should be made at this point. Although the words
"grid" and "mesh" denote a systematically arranged array of points, we shall use them
to denote the "box" structure which is used In the integration technique. In reality a grid
or mesh point is a point within a box, that figuratively will be taken as the center of the
box.
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Figure 1.—Graded mesh constructions for i=l (single annulus),
t=2 (double annulus), and i=3 (triple annulus). The smallest
box in each case has area= 3*. The number in the box is the value
of n [where box area= (n&)*] for the "square" annulus which
contains the box.
Table 1.
—
Percent increase in box area as a function of n where
box area= (nS) 2
10 11 12 13 14
300 125 77 56 44 36 31 27 23 21 19 17 16
mesh and that the grid variation can be reduced by
choosing larger values of i, since this essentially intro-
duces regions of constant mesh length throughout the
structure. However, for any value of i, the percent in-
crease in box area as a function of n (table 1) is largest
for small values of n, which corresponds to the central
region of the construction. Since this may not be a de-
sirable feature, modifications to these grids can be made
based on the following considerations: (1) the overall
scale of the physical system, (2) the scale of the inter-
esting variations within the system, and (3) numerical
stability criterion with regard to computational time
needed for the integration. All three of these will de-
termine the specification of the magnitude of 5.
The use of a grid devised by the above rules with
small values of 5 will force the use of small time increments
in the numerical integration, which can be economically
unfeasible. Also, one desires a variable grid on which
the major variations in the physical parameters take
place in the fine-resolution portions of the mesh. Hence,
item (2) places a restriction on the choice of 5. This,
along with item (1), helps determine the grid index i.
Since the percent changes of box area are largest for
small values of n and this may be undesirable even in
conjunction with large values of the grid variation index i,
the central region can be modified by deleting the annuli
for small values of n=\, 2, . .
.,
(k— 1) and replacing
the deleted inner region with a fixed-resolution mesh, the
boxes of which have side length k8. This yields a graded
grid structure that has a fine resolution inner region and
that gradually increases in "mesh length" toward the
periphery of the region of interest. The graded grids used
here were constructed in this manner. Table 2 gives the
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Table 2.
—
Characteristics of the grid structures used in the numerical
experiments. Here, 4* is Che area of the basic construction element,
i is the grid variation index, and a is a box side length.
Grid type
Grid type
Constant. 16
2-Step:16
Graded:10
Graded:15
i a(km) minA=nj
Area of fine
Total area resolution
(km!) (km')
Constants — 16.0 16km,n=l — (900)' all
2-Step:16 10 16.0 16 km, n= l 30.0 km, n= 2 (900)' (300)'
QradedlO 2 2.6 10km,n=4 32.5 km, n - 13 (910)' (100)'
Oraded:16 2 2.6 16 km, n=6 32.5km,n= 13 (910)' (210)'
Total number of
boxes (points)
Percent of the
Constant:15 total
Number of boxes
in the central
(210 km)' region
3,600
1,200
1.396
1,316
100
33
39
37
196
196
276
196
727
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Figure 3.—A section of the northeast quadrant of the Graded: 15
grid. The hatched area represents the boundary which encloses
the entire (910 km)* region.
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Figure 2.—A section of the northeast quadrant of the 2-Step:15
grid. The hatched area represents the boundary which encloses
the entire (900 km)* region.
characteristics of the four grids used in the integrations.
The constant-resolution mesh was used to generate com-
parison control cases for the variable-resolution cases.
The 2-Step:15 "telescope"-type grid has a 20X20 fine-
resolution interior mesh surrounded by a coarse mesh;
a portion of the northeast quadrant of the grid is shown in
figure 2. Figure 3 shows a similar section of the Graded : 15
mesh, which has an interior 14X14 fine mesh with a
(15 km) 2 box area. The central region of the Graded :10
mesh is depicted in figure 4. Here, the interior mesh is
10X10 and has a box area of (10 km) 2 . The Graded:10
and Graded: 15 grids differ in structure only within the
(75 km) 2 central region ; the grids are identical otherwise.
From table 2, we also note the large percent-reduction of
total number of grid points in going from the constant-
resolution mesh to the variable-resolution grids. A sum-
mary of the graded grid construction follows:
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Figure 4.—The central region of the Graded :10 grid.
1. A basic side length & is selected. This is the amount that box
side length will increase in going outward from one annulus to the
next.
2. The grid variation index i (a positive integer) is chosen. The
initial core region will contain (2t X 2t) basic elements, and a
square annulus will have t rings of equal-area boxes.
3. Letn=l, 2, 3, . . . represent the count of the annuli interfaces.
At the nth interface, the inner annulus is composed of boxes having
side length nS, ;ind the outer annulus of those with side length
(n+ 1)«. There are i(n+ 1) inner annulus boxes at the interface; ad-
jacent to these are i(n) outer annulus boxes.
4. The positive integer k is determined such that ki = &Sm„,
where AS„,n is the desired mesh length for the fine inner region
grid. The annuli for n=l, 2, . . . , (k— 1) are deleted and replaced
with a fixed-resolution mesh which has box side length k&.
3. THE PHYSICAL MODEL
AND BOUNDARY CONDITIONS
The physical model adopted for the experiments was
governed by the free-surface (shallow water) equations
written in flux form on an /-plane in x, y rectangular
Cartesian coordinates (a: positive eastward, y positive
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northward). The equations are
oh d ,, . d ,, .
dt = -dz {hu) -ty {hv) >
and
dhu
dx ^
hwv?>
~dv ^'»)+hfB—gh j£
dhv d ,, N d ., , , , , dh
_ =__ (huv)-^ {Kw)-hju-gh^
(2a)
(2b)
(2c)
Here, h is the height of the free surface, u is the eastward
component of the horizontal velocity, v is the northward
component of velocity, g is a constant gravitational
acceleration, / is the constant Coriolis parameter, and t is
time. The fluid is contained in a square basin which has a
plane level bottom.
Two sets of boundary conditions were used in the experi-
ments. In one set the physical system is closed ; that is, the
fluid is bounded by fixed vertical walls. Here, the no-
normal transport, free-slip conditions hold and the
height of the free surface is allowed to change with time.
In the second set, the east and west boundaries are open
and the fluid is assumed to have cyclic continuity. The
north and south boundary conditions are as before.
The mean total available energy (henceforth called
total energy) of the fluid system at a time t is given by
TE= £/.«u2+i?)+g{h-hY]d<x
where h is the areal mean height of the fluid, and a is the
total area of the region under consideration. The percent
change in total energy from that at the initial time t= ta
is defined by
ATE=(TE-TE )/TE . (4)
ATE was computed at every time step in all of the experi-
ments. In the absence of numerical truncation and round-
off error, ATE is zero with either of the above sets of
boundary conditions.
4. INITIAL CONDITIONS
Two sets of initial conditions were used in the numerical
integrations
:
1. An easterly jet under geostrophic balance, with the
height and speed fields specified by
and
H(y)=H-H cos (w/Y*)
U(y)=-£y^ sin (*y/Y„).
(5)
(6)
There is no x variation; y ranges in value from y= at the
southern boundary to y= YN at the northern boundary. H
is a constant with the dimensions of height. Profiles of
H(y) and U(y) are shown in figure 5. With the condition
Figure 5. -Meridional profiles of the height and speed fields for
the easterly jet initial condition.
that Umax— —20.0 m/s we have #=30.0 m, which is the
maximum departure of the fluid from the mean height H-
2. A circular vortex in gradient balance, with the height
field specified by
H(R)=H+ h (7)
(3) where
h
\-H cos- |j (fl/flra<u) ], for R^R^
I 0, for RyR^.
In eq (7) , H is the height of the undisturbed fluid at dis-
A
tances far from the vortex center, H is a constant with the
dimensions of height, R is the radial distance from the
geometric center of the vortex (R2=x2+y2), Rmal is the
radial distance from the center of the system at which the
vortex motion vanishes, m is a positive integer, and Q is a
rational number. Q=l/3 and Rmax=A05 km were used in
all of the experiments. Under the gradient balance assump-
tion, the magnitude c of the fluid velocity is given by
-JR
+V(fM* (8)
The east-west and north-south velocity components are
then given by
and
u=—c sin <j>
;=c cos
<t>
0)
where <£=tan x (ylx). Figure 6 shows radial profiles of h
and c for various values of the parameters H and to which
were used in the computations.
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Figure 6.—Radial profiles of the height departure and magnitude
of the fluid velocity for the balanced-vortex initial condition.
The numerical values of the functions were computed
for the first (northeast) quadrant only, and assigned to the
remaining three quadrants under the symmetry conditions
of the system.
5. FINITE-DIFFERENCE EQUATIONS
Equations (2a, 2b, 2c) are transformed to the
discrete form of area-integral equations by methods
described in detail by Noh (1964). This technique was
used by Kurihara and Holloway (1967) in a global primi-
tive equation model, with some success. A brief descrip-
tion of the method follows. If a is an arbitrary element
of area, then for any scalar a we can write the integral
equation
X (Jl+V" * aV"+5) dS=° (10)
as
dot
dt
AS,+ <P *'»«'dl+ BAS,=0 (11)
where ( ) is the mean value over the element a and
AS, is the area of a. B is either a source term for a or an
external force. V«' is the horizontal divergence operator,
vn is the outward normal component of the horizontal
velocity vector \H , and C is the boundary contour of the
area element a. In our experiments all elements are
rectangles, hence the line integral in eq (11) can be
written as
®tv*d/=l [(— oa))v=y — (— av)v=v^dx
fVi
+
Jy
ttaU^=*2-(aU)^l]dy (12)
\ # Z
<x6
J.-
Figure 7.—A typical box configuration. In the text, the area integral
is being evaluated over the box <r . L, is the length of the line
segment common to the boxes <r and <x,, and Li is the length of
the segment common to <r„ and u 2 .
where the x, and y } are the x, y coordinates of the vertices
of the rectangle. These integrals are evaluated by assum-
ing that the integrands are given on the line segments
(box sides) by the mean values of the variables from
adjoining boxes which have a common side. In the fol-
lowing, we will use operator notation similar to that of
Kurihara and Holloway (1967). See section 2 of their
paper for a complete discussion of the operators' charac-
teristics. In their notation,
I vnadl=N(Z)AS„ (13)
where a is given by a= hZ, with Z an arbitrary scalar,
and
~(hu) +(hu),
"'M?-?)!? ZwA
+(s-p)^ /iiHM'H' (14)
Here, the summations are over the I boxes which are
contiguous to the box <r= <7 ; E, W, N, and S represent
the east, west, north, and south sides of the boxes which
all have their sides oriented in the cardinal directions,
and w,= L,/AS,,
Q
where L, is the length of the line segment
common to <r and a,. Figure 7 shows a typical box con-
figuration.
In the momentum equations, the Coriolis terms are
given by
/(^)AS„ (15a)
and
J(hu)AS, (15b)
since/ is a constant in the experiments.
Of final concern are the integral forms of the pressure
gradient terms
and
dh
oygfh" /
(16a)
(16b)
Two distinct numerical forms arise from the applica-
tion of simple cubature rules in evaluating the integrals
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(16a, 16b) over rectangular regions. One method of evalu-
ation yields
»X*S*-^[(?-¥>«-»]
=gAS,Lx(h,h) (17a)
and
4>i^[(5-?>«-»]
=gAS„L
v
(h,h). (17b)
A second method gives
=| ASrGAhh) (18a)
and
Iaf"Ht[(?-?W^]
=| AS,G„(hh). (18b)
<7.s( ) and Ls ( ) (where S is either x or y) are the opera-
tor notations of Kurihara and Holloway (1967). In these
expressions the summation convention is the same as that
for cq (14).
The equations for the time changes of the areai averages
(over cr ) of the dependent variables, which are the ana-
logs of eq (2a, 2b, 2c) are (at time t = nAt, n a positive
integer):
di~
<Khu)
dt
and
d(hv)
dt
-N"(l), (19a)
=~Ar\-2-)+ms-9 \L«z(h,h) r (19b)
=
-N'(&} f(hu)S—g \L«(h,h) J (19c)
Here, either the Gs ( ) or Ls ( ) operator is to be used
as the representation of the pressure gradient terms, and
the box index subscript replaces the overbar notation for
the mean value.
It can be shown that this system of equations conserves
mass and quadratically conserves momentum. The total
energy [eq (3)] of the system is not conserved because of
the design of the Gs ( ) and Ls ( ) operators.
The time differences are written in the familiar centered-
differonce "leapfrog" form. All integrations were initiated
with a forward time-difference set of equations.
For a constant (equal area) box subdivision of the
integration domain, eq (19a, 19b, 19c) reduce to equations
which can be written in terms of the mean and du
operators
and
?
-l [•(+!)+•H)] ww
With this notation, the equations for a fixed-resolution
mesh are
A,+(k) I+(te)»=0,
(hu)',+ (huu) z+(hv"u) v-fhv+gYi [*_2p*+**J
-x
.
TX.
\ m.
(21a)
=0,
(21b)
and
(M;+^T) I+r^)„+^+ 5 |^!i?;):+^ :;iUo.
(21c)
Here, we note that the equations are very nearly in total
energy conservation form (see Grammeltvedt 1969,
scheme B) except for the height gradient terms. The
term £ (A.2) s=Ls (h,h) which appears in both formulations
of the momentum equations prevents the energy con-
servation property.
The no-normal transport boundary condition is
numerically applied by making appropriate modifications
to the operator N(Z) [eq (14)] for the boxes adjacent
to the walls. Here, the arithmetic mean which represents
the normal transport at the wall is set equal to zero. The
free-slip condition is computationally unnecessary in
this formulation; in fact, viscous effects would have to be
explicitly represented by a source term in the numerical
equation if they were present at the wall, which is not
the case here.
Although a physical boundary condition for the height
of the free surface is not necessary, the difference equations
require this knowledge for the numerical evaluation of
the Gs ( ) and Ls ( ) operators. Here, the height of the
surface at the wall (which is allowed to vary with time)
is assumed to have the value of h for the box adjacent
to the wall. This is equivalent to numerical evaluation
by the method of images of the boundary condition
?i-V/i= 0. The above assumption allows us to avoid
extrapolations in evaluating the height field at the fixed
wall.
The finite summation analog of eq (3) is given by
TE^^JlTE^ASjJo (22)
where
TEj.^iult+vl.Jhj.t+Zih^-h) 2 (23)
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Table 3.
—
List of the numerical integration experiments. EJ is the easterly jet initial state; B\(m,H) is the balanced vortex initial stale for the
parameters m and H; L and G are the operators Ls ( ) and Gs ( ) respectively; CB represents the closed boundary condition, and CC
represents the east-west cyclic continuity boundary condition.
Experiment
group
Experiment
number
Initial state Grid type Ai
(s)
Number of
iterations
Gradient
operator
Initial data Boundary
condition
1
2
3
4
EJ
EJ
EJ
EJ
2-Step:16
2-Step:16
2-Step:15
2-Step:16
90
90
90
90
100
100
100
960
L
L
a
a
hu
hu
hu
CC
CC
CC
CC
A 5
6
EJ
EJ
2-Step:18
Graded: IS
90
90
980
960
a
a
An CC
CC
7
8
9
BV(2,30)
BV(2,30)
BV(2,30)
2-Step:16
Graded: 16
2-Step:16
90
90
90
960
960
1,920
a
a
a
All
hu
hu
CC
CC
CB
B
10
11
12
13
BV(3,30)
BV(3,30)
BV(3,30)
BV(3,30)
Constant:16
2-Step:15
Graded:10
Graded:16
90
90
60
90
1,920
3,112
2,880
1,920
a
a
a
a
hu
hu
hu
hu
en
CB
CB
CB
C
14
16
16
17
BV(4,100)
BV(4,100)
BV(4,100)
BV (4,100)
Constant:16
2-Step:16
Qraded:10
Graded:16
90
90
60
90
1,920
1,920
2,880
1,920
a
a
a
a
hu
hu
hu
hu
CB
CB
CB
CB
Off-center 18 BV(4,100) Constant:16 90 1,920 a hu CB
D
19
20
21
BV(3,200)
BV (3,200)
BV(3,200)
Constant: 16
2-Step:16
Graded: 16
90
90
90
4,993
3,404
4,661
a
a
a
hu
hu
hu
CB
CB
CB
is taken as the average value of the total energy of the
fluid in thejth box of the &th annulus. ASt, * is the area of
the box, a is the total area of the region under considera-
tion, and h is the mean height of the free surface over <r. 2
For the Graded: 15 grid experiments, eq (22) was
written as
^iWiOog^g^ (24)
where TEt , k has the definition given by eq (23) . In this
case, ASj!t =(lco) 2 km2 , the number of boxes, Nk , in the
kth annulus is iV*=16fc for k> 7, and A 6^= 196 (since
k=G represents the 14X14 interior fine mesh). The
Graded: 10 grid formula for TE is analogous to eq (24).
Equation (22) reduces to simple summation formulas for
the Constant: 15 and 2-Step: 15 experiments.
Similar formulas for computing the mean value of the
square of the ^-component, r?, were used in several of the
experiments.
6. THE EXPERIMENTS AND RESULTS
Table 3 lists the experiments that are discussed in this
paper. Of these, we present detailed results for the
groups A, B, C, and D, since they provide the main basis
for determining the relative merits of the various grid
systems.3
' Alter 2,000 iterations, h decreases by approximately two parts in 10", which Indicates
that the leapfrog time-integration scheme Is slightly dissipative.
3 The remaining experiments are discussed in the appendix. All computations were
performed on a Control Data Corporation 6600 computing system.
Experiments 10 through 13 were computed using four
different grids with the same weak vortex as the initial
state. Experiments 14 through 17 repeated those above
except that the initial state was a more intense vortex
(fig. 6). In all these cases, the initial vortex was specified
so that its center coincided with the geometric center
of the grid. On the other hand, experiment 18, which is
comparable to experiment 14, had the center of the
initial vortex displaced 7.5^2 km to the northeast of the
geometric center of the grid.
A very intense vortex (fig. 6) was specified as the initial
condition for experiments 19, 20, and 21. Here, the three
grids with a (15 km) 2 interior box were used, and the
integrations were continued out in time until the calcula-
tions showed that the system was computationally un-
stable (the criterion was that the total energy increase by
50 percent over the initial value).
The following values of parameters were used in all the
experiments:
/=5X10-*b-\
and
H= 1000 m,
3=9.8 m/s2 .
THE EASTERLY JET EXPERIMENTS
Group A. Since the analytic system of equations with
the specification of easterly jet initial conditions and
appropriate boundary conditions yields a steady-state
solution, the behavior of the errors introduced by the
finite-difference approximation to the initial conditions
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-Time variation of t>! for the experiments in group A.
Note the change in ordinate scales.
is a measure of the error induced by the mesh. These
approximations are not in geostrophic balance since both
the height and fluid velocity fields were analytically
specified. Figure 8 shows the temporal variation of v2
,
which is zero analytically but finite nonzero in the
integrations because of the above-mentioned errors. Three
3-hr periods are depicted from the 24-hr forecast period
for both experiment 5 and experiment 6. In experiment 5
we note that after an initial growth of v2
,
by 12 hr the
computations become stable (bounded), and v2 exhibits
a slow (~1 hr) oscillation with time. In contrast, experi-
ment 6 shows a growth of v1 to values which are an order
of magnitude larger than that of experiment 5. Here, v2
reaches a maximum (12.7X10~3m 2s~ 2 ) at about 10 hr and
begins to decrease with time. After 22 hr, the graph ex-
hibits a slow, bounded oscillation with values approxi-
mately five times larger than those of experiment 5.
The traces of ATE (not shown) exhibit a similar behavior,
with the experiment 6 trace having larger amplitude than
that for experiment 5.
After 24 hr, the r-component fields (not shown) in both
experiments show a two-space increment (2AS) noise pat-
tern evenly distributed over the entire region of integra-
tion. (This is also true for the height fields, with the
maximum variation being less than 1 in.) Of interest is
the fact that over the 12 X 12 equal-interval fine mesh
which is common to both grids, v2 = 0.00462 for experi-
ment 5 and v2 = 0.00205 for experiment 6. This is opposite
to the result for the entire regime and indicates that, for
fluid motions with moderate shear in the mass anil momen-
tum fields, the graded grid structure induces relatively
large errors of alternate sign throughout the annuli struc-
ture. However, the central region yields a state of less
error as the computations stabilize.
A detailed examination of the initial tendency patterns
for both experiments revealed that the errors in the
tendencies computed at the inner interface boxes in the
2-Step:15 case were at times two orders of magnitude
larger than those for the Graded :15 case. This helps
explain the paradoxical behavior of the v2 statistics pre-
viously mentioned. Although the errors forced by the
interface of the 2-Step: 15 grid are relatively large, the
cumulative effect of the errors induced by the graded grid
over a much larger portion of the integration region is a
larger value of v2 . This is also true of the ATE computa-
tions. After 960 iterations, the innermost region (112X12
central mesh) of the graded grid had less error than the
equivalent portion of the 2-Step grid ; that is, the amplitude
of the induced gravity wave structure was larger in the
latter case. This can be attributed to the abrupt change
in grid size at the interface of the coarse- and fine-mesh
regions. In general, though, the 2-Step type structure
gives a better overall representation of the variable states
than a graded structure in cases where there are non-
negligible shears in the velocity and height fields in the
nonuniform portions of the grid.
THE BALANCED-VORTEX EXPERIMENTS
In the following discussion, the root-mean-square error
of the height field (denoted by RMSE:/i) is used as a
comparative statistic. The data are taken from the (210) 2
km 2 central square region which is common to the four
grids and contains the most active portion of the vortex.
The comparison is with the data from the initial time t .
After the initial time step, the error in the height and
velocity component fields results from a combination of
1. space-differencing truncation,
2. forward time-extrapolation,
3. approximation of the areal mean values of the depend-
ent variables by point values, and
4. imbalance of the discrete system caused by specifying
both the height and velocity component fields analytically.
Growp B. The initial state for these experiments was a
centered balanced vortex having a height deficit of 30 m
at the center and a speed maximum of about 8 m/s near
40 km from the center.
Within the first 100 iterations, the computations for all
four experiments reached quasi-equilibrium (slowly vary-
ing) balanced states as they recovered from the imbalances
induced by the initial finite-difference representations.
Figure 9 shows the percent change in total energy and
RMSE:/i, for the 3-hr period ending at 48 hr. The traces
for the preceding hours of the forecast are not presented
because of their similarity to those shown.
Of all the profiles of ATE, the Graded: 15 case shows
the most active variation, with a pronounced two time-
increment (2A0 oscillation. Otherwise, all four profiles are
remarkably similar in that the traces show no apparent
trend and are upper bounded by the 0.01 percent change
isoline. The RMSE:/i profiles have the same trend and
boundedness character as the ATE profiles except that
here we do see the effect of the variable-resolution mesh
on the computations. The control computation (exp. 10)
has an average height error which is generally less than
0.5 m, whereas the other experiments have average height
errors between 0.75 and 1.25 m. Each of the curves exhibits
a 4A^-6A^ oscillation which is probably directly related to
the gravity wave motion on the free surface. Considering
the energy and mean height changes t ogether for each case,
we note that the Graded :10 resull> are slightly better
than the comparable 2-Step:15 results and both of these
are only slightly better than the Graded :15 results. In
terms of computational expediency, the 2-Step grid would
be preferred. Experiment 11 was continued out to 77.8 hr.
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EOUAL MESH 15
GRAOEO 10
2 STEP 13
GRAOEO IS
Figure 9.—Percent change in total energy, ATE, and root-mean-square error of the height field, RMSE:ft, for the experiments in group B
(Equal Mesh :15s Constant: 15).
The profiles are similar to those shown; the percent change
in total energy remains less than 0.01 percent.
Group C. The initial state for these experiments was a
more intense vortex than that used for group B. The
central height deficit was 100 m (10 percent of the un-
disturbed fluid height) and the maximum tangential speed
was 15.5 m/s near 30 km from the center (fig. 6). Figure 10
shows RMSE:A for five 3-hr intervals during the 48-hr
forecast period. We note that the large error during the
initial iterations diminishes (stabilizes) rapidly in the
equal-mesh case (exp. 14). For this case, throughout most
of the forecast, RMSE:A, remains in the range 1.0-1.25 m
and oscillates with a period of about 9 min. In the other
cases, the error is about twice that magnitude and the
oscillations have larger amplitudes with variable periods
of from 4 to 9 min. Of the three variable grids, the
Graded:10 (exp. 16) gives a slightly better height field for
the first 24 hr, but the three profiles are comparable at
36 hr, with the Graded :15 and 2-Step:15 experiments
having slightly better results at 48 hr. The profiles of
&TE (fig. 11) for the 3-hr periods corresponding to those
EOUAL MESH 15
GRADED 10
2 STEP 15
GRADED 15
Figure 10.—Root-mean-square error of the height field, RMSE:fc,
for the experiments in group C (Equal Mesh:15= Constant:15).
^s§f^^^
A^VwWAw^^^/^Y^r^^X^
EQUAL MESH 15
GRADED 10
2 STEP 15
GRADED 15
Figure 11. Percent change of total energy ATE for the experiments in group C (Equal Mesh:15= Constant:15).
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Figure 12.— Departures from the initial height H" of the fluid in one of the four central boxes for experiments 14, 15, and 17. H" is the
height of the fluid at time nM (Equal Mesh: 15= Constant: 15).
of RMSE:A give further insight into the behavior of the
computations. Initially, all four profiles of ATE have the
same character except that the 2-Step:15 and Graded:15
curves exhibit slightly larger amplitudes. The profiles for
experiments 15, 16, and 17 have trends which indicate
very slow increases in total energy. In the 3-hr period
centered at 24 hr, all experiments show a tendency for a
2At oscillation in the profiles which is most pronounced in
the Graded :10 and Graded :15 cases. The Graded :10 am-
plitudes are modulated, with maximum amplitude oc-
curring at about 50-min intervals. The 2-Step:15 and
Graded :15 cases exhibit the largest percentage changes.
The next period shown (centered at 36 hr) has profiles
which have a pronounced 2At oscillation for all the
experiments in this group. Again, the amplitudes are
largest in the Graded:15 and 2-Step:15 cases. The am-
plitudes for the variable grid cases are modulated, the
2-Step:15 with a period of approximately 120 min, the
Graded :15 of about 90 min, and the Graded: 10 of about
35 min. The Graded .10 profile is beginning to show changes
which indicate that the computations are becoming less
stable.
At 45-48 hr, the control experiment has a relatively
steady profile with an average percentage change of
about —0.005. Of the three variable-grid experiments,
the Graded :15 computations give energy changes which
most nearly resemble the control case in both magnitude
and variation; the amplitude of the oscillations is less
than that of the later periods previously examined, and
the profile displays little change from the initial values. In
contrast, the 2-Step:15 and Graded :10 experiments both
exhibit total energy changes of variable amplitudes which
are from four to six times larger than that for experi-
ment 17. The Graded :10 profile continues to show a
marked variable modulation of the 2At oscillation with an
average period of about 35 min. The variation in amplitude
has changed considerably from the earlier periods, the
changes being by a factor of two to four. In the above
experiments, the pronounced 2At oscillation in ATS can
be directly related to the behavior of the kinetic energy
changes. The changes of mean available potential energy
have relatively smooth oscillations of a longer period.
Also, the final periods of the 2-Step:15 and Graded :10
forecasts have velocity component RMSE's (not shown)
which have a slight 2At oscillation. The above symptoms
strongly suggest that the computational noise is pre-
dominant in the velocity component fields.
Figure 12 shows the departure from initial height of the
fluid in one qf the four central boxes of the grid for the
initial and last 3-hr period of the forecast. In all cases,
these four boxes have equal height values throughout the
forecast period. Only the experiments which used a (15
km) 2 interior box are shown. The initial displacements in
all cases are a result of the initialization (finite differenc-
ing) errors and can be thought of as an impulse which
initiates free oscillations in the systems. The effeots of
grid variation become apparent after about 20 min with
gravity wave interactions causing changes in amplitudes
and periods of the oscillation. In all cases the period was
about 6At initially; the equal-mesh profile retains this
period throughout the forecast but the profiles are modi-
fied in the other cases to those with somewhat longer and
variable periods. These modifications are undoubtedly
due to the differences in the behavior of the computational
gravity waves which are generated by the variable-mesh
differencing. The amplitude of the control case profile
remains steady after the system reaches an equilibrium
state but the other amplitudes show increases which prob-
ably result from the superposition of the additional
gravity waves mentioned above. The Graded :15 and 2-
Step:15 profiles are very simUar, both having an average
variation about four times that of the control case. Plan
views of the velocity component and height fields (not
shown) display symmetries throughout the entire forecast
period. The u, v fields have radial (rotational 180°) anti-
symmetry, and the h field has rotational (90°) symmetry.
Dotailed time-step examinations of the fields showed that
there was apparently no time splitting of the fields; but
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Figure 13.—Time iteration number of the first occurrence of certain
percent changes of kinetic and total energy for the experiments
in group D (Equal Mesh:15s Constant:15).
that the computations did produce 2AS waves of small
amplitude which were more evident in the control-case
computations.
The effects of nonsymmetry are apparent in the results
(not shown) for experiment 18 where the symmetric
initial state was prescribed off-center in the grid system.
Here, the gravity waves reflected at the boundaries at
different times and the wave interaction pattern quickly
destroyed the symmetry of the various fields. The center
of the system remained in the box where it was initially
prescribed, but its position is not stationary as evidenced
by the oscillations in the mean velocity component
values for this box. After 42 hr, a 2At oscillation became
evident in both the percentage changes in kinetic energy
and available potential energy, with the percentage
changes in total energy increasing to an order of magnitude
larger than those in the comparable centered-vortex
experiment (exp. 14). The RMSE profile for the height
field (not shown) has the same character as that of
experiment 14.
Group D. The very intense vortex specified for this
group of experiments gave a central height deficit of
200 m and a speed maximum of 22.1 m/s at 50 km from
the center (fig. 6). With this specification the initialization
errors are of much larger amplitude than those for groups
B and C, and amplification of the computational errors
through nonlinear interactions proceeds at a more rapid
rate than for those experiments.
The profiles of ATE and RMSE:A (not shown) have
relatively the same character as those for the group C
experiments (figs. 10 and 11) except that increases in
amplitudes are in evidence earlier in the forecast period.
In the later periods of the integrations, there is a pro-
Figube 14.—The approximate form of the amplitude of the initial
height error pattern for experiments 14 through 18.
nounced 2At oscillation in the ATE and kinetic energy
profiles for each experiment.
Figure 13 gives the iteration count of the first occurrence
of selected percentage changes (from the initial values) of
kinetic and total energy. The 2-Step:15 grid computations
reached all percentage change levels (greater than 0.02
percent) in the least number of iterations, the Constant:15
computations in the largest number, and the Graded :15
somewhat half-way between the two. All three experiments
showed changes of up to 0.05 percent in kinetic energy
during the initial 550 iterations, followed by moderate
increases in the 2-Step:15 computations and relatively
slow increases in the other two cases.
In these experiments, the velocity component and height
fields showed symmetries similar to those described for the
group C experiments throughout most of the forecast
period. During the later iterations, noticeable asymmetries
appeared in these fields, and as the computations ap-
proached instability, the symmetry in the fields was totally
destroyed.
Discussion of the group B, C, and D results. The initial
error pattern in the height field has a wave form given
approximately by
£(#) sin 40, O<0<2tt
where 8 is the usual horizontal azimuth displacement.
E{R) is given schematically in figure 14, for experiments
14 through 18. This initial fluid displacement from the
balanced state excites gravity wave propagation which is
both radial and tangential; the tangential propagation
being due, in part, to advection by the vortex fluid motion. 4
The total height-field contour pattern is altered from
the initial concentric circles to concentric elliptical shapes,
and the contours retain this characteristic throughout the
forecast periods regardless of the mesh on which the inte-
gration is performed. Wave reflection at the boundaries
and subsequent wave interaction give rise to further error
components because of the nonlinearity of the system.
In the variable-grid experiments, the mesh variation
adds its error contribution through the advection of large
grid-scale truncation by the gravity waves which reflect
' In the equal-mesh computations (exp 14) the initial impulse traveled radially to the
boundary in 45 mln (30A(), which gives an average wave speed c = 165 m/s.
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from the boundaries. The truncation error is local in nature
and initially dominates in the center of the grid system
where the vortex is relatively intense. But here AS is
minimum; hence, the maximum truncation error is equiv-
alent to that for an equal-mesh system having the minimal
grid increment. Within several tens of iterations, the ex-
cited truncation error of the coarser grid contaminates the
computations on the fine sections of the grid; and all sub-
sequent error analysis must use the largest mesh increment
in an error estimate.
The above phenomenon is manifested in the profiles of
RMSE:A for the experiments, and therefore aids in a valid
comparison of the integrations on the various grid systems.
Certain aspects of the grid systems must be considered
in the analysis. Referring to figures 2 and 3 and table 2,
we note that the 2-Step:15 system has fixed fine resolution
in the (300 km) 2 central region whereas that for the
Graded :15 is in the (210 km) 2 central region. For the
experiments in group B, this is relatively unimportant
since the variations in the initial vortex height field and
velocity components are small in the region from 105 km
to 150 km from the center (fig. 6). The group C vortex
(fig. 6) has a greater variation in this region. The
Graded :10 system (fig. 4) improves the resolution of the
vortex centers since the velocity component maxima are
contained within the (100 km) 2 centeral region that has
10-km resolution. As was pointed out previously in the
group B experiments, although the Graded :10 results were
best relative to the control case, the comparable 2-Step:15
results indicate that the 2-Step:15 mesh would give
sufficient resolution for weak vortex-type motions. The
utility of the Graded :15 system was not realized here
because of the weak character of the physical system in
regions of grid variation, whereas the grid variation
given by the Graded :10 system enhanced the representa-
tion of the vortex near its center. The truncation error
generated in the coarse-mesh regions of the latter case
was undoubtedly small because of the small amplitude of
the gravity waves generated by the processes described
previously.
The vortex prescribed in the grrup C experiments proved
to be a more crucial test of the mesh systems. Clearly,
for the first 24 hr of the forecast period, the Graded: 10
variable grid yielded integrations which were superior to
the other variable grid results; but by 36 hr the integra-
tions on that grid gave results which were comparable to
the 2-Step:15 and Graded:15 results. By 48 hr, this
integration appeared to be degenerating under some form
of computational instability. Detailed time-step examina-
tion of the height and velocity component fields revealed
no time splitting of the fields as is usually observed in
linear models which use the leapfrog time-integration
schem e. But the large amplitude 2At oscillations of the
ATE profile, when considered together with increasing
values of RMSE:A, strongly suggest the presence of
aliasing errors common to nonlinear systems that do not
damp the large wave-number space oscillations. The
fact that the system remains stable may be a result of the
inherent smoothing which is built into the "box" method
of integration, but it appears that the computations are
yielding to an accumulation of energy in the short wave-
lengths, and the physical system is deteriorating from a
quasi-balanced state.
The 2At oscillation is evident in the ATE profiles for all
the integrations in this group, including the control case.
Hence, we might interpret this as a manifestation of an
iteration-by-iteration "return to balance" phenomenon. 5
The increase in amplitude of the ATE profiles for the
variable-grid cases reflects the ability of the system to
restore a balance under the influence of the errors generated
at each time step.
Although the fine-resolution region of the 2-Step:15 grid
contains a larger section of the vortex than does the
analogous region of the Graded :15 grid, the results of the
integration clearly demonstrate the advantage of a gradual
change in mesh increment over an abrupt one. On each
mesh there is essentially an increase in box area of 4 to 1
(table 2) going from the center of the system to the
boundary. Figure 10 shows that there is no large difference
in the RMSE:A. profiles for either case although there is
an indication that the height field for the Graded .15 inte-
gration may be slightly better than that for the 2-Step:15
at the end of the 48-hr period. Table 4 lists the 3-hr time
average of the RMSE:A for the periods centered at 1.5,
24, and 46.5 hr. We note the obvious deterioration of the
Graded :10 computations and the relative improvement
of the Graded: 1 5 computations over the 2-Step:15. The
profiles of ATE for these cases show that there is indeed
a difference in the character of the forecasts which is grid
dependent.
The phenomena discussed above for the group C experi-
ments are observed in the group D experiments except
that they occur on a much shorter time scale. Here, the
computational mode interacts nonlinearly with a large-
amplitude physical mode and the computational noise
grows at a rapid rate. The graph of energy changes versus
iteration count for the control experiment 19 (fig. 13)
shows the typical energy increases which are associated
with the nonlinear computational instability of integra-
tions done on a constant-resolution mesh. The additional
Table 4.
—
Thrce-hr time averages of RMSE:h (m) for experiments
15, 16, and 17
Experiment number Time periods (hr)
OS M.S-tS.S iS-48
15 2.07 2.05 2.41
16 1.92 1.83 2.57
17 2.22 2.12 2.29
1 In the GradedilO experiment (exp. 16), the modulated 2AJ oscillation in the A7\E
profile could possibly be interpreted as a "folding" of a temporal 2.1-2.2 increment oscilla-
tion in the manner described by Robert et al. (1970). The computational and/or physical
significance of this frequency in the temporal variation of an areal average is not readily
apparent.
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computational noise introduced into the calculations by
the use of a variable grid structure stimulates the growth
of computational errors. This is evidenced by the graphs
of energy changes for the 2-Step:15 and Graded :15 grid
experiments (fig. 13).
In these experiments, kinetic energy is the principal
component of the total energy; the available potential
energy of the system is smaller by an order of magnitude.
From the graphs (fig. 13) we note that the kinetic energy
quickly undergoes relatively large percentage changes,
but these are compensated for in the total energy change
by very large percentage changes in available potential
energy (not shown). Comparison of the results of the
2-Step:15 and Graded :15 grid computations against those
for the Constant :15 grid shows that computational trends
exhibited in the group C experiments were correctly
interpreted. Here, the kinetic energy changes in the
Graded :15 experiment closely resemble those of the control
computation up to the 0.5 percentage change level,
whereas those for the 2-Step:15 case differ noticeably.
In the interval 0.05-0.5 percent, a percent change level
was reached in the Graded :15 grid computations, on the
average, in 85 percent of the number of iterations taken
by the control case; whereas the average was 44 percent
in the 2-Step:15 case.
A comparison of the percent changes of total energy
shows that the number of iterations taken to reach a
particular percent change level (in the interval 0.2-10.0
percent) was on the average 79 percent of the control
case value for the Graded :15 grid case, whereas in the
2-Step:15 case the number was, on the average, 59 percent.
These statistics certainly indicate that the error growth
rate for computations done on the graded-type variable
grid is substantially less than that for the comparable
computations on a telescope-type grid.
7. SUMMARY AND CONCLUSIONS
Three variable Cartesian grids were used in the
numerical integration of the shallow-water equations
over a square two-dimensional domain. The grids were
selected from a family of Cartesian grid structures which
possesses many degrees of variation. The 2-step formu-
lation has the advantage of having only one interface at
which there is an abrupt change in mesh length, whereas
the Graded :10 and Graded :15 systems of the double
annulus group effect a gradual change. The single and
triple annulus configurations (fig. 1) were not used since
they gave variations which are either too pronounced
or too gradual. For the experiments considered here, we
restricted the inner to outer ring mesh ratios to be either
3:1 or2:l.
Integrations on fixed fine-resolution mesh were done
in three of the cases (groups B, C, D). These computations
offer criteria against which the variable grid experiments
can be compared. The differences in the results are due
to the variation in mesh structure which (1) alters the
forms of the second order finite-difference equations in
the regions of grid variations because of the box-method
formulation and (2) introduces further approximation
errors through an averaging process along the line seg-
ments which form the boundaries of the individual boxes.
This essentially introduces spatial smoothing into the
integration formulas. The equations do not conserve total
energy, but the computations for the control (constant
mesh) cases showed no apparent trend toward an increase
or decrease of total energy throughout the forecast periods
for experiments 10 and 14, and for most of the experiment
19 forecast. Hence, we can consider the finite-difference
equations to be "nearly" total energy conserving. The
weak vortex computations (group B) yielded total energy
changes which closely approximated those of the control
case.
In the computations with a more intense vortex (group
C), the departures from the control case are pronounced
in some instances but remain less than 0.03 percent in
magnitude. The behavior of the height field is more
striking; the control case RMSE:/*, shows a bounded &At
oscillation (fig. 10) which is strongly correlated with the
free oscillation at the vortex center (fig. 12), and which
has a temporal mean of approximately 1.25 m. The
variable-grid profiles of RMSE:A have temporal means
from two to three times larger with more pronounced
variations. The group D experiments purposely used a
very intense vortex as the initial state in order to observe
the behavior of error growth and nonlinear computational
instabilities. The results prior to the onset of instability
replicate, on a shorter time scale, those of the group C
experiments.
Although the differences in the results are due entirely
to the grid structures, the amplification of some error is
due to the nondamping characteristic of the time integra-
tion scheme. No effort was made to suppress the high-
frequency tempord and/or spatial oscillations as might be
done, say, with a Lax-Wendroff (1960) type integration
rule; this is evident in the results for experiment 17.
Considering the experiments in toto, the results indicate
that, for a weak vortex-type motion embedded in a zonal
current, the 2-step type telescope grid might be adequate
since the integrations have relatively small error. The
computational times and computer memory requirements
are minimal when compared to the comparable equal-mesh
computations. On the other hand, for an intense vortex a
graded-type grid yields relatively better numerical
integrations at the expense of an increase in computational
time (compared to that for the 2-step type grid). Clearly,
though, relative to the constant resolution grid integra-
tions, the graded-type variable grid yields integrations
that are more satisfactory than the telescope-type
grid in terms of both the error induced by the grid struc-
ture in the differencing schemes and the error growth rate.
The application of these horizontal grid structures to
numerical integrations of primitive equation multilevel
models of atmospheric systems can result in considerable
738 MONTHLY WEATHER REVIEW Vol. 99, No. 10
savings in computer memory requirements and running
times. The graded annulus-type grids are systematically
constructed and allow a large range of variation and resolu-
tion. For systems which are active in these central regions
and quiescent in the peripheral regions, the central
mesh can be specified to give resolutions that would
permit definitions of small-scale phenomena. In these
cases, the small time-increment needed to maintain
computational stability would be a major consideration.
For long-term integrations, such as in the study of hurricane
dynamics, the growth of any computational mode (as
evidenced in exp. 17) must be controlled since vari-
able-type horizontal grid structures obviously generate
error components that can become unstable if not
damped. This instability is primarily due to nonlinear
interaction. In these cases, a time integration scheme
can be used that minimizes, or eliminates entirely, the
computational mode. For model investigations of very
short time-scale phenomena, such as cumulus dynamics,
the damping of high-frequency oscillations might be
unnecessary.
APPENDIX
Experiments 1, 2, 3, and 4 were designed to compare
the height gradient operators Ls ( ) and Gs ( ). These
experiments showed that the momentum tendencies and
the ^-component field had less error when the Gs ( )
operator was used. Hence, the 67s ( ) operator was used
in all of the remaining experiments. Experiments 3, 4,
and 5 differ only in the manner of specifying the initial
values for the box-means of the dependent variables. In
experiment 5, the point values of the functions [eq (5)
and (6)] at the box centers were selected as the initial
means. In experiments 3 and 4, initial values were speci-
fied through analytical integration of eq (5) and (6). A
comparison of the results for these experiments showed
that the correct mean values hu, hv, and h gave slightly
better results initially, but after several hundred itera-
tions there were no significant differences in the v1 and
ATE statistics for these experiments. This indicated that
the computational (finite difference) errors soon dominated
the initialization errors in the calculations, and the point
values hu, hv, and h were sufficient for beginning the
integrations. The point values were used in the initiali-
zation of all subsequent experiments.
Experiments 7, 8, and 9 had a weak, flat profile vortex
(fig. 6) for the initial state. East-west cyclic continuity
was used in experiments 7 and 8; experiment 9 used a
closed system. Comparisons of the experiments showed
that, after an initial adjustment, the changes in mean
total energy from the initial value for each experiment
exhibited a smooth oscillation with time; but the ampli-
tude of this oscillation in experiments 7 and 8 was ~102
kJ m~ 2 whereas for experiment 9 it was ~10-1 kJ m-2
(the mean total energy TE is on the order of 104 kJ m-2
in these experiments). This behavior is related to the
gravity wave interactions and the symmetry of the cal-
culations. In the closed system, the initial perturbations
on the prescribed height field (which are due to the dif-
ferencing of the analytically specified initial fields) are
symmetric and remain so throughout the entire integra-
tion. By removing the east and west walls and thereby
allowing wave propagation through the system (instead
of wave reflections at the walls), the symmetry patterns
are altered ; a strong beat pattern is induced and the north-
south symmetry is strongly modified. The remaining
experiments (10 through 18) were performed with the
closed system to avoid this effect.
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ABSTRACT
Tropical cyclone model experiments are summarized in which the drag coefficient and the analogous exchange
coefficients for sensible and latent heat are varied. During the early portions of the immature stage, the response of
the model storm follows linear theory and growth is more rapid with larger drag coefficients. However, the ultimate
intensity reached by model storms varies inversely with the drag coefficient. The experiments indicate that air-sea
exchanges of latent heat are crucial for the development and maintenance of the model storm. The air-sea exchange
of sensible hept appears to be far less important.
Experiments conducted with open lateral boundary conditions revealed that the structure and intensity of the
mature stage of the model cyclone is relatively insensitive to the initial perturbation and to the size of the computa-
tional domain. The time required to reach the mature stage is, however, quite sensitive to these influences.
Comparisons between experiments with open and mechanically closed lateral boundaries show the lateral boundary
conditions to be extremely important. For computational domains of 2000 km or less, model cyclones with closed
lateral boundaries are less intense than their counterparts with open lateral boundaries. However, the intensity of
the closed systems increases markedly with domain size and the experiments suggest that differences due to boundary
conditions might be minimized if the domain size exceeded 2000 km.
1. INTRODUCTION
This paper summarizes a new series of experiments
conducted with the circularly symmetric tropical cyclone
model described by Rosenthal (19706). Recent studies
with a three-dimensional model (Anthes et al. 1971a,
19716) indicate that many symmetric results can be ex-
trapolated to the asymmetric case and, therefore, justify
continued experimentation with symmetric models.
The new experiments are based on a version of the
symmetric model which differs from that described by
Rosenthal (19706) only in one important aspect. Whereas
air-sea exchanges of sensible and latent heat were pre-
viously simulated by some rather pragmatic constraints
on the Ekman layer humidities and temperatures, these
energy fluxes are now computed explicitly by the bulk
aerodynamic method. Details are given in section 2.
Comparisons of the physical and numerical character-
istics of this model and those of Ooyama (1969) and
Yamasaki (1968) were presented earlier (Rosenthal 19706)
and need not be repeated here. More recently, a new sym-
metric model (Sundqvist 1970) has appeared in the
literature. There are a number of differences between
Sundqvist's model and ours; the most prominent of which
is his use of the gradient wind assumption. In our system,
the primitive equations govern the horizontal motion.
Sundqvist works in the p-system in contrast to our z-
system, but he has better vertical resolution (10 levels
spaced at 100-mb intervals in contrast to our seven
irregularly spaced levels). Radial resolution is 25 km in
Sundqvist's model, while most of our calculations are
performed with a radial increment of 10 km.
Section 2 of this paper gives a verbal description of the
model and also presents the formulations of the air-sea
exchanges of sensible and latent heat that have now been
adopted. Section 3 describes a basic (control) experiment
that serves as a comparison for the later experiments.
Section 4 is concerned with the interesting dual role
played by surface drag friction in hurricane dynamics;
frictional convergence of water vapor in the Ekman layer
drives the organized cumulus convection but, on the other
hand, drag friction at the air-sea interface is the prime
dissipater of kinetic energy for mature tropical cyclones.
The still controversial problem (Dergarabedian and
Fendell 1970) of the significance of air-sea exchanges of
sensible and latent heat is the topic of section 5. In general,
the experiments discussed in sections 4 and 5 qualitatively
confirm conclusions reached by Ooyama (1969). In view
of substantial differences in the physical and numerical
details of the two models, their qualitative agreement is
an important matter which lends credence to both models.
Section 6 is concerned with some of the more, arbitrary-
aspects of the model such as lateral boundary conditions,
initial conditions, and radial extent of the computational
domain. Finally, section 7 reviews the main conclusions of
the paper.
2. REVIEW OF THE MODEL
A brief description of the main features of the model is
given below. The reader concerned with mathematical
details should refer to Rosenthal (19706). The vertical
structure of the atmosphere is represented by seven levels
and geometric height is the vertical coordinate. The levels
correspond to pressures of 1015, 900, 700, 500, 300, 200,
and 100 mb in the mean tropical atmosphere. All varia-
bles are defined at all levels. The primitive equations
govern the horizontal motion. The hydrostatic assump-
tion is employed.
The continuity equation is simplified as follows. The
local rate of change of density is neglected and a clima-
tological density (a function of height alone) is used to
evaluate the vertical and horizontal mass flux terms. We
then eliminate the external gravity wave by demanding
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that the vertical integral of the horizontal mass diver-
gence vanish.
In the control experiment, the radial limit of the com-
putational domain is 440 km. The system is open at the
lateral boundary. The lateral boundary conditions re-
quire the relative vorticity and horizontal divergence to
vanish. In addition, the radial derivatives of potential
temperature and specific humidity are also required to
vanish.
Through a generalization of the procedure suggested
by Kuo (1965), the model simulates convective precipi-
tation (and the macroscale heating due to this latent
heat release) as well as the enrichment of the macroscale
humidity due to the presence of the cumuli. Convection
may originate in any layer, provided that the layer has a
water vapor supply from horizontal convergence and that
conditional instability exists for parcels lifted from the
layer. Nonconvective precipitation is also simulated. De-
tails are given by Rosenthal (19706).
Time derivatives are estimated by forward differences
except in the case of specific humidity, where a Matsuno
(1966)-type integration is employed. Advective deriva-
tives are calculated by the upstream method except for
the case of humidity, where a conservation form of the
equations is used. All nonadvective space derivatives are
calculated as centered differences.
Grid points in the radial direction are staggered. Hori-
zontal velocity is defined at the radii
Table 1.
—
Standard values of thermodynamic variables
r,= (j~l)Ar, j=l,2 (1)
Temperature, pressure, vertical motion, and humidity
are carried at the radii
r,= (j-h)Ar, i=l, 2 (2)
The constant drag coefficient (CD ) of 3X10" 3 used in
previous experiments (Rosenthal 1969, 1970a, 19706) has
been replaced with Deacon's empirical relationship (Roll
1965, p. 160). The latter may be written
CDt= 1 .1 X 10- 3+4.0X 10" 5 | Vu (3)
The symbol |Vi | denotes the wind speed 10 m above the
sea surface. In the model, the sea-level wind is used to
evaluate CD -
The sensible and latent heat fluxes at sea level are cal-
culated, respectively, from
F.=ftCrCa\Vw\{T,n-T)]„
F,=[JL(\\Vw\(qsea-q)] !=0 . (5)
Here, Cs and CL arc exchange coefficients for sensible and
latent heat analogous to CD , Tsea is the sea surface tempera-
ture, o„„ is the saturation specific humidity at the tempera-
ture and pressure of the sea. The remainder of the sym-
bols are standard. Equation (4) is used only when
(Tsta— 7T)^ >0. In other circumstances the flux is zero.
When (q s ,„— '/L.o^O, the latent heat flux is zero.
In the basic experiment, CS=CL=CD . The flux con-
vergences that appear in the thermodynamic and water
Level Height 8 T P
(m)
i
(°K) <°K) (mb)
1 300 301.3 1015.
2 1,054 303 294.1 900.4
3 3,187 313 282.6 699.4
4 5,898 325 266.5 499.2
5 9,697 340 240.8 299.2
6 12,423 347 218.9 199.5
7 16, 621 391 203.1 101.1
vapor continuity equations are evaluated through the
assumption that the fluxes have a linear variation over
height and are zero at and above the height of the 900-mb
level. This is based on the assumption that at 900 mb and
above, fluxes produced by small-scale turbulence are
insignificant in comparison to those produced by cumulus-
scale motions.
The sea temperature is an external parameter and, for
experiments discussed here, is taken 2°K greater than the
initial sea-level air temperature (the latter is initially
horizontally uniform for all experiments). Since the sea-level
air temperature varies with time according to the thermo-
dynamic equation, the air-sea temperature difference
varies both with radius and time as the model hurricane
evolves. In our basic experiment (section 3), the sea-level
air temperature approaches the sea temperature before
rapid development begins. Subsequent experiments, as
well as a recent linear analysis by Rodenhuis (1971), have
indicated that an important aspect of the boundary layer
is its static stability. The model yields a somewhat more
rapid development (in comparison to the basic experiment,
section 3) when the initial sea-level air temperature is
taken 2°K warmer than in the basic experiment but with
the same sea temperature.
3. THE BASIC EXPERIMENT (EXP. S35)
The initial conditions for this experiment are those used
for our previous (Rosenthal 19706) calculations. They are
established as follows. A field of standard potential tempera-
tures [a function of height alone and almost identical
to those of the Hebert anil Jordan (1959) mean hurricane
season sounding] is specified. With a lower boundary
condition of 1015 mb, hydrostatic standard pressures and
temperatures (table 1) are computed for the levels above the
surface.
(4) The initial temperature field is then specified by
T l.j=T l+Tt (cos^rj+l^sm Z( (6)
where i and j are, respectively, height and radial indices,
T
t
is the standard temperature, r* = 0.16°K, r= 440 km,
and z1 is the height of level 7. These are given in table 1.
The initial pressure at level 7 is then taken to be the standard
value and the hydrostatic equation is integrated down-
ward to obtain the remainder of the initial pressure
field. Finally, the gradient wind equation is solved for
the initial tangential wind while the initial radial and
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Table 2.
—
Initial values of relative humidity at the information levels
Height Relative humidity
1,064
3,187
5,898
9,697
12,423
16,621
(%)
vertical motions are taken to be zero. A base state relative
humidity is specified as a function of height (table 2).
By use of the data given in table 1, a base state specific
humidity is calculated. The initial specific humidity is
then assumed horizontally homogeneous and equal to
this base state value.
The initial surface wind reaches a maximum of 7 m/s
at a radius of 250 km. The central pressure of the vortex
is 1013 mb. Since the initial conditions are clearly arbi-
trary, the early portions of the time integration are not
particularly significant. This matter will be reconsidered
later.
Radial resolution for the basic experiment is 10 km
and the time step is 2 min. A lateral mixing coefficient of
2.5X103m2 • s _1 is used for momentum, heat, and water
vapor.
Figure 1 summarizes the control storm's evolution at sea
level. 1 The "organizational" period is about twice as long
as that found in our previously published results (Rosen-
thal 19706). This is primarily a result of replacing the
constant drag coefficient (3X10~3 ) with the variable CD
given by eq (3). Linear analysis (Ooyama 1969, Rosenthal
and Koss 1968) shows growth rates for models of this
general type to be directly proportional to the drag co-
efficient. From eq (3), the largest CD at the initial instant
is about 1.38X10" 3 and this is less than half the constant
3X10-3 used in the previous calculations. Equation (3)
does not yield a CD of 3X 10~3 until a wind of 47.5 m/s is
reached.
The time needed for the model cyclone to become or-
ganized is also highly sensitive to the arbitrary initial
conditions. Rosenthal (19706) showed that enrichment of
the initial humidity field could shorten the organizational
period by several days. Ooyama (1969) showed that varia-
tions of the scale of the initial perturbation strongly
afFected the length of this period while Anthes et al.
(19716) showed a relationship between the intensity of the
initial perturbation and the length of the organizational
period. The latter is revealed by figure 2 where we show
the result of an experiment (Q2) in which T*[eq (6)] was
three times the value used for the control experiment.
This provided a maximum initial wind approximately
twice that of the control. The organizational period for Q2
is only 24 hr and peak intensity is reached at 120 hr.
-
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Figure 1.— Results from experiment S3o. (Top) maximum surface
wind as a function of time and (bottom) central pressure as a
function of time.
1 Pressure is not defined at zero radius because of the grid staggering [eq (1) and (2)],
Central pressure values presented In this paper are pressure values at z=0, r = Ar/2.
48 96 144 192
TIME (HOURS)
Figure 2.—Maximum surface wind as a function of time for
experiment Q2. The initial maximum surface wind for this
experiment is twice as strong as for the control.
Despite differences in the histories, the peak intensities for
S35 and Q2 differ only by 1.5 m/s.
The material presented in the last few paragraphs
indicates that the length of the organizational period, as
given by model calculations, is only of significance when
experiments are compared against each other. Ramage's
(1970) comments concerning the unrealistic length of the
organizational period of some of Ooyama's (1969) experi-
ments would, therefore, appear to be irrelevant since
Ooyama's calculations are based on hypothetical initial
data. Ramage's point, of course, will become highly
pertinent when models reach a level of sophistication that
justifies their application to real data.
Figures 3, 4, 5, 6, and 7 illustrate structural features of
the basic experiment (at 312 hr) that are representative of
the period between 240 and 336 hr. The wind field (fig. 3)
,
while similar to those obtained previously, is somewhat
smoother and the thermal structure (fig. 4) is substantially
improved (cf. fig. 7, Rosenthal 19706). The weak warm
center at low elevations and large radii is produced by sub-
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EXP S35
WIND SPEED
EXP. S35
RELATIVE
60
RADIUS (KM)
Figure 3.- -Cross section of wind speed at hour 312 of experiment
S3."). Isotachs are labeled in m/s.
EXP S35
TEMP ANOMALY (C)
20 40 60 80 100
RADIUS (KM)
Figure 4.—Cross section of temperature anomalies at hour 312 of
experiment S3"). Isotherms are labeled in °C.
EXP, S35
VERTICAL VELOCITY
RADIUS (KM)
Figure 5.— Cross section of vertical velocity at hour 312 of ex-
periment S3o. Isotachs are labeled in cm/s. Hatched areas
indicate negative values (subsidence).
sidence (fig. 5) while the low-level cool pocket near the
storm center is a result of a slight excess of adiabatic
cooling over the sum of the convective heating and the
air-sea exchange of sensible heat. We note that empirical
evidence in support of low-level cold pockets near the
storm center exists (Hawkins and Rubsam 1968, Colon
et al. 1961). The vertical motions (fig. 5) show a more
distinct region of subsidence ("eye") at the storm center
than found in our previous experiments.
The relative humidity (fig. 6) shows saturation in the
region of major upward motion. This region is an analog to
the eye wall. An upper tropospheric tongue of saturation
extends outward to large radii and appears to be analogous
to the cirrus canopy. The humidity pattern is highly
RADIUS (KM)
Figure 6.—Cross section of relative humidity (percent) at hour 312
of experiment S35. Saturated areas are hatched.
EXP S35
STREAM FN.
312 HOURS
(K6/S)
RADIUS (KM )
Figure 7.—Cross section of the mass transport Stokes' stream
function at hour 312 of experiment S35. Streamlines are labeled
in kg/s. No streamlines are drawn inside the 10-km radius.
correlated to the meridional circulation as revealed by the
Stokes' stream function for mass transport (fig. 7).
The midtropospheric humidity minimum near 60-km
radius is very nearly coincident with the circulation center
revealed by figure 7. Relative humidity values in this
region are only 20 percent or so greater than the initial
values. The dry tongue extending to large radii at low
elevations is associated with the subsidence already noted.
Detailed histories of various integral properties are not
presented since these are similar to those previously pub-
lished (Rosenthal 19706). Tables 3 and 4 do, however,
make some comparisons between the mature stage of the
model and that of hurricane Daisy (1958). The data for
hurricane Daisy are taken from Riehl and Malkus (1961).
In view of the observational uncertainties in the empirical
estimates and the natural storm-to-storm variability [cf.
estimates by Riehl and Malkus (1961) with Hawkins and
Rubsam (1968) and Miller (1962)], the agreement between
the model values and those for hurricane Daisy is as good
as can be expected.
4. DUAL ROLE OF THE DRAG COEFFICIENT
Linear analysis shows growth rates to be directly pro-
portional to the drag coefficient, as already noted, and to
the boundary layer humidity (Ooyama 1969, Rosenthal
and Koss 1968). From the point of view of water vapor
supply, this result is entirely logical since the primary
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Table 3.
—
Sensible heat flux and evaporation rales for 1958 hurricane
Daisy and experiment S35 at 312 hr. Rainfall rates for experimen 1
S35 are also shown.
Average model values Average values for
for radial interval hurricane Daisy for
0-100 km at 312 hr radial interval 0-80
n.mi. on Aug. 27, 1958
Sensible heat flux (cal • cm-'
Evaporation (cm/day)
Rainfall (cm/day)
Table 4. Kinetic energy generation and dissipation by surface drag
friction for 1968 hurricane Daisy and experiment SS5 at 312 hr
6 I 10-= 2. 9 X lO"3
1.8 2.3
22
Integrated values from
model for radial inter-
val 0-100 km at 312 hr
Integrated values for
hurricane Daisy for
radial interval 0-60
n.mi. on Aug. 27, l'J58
Kinetic energy production (10» kJ/day)
Kinetic energy dissipation by surface
friction (10» kJ/day)
Table 5. Experiments in which the drag coefficient is varied during
the immature stage of the model cyclone. The initial data for these
experiments are from hour 168 of experiment S35.
Experiment Co Cs=CL=Cs CdICb
S35 eq(3) eq(3) 1
Q3 2Xeq (3) do. 2
Q5 5Xeq (3) do. 5
Q17 0.75Xeq (3) do. 3/4
Q20 0.20Xeq (3) do. 1/5
source of water vapor for the organized cumulus convec-
tion is frictional convergence in the Ekman boundary
layer. On the other hand, increased surface drag also
leads to an increased dissipation of kinetic energy.
Apparently, in the earlier stages of development where
linear theory is valid, increased water vapor convergence
dominates increased dissipation (provided that the static
stability is not too large) and growth rates increase with
increasing drag coefficients.
However, as growth rates are increased through in-
creases of the drag coefficient, the nonlinear effects should
become significant earlier in the life cycle and linear
theory should fail at an earlier point in the evolution of
the cyclone. As a result, linear theory in itself is not
sufficient for determining whether the ultimate intensity
of the model cyclone will vary directly or indirectly
with the drag coefficient. For this answer, we must resort
to numerical experimentation. Ooyama's (1969) experi-
ments indicate that the ultimate intensity decreases as
the drag coefficient increases and the results of our ex-
periments provide a similar conclusion.
In the first group of these experiments, CD was varied
during the linear phase of the system. The initial data
for these experiments are taken from hour 168 of the
control. The calculations were continued from this point
with the modifications in drag coefficient shown by
table 5 and do not differ from S35 in any other way. In
particular, the exchange coefficients for latent and sen-
sible heat are evaluated as they were in the control
[eq (3)].
50
| 1 , T | 1
v^
I S35
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30
/ /
/ i \z^ -
20 - /
1
""$'
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;-
/ '
144 192 240 288 336 384
TIME (HOURS)
Figure 8.—Comparison of the maximum surface wind for experi-
ment S35 with those for experiment Q3 [Co twice the value
given by eq (3)] and Q5 [Co five times the value given by eq (3)].
See table 5 for details. Initial data for Q3 and Q."> are taken from
hour 168 of S35.
92 240 288 336 384 432
TIME (HOURS)
Figure 9.—Comparison of maximum surface wind for experiment
S3o with those for experiments Q17 [CD= 0.75 of the value given
by eq (3)] and Q20 [CD= 0.20 of value given by eq (3)]. See table 5
for details. Initial data for Q17 and Q20 are taken from hour 168
of S35.
Figure 8 shows the result of increasing 2 CD (exp. Q3
and Q5) and, clearly, the early portions of these calcula-
tions behave as predicted by linear theory. On the other
hand, as suggested by the arguments earlier in this sec-
tion, linear theory becomes invalid sooner with increasing
CD and peak intensities are inversely related to the drag
coefficient. Figure 9 verifies that decreased drag coefficients
(exp. Q17 and Q20) lead to smaller growth rates but greater
peak intensities. However, we should expect no growth at
all when CD is decreased to zero.
A similar series of experiments for the mature stage of
the storm is summarized by table 6. Here, the initial data
are from hour 288 of the basic experiment. Increasing the
drag coefficient (fig. 10) results in a weakening of the
storm which appears to vary directly with the amount by
which CD is raised (exp. Q4 and Q6). It is noted that the
latent heat release (rainfall) and the kinetic energy gen-
eration are larger in Q4 and Q6 than in the control.
' For ease of expression, we will use terms such as "increase Co." "double Co." etc.
Since Co Is wind dependent (eq (3)1, these terms may not be quite accurate. What we, In
fact, mean Is that the constants in eq (3) are Increased, doubled, etc.
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Table 6.
—
Experiments in which the drag coefficient is varied during
the mature stage of the model cyclone. The initial data are from hour
288 of experiment S36.
Experiment Cb Cs=CL = C, Cd/Cb
S36 eq(3) eq(3) 1
Q4 2Xe<) (3) do. 2
Q6 5Xeq (3) do. 5
Q16 do.
Q19 0.75Xeq (3) do. 3/4
...
I'll
\ 535^'.
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Figure 10.—Comparison of maximum surface wind for experiment
S.'Jf) with those for experiment Q4 [Co twice the value given by
eq (.3)], Q6 [Co live times the value given by eq (3)], Q15 (Co= 0),
and Q19 [Co= 0.7."> of value given by eq (3)]. See table 6 for details.
Initial data taken from hour 2HH of S35.
When the drag coefficient is reduced by 25 percent
(exp. Ql9, fig. 10), the maximum surface winds rise by
about 7 m/s. However, experiment Ql5 (CD=0) indicates
that a continued decrease in CD will not result in ever
stronger peak winds.
The response of the mature model storm to changes of
CD is then fairly complex. Increased drag coefficients lead
to greater rainfall and latent heat release but to weaker
peak winds due to increased dissipation. If the drag coef-
ficient is decreased, the maximum winds increase unless
CD is made so small that the water vapor convergence at
low levels becomes the dominant factor. In this case,
reductions in drag coefficient result in reductions in the
maximum winds.
5. AIR-SEA EXCHANGE
OF SENSIBLE AND LATENT HEAT
Air-sea exchanges of sensible and latent heat have long
been considered important ingredients in the development
and maintenance of tropical storms. Palmen (1948)
showed, on a climatological basis, that tropical storms
form primarily over warm ocean waters (71Sf„>26°C).
Malkus and Riehl (1960) showed that the deep central
pressures associated with hurricanes could not be ex-
plained hydrostatically unless the equivalent potential
temperature, 6n in the boundary layer was 10° to 15°K
greater than that of the mean tropical atmosphere. Byers
(1944) pointed out that the observed near-isothermal
conditions for inward spiraling air in the hurricane
boundary layer required a source of sensible heat to
compensate for the cooling due to adiabatic expansion.
Ooyama (1969) argued that if the 6 e of the boundary
layer remained constant, the conditional instability near
the storm center would soon be decreased as the storm's
warm core developed and that the vertical mean tempera-
tures of atmospheric columns would be unlikely to increase
further once the lapse rate became moist neutral.
Despite these arguments and observations, the evapo-
ration rates for hurricanes are very small compared to the
lateral inflows of water vapor and, furthermore, the air-
sea exchange of sensible heat is only a few percent of the
latent heat release (Riehl and Malkus 1961, Malkus and
Riehl 1960). As a result, controversy over the importance
of these boundary layer processes continues (Dergara-
bedian and Fendell 1970).
Ooyama (1969) found drastic reductions in the strength
of his model storm when the air-sea exchanges of sensible
and latent heat were suppressed. He pointed out that at
sufficiently large radii, the boundary layer is divergent
(the so-called Ekman layer "sucking"). Examples of this
feature from our model are illustrated by figures 5 and 7.
This subsidence tends to decrease the boundary layer B e
since d0 f/d2<O in the lower troposphere. Ooyama argued
that unless the energy supply from the ocean can again
raise the 6 e of the boundary layer air to sufficiently large
values before the inflowing air reaches the inner region,
the convective activity will diminish in those regions
and, hence, the storm will begin to weaken.
Ooyama's line of reasoning can be extended to show that
evaporation is far more important than sensible heat
flux. The air sucked into the boundary layer has a higher
potential temperature than the original boundary layer
air. The subsiding air has a smaller 9 e only because it is
relatively dry.
Experiments appropriate to the immature stage of the
model storm are summarized by table 7. Results are given
by figure 1 1 . During the first 48 hr, the only experiments in
this group that depart significantly from the control are
those for which CD was altered (Q10 and Q18). This is
consistent with the linear theory described in the previous
section and again verifies that frictional convergence of
water vapor is the most crucial factor during the early
stages of development. The small growth shown by ex-
periment QlO (CD=0) is a result of the meridional circu-
lation already established in experiment S35 and which,
therefore, is present in the initial data for QlO. Experiment
Ql8 is nearly identical to Q3 (table 5 and fig. 8) in which
only CD was doubled. In experiment Qll where Cs and
CL are doubled while CD is left as in the control, significant
departures from the control are noted only after the mature
stage is reached.
Experiments Q8 (Cs= 0) and Q9 (CL=0) support the
extension of Ooyama's argument offered earlier. When the
sensible heat flux is suppressed, the model storm develops
a peak intensity of 45 m/s in comparison to 50 m/s for the
control. When evaporation is suppressed, the peak inten-
sity is only 22 m/s.
Experiments for the mature stage are listed in table 8
and results are summarized by figure 12. Suppression of
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Table 7.
—
Experiments that examine the relative importance of
air-sea exchanges of sensible heat, latent heal, and momentum
during the immature stage of the model cyclone. The initial data are
from hour 168 of experiment S35.
Experiment Co
Q9
Q10
Qll
Q18
eq(3)
do.
do.
eq(3)
2Xeq (3)
eq(3) eq(3)
do.
eq(3)
do. eq(3)
2Xeq (3) 2Xeq (3)
do. do.
240 288 336
TIME (HOURS)
Figure 11.—Comparison of maximum surface winds for experi-
ments that study the relative importance of air-sea exchanges
of sensible heat, latent heat, and momentum during the immature
stage of the model cyclone. Initial data are taken from hour 168
of experiment S3.r). The experiments compared with the control
are Q8 (Cs= 0), Q9 (CL=0), Q10 (CD= 0), Qll (Cs= C,.= 2CD),
and Q18 (CS=CL= 0.5CD). See table 7 for details.
the evaporation (exp. Ql4) again leads to a more dramatic
response than does cutting off the sensible heat supply
(Ql3). In contrast to the immature stage, a greater
departure from the control occurs in Ql4 (CL=0) than in
Ql5 (Co =-0). This is due to the presence of a well-marked
Ekman layer convergence in the initial data. The latter
is able to maintain itself for some time after CD is set to
zero. Indeed, as noted in section 4, small reductions in the
drag coefficient during the mature stage lead to an
intensification of the system (exp. Ql9, fig. 10, table 6).
Experiment Qlfi (CS= CL=2CD ) shows the type of
response to be expected of a mature hurricane moving-
over warmer waters.
Despite the qualitative similarity of the wind maxima
curves for Ql4 and Ql5 (fig. 12), the structural changes of
the model storms are very different. In experiment Q14
where evaporation is suppressed, winds decrease every-
where and the area covered by strong winds decreases
in size. This is illustrated by figure 13 where the outer
radial limit of gale-force winds (approx. 17 m/s) is plotted
as a function of time. In contrast, when the surface drag
is suppressed (Ql5), the area covered by strong winds
expands (fig. 13) as the peak wind decreases. This, of
course, is due to the fact that air spiraling inward does not
lose momentum to the sea and, hence, reaches a particular
Table 8.
—
Experiments that examine the relative importance of
air-sea exchanges of sensible heat, latent heat, and momentum during
the mature stage of the model cyclone. The initial data are from hour
288 of experiment SSS.
Experiment C„ Cs Ci
S35
Q13
Q14
«16
Q16
eq (3)
do.
do.
eq(3)
eq (3)
eq(3)
do.
2Xeq (3)
eq(3)
do.
eq(3)
2Xeq (3)
240 288 336 384
TIME (HOURS)
Figure 12.—Comparison of maximum surface winds for experiments
that study the relative importance of air-sea exchanges of
sensible heat, latent heat, and momentum during the mature
stage of the model cyclone. Initial data are taken from hour 288
of experiment S35. The experiments compared with the control
are Q13 (Cs= 0), Q14 (CL=0), Q15 (CD= 0), and Q16 (CS= CL=
2CD). See table 8 for details.
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Figure 13.—Histories of the outer radial limit of gale-force winds
for experiment Q15 (G>= 0), Q14 (CL= 0), and S35 (control).
See table 8 for details.
radius with tangential winds greater than those found in
the control.
The last two experiments to be discussed in this section
are intended to simulate the passage of a mature hurricane
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Table 9.—Experiments in which the size of the computational domain
(C16) and the horizontal scale of the initial perturbation (Q/) are
varied
Experiment Perturbation size Initial maximum wind
(km) (km) (m/s)
S35 440 440 7
C16 1000 440 7
Ql 440 220 6
300 312 324
TIME (HOURS)
Figure 14.—Maximum surface winds as a function of time for
experiment L6 and LI 2. These experiments are intended to
simulate a hurricane that makes landfall at hour 288. In L6,
the storm is over land for 6 hr and returns to water at hour 294.
In L12, the storm is over land for 12 hr and returns to water at
hour 300.
over an island. The initial data are again from hour 288
of experiment S35. In experiment L6, we set Cs=CL=
and CB- 10" 2 for 6 hr and then restore the original
evaluations for these quantities. Experiment Ll2 differs
only in that the modified exchange coefficients are retained
for 12 hr before the original formulations are restored.
Experiment L6 is then intended to represent a hurricane
which spends 6 hr over land before returning to the sea
while Ll2 is intended to simulate a 12-hr stay over land
with a subsequent return to water.
The results, summarized by figure 14, show rapid
filling upon "land fall." Comparisons of L6 and L12
show the filling to be most rapid during the earlier portion
of the storm's land fall. Reintensification is rapid when
the storm returns to "water." In experiment L6, the storm
recovers its original intensity and structure (not shown)
144 192 240 288 336
TIME (HOURS)
Figure 15.—Maximum surface winds for experiment C16 (com-
putational domain 1000 km in comparison to 440 km for S35)
and experiment Ql (initial perturbation half as large in horizontal
extent as that for S35). See table 9 for details.
is used for the outer 220 km. This leads to a stagnant
mean tropical atmosphere at radii greater than 220 km.
The maximum surface winds for these experiments
(fig. 15) approach those of the control. The evolution of
experiment C 16 indicates that moving the lateral boundary
outward relative to the initial perturbation allows the
within 24 hr of its return to water. In experiment Ll2, storm to reach the mature stage more rapidly. Experi-
thc recovery is somewhat slower but the intensity appears men * Q 1 introduces two conflicting effects. By reducing
to be approaching that of the control when the calculation
is terminated. The storm structure for Ll2 at hour 336
(not shown) is very much like that of the control.
6. SOME ARBITRARY ASPECTS OF THE MODEL
Earlier, we pointed out that the length of the organiza-
tional period was extremely sensitive to variations in the
initial conditions. This point will receive further attention
below. We will also discuss two other arbitrary aspects of
the mode), the radial extent of the computational domain
and the lateral boundary conditions.
In the first group of experiments (table 9), the com-
putational domain is enlarged (exp. Cl6) and the scale
of the initial perturbation is decreased (exp. Ql). To
the scale of the initial perturbation, the active perturba-
tion is removed from the lateral boundary in a fashion
somewhat analogous to Cl6. However, this reduction in
scale also increases the importance of the lateral mixing
terms (Ooyama 1969). The calculations show Ql to have
a period in which growth is more lapid than the control,
followed by a longer period in which growth is slow and
uncertain. This model storm does not reach a mature
steady state until well after the control does. Qualitatively
similar results were obtained by Ooyama (1969).
Despite the evolutionary differences, table 10 shows the
mature stages of the three model cyclones to be remarkably
similar. We tentatively conclude that the structure and
intensity of the mature stage is relatively insensitive to
the size of the computational domain and the scale of the
initial perturbation 3 with the boundary conditions used
initialize Cl6, eq (6) is used for the inner 440 km. Beyond here. The time required to reach the mature stage, how-
this radius, the initial temperatures are the standard
values (table 1). As a result, the initial conditions for
the inner 440 km are identical to the control. Beyond
440 km, the initial conditions are those of a stagnant
mean tropical atmosphere. For experiment Ql, eq (6)
with P=220 km is used for the inner 220 km and Ti
, i=Tl
ever, is highly sensitive to these parameters. In section 3,
similar results were obtained when the intensity of the
initial perturbation was varied (exp. Q2, fig. 2).
3 It must, however, be kept in mind that, if the initial perturbation is made sufficiently
small in scale, the lateral mixing terms will become dominant and, according to linear
theory, the system will decay rather than grow.
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Table 10.
—
Summary of surface structure at hour 336 of experiments Table 11.
—
Experiments (SO-hn radial resolution) which compar
S35, Qi, and C16 the effects of domain size and lateral boundary conditions
Experiment Radius of
maximum wind
Outer limit of
hurricane-force winds
Outer limit of
gale-force winds
Experiment Lateral boundary
condition
Initial perturbation
(km) (km) (km) (km)
S35 20 55 130 C17 440 open S36
Ql 20 65 125 C18 440 closed Do.
C16 20 55 130 C19 1000 open Do.
1000
2000
closed
open
Do.
Do.C21
C22 2000 closed Do.
The 440-km computational domain, used extensively
in our experiments (Rosenthal 1969, 1970a, 19706), was
selected at a very early stage in the design of the model
(Rosenthal 1969), based on a need for computational
economy. With the selection of this rather limited domain,
it was realized that lateral boundary conditions would
be extremely important. It was clear that the model
hurricane could not be treated as a mechanically closed
system since this would force the outflow air to sink
relatively close to the storm center and the attendant
adiabatic warming would inhibit the development of a
warm core system. Empirically, it is well known (Riehl
1954) that upper tropospheric flow patterns that inhibit
the escape of outflow air from the near vicinity of tropical
disturbances generally are unfavorable for further storm
development. The lateral boundary conditions of zeros
for the vertical component of relative vorticity, horizontal
divergence, and radial gradient of potential temperature
were introduced at the very beginning of our experimental
program (Rosenthal 1969). The lateral boundary condi-
tion of zero radial gradient of specific humidity was
added at a later date (Rosenthal 19706) when the explicit
water vapor cycle was added. One would hope that it
would be possible to reduce the impact of the exact form
of the lateral boundary conditions by making the compu-
tational domain larger. The material presented below
indicates that, if such a domain size exists, it is well in
excess of 2000 km. To establish this, comparisons were
made between experiments with the original boundary
conditions and experiments in which the lateral boundary
conditions were approximately those of a smooth, insu-
lated wall. The mathematical expressions are identical
to the original ones with the exception that the zero for
horizontal convergence is replaced by a zero for the radial
wind.
A first experiment with the new (closed) boundary
conditions (exp. CCl), otherwise identical to the control,
was carried to 504 hr and showed continuous decay from
the initial state. In a second experiment (ClO), the
computational domain was increased to 1000 km but
the intensity and scale of the initial perturbation were
the same as for the control. With the exception of the
lateral boundary conditions, this experiment is identical
to C16 (fig. 15, table 9). The results showed a peak
intensity of 21 m/s at 384 hr followed by rapid decay.
Since extensions of the computational domain beyond
1000 km with a 10-km radial resolution would have
required substantial modifications of the computer pro-
gram, a new series of experiments (table 11) with 20-km
'
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Figure 16.—Comparisons of the ultimate intensity attained by
model cyclones with open lateral boundaries (C17, C19, and C21)
and model cyclones with closed lateral boundaries (C18, C20,
and C22) as a function of the radial extent of the computational
domain. See table 1 1 for details.
radial resolution was carried out.4 Figure 16 summarizes
the results of these experiments.
Experiment Cl8 (closed, 440-km domain), identical to
CCl except for radial resolution, also showed monotonic
decay (for 504 hr) from the initial conditions. With open
boundary conditions, an increase in domain size from
440 to 1000 km produced virtually no change in peak
intensity. This is similar to the result obtained above
with 10 km resolution. However, a further increase in
domain size from 1000 to 2000 km produced a reduction
in peak wind of 6 m/s.
The experiments with closed boundaries showed a
marked linear increase of peak winds with domain size
(if we are allowed to include exp. Cl8 where peak wind
occurs at the initial instant) of about 16 m/s per 1000 km.
Linear extrapolation of the two curves on figure 16 (there
is, of course, no guarantee that this is valid) shows a
crossing point at a domain size of 2500 km. If the curve for
closed systems is extrapolated to a peak wind of 50 m/s
(that given by the open boundary exp. S35, Cl7, and Cl9),
this occurs with a domain of about 3000 km.
With 1000-km domains, the open system (C19) reaches
its greatest intensity at hour 264 whereas the closed system
(C20) does not attain maximum intensity until hour 408.
With the 2000-km domain, peak surface winds occur at
hour 264 for both sets of boundary conditions (exp. C21
and C22).
Aside from those described above, several other experi-
ments with the closed boundary conditions were run. The
« It Is not our purpose here to study errors due to radial resolution (see Rosenthal
19700, 19706) and we will not compare the members of the 20-km series with the analogous
10-km experiments.
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results of these may be summarized as follows. With a
computational domain of 1000 km, peak intensity is
strongly dependent on the scale of the initial perturbation
(this conflicts with the results obtained with open bound-
aries). As the scale of the initial perturbation decreases,
peak intensity increases until the scale becomes sufficiently
small for lateral mixing to dominate. Thereafter, further
reduction in scale results in decreases of peak intensity.
When the domain size is increased to 2000 km, however,
the ultimate intensity is relatively insensitive to the scale
of the initial perturbation provided that the latter is not
sufficiently small to allow the lateral mixing terms to be-
come dominant.
In agreement with the results obtained with open bound-
aries, the ultimate intensity of model storms with closed
boundaries is relatively insensitive to the strength of the
initial perturbation.
7. SUMMARY AND CONCLUSIONS
The experiments can be placed in two broad categories.
Those discussed in sections 4 and 5 are mainly concerned
with responses to variations in physical parameters and
attempt to gain deeper insight into the dynamics of
tropical cyclones. The experiments discussed in section 6
are mainly concerned with computational aspects. These
are intended to reveal the biases introduced by some of the
arbitrary decisions which were necessary in the design of
the model.
The physical parameters examined were those that
control the air-sea exchanges of momentum, sensible heat,
•and latent heat. Many of these experiments yield results
in qualitative agreement with experiments performed by
Ooyama (1969). In view of the differences between the
physical and numerical details of the two models, this is
an important result that lends credence to both models.
Perhaps the most striking aspect of the experimental
results is the overwhelming dominance, in the immature
stage, of the drag coefficient in comparison to the analogous
exchange coefficients for sensible and latent heat. This
was most vividly portrayed by figure 11. Here, the only
significant departures from the control, during the first
48 hr of integration, are in the calculations where the drag
coefficient was altered (exp. Q10 and Q18).
The air-sea exchange of latent heat was shown to be a
crucial ingredient for development and maintenance of
the model storm. It was also found to be far more import-
ant than the analogous exchange of sensible heat. A simple
extension of Ooyama's (1969) discussion of boundary
layer processes (see section 5) provides a plausible ex-
planation for this result.
Experiments in the immature stage showed that linear
theory can be somewhat misleading. While, as predicted
by linear analysis, the rate of growth during the early
periods increased with increasing drag coefficient, the
ultimate intensity reached by the model storm varied
inversely with the drag coefficient (figs. 8 and 9). In the
mature stage, small decreases of drag coefficient lead to
stronger peak winds but when the drag coefficient was
reduced to zero the peak winds diminished (fig. 10).
In the latter situation, it appears that there is insufficient
low-level convergence of water vapor to sustain the re-
quired convection in the storm core.
The computational experiments revealed a number of
interesting points that will be useful in the design of
future experiments with tropical cyclone models. With
open lateral boundaries and the standard 440-km compu-
tational domain, the intensity and structure of model
cyclones, when they reached the mature stage, were
relatively insensitive to the scale and intensity of the
initial vortex (provided that the scale was not so small
as to allow lateral mixing terms to become dominant).
The time required to reach the mature stage was, however,
highly sensitive to initial conditions.
When the size of the computational domain was in-
creased to 1000 km (open lateral boundary) while re-
taining the initial vortex used for the control, the structure
and intensity of the mature model cyclone was again
virtually the same as for the control. A further increase in
domain size to 2000 km resulted in a 6 m/s reduction of
the mature stage peak winds. The structure of the mature
cyclone was, however, quite similar to that of the control.
As was to be expected, the lateral boundary conditions
proved to be extremely important in determining the. life
cycle of the model storm. When the zero Jfor horizontal
divergence was replaced by a zero for the radial wind, thus
converting the open system to one that was mechanically
closed, an experiment, otherwise identical to the control,
showed monotonic decay from the initial conditions. By
increasing the size of the computational domain, it was
possible to generate developing model cyclones (closed
boundaries). These systems (fig. 16) showed a strong
relationship between peak intensity and domain size.
The results summarized by figure 16 suggest that differ-
ences due to boundary conditions might be minimized
if the domain size were enlarged to something between
2000 and 3000 km. This, however, cannot be guaranteed
since no experiments were run with domains larger than
2000 km.
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NUMERICAL EXPERIMENTS OF RELEVANCE
TO PROJECT STORM FURY
Stanley L. Rosenthal and Michael S. Moss
A number of new experiments which provide theoretical
guidance for Project STORMFURY are summarized. The results
indicate that artificial heating just radially outward from
the eyewall produces the most rapid reduction of the maxi-
mum winds at sea level . Older model storms are found to
react more rapidly to artificial heating than younger storms.
If a substantial reduction of the maximum wind is to be ob-
tained, the artificial heating must be allowed to remain in
effect until a new eyewall is formed at a radius greater than
that of the original eyewall.
1. INTRODUCTION
This report describes numerical experiments that provide theoretical
guidance for Project STORMFURY. The numerical model employed (Rosenthal,
1970a, 1970b, 1971c) is clearly representative of the current state of
the art as may be verified by comparison with models developed by Ooyama
(1969), Sundqvist (1970) and Yamasaki (1968). 1 It should be made clear,
however, that these models are highly idealized theoretical tools . While
gross qualitative comparisons can be made with certain aspects of real
hurricanes, model results are representative only of some sort of
"average" or "typical" hurricane. Skillful prediction from real initial
data for a specific hurricane is still a thing of the future.
*The National Hurricane Research Laboratory has recently developed a
hurricane model (Anthes et al., 1971) which eliminates the assumption of
circular symmetry and, therefore, is more advanced than those cited in
the text.
In addition, a fair amount of uncertainty arises in simulations of
hurricane modification experiments since the diabatic effects due to
latent heat release are highly parameterized with no explicit representa-
tion of the cloud physics.
2
Hence, techniques for representing the seed-
ing of supercooled clouds through silver iodide seeding are quite arbi-
trary.
Despite these difficulties, it is our opinion that helpful informa-
tion may be obtained through controlled numerical experimentation. Some
preliminary results based on this approach have already been published
(Rosenthal, 1971a)- Later sections of this paper present a number of new
experiments as well as a reassessment of some of the older calculations.
2. REVIEW OF THE MODEL
A brief description of the main features of the model is given below.
(The reader concerned with mathematical details should refer to Rosenthal
(1970a).) The model storm is an isolated, stationary, circularly symmetric
vortex. The vertical structure of the atmosphere is represented by seven
levels and geometric height is the vertical coordinate. The levels cor-
respond to pressures of 1015, 900, 700, 500, 300, 200 and 100 mb in the
mean tropical atmosphere. All variables are defined at all levels. The
primitive equations govern the horizontal motion. The hydrostatic
assumption is employed.
2 Estoque (1971) has recently attempted simulations of hurricane seeding
experiments with a model incorporating Kessler's cloud physics. Unfortu-
nately, Estoque's equations appear to be more representative of layer
clouds than convective clouds.
The continuity equation is simplified as follows. The local rate of
change of density is neglected and a cl i matological density (a function
of height alone) is used to evaluate the vertical and horizontal mass
flux terms. We then eliminate the external gravity wave by demanding
that the vertical integral of the horizontal mass divergence vanish.
In the experiments discussed here, the radial limit of the computa-
tional domain is kkO km. The system is open at the lateral boundary.
The lateral boundary conditions require that the relative vorticity and
horizontal divergence vanish. In addition, the radial derivatives of po-
tential temperature and specific humidity are also required to vanish.
Through a generalization of the procedure suggested by Kuo (1965),
the model simulates convective precipitation (and the macroscale heating
due to this latent heat release) as well as the enrichment of the macro-
scale humidity due to the presence of the cumuli. Convection may origi-
nate in any layer provided that the layer has a water vapor supply from
horizontal convergence and that conditional instability exists for par-
cels lifted from the layer. Non-convecti ve precipitation is also simu-
lated. Details are given by Rosenthal (1970a).
Time derivatives are estimated by forward differences except in the
case of specific humidity where a Matsuno (1966) type integration is em-
ployed. Advective derivatives are calculated by the upstream method
except for the case of humidity where a conservation form of the equations
is used. All nonadvective space derivatives are calculated as centered
differences
.
The drag coefficient is represented by Deacon's empirical relation-
ship (Roll, 1965, p. 160) which is a linear function of surface-wind
speed. The sensible and latent heat fluxes at the sea surface are calcu-
lated by the bulk aerodynamic equations and the surface drag is represen-
ted by the usual quadratic stress law. The exchange coefficients for
sensible and latent heat are equal to the drag coefficient. The turbu-
lent flux convergences that appear in the thermodynamic and water vapor
continuity equations are evaluated through the assumption that the fluxes
have a linear variation over height and are zero at and above the height
of the 900-mb level. This is based on the assumption that at 900 mb and
above, fluxes produced by small scale turbulence are insignificant in
comparison to those produced by cumulus-scale motions.
The sea temperature is an external parameter and, for experiments
discussed here, is taken 2°C greater than the initial sea-level air temp-
erature (initially, the latter is horizontally uniform for all experi-
ments). Since the sea-level air temperature varies with time according
to the thermodynamic equation, the air-sea temperature difference varies
both with radius and time as the model hurricane evolves.
Radial resolution is 10 km and the time step is 2 minutes. A later-
al mixing coefficient of 2.5 x 10 3 m2 sec -1 is used for all prognostic
variables .
3. THE CONTROL EXPERIMENT
The model is initialized with hypothetical data representative of a
weak vortex (Rosenthal, 1970a). With judicious choices of static stabil-
ity, humidity, sea temperature, etc., a hurricane-like vortex ultimately
is developed. 3 The structure of the mature storm is, in general, highly
real i stic.
For the control experiment (Experiment S-35) employed in this report,
initial conditions are established as follows. CI i matologi cal potential
temperatures (a function of height alone and very nearly those of the
Hebert and Jordan (1959) mean hurricane season sounding) are specified.
With a lower boundary condition of 1015 mb , hydrostatic base-state pres-
sures and temperatures (table 1) are computed for the levels above the
surface.
The initial temperature field is then specified by
*
jcos (J) r. + l| Sin (£-)T. . = T. + T. <C (~) 1> — Z.
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where i and j are, respectively, height and radial indices, T is the
i
standard temperature (table 1) , T = 0.16 K, r = *»*t0 km, and z„ is the
height (table 1) of level 7- The initial pressure at level 7 is then
taken to be the standard value (table 1) and the hydrostatic equation is
integrated downward to obtain the remainder of the initial pressure
field. Finally, the gradient wind equation is solved for the initial
3 For discussions of the circumstances under which models of this type do
not produce hurricanes, see Rosenthal (1971c) and Anthes (1973).
tangential wind while the initial radial and vertical motions are taken
to be zero. The initial surface wind reaches a maximum of 7 m sec -1 at
a radius of 250 km. The central pressure of the vortex is 1013 mb . A
base state relative humidity is specified as a function of height (table
2). By use of the data given by table 1, a base state specific humidity
is calculated. The initial specific humidity is then assumed horizon-
tally homogeneous and ecual to this base state value.
Table 1. Standard values of thermodynamic variables
Level Height
(m)
1
2 105 2*
3 3187
4 5898
5 9697
6 12423
7 16621
(°K) (°K) (mb)
300 301.3 1015.0
303 294.1 900.4
313 282.6 699.4
325 266.5 499-2
340 240.8 299.2
347 218.9 199.5
391 203.1 101 .1
Table 2. Initial values of relative humidity at the
information levels
Level Height Relative Humidity
(meters) (percent)
1 90
2 1054 90
3 3187 54
4 5898 44
5 9697 30
6 12423 30
7 16621 30
Although Experiment S _ 35 has been discussed elsewhere (Rosenthal,
1971c), a detailed summary is presented here since we wish to emphasize
different points.
Figure 1 summarizes the control's life cycle in terms of central
pressure
1
* and maximum sea-level wind. The initial conditions are clearly
arbitrary and, therefore, the early portions of the integration are not
especially significant. In particular, the rather long "organizational"
^Pressure is not defined at zero radius because of a horizontal stagger-
ing of variables. As a consequence, central pressure values are taken
from a grid point 5 km from the storm center at sea-level.
period (168 hours) required for the vortex to begin intensification is
easily altered by changing such arbitrary parameters as the scale and/or
intensity of the initial vortex, the size of the computational domain and
the lateral boundary conditions (Rosenthal, 1971c). The values of some
rather poorly defined physical parameters also strongly effect the orga-
nizational period (Rosenthal and Koss , 1968 ; Rosenthal, 1970a; Rosenthal,
1971c).
The rapid intensification of the storm to the mature stage (see 192
to 2*»0 hours, fig. 1) is fairly typical of real hurricanes. Indeed cases
exist where deepening of this magnitude has occurred in as little as 12
to 2^ hours. The long, quasi-steady, mature stage is fairly typical of
hurricanes which remain over the ocean without encountering cold surface
waters or unfavorable surrounding flow patterns.
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Figure 1. Results from experiment S
-35 - Top, maximum surface wind as a
function of time. Bottom, central pressure as a function of
time. Taken from Rosenthal (1971c).
Figures 2, 3, ** , 5 and 6 illustrate structural features fairly
representative of the mature stage between 2*t0 and 336 hours. The
strongest winds (fig. 2) are concentrated in a narrow zone near the storm
center. The strongest vertical motions (fig. 3) and condensation heating
as represented by the rainfall rate, (analogous to the hurricane eye
wall, fig. *) are also concentrated in an extremely narrow zone which
extends from slightly outside to slightly inside the wind maximum. The
radial motions (fig. 5) show that virtually all of the storm's inflow
occurs in the lower kilometer of the atmosphere while significant outflow
occurs only in the high troposphere. The transverse circulation is then
characterized by inflowing air very close to the surface, ascent in the
vicinity of the wind maximum and outflow at high levels.
Close to the sea surface, the tangential wind is controlled by the
opposing effects of angular momentum conservation as air spirals inward
and loss of angular momentum to the ocean through surface drag. This
then explains the close association of the eyewall and the wind maximum
since it is in the eyewall region that large centrifugal and coriolis
effects prevent further inward penetration of the air and hence force
ascent to take place. Inflow is concentrated close to the sea surface
because the rotational stability of the mature vortex does not allow in-
ward penetration unless absolute angular momentum (following a parcel) is
rapidly dissipated (Rosenthal, 1971c) and surface drag provides the only
sink sufficient to allow significant penetration. The outflowing branch
of the circulation in the high troposphere is largely controlled by con-
servation of absolute angular momentum since frictional forces are small
at these levels.
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Figure 2. Cross section of wind speed at 312 hours of experiment S~35
Isotachs are labelled in m sec -l Taken from Rosenthal (1971c)
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Figure 3- Cross section of vertical velocity at 312 hours of experiment
S-35. Isotachs are labelled in cm sec" 1 . Hatched areas indi-
cate negative values (subsidence). Taken from Rosenthal
(1971c).
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The fact that the wind maximum (fig. 2) and the isotachs inward of
the maximum are essentially vertical is a consequence of the control of
the midtropospheric wind field by vertical transports of absolute angular
momentum (Rosenthal, 1970b).
The model very nicely provides a subsiding eye (fig. 3) at the storm
center. The region of weaker subsidence at larger radii reflects the
well known "sucking" effect of rotational boundary layers and has been
noted by previous hurricane modelers (Ooyama, 1969). This subsidence is
an extremely important feature of the hurricane (Ooyama, 1969; Rosenthal,
1971c). Air parcels entering the inflow layer from midtropospheric levels
are relatively dry and have lower equivalent potential temperature than
the boundary-layer air. If this air does not gain sufficient water vapor
by evaporation from the ocean as it spirals inward, its potential
buoyancy upon reaching the eyewall will be small and the cumulus convec-
tion required to drive the hurricane will diminish. Numerical experiments
(Ooyama, 1969; Rosenthal, 1971c) have verified that model hurricanes
rapidly diss ipate when oceanic evaporation is suppressed. Observational ly,
it is well known that cold surface waters suppress hurricane development
and lead to filling of existing storms.
11
250
200 -
1—
I
—
I
—
I
—
I
—
i
—
i
—
i
—
T
EXP. S-35
288 hrt.
RAINFALL
(CM/DAY)
1
-
I - I
10 20 30 40 50 60 70 80 90 100
RADIUS (KM)
Figure *t. Radial profile of rainfall rates at 288 hours of experiment
S-35.
EXP S-35
RADIAL WIND
10 20 30 40 50 60 70 80 90 100 110
RADIUS (KM)
Figure 5. Cross section of radial velocity at 312 hours of experiment
S-35- Hatched areas depict inflow.
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Figure 6. Cross section of temperature anomalies at 312 hours of experi-
ment S-35- Isotherms are labelled in degrees K. Taken from
Rosenthal (1971c).
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Figure J. Results from experiment S-]8. Top, maximum wind at sea level as
a function of time. Bottom, radii of maximum wind at sea level,
outer limits of hurricane and gale force winds, radius of maxi-
mum 900-mb vertical velocity. Taken from Rosenthal 097Ja).
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Table 3- Sensible heat flux and evaporation rates
for Hurricane Daisy (1958) and experiment
S-35 at 312 hours. Rainfall rates for
experiment S-35 also shown.
Average values from model
for radial interval 0-100
km at 312 hours
Average values for
Hurricane Daisy
for radial inter-
val 0-80 n mi on
27 Aug. 1958
Sens ible Heat Fl ux
(cal -cm~ 2 -sec
-1
) 1 .5 x 10
-3
2.9 x 10'
Evaporation
(cm-day -1 ) 2.3
Rainfal 1
(cm-day -1 ) 22
Table k. Kinetic energy generation and dissipation
by surface drag friction for Hurricane Daisy
(1958) and experiment S-35 at 312 hours.
Integrated values from
model for radial inter-
val 0-100 km at 312
hours
I ntegrated val ues
for Hurricane
Daisy for radial
interval 0-60 n mi
on 27 Aug. 1958
Kinetic Energy Production
(lO 11* KJ-day -1 ) 5-8 k.6
Kinetic Energy Dissipation
by Surface Friction
(TO 1 " KJ-day -1 ) 2.9 2.1
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Tables 3 and 4 make some comparisons between the mature stage of the
model and that of Hurricane Daisy (1958) . The data for Hurricane Daisy
are taken from Riehl and Malkus ( 1 961 ) . In view of the observational un-
certainties in the empirical estimates and the natural storm to storm
variability (compare estimates by Riehl and Malkus (1961) with Hawkins
and Rubsam (1968) and Miller (1962)), the agreement between the model
values and those for Hurricane Daisy is certainly satisfactory.
k. SUGGESTED TACTICS FOR HURRICANE MODIFICATION
What we will refer to as "Hypothesis I" was first put forth by
Simpson et al
. (1963) and later published in more polished form by Simpson
and Malkus ( 1 964) . Simpson and Malkus recognized that the hurricane wall
cloud is located quite close to the region of maximum low-level pressure
gradient and further contended that the wall cloud contains significant
quantities of supercooled water. According to the hypothesis, if this
supercooled water were frozen through nucleation by silver iodide crystals,
the released heat of fusion would produce temperature increases; and
therefore, hydros tat ical ly
,
pressure decreases near the region of the
strongest pressure gradient. If the central pressure did not concomitant-
ly decrease, a reduction in maximum pressure gradient and, in turn, a
reduction in wind speed should be the net result. Temperature increases
of 2°C were estimated on the assumption of freezing 1 gm m" 3 of super-
cooled water in the layer 500 to 150 mb . With the further assumption
that the 150-mb surface remains unaltered, hydrostatic arguments were
invoked to estimate reductions at the seeded radii of as much as 200 ft
15
in the heights of the pressure surfaces at and below 500 mb . This, in
turn, was expected to reduce the maximum pressure gradient force by 10
to 15 percent.
Questions which are difficult to answer can be raised concerning
both the actual supercooled liquid water content of eyewall clouds and
the efficiency of the seeding operation in freezing this supercooled
water (see Section 5 and Gentry and Hawkins, 1971). However, Hypothesis
I is also questionable from other points of view. The estimates of tem-
perature increase to be realized from the released heat of fusion assume
a constant pressure process. It is, however, not unlikely that the air
would follow an ice pseudoadiabat with substantial amounts of the heat
of fusion being converted to potential rather than internal energy.
An even more critical consideration is the fact that the eyewall
drives the storm's transverse circulation and seeding this region alone
would very likely accelerate this circulation thus providing a more rapid
inflow of both angular momentum and water vapor to the eyewall region.
Diagnosis of the results of a number of numerical experiments led to
a proposed strategy which is a slight tactical variant of Hypothesis I
(Rosenthal, 1971a). Typically, the organizational period for a develop-
ing model storm does not terminate until a concentrated vert ical -veloci ty
maximum (eyewall) develops at a radius smaller than that of the low
tropospheric wind maximum. Once this feature appears, the storm deepens
rapidly and, at the same time, the eyewall and wind maximum migrate in-
ward. The wind maximum, however, moves more rapidly than the eyewall.
Invariably development ceases when the eyewall and wind maximum become
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nearly coincident. (An example taken from a previous paper is shown by
fig. 7.) The sequence is clearly consistent with the angular momentum
considerations of the previous section.
Hypothesis II differs f rom Hypothes is I in that the latter calls for
seeding the eyewal 1 alone whereas the former suggests seeding either from
the eyewall outward or entirely outward from the eyewall. While the
logist.ics of these hypotheses differ only slightly, the physical argu-
ments are substantially different. In Hypothesis II, the basic idea is
to stimulate convection and ascent at radii greater than that of the eye-
wall. The region of stimulated convection is intended to compete with
the eyewall for the inflowing air at low levels. If significant portions
of the inflow can be diverted upward at the seeded radii, the angular
momentum and water vapor supplies to the original eyewall and wind maxi-
mum will be reduced. As a conseq-uence, one would expect the original
wind maximum to be reduced and the eyewall convection to be diminished. 5
5. PROCEDURES FOR THE SEEDING SIMULATIONS
Since the hurricane model contains no cloud physics, simulation of
si lver- iodide seeding through the application of basic physical laws, as
has been done in cloud models (e.g. Cotton, 1970), is not yet possible.
The techniques employed are, therefore, highly pragmatic and presuppose
the occurrence of certain cloud physical processes. They have evolved
from extensive discussion with those involved in the field program
5 A similar proposal has been put forth by Sundqvist (1970)- He, however,
suggested seeding experiments at extremely large radii.
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(Gentry, 1969; Gentry and Hawkins, 1971; Rosenthal, 1971a). An early and
extremely crude version of the model (Rosenthal, 1 969) was used in 1 968
to simulate seeding of the hurricane by silver iodide. These calculations
were intended to simulate "single seeding" field experiments in which the
seeder aircraft discharges its material once in a pass of 2-3 min covering
a radial interval of about 30 km. The feeling of those involved in the
field program (Gentry, 1969) was that a single-seeding experiment could
release heat of fusion over the 500- to 300-mb layer equivalent to a
heating rate of 2°C/30 min and lasting for a period of 30 min. At 300 mb,
this amounts to freezing about 2.5 g water # m~ 3, (30 min)
-1
. At 500 mb,
the figure is approximately *» g water #m~ 3, (30 min)
-1
. While the release
of silver iodide is made along a particular azimuth, those involved in
the field program felt that the circulation of the storm sweeps the mate-
rial in a more or less circular path, thus providing the heating rates
cited above in a circular fashion. To simulate this process, the heating
function that represents the cumulus feedback on the macroscale
(Rosenthal, 1969) was simply increased by the amount and for the period
cited above at selected radii.
By August 1969, the design of the field experiment (Gentry, 197°)
had been altered such that single seedings (as previously defined) were
repeated five times at 2-hr intervals. Since the model had been substan-
tially improved by this time and since no simulations of mul tipl e-seedi ng
experiments had as yet been carried out, a new series of calculations
(Rosenthal, 1971a) were performed. The heating rates for these seeding
simulations were established after discussion with Dr. Gentry (NHRL)
.
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These consultations revealed that he continued in his belief that 2°C/30
min was the correct heating rate for a single seeding. However, he was
now of the opinion that the effect would be felt for at least 1 hr (in
contrast to the 0.5 hr cited at the time of the 1968 calculations). It
was also Dr. Gentry's feeling that the enhanced heating might be more or
less continuous over the 10-hr period spanned by the multiple-seeding
operation.
The heating functions were enhanced at 300 and 500 mb which are the
model levels corresponding to the layer seeded in the field experiment.
Calculations were performed where the enhanced heating was applied con-
tinuously for ten hours and intermittently at 2-hr intervals for 30
minutes. Differences between calculations with continuous and intermit-
tent enhanced heating were relatively minor. Consequently, because of
conceptual simplicity, the continuous heating was adopted as a basic
procedure.
Generally speaking, the earlier calculations (Rosenthal, 1973a)
favored Hypothesis II over Hypothesis I. They also appeared to provide
a response time to the simulated seeding which compared favorably to
that observed in the Hurricane Debbie (1969) field experiment (Gentry >
1970; Hawkins, 1971) if one assumes the changes in Debbie were indeed
produced by the seeding. As we will see later, this may have been a
fortuitous result produced by choice of initial conditions. Unfortunate-
ly, this was not suspected during 1969 and 1970 when extensive empirical
investigations pertinent to hurricane seeding were under progress at
NHRL.
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In the meantime, new studies of cloud-physics data obtained in un-
seeded hurricanes (Sheets, 1969; Gentry and Hawkins, 1971) led to the
tentative conclusion that the supercooled water content of the major eye-
wall clouds was similar to that already suggested by Simpson et al . ( 1 963)
and Gentry (1969). At this time, however, Gentry and Hawkins (1971) did
a more careful analysis of the rate of release of heat of fusion which
might be expected under optimal field conditions. For such a calculation,
the supercooled water content of clouds is only one of the important
parameters. Other crucial factors include, at the very least; (1) the
time scale for freezing supercooled water by s i 1 ver- iodi de nucleation,
(2) the time scale over which silver iodide is active and effective as
freezing nuclei in a given cloud updraft
, (3) the time scale for the re-
generation of an equivalent amount of supercooled water in the updraft,
(k) the effectiveness and time scale of nucleation of supercooled water
by the ice crystals formed from the silver-iodide seeding, (5) the number
of clouds available for seeding, (6) the number of clouds which reasonably
can be expected to be seeded by a field operation of the type previously
described.
Observational data for establishing all of these parameters in the
hurricane context do not exist. Gentry and Hawkins (1971) made the
reasonable (and implicit) assumption that time scales (1) and (2) were on
the order of 1-2 minutes while time scale (3) was much larger. (Simple
calculations on a pseudoadiabatic chart indicate time scale (3) to be 500
to 1000 sees for a 5 m sec" 1 updraft.) With these assumptions for time
scales (1), (2) and (3) and with 100 percent freezing efficiency, we
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deduce a pulse-like heating function (in a cloud) 15 to 30 times the
normal heating rate used in the previous simulations (Rosenthal, 1971a)
but existing only for a few minutes. In view of time scale (3), substan-
tial freezing by ice nucleation of newly generated supercooled water does
not appear likely. If we average the heating pulse over two hours (the
time between seedings) we obtain a heating function per seeded eyewall
cloud of .25 to .50 of the normal rate used in the simulations.
However, we must also take into account that the heating functions
applied to the model are averages over 10 km (distance between grid
points) of radial distance and 360 degrees of azimuth angle, tn view of
the fact that even in the eyewall the areal coverage of active updrafts
is less than 10% (Malkus, I960) and that the areal coverage decreases
rapidly with radius and considering the rate of azimuthal transport of
silver iodide by the tangential wind, Gentry and Hawkins (1971) concluded
that the rate of release of heat of fusion in Hurricane Debbie was prob-
ably 1 to 2 orders of magnitude less than the normal rate used for the
model simulations.
As a consequence, the authors were asked to conduct calculations
under Hypothesis II with successively smaller heating until a ten hour
operation failed to provide responses similar to those obtained previous-
ly. The first of these calculations was made with half the normal rate
and already showed no significant response. (At this time, we were still
not aware of the dependence of model response on initial conditions.)
Soon after this, however, a new and highly attractive view of the
cloud-physical response to silver-iodide seeding emerged. The members of
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the Project STORMFURY Advisory Panel (1971) wrote, "The augmented heating
rates used to simulate seeding probably cannot be realized in nature
solely from release of latent heat of fusion. The most reasonable analog
in nature is the possibility that convective clouds in the region just
outside the existing eyewall could be stimulated by seeding to more
active growth and intensity thus replacing the previous eyewall with a
new one at a greater radius. Augmented heating from enhanced condensa-
tion, plus freezing in such circumstances, probably exceeds the augmented
heating rates used in the seeding simulations."
The macroscale dynamical aspects are here identical to Hypothesis (I
in that the strategy is to divert inflowing air to rise at radii greater
than that of the eyewall. The field tactics are also Identical and call
for seeding radially outward from the eyewall. In addition to the aug-
mented heating expected under this approach, there is an interesting and
beneficial side affect. Radar data (Senn, 1971) indicate that more than
50 percent of the cumuli within 30 nm of the hurricane center have tops
within the 20,000- to 30,000-ft range. Since, in most hurricanes, very
little macroscale inflow or outflow occurs at middle tropospheric levels
(Riehl and Malkus, 1961 ; Miller, 1962; Hawkins and Rubsam, J968) , the
mass transported upward in clouds whose tops are at these levels must
subside relatively close to the cloud and thus reduce the net upward mass
transport. If through silver-iodide seeding these clouds can be induced
to grow vertically into the outflow layer not only would the additional
latent heat postulated by the STORMFURY Advisory Panel be realized but
also, the mass transported upward would be caught in the macroscale
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outflow and evacuated from the storm core. Consequently, this so-called
"New Hypothesis" provides not only a larger heat source but also a more
efficient mechanism for evacuating the air diverted from the Inflow layer. 6
Calculations by Sheets (1 963) indicate that individual clouds just beyond
the eyewall can be induced to grow to outflow levels by silver-iodide
seeding.
While the postulated mechanisms of the new hypothesis appear capable
of providing heat at rates which approach the values used in the model
calculations (see also Gentry and Hawkins, 1971), some conceptual prob-
lems arise with the model simulations. The major source of energy is now
to be obtained from clouds which are induced to grow from mid- to upper-
tropospheric levels. However, the model parameterization of cumulus
activity is essentially a generalization of the technique introduced by
Kuo (1965) in which model clouds are comprised of undilute ascent.
Consequently, all model clouds whose bases are in the boundary layer
reach upper tropospheric levels by natural processes. The model eyewall
differs from other regions of the storm in cloud concentration but not in
cloud depth . This is a distinct discrepancy between model and real
hurricanes (Senn, 1971; Malkus, i960) .
Simulations relevant to the new hypothesis are not easily visualized
unless one adopts a highly philosophical attitude. The basic feature, it
may be argued, is the stimulation of tall convection at radii beyond the
6 Despite differences between hypotheses, all flight tracks for hurricanes
seeded to date have been more or less the same (Gentry and Hawkins, 1971)
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eyewall. In the field program, this is to be accomplished by causing
relatively short clouds to become tall. The ultimate effect, however, is
to increase the concentration of tall clouds in the seeded region. While
the current version of the model cannot simulate the intermediate stages
in which short clouds grow to tall clouds, the techniques previously em-
ployed (Rosenthal, 1971a) do indeed provide for increased tall cloud
concentrations in the "seeded" regions.
Consequently, we have retained the original technique for seeding
simulation. Aside from the virtue of simplicity, this also allows direct
comparisons between the new calculations and those previously published.
The technique consists simply of increasing the heating function that
represents the cumulus feedback on the macroscale by fixed amounts for
certain periods of time. This artificial enhancement of the heating
functions is always applied at only the 300- and 500-mb levels. 7 The
radial interval and duration of seeding varies from experiment to experi-
ment and is clearly stated in each case. The "normal" enhancement rate
is retained as the equivalent of a 2°C per 30 mi n temperature change at
constant pressure (Rosenthal, 1971a). In the meter-ton-second system of
units employed in the model, this is approximately 1 kilojoule per ton
per second (approximately k .2 x 10" 9 calories per gram per second). For
the reader's convenience, the Appendix provides a table which summarizes
the essential features of new experiments not discussed in previous pub-
1 ications.
7 For ease of expression, artificial enhancement of the heating function
will be referred to as "seeding". We fully realize the looseness of this
expression.
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6. CALCULATIONS RELEVANT TO HYPOTHESIS I
A previous calculation in which the normal enhanced heating rate was
applied for ten hours at the eyewall center (25~km radius) and the next
grid point inward (15 km) resulted in a slight intensification of the
model storm (see fig. 8, taken from Rosenthal, 1971a) with a rapid re-
covery to a state close to the control after the seeding was terminated.
Examination of the 900-mb vertical motions (fig. 9) clearly showed that
boundary-layer convergence was increased at the seeded radii but rather
little at other radi i
.
Two new calculations provide somewhat similar results. The initial
data are hour 288 of Experiment S
-35 To exaggerate the effect, enhanced
heating is applied at twice the normal rate (2 KJ Ton" 1 sec" 1 ) for 20
hours at 15 and 25 km (Experiment N-12) and 25 _ km radius (see figs. 3 and
*» for radius of maximum vertical motion). The behavior of maximum sea-
level wind (MSLW) for these experiments, summarized by figure 10, is much
the same as that obtained from the previous experiment. No further
experiments relevant to Hypothesis 1 have been conducted.
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Figure 8. Results from an experiment with seeding at radii of 15 and 25 km
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is experiment S-18 (fig. 7) and is very nearly in steady state
during the interval shown. Taken from Rosenthal (1971a).
i—i—i—i
—
EXP. M7
900MB W
RADIUS 15km
160 -
192 196 200 204 208
TIME (HOURS)
1 1 1
EXP. M7
900 MB. W
RADIUS 35km
192 200 204 208
TIME (HOURS)
igure S. Vertical motions at 900 mb during and after the seeding operation
shown by figure 8. Seeding is at radius of 15 and 25 km.
?6
54
53
52
51
50
49
48
47
46
45
T—
i
—
i
—
i
—
i
—
i
—
i
—
i
—
i
—
i
—
r
Center Eyewall Inward (N-12).
Control
(S-35)
Eyewall Center only
(N-ll)
Enhanced Heating-
I I I J I L J I L
288 292 296 300 304
TIME (HOURS)
308 312
Figure 10. Results from two seeding experiments. Artificial heating is ap-
plied from 288 to 308 hours. The initial conditions are hour
288 of experiment S-35. The rate of artificial heating is 2 KJ
ton" 1 sec
-1
. The eyewall is at 25 _km radius. For experiment
N- 11, artificial heating is applied at 25~km radius. For
experiment N-12, artificial heating is applied at 15" and 25~km
rad i us
.
A (EXP 3-35
O
T 1 1 1 1 T 1—
1
—
1
—
r
52
51
50
49
48
47
46
45
44
v 288 292 296 300 304
TIME (HOURS)
CONTROL
NORMAL
HEATING
35-45 KM
(EXP N-5)
-ENHANCED HEATING-*|
J 1 1 1 ' ' i
_L
308
J
312
gure 11. Results from a seeding experiment (N-5) where artificial heating
is applied from 288 to 298 hours at radii of 35, ^5 and 55 km.
The initial conditions are hour 288 of experiment S-35' The
eyewall is at 25 -km radius.
27
7. CALCULATIONS RELEVANT TO HYPOTHESIS II
Figure 11 summarizes an experiment (N-5) in which the normal (1 KJ
ton" 1 sec" 1 ) enhanced heating rate was applied for ten hours over a 30 km
radial interval just beyond the eyewall center (35, ^5 and 55 km). Initial
conditions are again 288 hours of S-35- Figures 12 and 13 vividly portray
the diversion of boundary- layer inflow and the formation of a new eyewall
10 km radially outward from the original. When the seeding is terminated,
the system attempts to restore the original eyewall. Significant changes
in MSLW do not occur until the new eyewall has become established which
is about eight hours after the start of seeding. Important changes in
the wind profile (fig. 1*0 occur earlier. In response to the increased
transverse circulation that is produced by the seeding, angular momentum
is carried inward more rapidly than is the case for the control. Conse-
quently, low-level winds increase at all radii larger than that of the
MSLW. A later experiment will verify that the increased centrifugal and
coriolis forces associated with these low-level wind increases play a
vital role in cutting off the supplies of mass and angular momentum to
the original eyewall.
Winds at 700 mb (fig. 15) behave quantitatively in a fashion similar
to those at sea level. Here, however, the response to seeding is more
rapid and extreme. Peak winds exceed those of the control until after
seeding is terminated. The rapid response of 700-mb winds in the seeded
zone results from lack of the moderating effects of drag friction as well
as the increased vertical advection associated with increased vertical
28
150 1 1 1 1 1 1 T-
T +6hrs
100
/
/
/
r
r \ '
SO i
i \
i
i i -l— i i
150
100 -
20 40 60
RADIUS (KM)
50
—I 1 I I I
A
T +20hrs.
EXP N-5
CZC *-
J
20 40 60
RADIUS (KM)
150
S 100
150
20 40 60
RADIUS (KM)
20 40 60
RADIUS (KM)
Figure 12. Radial profiles of 900-mb vertical motion at selected times
during experiment N~5. The control (S~35) data are shown by
dashed lines. The arrows indicate the seeded radii. Initial
conditions (TQ ) are hour 288 of experiment S~35 • Seeding
terminates at TQ + 10 hours
1VV 1 1 T—I 1 1
T + 4hrs
T-
EXP N-5
300 -
200
/\" 1
~
100
1
I l'
\\
\\
N
-
1
1
1
l i i 1
_,
200
20 40 60
RADIUS (KM)
20 40 60
RADIUS (KM)
—
l
1 1 1 r
T-+ 24 hrt.
An t
20 40 60
RADIUS (KM)
20 40 60
RADIUS (KM)
Figure 13. Same as figure 11 but rainfall rates are shown.
29
SFC WIND (M/SEC)
SFC WIND (M/SEC)
5S
8 g s o
V
„ /
1 m ''/X -
T* / V' o-1 .// +
t / N
' f /
/ *•
.
/ /
7/ » » 1
SFC WIND (M/SEC)
o V * «o o o
o
~—
— -v
3D
2 o
c
01 ^
I
8
CDO /
—
i
—
i
—
i
—
r
T
+
6hr*.
EXP
N-5
3 .'/ I 1 1 1 1
SFC WIND (M/SEC)
Figure \h. Same as figure 11 but wind speed profiles at sea level are
shown.
700 Mb WIND (M/SEC) 700 Mb WIND (M/SEC)
—
r-
----.
.
_» k-
\ ..
/ /
.
1 i r r -r -
"-—*-
_
Ol ~y3)
— /j .
c 1—* / /09
<• y
—» s / -*x o> .' / m<T-
5 ° /^ x +
OP
- -'/ ?*-
. // i = .
// i i . i
700 Mb WIND (M/SEC) 700 Mb WIND (M/SEC)
1 1 1 1 1
~-*---^
o \ /
* t~ x
—
•• /' /
s
o
. / / = .
** / 1 / I I 1 I
~-
--—
T 1 '1
"
r
r— X
» /
1
H
o -
+
/ /
//;
>
>
3-
3
Figure 15. Same as figure 11 but 700-mb wind speed profiles are shown
30
motions. These 700-mb results are similar to those previously obtained
(Rosenthal, 1971a) and have raised some concern. This stems from the
fact that Hurricane Debbie was monitored near 700 mb and showed wind
variations more nearly like the model results at sea level. It is the
authors' opinion that little information can be drawn from these differ-
ences because of the idealized nature of the model. As pointed out
earlier, computational results can only validly be compared in detail
with other computational results.
The central pressure in Experiment N~5 (not shown) drops ^ mb during
the first 8 hours of seeding. As soon as the new eyewal 1 is formed, the
central pressure rises and approaches that of the control .
Previous calculations (Rosenthal, 1971a) found only minor differ-
ences between experiments in which the seeding was conducted entirely
beyond the original eyewall (such as N~5) and those in which seeding was
conducted from the original eyewall outward. This appears to be a result
of fortuitous initial conditions and not in general true. Experiment N-*t
(fig. 16) is identical to N-5 with the sole exception that the seeding is
performed at radii of 25, 35 and ^5 km and, hence, includes the eyewall
center. The MSLW exceeds that of the control during the entire calcula-
tion. The behavior of the winds at 700 mb (not shown) is similar to that
of the surface winds. The vertical-motion and precipitation patterns
(also not shown) show only minor increases at the seeded radii with no
tendency for outward displacement of the eyewall.
If, however, the seeding is extended for another ten hours (Experi-
ment N-^D)
,
the ultimate effect is similar to that obtained in N~5
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(compare figs. 11 and 16). Thus seeding from the eyewal 1 center outward
appears to be a potentially successful tactic but a less desirable one
than seeding that entirely avoids the eyewal 1 center.
The major difference in the results of Experiments H-k and N-^D is
that in the former case seeding is terminated just before any important
diversions of boundary- layer inflow take place. We are, therefore, left
with an increased transverse circulation that is more or less congruent
with that of the control. When the seeding is extended in time (Experi-
ment N-^D) , the heating beyond the eyewal 1 ultimately becomes effective
in stimulating convection and significant diversions of inflow are noted
at 300 hours (fig. 17)- By 302 hours, the new eyewal 1 is established.
Decreases in MSLW do not become significant until 300 hours when the
diversion of inflow first becomes apparent.
Two additional experiments, with tactics between those of N-^ and
N-4D, yielded interesting results. One of these (N-*t5) continued seeding
just two hours longer than U-k
,
that is from 288-300 hours. The result,
of course, is identical to N-^D until 300 hours. Thereafter, the model
storm quickly adjusted in structure and intensity to a state nearly iden-
tical to that of N-4. This again indicates that seeding must be contin-
ued at least until a new eyewal 1 is established if reductions in MSLW are
to be achieved. To further examine this point, the seeding was continued
for still another two hours and terminated at 302 hours (N-^6) . Since
this experiment is identical to N-^D from 288 to 302 hours, the eyewal 1
(fig. 17) has already reformed at a radius of 35 km when the seeding is
terminated. The result of this experiment (N-*t6) was very similar to
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that of N-^D. It appears, therefore, that continued seeding at the same
radii after the formation of the new eyewal 1 has no significant effect in
further reductions of the MSLW.
An experiment (N-21) was then conducted in which at hour 304 of N-^D
the seeded radii were shifted from 25, 35 and ^5 km to 35, ^5 and 55 km.
The heating rate was the normal value and the operation was continued for
16 hours. No consistent deviations from N-4D were observed. An eyewal 1
temporarily appeared at *t5~km radius after 6 hours (310 hours) but within
two more hours receded to a radius of 35 km. The MSLW for this experiment
oscillated around that of N-4D. At 310 hours, when the eyewal 1 was at
*»5 km, the MSLW was 2.5 m sec" 1 less than that of N-*tD. But by 312 hours,
the MSLW was only 1 m sec
-1
less than that of N-^tD. Earlier, at 305
hours, N-21 showed MSLW 1 m sec -1 greater than N-4D.
Experiment N-6 (fig. 18) was conducted to determine if increased
seeding rates would lead to more rapid responses and/or greater decrease
in MSLW. It is identical to N-*t except that the artificial heating is
twice (2 KJ ton
-1
sec"
1
) the normal value. The response here is much
more rapid. The vert ical -mot ion and precipitation patterns (not shown)
indicate a new eyewal 1 at 35"km radius by 29*t hours. However, despite
the more rapid response, the reduction in MSLW is not significantly great-
er than that observed in N-AD.
In our discussion of Experiment N~5 , we stated that an important
factor in the formation of a new eyewal 1 at a larger radius is an in-
crease of wind at radii from the seeded zone outward (figs. !* and 15)
during the early portions of the operation. Experimental results in
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support of this contention have been deferred to this point. Experiment
N- 1 5 (fig. 19) was identical to N-4D with the sole exception that the
coriol is and centrifugal terms in the radial equation of motion were held
constant at the value given by the initial conditions. The MSLW oscil-
lates about the control (S
-35) with no consistent departure. The storm
structure yielded by N - 1 5 (not shown) shows no significant differences
from S-35. There is absolutely no tendency to form a new eyewall.
Therefore, by comparison of N-4D and N-15, we conclude that increased
coriol is and centrifugal forces at larger radii are vital if the inflow
is to be prevented from reaching the original eyewall and if a new eye-
wall is to be formed at a larger radius.
~ 54
o
111
^ 53
~i—
i
—
i
—
i
—
r
Enhanced Keating—+\
1—
1
—
i
—
1
—
r^
10HRS/Q + 1
(N-4)
288
J I I
20HRS./Q+1
(N-40)
Enhanced Heating »
|
J I L
292 296 300 304 308 312
TIME (HOURS)
Figure 18. Results from three seeding experiments. The initial conditions
are hour 288 of experiment S-35. For experiment N-6, the arti-
ficial heating rate i s 2 KJ ton" 1 sec" 1 . For experiments N-*t
and N-kD, the rate is 1 KJ ton" 1 sec" 1 . Artificial heating is
in effect from 288 to 298 hours in experiments N-6 and N-*t. For
experiment N-^D, the artificial heating is in effect until 308
hours. The seeded radii are 25, 35 and ^5 km for all three
experiments.
35
~ 54
o
UJ
~i—
m
—
i
—
i
—
i
—
i
—
i
—
i
—
I
«• Enhanced Heating *•
EXR N4D
CONTROL
CONSTANT
ROTATIONAL
TERMS
44 I J I I I L__L J I L
288 292 296 300 304 308 312
TIME (HOURS)
rigure 19- Results from two seeding experiments. The initial conditions
are hour 288 of experiment S-35
-
The artificial heating rate is
1 KJ ton
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sec
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and is applied at radii of 25, 35 and b5 km and
is in effect from 288 to 308 hours. The experiment labeled
"constant rotational terms" evaluates the coriolis and centrif-
ugal terms in the radial equation of motion from the initial
winds. This experiment is referred to as N-15 in the text and
appendix.
We have already seen, other conditions being equal, that seeding en-
tirely beyond the eyewall produces a more rapid, but no greater, reduc-
tion in MSLW than seeding from the eyewall center outward. In both cases,
however, the new eyewall forms only one grid point (10 km) radially out-
ward from the original eyewall. With this in mind, it is of interest to
compare the results of seeding at still larger radii. The following
questions motivate these experiments: (1) Will the reduction of MSLW
occur even more rapidly as the artificial heating is applied at even
larger radii? (2) Can larger reductions in MSLW be achieved by seeding
at still larger radii? (3) Can we induce eyewall formation with the
model at larger radii than observed in the experiments already discussed?
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Experiments N-AF, N- 1 3 and N-27 are addressed to these questions.
The common aspects of these experiments are the normal heating rate
(1 KJ ton
-1
sec
-1
) for 20 hours with 288 hours of S~35 constituting the
initial conditions. The radial intervals seeded are: 35, ^5 and 55 km
(N-4F); hS, 55 and 65 km (N-13); 75, 85 and 95 km (N-27). Note that the
first 10 hours of N-^F are identical to N-5- Figure 20 gives the MSLW
histories for these calculations. The ultimate results of the three ex-
periments are much the same. Furthermore, the variation in response time
is opposite in sense from what might have been expected from the results
of N-5 and N-*tD. It thus appears that the answers to questions (1) and
(2) of the previous paragraph are no. The structural evolution of N-13,
though lagging in time, is similar to that of N-4F which in turn is simi-
lar to N-5 (figs. 12 to 15). In each case, the new eyewall is formed at
a radius of 35 km.
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Figure 20. Results from three seeding experiments. The initial conditions
are hour 288 of experiment S-35- The artificial heating rate is
1 KJ ton" 1 sec" 1 and is in effect from 288 to 308 hours. The
seeded radii are: 35, *»5 and 55 km (Experiment N-4F) ; k5 , 55
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Even in experiment N-27, where the seeded zone is 75, 85 and 95 km,
the new eyewall is formed at a radius of 35 km. In this case, however,
there are some interesting differences in the structural evolution
(figs. 21 and 22). At 296 hours, 8 hours after the start of seeding, the
only significant response of the 900-mb vertical motions (fig. 21) is a
small increase centered at the inner edge of the seeded zone. Between
302 and 30A hours (1^ to 16 hours after the start of seeding) significant
increases of vertical motion (in comparison to the control) begin to
occur at a radius of 35 km. It is at this time that the MSLW (fig. 20)
begins to fall. It is not until 308 hours (a full 20 hours after the
start of seeding) that the eyewall becomes established at the larger
radius. It is also at this time that the MSLW reaches its minimum value
(fig. 20). It is interesting that the 900-mb vertical motions at 308
hours in the seeded zone are downward (fig. 21).
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Figure 21. Radial profiles of 900-mb vertical motion at selected times
during experiment N-27. The control (S-35) data are shown by
dashed lines. The arrows indicate seeded radii. Initial con-
ditions are hour 288 of S-35. Seeding terminates at 308 hours.
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The wind structure at sea level (fig. 22) also shows some differences
from the experiments already discussed. In particular, the reduction of
MSLW is accomplished without radial displacement. Here, essetially, we
observe a flattening of the original sharp maximum and the formation of a
plateau-like wind profile with a poorly delineated maximum.
The results thus far show one major discrepancy in comparison to
those presented earlier (Rosenthal, 1971a) • Experiments with the normal
seeding rate applied at radii of 25, 35 and *»5 km (Experiments H-h and
N-J»D) show a substantially longer response time than those with the same
heating rate at radii of 35, **5 and 55 km (Experiments N-5 and N-^F)
.
Similar experiments summarized by Rosenthal (1971a) did not show this
difference as may be verified by examination of figure 23«
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Figure 23. Results from two seeding experiments. The rate of artificial
heating is 1 KJ ton" sec" and is in effect from 192 to 202
hours. The control is very nearly in steady state during the
interval shown and has its eyewall at 25-km radius. In experi
ment M-1 , seeding is at radii of 25, 35 and k5 km. For experi
ment M-2, the seeding is at radii of 35, k5 and 55 km. Taken
from Rosenthal (1971a)
.
It was originally thought that this discrepancy was attributable to
a change in the treatment of the drag coefficient 8 introduced in the
interim between the two sets of calculations. However, the calculations
discussed below indicate that a more likely explanation may be found in
differences in initial conditions.
Figure 2k summarizes departures from the control MSLW obtained from
four experiments with the normal heating rate applied for 20 hours at 25,
35 and 45 km. The initial conditions for these experiments are the con-
trol (S-35) at 26k hours (N-22)
,
288 hours (N-4D)
,
312 hours (N-23) and
A constant drag coefficient of 3 x 10" 3 was used in the old calculations.
The present calculations use a drag coefficient which is a linear function
of wind speed. See Rosenthal (1971c) for details.
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•
336 hours (N-25). Clearly the response time decreases with storm age.
This strongly suggests that seeding operations are more likely to be suc-
cessful with older storms. As we shall shortly see, the static stability
of the eyewall region is increasing over the time span of the calculation.
This further suggests that the changes of success in a seeding operation
are greater the greater the static stability of the eyewall region.
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The response times of the experiments which begin at 312 and 336
hours (N-23 and N-25) are comparable to those previously obtained (fig.
23). The experiment (N-22) which begins at 264 hours never shows MSLW
less than that of the control. However, the curve indicates that a de-
crease in intensity would likely have occurred if the seeding had been
extended over a longer period of time. This is verified by figure 25
which shows the result of an additional eight hours of seeding.
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Figure 25. Same as experiment N-22 of figure 24 except that the seeding is
continued for a total of 30 hours (264 to 2J)4 hours).
Figure 26 is a time-cross section of temperature departures from
values at 240 hours at the eyewall center (25~km radius) of the control
(S-35). The warming is clearly concentrated in the upper troposphere and
thus distributed such that static stability is increasing with time.
Figure 27 shows the time dependence of precipitation at radii of 25» 35
and 45 km. In the eyewall, precipitation is decreasing by natural proc-
esses as the storm ages. At the two larger radii shown, natural processes
are tending to increase the precipitation.
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Figure 26. Time-cross section of temperature departures from their values
at 2^0 hours at a radius of 25 km for experiment S~35
•
Intuitively, increasing static stability of the eyewall, decreasing
eyewall rainfall, and lateral spreading of the rain area would all seem
to favor a seeding operation under the tactics of Hypothesis II.
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Figure 27. Rainfall rates as a function of time for selected radii for
experiment S-35.
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8. SUMMARY AND CONCLUSIONS
While only a small number of experiments are described here, con-
sistent features emerge that, taken together with previous results
(Rosenthal, 1971a), appear to allow certain generalizations. Clearly
neither these calculations nor those of Rosenthal (1971a) provide support
for Hypothesis I. It is our feeling that this strategy should not be em-
ployed in future field experiments.
The calculations indicate that of the potential tactics under
Hypothesis II, a seeding operation just radially outward from the eyewall
center is optimum. This is primarily reflected in the rapidity of re-
sponse to the artificial heating rather than in ultimate reductions of
the maximum winds. The latter were more or less the same for all calcu-
lations which succeeded in building a new eyewall at a larger radius.
The experiments in which the artificial heating was applied at fairly
large radii (beyond, say, 55 km) are probably pushing a point since in
real hurricanes seedable clouds may be rather scarce in these locations.
Despite this, the response times (all other factors being equal) were
clearly greater with heating from the eyewall center outward and with
heating at relatively large radii. The latter result may well reflect
opposition to ascent due to the boundary layer "sucking" phenomenon dis-
cussed in Section 3'
The experiments clearly indicate that seeding must be continued until
a new eyewall is formed at a larger radius if significant reductions of
the maximum winds at sea level are to be achieved. On the other hand,
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continued seeding, at the same radii, beyond the time that the new eye-
wall is established does not appear to be desirable. Comparison of Ex-
periment N-5 (fig. 11) with Experiment N-^F (fig. 20) seems to indicate
that this tactic may well reduce the effect of the earlier seeding. In
all probability, the upward trend of the peak winds near the end of Ex-
periments N-*tD, N-23 and N-25 (fig. 2*0 represent this same effect.
In all successful calculations, the ultimate effect was to displace
the eyewall 10 km (one grid point) radially outward from the original
eyewall and to reduce the wind maximum at sea level by 3 to k m sec" 1 .
Variations in the radius of seeding and the rate of artificial heating
altered only the time required for these changes to take place.
Response times decreased markedly with storm age. Intuitively, this
appears to be related to an increase of the static stability of the con-
trol storm's eyewall as the model storm ages. In addition, aging of the
control storm was accompanied by a natural tendency for eyewall rainfall
to diminish and for rainfall to increase at radii just beyond the eyewall.
The increased transverse circulation which results from application
of the artificial heating tends to increase winds at relatively large
radii as inward transports of absolute angular momentum are increased.
This is not a particularly desirable feature of a modification experiment
since it may well produce adverse storm-surge effects. It also results
in an increase of 20 percent in the modified storm's kinetic energy
(Rosenthal
,
1971a) . On the other hand, we were able to show that these
increased winds are vital if the eyewall is to be reformed at a larger
radius and the maximum wind is to be reduced. It is the increased
centrifugal and coriol is forces arising from these larger winds that
prevents the inflow from reaching the original eyewall and thus forces
ascent at a larger radius.
While virtually all of the tactical variations of Hypothesis II
ultimately resulted in similar modifications of the model hurricane,
those with larger response times are clearly less likely to be effective
in a real hurricane. It thus appears that field programs conducted with
older storms, seeded just beyond the eyewall are most amenable to bene-
ficial modification. It also appears that the seeding operation should
be massive since larger heating rates clearly lead to more rapid re-
sponses of the model storm.
Since many of the numerical experiments show temporary increases of
the maximum wind during the early phases of the operation, it would ap-
pear that the policy of not seeding storms whose early landfall is pre-
dicted should be continued.
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APPENDIX
Table A.I. Characteristic parameters of the seeding simulations
Initial Seeding Rate Seeded Duration of
Exp. No. Conditions (KJ Ton*" J sec" 1 ) Radii (km) Seeding (hours)
u-k 288 hrs (s--35) 1 25, 35, 45 10
N-4D Do. Do. Do. 20
N-AF Do. Do. 35, *»5, 55 Do.
N-5 Do. Do. Do. 10
N-6 Do. 2 25, 35, 45 Do.
N-11 Do. Do. 25 20
N-12 Do. Do. 15, 25 Do.
N-13 Do. 1 45, 55, 65 Do.
N-15* Do. Do. 25, 35, 45 Do.
N-21 30^ hrs (N-4D) Do. 35, 45, 55 16
N-22 26k hrs (S-35) Do. 25, 35, 45 20
N-23 312 hrs (s--35) Do. Do. Do.
N-25 336 hrs (S-35) Do. Do. Do.
N-27 288 hrs (S -35) Do. 75, 85, 95 Do.
N-^5 Do. Do. 25, 35, 45 12
N-46 Do. Do. Do. 14
^Experiment N-15 is conducted with temporally constant values of the
coriolis and centrifugal terms in the radial equation of motion.
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THE RESPONSE OF A TROPICAL CYCLONE MODEL TO RADICAL CHANGES
IN DATA FIELDS DURING THE MATURE STAGE
Stanley L. Rosenthal and Michael S. Moss
A long-range goal of the National Hurricane Research
Laboratory is the development of numerical models capable
of skillful prediction of the track and intensity of tropical
storms. Initial data for such models will need to define
the large-scale features of the tropical atmosphere. It
will also be necessary to have data at several levels with
about 10-km horizontal resolution in the core of the storm.
In this paper, the NHRL seven- 1 evel , circularly
symmetric hurricane model is used in an attempt to define
those meteorological variables that are basic and must be
measured with such resolution and those that are secondary
and could be diagnosed through application of a skillful
numerical model. The validity of the results is dependent
on the assumption that the existing model behaves in a
manner at least qualitatively, similar to real hurricanes.
The computations are pertinent to short-range (24 hr)
prediction of the intensity of mature storms and indicate
that the tangential component of the wind as measured, or
as estimated from the gradient wind equation, is basic.
For forecasts in excess of 2k hrs, the computations tend
to indicate that the humidity field is also basic.
1. INTRODUCTION
Despite substantial progress in the design of theoretical models of
hurricanes, skillful numerical prediction for real hurricanes remains be-
yond the state of the art. A major deterrent to research on this problem
is the lack of meteorological observations over the tropical oceans.
Aside from the definition of the large-scale features of the atmosphere,
the hurricane problem will require data at several levels with about
10-km horizontal resolution within the storm core.
In view of the costs involved in the development and production of
systems to gather such data, it is of value to attempt to define those
meteorological variables that are basic and must be measured and those
that are secondary and could be diagnosed through application of skillful
numerical models. Some insight may be obtained if one is willing to
assume that the behavior of existing hurricane models is qualitatively
similar to real hurricanes.
The computations reported here are pertinent to short-range pre-
diction (2k hrs) of the intensity of mature storms. The numerical vehicle
is the NHRL seven-level, circularly symmetric hurricane model (Rosenthal,
1970a, 1970b, 1971). After a model storm reaches the mature stage,
drastic changes of temperature, humidity, tangential wind, radial wind,
vertical motion, and pressure are introduced in various combinations, and
the calculations are continued for another 2k hrs.
In experiments where the tangential wind component is retained (or
estimated by means of the gradient wind equation), the altered data fields
are restored to configurations reasonably close to the control well with-
in the 24-hr period. If the purpose of the calculations is stated to be a
skillful 24-hr prediction of maximum wind at sea level, these experiments
can be considered highly successful. On the other hand, two experiments
that contained zero guesses for the initial tangential wind were, by this
definition, complete failures.
2. REVIEW OF THE MODEL
The equations that govern the model have been presented elsewhere
(Rosenthal, 1970a, 1970b). Because certain mathematical aspects are im-
portant in the interpretation of the experiments discussed below, some
equations are reproduced in this section.
The model storm is an isolated, stationary, circularly symmetric
vortex. The vertical structure of the atmosphere is represented by seven
levels, and geometric height is the vertical coordinate. The levels cor-
respond to pressures of 1015, 900, 700, 500, 300, 200, and 100 mb in the
mean-tropical atmosphere. All variables are defined at all levels. The
primitive equations govern the horizontal motion. The hydrostatic as-
sumption is employed.
The continuity equation is simplified in the following manner. The
local rate of change of density is neglected and a cl imatological density
(a function of height alone) is used to evaluate the vertical and hori-
zontal mass flux terms. We then eliminate the external gravity wave by
demanding that the vertical integral of the horizontal mass divergence
vanish. This constraint forces the vertical integral of the radial
equation of motion to become a diagnostic equation that defines the
pressure field at sea level, given the wind and potential temperature as
a function of height and radius, consequently, the model does not allow
independent specification of the initial wind and pressure fields.
We may, therefore, write
9M = -u9M -w9M - fru +
J_
9_(?5K 9M) + JSj_ 9_ {r 3 9_(v) }, (1)
9t 9r 9z * 9z z 9z r 9r 9r r
9u = -u9u -w9u_ + M(f+ M_) -09$ + 1_ 9_ (pK 9u)
9t 9r 9z r r 2 9r p dz * dz
+ S 9_ (r 3 9_(u) }, (2)
r
2 9r 9r r
3£= - £, (3)
9z
9pw = - ]_ 9pru , (k)
9z r 3r
e<j> = c
p
T
, (6)
and
M = rv. (7)
The symbols are defined as:
r radius,
z height,
t time
,
M relative angular momentum,
u radial velocity,
v tangential velocity,
w vertical velocity,
f Coriolis parameter,
p*
- p"(z) density of a reference-tropi cal atmosphere,
K kinematic coefficient of eddy viscosity for
z
vertical mixing,
ec
F
g
P
c
p
T
R
kinematic coefficient of eddy viscosity and
conductivity for lateral mixing,
potential temperature,
specific heat capacity at constant pressure for
dry air,
acceleration of gravity,
1000 mb,
pressure,
air temperature, and
specific gas constant for air.
To eliminate the external gravity wave, we take
H
T^Udz = , (8)
where H is the height (16,621 m) of the highest information level of the
model. From equations (2) and (8),
H
p6 U dz = I p { M (f+ M ) -u3u -w3u } d;
3r 3r 3z
p{ ^H_ 3_ [r 3 3_(u)] + 1 9_(pK 3u) } dz = B. (9)
r
2 3r 3r r - 3z z 3z
o i p
By use of the hydrostatic equation (3), we obtain
rH /HrH
- 34)
p6 3^_ dz » _o_
3r 3r
p6dz p0 3H_ dz,
3r
(10)
where
fZ
H = £ dz'; (11)
z' is a dummy variable, and the subscript on (f) denotes a sea-level value
From equations (9), (10), and (11) we see that
fH
^o = B + o
9r
p9—
-dz
or
H _
pedz
In the computational process, $ Q is calculated by numerical integra-
tion of (12) over radius, given the boundary condition that the sea-level
pressure at the outer limit of the computational domain is 1015 mb . The
remaining values of 4> are then obtained through vertical integration of
the hydrostatic equation (3).
The thermodynamic equation is written,
99 = -u96_ -w90 + fp ^H_ 9_ (r-jp) + Q , (13)
9t 9r 9z r <p 9r
r
<j>
where Q. is the diabatic heating per unit time and mass produced by latent
heat of condensation.
Through a generalization of the procedure suggested by Kuo (1965),
the model simulates convective precipitation (and the macroscale heating
caused by this latent heat release) and the enrichment of the macroscale
humidity caused by the presence of the cumuli. Convection may originate
in any layer, provided that the layer has a water-vapor supply from
horizontal convergence and that conditional instability exists for par-
cels lifted from the layer. Nonconvect i ve precipitation is also simu-
lated. Details are given by Rosenthal (1970a).
The prediction of specific humidity is fairly complex and will not
be discussed here. Again, the reader concerned with details should con-
sult Rosenthal (1970a) .
Time derivatives are estimated by forward differences, except in the
case of specific humidity where a Matsuno (1966) type integration is em-
ployed. Advective derivatives are calculated by the upstream method,
except for the case of humidity where a conservation form of the equations
is used. All nonadvective space derivatives are calculated as centered
di fferences
.
The drag coefficient is represented by Deacon's empirical relation-
ship (Roll, 1965, p. 160) and is a linear function of surface wind speed.
The sensible and latent heat fluxes at the sea surface are calculated by
the bulk aerodynamic equations, and the surface drag is represented by the
usual quadratic stress law. The exchange coefficients for sensible and
latent heat are equal to the drag coefficient. The turbulent flux con-
vergences that appear in the thermodynamic and water-vapor continuity
equations are evaluated through the assumption that the fluxes have a
linear variation over height and are zero at and above the height of the
900-mb level. This is based on the assumption that at 900 mb and above,
fluxes produced by small-scale turbulence are insignificant in comparison
to those produced by cumulus-scale motions.
The sea temperature is an external parameter and is taken 2°C
greater than the initial sea-level air temperature (the latter is ini-
tially horizontally uniform). Since the sea-level air temperature varies
with time according to the thermodynamic equation, the air-sea tempera-
ture difference varies both with radius and time as the model hurricane
evol ves.
Radial resolution is 10 km, and the time step is 2 minutes. A
lateral mixing coefficient of 2.5 x 10 3 m2
nostic variables.
sec -1 is used for all prog-
In the experiments discussed here, the radial limit of the computa-
tional domain is bkO km. The system is open at the lateral boundary.
The lateral boundary conditions require the relative vorticity and hori-
zontal divergence to vanish. In addition, the radial derivatives of po-
tential temperature and specific humidity are also required to vanish.
3. RESULTS AND DISCUSSION
The control experiment (denoted by S~35) has been discussed in
previous publications (Rosenthal, 1971; Rosenthal and Moss, 1971); a
history of its intensity is shown by figure 1. Table 1 provides a list
of the new experiments and describes their essential characteristics.
These calculations begin at 288 hrs of S~35 and continue for 2k hrs
.
144 240
TIME (HOURS)
336
Figure 1. Summary of the control experiment (S-35) • Maximum wind
at sea level as a function of time.
Table 1. List of Experiments and Changes in Data Fields."
Exp
No.
Tan
Wind
Radial
Wind
Vert
Motion
Potential Relative
Temperature Humidity
Dependent variables
retained from control
1 set to
zero
set to
zero
set to
zero
none set to mean
tropical
6
2 none Do. Do. Do. Do. 0, v
3 gradient
wind
Do. Do. Do. Do. e, <$>
3A Do. Do. Do. Do. none e, <j>, q l
k none none none Do. set to mean
tropi cal
e, <j>, v, u, w
5 set to
zero
Do. Do. Do. none u, w, e, q
6 none set to
zero
set to
zero
set to
mean
tropi cal
set to mean
tropi cal
V
l The symbol "q" is the specific humidity.
"Introduced at 288 hr of the control experiment. The last column of the
table lists those dependent variables that at 288 hr are same as in the
control. Symbols are defined in section 2 of the text.
Experiments 1 and 5, where the tangential winds were initially zero,
were unable to generate tangential winds greater than a few m sec -1 . In
both cases, the characteristic-thermal structure of the hurricane was
destroyed during the first few hours of calculation. The remaining ex-
periments provided model storms that adjusted fairly rapidly to configu-
rations reasonably close to the control. This is partially illustrated
by figure 2, where the maximum winds at sea level are shown for experiments
2, 3, 3A, k, and 6.
Interpretation of experiments 1, 5, and 6 in terms of a classical
wind-pressure adjustment problem is probably not valid. The drag co-
efficient and the analogous coefficients that control the air-sea ex-
changes of latent and sensible heat are represented by a linear function
of wind speed at sea level (Rosenthal, 1971). In the core of the storm,
the coefficients for experiments 1 and 5 are initially less than
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Figure 2. Comparisons of maximum wind at sea level for experiments
2,3, 3A, k and 6 with the control experiment (S~35)
•
50 percent of the values found for the control experiment. Surface
drag, evaporation, and air-sea exchange of sensible heat consequently
are all much smaller at 288 hrs than in either the control or the other
experiments listed by table 1. Previous experiments with physical
explanations of these results (Rosenthal, 1971) have shown that
reductions of this magnitude in these exchange processes during the
mature state of the model storm lead to rapid decay.
The ini t ial -pressure fields for experiments 1 and 5 are also strong-
ly modified when the tangential wind is set to zero. The vertical shear
of the pressure gradient (4^- 4f) is unaltered, since the field of 9 is re-
tained; see (3). The term B (defined by equation (9)) that appears in
the numerator of equation (12) is initially zero for experiment 1 and is
extremely small for experiment 5. Consequently, the overall pressure
drop (at sea level) between the storm periphery and the storm center is
initially less than two thirds of that for the control.
In experiment 1, despite the reduced pressure-gradient force at low
levels, the absence of centrifugal and coriolis effects allows a deep
(extending upward to 500 mb) inflow layer to develop very rapidly and to
penetrate the vortex center. At the center, vertical motions of 3 m sec
-1
are present after only one time step, and the attendant adiabatic cooling
produces temperature drops of up to 6°C. The characteristic thermal
structure of the hurricane is completely destroyed within 3 hrs.
In experiment 5, where the transverse circulation of the control is
retained, the strongest radial winds are accelerated during the first few
time steps despite the reduction of pressure gradient force. This, again,
is a reflection of the absence of centrifugal and coriolis forces. In a
fashion similar to experiment 1, the inflow layer becomes quite deep, and
inflow reaches the storm center. After the first-time step, 7 m sec" 1
vertical motions are present at the storm center. The decay of the
thermal pattern is similar to that of experiment 1.
The development of deep inflow layers in these two experiments is in
contrast to the shallow inflow layer associated with the control storm
(see Rosenthal and Moss, 1971) and is also attributable to centrifugal
and coriolis effects. In the control, the strong tangential winds provide
a rotational ly stable system in such a way that inflow with approximate
conservation of absolute angular momentum is not possible. Consequently,
strong inflow occurs only near the ocean surface where frictional loss of
angular momentum is large. In experiments 1 and 5, however, the absence
of this rotational stability allows inflow without significant friction
and thus allows the development of deeper inflow layers.
Since, in experiment 5, the transverse circulation of the control
was retained in the initial conditions, it is of interest to inquire why
inward transport of absolute angular momentum did not restore the tangen-
tial wind field quickly enough to prevent the destruction of the system
by the mechanisms described in the previous paragraphs. The local effect
produced by inward transport of absolute angular momentum, in the absence
of a tangential wind, is, from equation (l),
9v = -fu. (1*0
8t
The time scale (t^ to produce v « 50 m sec" 1 with u « 20 m sec" 1 and
f = 5 x 10~ 5 sec"i is then
Tj ~ 50 m sec
"
1
= 5 x 10" sec - 10 hrs.
5x10-5 sec _1 x20 m sec" 1 (15)
As we have already seen, the storm's thermal structure was destroyed
within 3 hrs, and, in turn, the pressure field required to sustain the
transverse circulation was destroyed in a period of time substantially
smal ler than t, .
Experiments 3 and 3A discard the transverse circulation of the con-
trol and estimate the i ni tial -tangential wind from a gradient balance.
The potential temperature of the control storm is retained. Examination
of equations (2), (9), (12), and (3) reveals that the pressure field at the
initial instant (288 hr) is identical to that of the control. Indeed,
these two experiments are the only ones of the group listed by table 1
that initially have the same pressure field as the control.
In both of these experiments, inflow velocities of about 2 m sec" 1
develop in the boundary layer after only two time steps (k min) , and these
inflow components exceed 18 m sec
-1
after 3 hr of calculation. The
transverse circulation is able to develop so rapidly because of the effi-
ciency of surface drag in reducing boundary- layer winds to subgradient
values. The calculations presented in the next few paragraphs verify
this.
A typical hurricane produced by our model shows the pressure-gradient
force in the boundary layer to be 10 to 15 percent stronger than the sum
of the centrifugal and coriolis forces (Rosenthal, 1 969) . Near the wind
maximum (20-km radius)
,
a 50 m sec x gradient wind would have to be re-
duced by Av % -2.5 m sec x to provide a 10-percent imbalance of the type
cited above. Now, the response of the boundary layer tangential wind to
surface drag may be approximated by
3v ^_ Cl V| v
37 ~ Az (16)
where C is the drag coefficient and Az « 1000 m. The time scale (t 2 ) for
surface drag to provide Av = -2.5 m sec -i is
t 2 ~ [Av|Az
C|?|v 07)
With C - 3 x 10" 3 and |v| = v = 50 m sec" 1
,
t 2 - 300 sec; (18)
hence, a 10-percent imbalance can be produced in two to three time
steps.
Next, we seek the time scale (t»») required to produce u w -20 m sec" 1
at r = 20 km provided that a 10-percent imbalance exists between pressure
10
gradient forces and the sum of centrifugal and coriolis forces. Since at
this radius with v « 50 m sec -1 , the coriolis term is negligible,
3t ~ 10
K
r ' . (19)
Then
,
!„ 10 |Au 1
r
^ 1000 - 2000 sec.
v
2 (20)
Finally, we will show that t^ is small compared to the time scale
(t ) for complete destruction of the v-field by surface drag. From (16)
,
T 3 _ vAz
CJVlv (21)
,-v.
Wi th v = | V| = 50 m sec" 1 and the same values for C and Az as those used
above,
t ~ 6000 - 7000 sec. (22)
3
These calculations not only explain the rapid development of trans-
verse circulation but, also, by comparison of t^ and t
x
provide further
understanding of the success of experiments 3 and 3A and failure of
experiments 1 and 5.
The decrease in maximum wind (fig. 2) observed during the first
3 hr of experiments 2, 3, *, and 6 is attributable not only to the elimi-
nation of the transverse circulation but also to the drier atmosphere
that results from setting the initial relative humidity to values
appropriate to the mean tropical atmosphere. This may be verified by
comparison of experiment k with the control and by comparison of experi-
ments 3 and 3A.
Figure 2 also shows that of the five successful experiments, experi-
ment 6 (where the least initial information was retained) required the
longest time to return to a state close to that of the control
.
The root-mean-square-differences (RMSD) between the tangential and
radial wind components of experiments 2, 3, 3A, A, and 6 and those of the
control are shown by figures 3, b, 5, 6, and 7- These are calculated over
the entire computational domain and are presented as functions of time.
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While figure 2 presents, perhaps, an overly optimistic picture of the
results, the RMSD appear to give an overly pessimistic view. This is
particularly true with regard to experiments 2, k, and 6, where the struc-
tural features are fairly similar to those of the control even at 312 hr.
On the other hand, the RMSD indicate that longer term integrations
with experiments 2, k, and 6 probably would have shown substantial de-
partures from the control. It should be noted that experiment 3A shows
the smallest RMSD at 312 hr and is the only calculation where RMSD are
still decreasing at the end of the experiment.
Figure 8 compares the thermal structure of the control with that of
experiment 6 at 312 hr. As pointed out earlier, of the five successful
experiments, experiment 6 provides the poorest results. Also, as indi-
cated by figures 2 and 7, 312 hr is well after the closest approach of
experiment 6 to the control. In view of these circumstances and because
experiment 6 was initialized with the thermal structure of the mean
tropical atmosphere, the resemblance of the two patterns shown by figure
8 is rather remarkable.
The radial velocities from experiment 3 and the control at 23k hr
are compared in figure 9-
,
Since experiment 3 was initialized with a
zero transverse circulation at 288 hr, the resemblance to the control at
29^ hr is also quite impressive.
Figure 10 shows the sea-level wind profile for experiment 3A and the
control at 288 and 291 hr. At 29^ hr (not shown), these profiles can-
not be distinguished from each other on the scale used to plot figure 10.
At 288 hr, the winds for 3A exceed those of the control at the larger
radii. This is a reflection of the subgradient status of the boundary-
layer tangential winds in the control. Near the wind maximum, the con-
trol winds exceed those of experiment 3A. This is caused by the contri-
bution of relatively large radial wind components to the total wind.
Had the tangential wind been plotted rather than the total wind, experi-
ment 3A would have shown larger winds at all radii at 288 hr.
16
k. SUMMARY
We do not plan to draw any firm conclusions from this limited set of
experiments. Aside from the highly idealized nature of the model, the
fact that all computations utilize the same control and that the latter
was, for all practical purposes, in a steady state during the experimental
period precludes such conclusions.
It does, however, appear that the tangential component of the wind,
either as observed or as estimated from the pressure field, must be known
from observations for skillful short-range prediction of hurricane inten-
sity. While the gradient wind seemed to provide a better initial condi-
tion than the actual tangential wind in these computations, we are cer-
tainly not sure that such would even be the case with another model much
less than with the real atmosphere.
Accurate determination of the field of specific humidity is indica-
ted to be of importance for very short range forecasts (3 to 6 hr) and
for longer range forecasts (in excess of 2k hr) . This is indicated by
comparisons between experiment k and the control and by comparison of
experiments 3 and 3A.
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AEROSOL SAMPLING AND DATA ANALYSIS
WITH THE NCAR COUNTER
by
William D. Scott
Cloud Physicist
National Hurricane Research Laboratory
ESSA Adjunct Professor
University of Miami
INTRODUCTION
In the latter part of 1968, B.F. Ryan and I
found that the counts from the NCAR Counter increased
markedly with the onset of rainfall (Ryan and Scott,
1969). The tentative explanation for this was that
ice nuclei were concentrated near the rain envelope.
It is possible that they were scavenged by the rain-
fall. Alternately, perhaps, the Bergeron precipita-
tion mechanism was operating and we measured the
particles responsible for the precipitation growth.
The smaller raindrops presumably had evaoorated and
left the observed large concentration of particles.
In any case, it was desirable to continue the
measurements and try to obtain an estimate of the
number of ice nuclei in the raindrops. For this pur-
pose, a differential sampling technique was devised.
The raindrops were nebulized and evaDorated; then the
counts obtained from air containing the residual solid
particles were compared with the counts from the air
alone. Before long it was apparent that there was an
increase in count due to the rainfall. But, surpris-
ingly, this increase sometimes occurred without
rainfall (see Scott et aJL , 1969).
An explanation for this effect is difficult but
it was probably associated with the orientation of
the sampling systems and the containment of the out-
side air in the drop dispersing chamber. It may
indicate that ice nuclei are occasionally large par-
ticles or that their activity is altered while in a
closed chamber.
My object in coming to the Workshop is to look
in detail at the effects of the sampling system on
the count from an NCAR Counter. In support of this
objective, an electronic analyzing system has been
developed to analyze the output of the acoustical
sensor and gain a maximum of information from the
counter. Of course, these data may add to our knowl-
edge of ice nuclei
.
In particular, I hope to answer these questions:
1) Are a Substantial number of natural ice
nuclei large particles? Are nuclei deactivated during
sampling? If so, the Workshop participants measuring
natural ice nuclei should take care in their sampling
procedures and in applying their results to the
natural aerosol
.
2) Does a multiplication of ice crystals or a
recycling of particles occur in the NCAR Counter?
It may be possible to answer these questions by
close examination of the pulse height spectra and
time lag spectra of the acoustical pulses.
SAMPLING
Samples of the natural aerosol in Fort Collins
(designated "outside") will be taken directly from a
vertical, V 2 inch aluminum tube 20 feet long which
sticks approximately 12 feet above the roof of the
Atmospheric Simulation Laboratory. As time permits,
samples will be taken from the sampling duct (desig-
nated "duct").
Fig. 1. Apparatus.
A photograph of the apparatus is shown in Fig. 1
The entire saraplinq system is shown in Fig. 2.
Both tubes enter directly into the top of the cold
chamber of the NCAR Counter. The sampling rate is
10 1/min. Humid air with a salt aerosol is added to
the sample air at a rate Of 5 1/min. The air is
humidified by bubbling in water at a temperature of
approximately 86°F. Valves b, c, and d are pinch
clamps; valve a is a sleeve and rubber cork. Alter-
nately either a and b are opened (c and d are
closed) or a and b are closed (c and d are
opened)
.
ANALYZING THE ACOUSTICAL PULSES
The pulses are recorded individually on a strip
chart recorder using a peak sample and hold amplifier.
The schematic diagram of the amplifier is shown in
Fig. 3. Figure 4 is a picture of the amplifier. It
is contained entirely within a small aluminum box
attached directly to a 110 V.A.C. power plug.
20 ft. length
of iV, Inch
aluminum tubing
OUMP
10 ft. lengths of 1 inch
amber rubber tubing.
OUCT
Fig. 2. Diagram of the sampling system.
The amplifier is tuned to a frequency erf 2500 Hj
and has a voltage gain of 250 at that frequency. The
output of the microphone sensor on the NCAR Counter
is a damped harmonic signal of approximately 2500 Hz.
The final stage is coupled to a peak-sample-and-hold
circuit that automatically holds pulses of amplitude
greater than 0.5 volts. The circuit is designed so
that high frequency electronic noise merely raises
the voltage threshold and hence has a minimum effect
on the recording of the pulses.
An example of the readout of the amplifier is
shown in Fig. 5. Bunching of the Dulses as shown
creates errors and small signals are not recorded
immediately following larger ones. Also, the circuit
is not entirely linear. Nevertheless, for counts
less than 10 per minute, the amplitudes of the pulses
are reproduced to better than 20%.
TYPICAL RESULTS
The pulse heights and the times between pulses
are measured, tallied and plotted as a function of
their relative frequency of occurrence. Figures 6a
and 6b show some results.
It is interesting that the histogram of Fig. 6a
is b i modal . As a result, the average time between
pulses is not the most frequent.
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Fig. 3. Ice nuclei pulse holding amplifier. All
resistors are 10%, \ watt; capacitors 10%,
except components in the twin "T" filter
which are matched to 1%. Gain = 250 +20%
at the tuned frequency of 2500 Hz.
Fig. 4. Picture of the amplifier.
Fig. 5. Output pulses from the amplifier.
0.4
Z ° 3
< 0.2
0.1
Average Tim* Between
Pulses = 72 Se©
10 15
SECONDS
(a)
4 6
MILLIVOLTS
8
(b)
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symposium on the measurements of cloud elements
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The Symposium on the Measurement of Cloud Elements
was held 10-11 June at the Department of Geophysical
Sciences, University of Chicago. Prof. Robert G. Knol-
lenberg of the University of Chicago hosted the meeting,
while Dr. William D. Scott of the National Hurricane
Research Laboratory, NOAA, and the University of
Miami, was the program chairman. The meeting was
entirely informal and held with the objectives of improv-
ing our measurements of cloud elements and, perhaps,
the planning of a workshop to accomplish this. Ap-
proximately 24 persons were in attendance.
The program started at 9:00 a.m. Thursday, 10 June,
with a session "The need for measuring cloud elements"
in which Dr. E. Danielsen of NCAR presented a paper
"Simulated hail growth and radar observations in a
cloud model." Following his paper, Dr. William R.
Cotton of the Experimental Meteorology Laboratory,
NOAA, and the University of Miami presented a paper
"The need for broad spectrum, multiphase cloud parti-
cle samples for verification of numerical models."
The papers emphasized the need for close correspon-
dence in time and space between measured quantities,
the need for complte thermodynamic soundings in near
time and space, as well as detailed case studies. Progress
in our cloud measurement capability in the past 17
years has been minimal and is certainly limiting the
development of improved cloud models. Of major im-
portance at this time are instruments with appropriate
sampling characteristics in the intermediate range, (50-
250^) in the raindrop sizes, and for measuring ice
crystals.
The next session was entitled "Instruments in use,
their characteristics, reliability and faults." Prof. Ros-
coe R. Braham of the Department of Geophysical Sci-
ences, University of Chicago, spoke on "A summary of
particle measuring techniques at the University of Chi-
cago." Then Robert E. Ruskin of the Naval Research
Laboratory discussed "Our experiences in the measure-
ments of cloud elements"; Don Takeuchi, Meteorology
Research Inc., Altadena, Calif., "MRI experience in the
measurement of cloud hydrometeors"; Dr. Robert M.
Cunningham, AFCRL, Bedford, Mass., "CRL expe-
rience in airborne instrumentation."
It appears that all the instruments in current use
have grave failings: one of the worst of these being the
data reduction problem. Nevertheless, in our opera-
tional programs we would do well to accept them as
they are and attempt to utilize the limited information
that they supply. Assorted comparisons between instru-
ments on different aircraft in flight, and aircraft in
flight with ground-based instruments indicate that al-
though such comparisons can be made, the small scale
variability in the atmosphere puts a limit on such com-
parisons and requires that the measurements be made
in near time and space.
The session lasted on into the afternoon of 10 June
and was followed by a session "Instruments in develop-
ment." In this session Dr. Thomas Kyle of NCAR spoke
on "Extinction measurements of single particles"; Dr.
Robert T. Ryan of A. D. Little, Inc., Cambridge, Mass.,
"Cloud microstructure as determined by an optical
cloud particle spectrometer"; Dr. James E. Dye of
NCAR, "Some in-cloud measurements with an electro-
static cloud droplet probe"; foe Sutherland of Weather
889
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Science, Inc., Norman, Okla., "An impact transducer
method of measuring raindrop spectra"; Prof. Robert G.
Knollenberg of the Department of Geophysical Sciences,
University of Chicago, "The measurement of cloud and
precipitation particles spectra using an optical array and
extinction instrument." The session ended late (about
8:00 p.m.) willi Prof. Knollenberg demonstrating his
instruments.
At 9:00 a.m. Friday the session continued with Rich-
ard Nelson of SUNY at Albany, N. Y., speaking on "The
design, construction, and testing of a raindrop record-
ing dropsonde"; Prof. Warren Ketcham of the Meteorol-
ogy Department, University of Utah, "Optical character
recognition techniques for measuring cloud droplets";
Dr. fames E. Dye spoke for Dr. Theodore Cannon of
NCAR on "A camera for photographing airborne atmo-
spheric particles"; Dr. Williom D. Scott of the NHRL,
NOAA, and the University of Miami "The measure-
ment of ice with the Mee Industries Ice Particle
Counter"; Robert Ruskin of the Naval Research Lab-
oratory spoke on "Use of a transmissometer in conjunc-
tion with measurements of liquid water to determine
average drop size and number" and "Forward-to-back
scattering ratios as a method of ice detection." Then
Loren Nelson of AFCRL spoke on "Holographic dis-
trometer for cloud particulates." Just after lunch Dave
Culnan of the Bureau of Reclamation, Denver, spoke
on "Remote sensing of cloud elements."
Instruments for the real time measurement of the sizes
of cloud droplets are available, have undergone prelim-
inary calibration, and are operational. Similar opera-
tional instruments are not yet available, however, for
the measurement of either raindrops or ice crystals al-
though prototype units are under development. Only
one of these instruments (a device being tested by Dr.
R. Cunningham) currently has the capability of gath-
ering a large enough sample of raindrops to have reso-
lution over a 100 m path. No instruments are presently
available (hat gather a sufficient quantity of hydrome-
teors and at the same time have sufficient resolution in
the intermediate range 50-250/*. The limited ranges of
both t lie older and newer aircraft instruments suggests
that three instruments will probably be required to
sample the entire cloud droplet-raindrop range. How-
ever, Prof. Knollenberg has developed a device for use
on a Venus probe that is a combination of three instru-
ments which may be capable of operation over a large
portion of the entire range.
As instruments with real time measuring capabilities
become operational, it will probably be necessary to
have devices which have little or no operational capa-
bility to be used for the calibration of instruments as
intermediate calibration standards. The current instru-
mentation may be able to operate partially in this ca-
pacity. It may be required, however, that all direct mea-
surements of particles be relegated to the role of stan-
dardization and used to calibrate remote sensors which
can accommodate the enormous sampling requirements.
After the discussion of the instruments being devel-
oped was a hrief session to summarize our sampling and
instrument needs in the various size ranges. The group
then decided that there was both a sufficient need and
a sufficient number of operational instruments to hold
a minimal workshop to compare instruments for mea-
suring cloud droplets with due consideration for the
comments made by the members of the Cloud Physics
Committee (read by Dr. R. Cunningham). A discussion
of the support facilities followed by Dr. W. D. Scott
representing E. Zelezny in a discussion of the possible
use of the Army Natick Laboratories as a test facility.
This was followed by a talk by Richard Smith of Eglin
AFB entitled "The Climatic Laboratories' facilities test
capabilities at Eglin AFB"; Howard A. Friedman of
RFF, NOAA, Miami, "RFF airborne platform capabili-
ties for cloud physics measurements"; Dr. R. Cunning-
ham discussed "The pros and cons of using AFCRL's
C-130 as a test platform"; Dr. Ulrich Katz of Cornell
Aeronautical Laboratory, Inc., Chooktowago, N. Y.,
spoke on "The CAL environmental chamber." Follow-
ing this, a list of available facilities for testing was
prepared.
In closing, the group as a whole recommended:
1) A workshop to test three of the promising instru-
ments for the measurement of cloud droplets be
held, perhaps, early next year at Cornell Aero-
nautical Laboratory. The instruments and the test
facilities should be extended to cover droplets of
as large a size as possible. At least one instrument
should be capable of airborne operation for future
aircraft testing.
2) A plan for the testing of three of four instruments
for operation on aircraft during the NOAA Ex-
perimental Meteorology Laboratory-Naval Research
Laboratory Cloud Physics Program in May 1972,
should be considered. This would include on-
ground testing of the instruments on board the
RFF DC-6 and the NRL/Environmental Chamber.
Pods would be acquired and supplied to the scien-
tists for installation of their instruments. The pods
would then be shipped to Miami and fitted to the
aircraft.
3) A program for high-speed testing of the instru-
ments should be initiated in the near future. Per-
haps testing at the Air Force Arnold Test Center
will be possible There is a real need at the present
time for a facility capable of testing the instruments
and, specifically, supplying the sample detail and
aircraft effects appropriate to real in-cloud mea-
surements.
4) Adequate comparisons of instruments for the mea-
surement of raindrops and ice crystals cannot be
made at present. There are too few instruments
and they cannot be considered operational because
of data handling problems.
The meeting adjourned at about 5:00 p.m., 11 June.
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Whether a hurricane is notable and should be remembered depends upon many things.
The selections in this rubl ; cation are limited to those which have made landfall
in the United States or have been near misses. Also, most of them were major,
extreme, or great hurricanes; these adjectives usually refer to intensity as de-
termined b\ the maximum wind or the sea-level pressure within the eye. Some
hurricanes were "Great 11 while at sea but reached land with considerably diminished
intensity. Connie was classified as "Great" at sea but is classified here as
"Major" because of its diminished intensity as it reached the coast. On the other
hand, some wh ; ch did not have particularly low pressures or high winds were devas-
tating because of flooding. Most notable in this category was Diane 1955- For
these reasons the criteria used to determine the memorable hurricanes of this
century were not rigid and have been omitted here.
The data on each map should be considered extremes. Needless to say, some are
subject to contradiction deoending uoon what source or reference one consults.
For the most part, the data were drawn from the Monthly Weather Review articles;
from the Publication "Hurricanes and Tropical Storms in the Gulf of Mexico,"
Weather Service Forecast Office, New Orleans; Atlantic Hurricanes by Dunn and
Miller; and Hurricanes by Tannehill. Tracks th rough 1963 are from Weather Bureau
Technical Paper No. 55, by Cry, and from Monthly Weather Review thereafter, but
the varying intensities along the tracks have been omitted. Revision of the track
and data of the hurricane of September 22-0ctober k, 1929, was made possible through
a studv by Mr. Pierce S. Rosenberg, Atlantic Underseas Test and Evaluation Center,
West Palm Beach, Florida. Additional information on tides in the Great Atlantic
Hurricane of 19^ was supplied by Mr. R. E. Lynde, Weather Service Forecast Office,
Boston, Massachusetts, and Mr. George Moore, National Ocean Survey, Rockville,
Marvl and.
Table 1, listing the greatest United States hurricanes of all times, has been re-
vised in this edition in accordance with figures supplied by NOAA's National
Climatic Center. Dollar estimates have not been adjusted for inflation. It is
also quite obvious that damage figures have increased and will continue to do so
as the population and industry increase, especially along the coastal areas.
2.
It is hoped that this paper will serve as a ready reference, as a cl i matol og ical
aid in forecasting, for speeches, and for preparedness conferences.
We are grateful to Mrs. Li lias Wilson, Miss Wend^ Searle, and Ashbv Andrews,
National Hurricane Center, for the typing and clerical help, and to John Lundblad
and Glenn Frye, University of Miami student trainees at the National Hurricane
Research Laboratory, for assistance with drafting.
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Many lives lost in <f
marine casualties
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21 lives were lost in
South Carolina
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I 17, lives were lost in
4V . "{North Carolina
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TIDES ( FEET)
:
i. 10.0-12.0 Pass Christian,
Mississippi
2. 10.0 Waveland, Mississippi
2,000 lives were lost in
Louisiana
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100 mph winds at %•
Pensacola, Florida
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Tide 10. feet Cedar Key, Florida
IQ'J lives lost in Florida
16 lives lost in Middle Atlantic
States
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Tide 10.8 feet at
Fernandina Beach, Florida
179 lives were lost in Georgia.
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All in Galveston, Texas.
Tide 20.0 feet
ressure 27.64 inches
6,000 lives were lost
Damagi- was <30,000,000,
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TIDES ( FEET)
:
1, 12.0-15.0 Coden, Alabama
2, 12.0 Bayou Grande ' Pensacola)
Florida
3, 10 .0 Pensacola Bay, Florida
MAJOR HURRICANE SEPT. 19-29. 19"oTj
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TIDES ( FEET)
:
1. 15.0 Timbalier Bay,
2. 8.0-12.0 Mississippi
3. 6.0-10.0 Southeaster
Louisiana
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PRESSURE ( INCHES) :
1. 28.26 Knights Kev, Florida
2. ?8.36 Sand Key, Florida
3. 28. ".2 Key West, Florida
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Tide 11.9 feet, Mobile, Alabama
WINDS (MPH) :
MAJOR HURRICANE JUNE 29 - JULY 10 , 1916J
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Texas
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WINDS (MPH)
:
1. 115 gusts to 128 at
Mobile, Alabama
2. 120 at Pensacola, Florida
Pressure 28,76 inches at
Pensacola. Florida
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Tide 7.8 Feet
> Fcrt Barancas, Florida
Wind 103 gusts to 125 mph
' Pensacola, Florida
- Pressure 28.51 inch?s at
' Pensacola, Florida
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TIDES (FEET): (ALL IN TEXAS)
1. 16,0 Corpus Christ
i
2. 13.0 Carancahum
3. 12.0 Ingleside
Ik[GREAT HURRICANE SEPT. 2 - 15 , 191 9]
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1. $20,270,000 Corpus Christx,
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TIDES '. FEET)
:
1. 10.0-15.0 Terre Bonne Parish,
Louisiana
2. 10.0 Timbalier and Golden Meadow,
Louisiana
Pressure 2S.31 inches at
Houma, Louisiana
25 lives were losf
,4 Damage was $4,000,000
MAJOR HURRICANE AUG. 22 - 27
, 1926]
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TIDES (FEET):
1. 13.2 Dinner Key (Miami)
Florida
2. 12.0-15.0 Ft. Pierce, Florida
3. 12.0 Punta Rassa, Florida
4. 11.7 Miami Beach, Florida
5. 10.9 Miami River, Florida
10.5 North Miami Beach, Florida
10.2 South Miami Beach, Florida
9.4 Pensacola, Florida
8.4 Biscayne Bay, Florida
8.0 Biloxi, Mississippi
8.0 Upper Biscayne Bay,
Florida
7.0 Moore Haven, Florida
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11.
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GREAT HURRICANE SEPT. ii-22
WINDS (MHO:
1. 138 Miami, Florida
2. 116 Pensacola, Florida
PRESSURE (INCHES):
1. 27.61 Miami, Florida
2. 28.05 Punta Rassa, Florida
3. 28.14 Ft. Myers, Florida
4. 28.20 Pc-dido Beach, Alabama
5. 28.56 Pensacola, Florida
6. 28.76 Mobile, Alabama
243 lives were lost in Florida
Damage was $112,000,000
125° 120° U5 C 110° 105° 100° 95° 90° 85° 90° 75° 70° 65° 60° 55° 50° 45° 40° 35° 30° 25° 20° 15°
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TIDES (FEET):
1. 9.8 Palm Beach, Florida
2. 7.0 Moore Haven, Florida
WINDS (MPH):
1. 160 Puerto Rico
2. 100 Nassau, Bahamas
3. 90 Ft. Pierce, Florida
' ) k
GREAT HURRICANE SEPT. 6-20,18
Matura p^
eloupe, West Indies 5
PRESSURE (INCHES);
1. 27.43 W. Palm Beach, Florida
2. 27.50 S.S.
3. 27.76 Guad ..
4. 2S.08 Nassau, Bahamas f",
¥
LIVES LOST:
1. 1836 Florida
2. 300 Puerto Rico
DAMAGE:
1. $26,235,000 in U. S.
?.. 50,000,000 in Puerto Rico
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GREAT HURRICANE AUG. 31 -SEPT. 7,19331WINDS ( Mi'll):
l e 140 Eleuthera, Bahamas
2. 125 Jupiter, Florida
Pressure 27„9tS inches
Jupiter, Florida
125° 120° 115° 110° 105° 100° 95° 90* 93° 60° 75° 7C° 65° 80° 55° 80° 45" 40° 35° 10° 25° 20° 15° 10° 5° W 0°f 5° 10°
KT1GREAT HURRICANE "LABOR DAY" AUG.29-SEPT. 10, 19 3 5j
Tide 15-20 feet EST
Long Key, Florida
Wind 200 mph (est.) Keys, Florida
Pressure 26.35 inches Lower
Matecumbe Key, Florida
408 lives were lost
Damage was $6,000,000
70° 65° 60° 55° 50° 45° 35° R.LX. 30" J.G.L.
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Wind 75 raph Miami, Florida
PRESSURE (INCHES):
1, 28.46 S.S. Queen of Bermuda
2. 28.73 Miami, Florida
19 lives lost in Florida and
Bahamas
125° 120° 115° HO" 105° 100° 95° 9Q° B5° 80° 75° 70° €5° 60° 55° 50° 45° 40° 35° 10° 2 5° 20° 15° 10° 5° W 0°f 5° 10'
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Wind 80 mph Cape Hatter as,
North Carolina
2 lives lost
Damage was $1,600,000
JThis hurricane was extreme just
>ffshore).
[MAJOR HURRICA NE SEPT. 8-25 ,19 36]
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v 1 {GREAT HURRICANE "NEW ENGLAND" SEPT. 10- 2 2 , 193 8 .
" h
nasa! . : •<
Tide 1.5-25 Peet
Providence, Rhode Island
WIND) (MPH):
1, 136 Mt. Washington,
New Hampshire
2. 121 gusts to 186
Milton, Massachusetts
PRESSURE (INCHES):
1. 27 94 Heliport Coast Guard
2. 28.04 Hartford, Connecticut
3. 28.11 New Haven, Connecticut
35° R.L.C. 30° J.G.L.
33° 30° 2 3° 20° 15°
TIDES ( FEET) i
1. 14.5 Jennings, Mer
River, Louisiana
2. 14.3 Abbeville, Vermi
River, Louisiana
3. 10.1 Ft. Bridge Juncti
Calcasieu Riv
^HURRICANE AUG. 2-10, 1940|,
WINDS (MPH):
1. 82 Port Arthur, Texas
2. 80 Cameron, Louisiana
3. 70 Sabine, Texas
PRESSURE (INCHES):
1. 28.70 Sabine, Texas
2. 28.87 Port Arthur, Texas
35° R.L.C. 30° J.G.L.
125° 120° 115° 110° 105° 100° 95° 90° 95° 90° 75° 70° 65° 60c 55° 50" 45" 40° 35° 30° 25° 20° 15° 10° 5° » 0°f 5° 10
TIDES ( FEET)
:
1. 8.0 Panacea, Florida
2. 8.0 St. Marks, Florida
WINDS (MPH)
:
1. 123 Dinner Key (Miami)
Florida
2. 102 Nassau, Bahamas
3. 75 Carabelle, Florida
Pressure 28.48 Cat Island,
Bahamas
5 lives lost
Damage was $675,000
AJOR HURRICANE OCT. 3-14,1941]
60" S5° 45° 40°
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MAJOR HURRICANE AUG 21-31
,
1942
t i- ar
ALL IN TEXAS
TIDES ( FEET)
:
1. 14.7 Matagorda
2. 13.8 Port O'Connor
3. 12.4 Magnolia Beach
4. 9.2 Port Lavaca
WINDS (MPH):
1. 120 EST Pot i Lavaca
2. 115 Sea Drift
3. 110 Matagorda
4„ 85 Palacios
5. 80 Coast Guard Port O'Connor
PRESSURE (INCHES);
1. 28„10 Sea Drift
2. 28.21 Coast Guard Port O'Connor
3. 28.46 Port Lavaca
4. 28.80 Palacios
lives were lost
Damage was $26,500,000
J
35° R.L.C- 30° J.G.L.
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ATLANTIC" SEPT. 9-16,1944!
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TIDES (FEET); All in Massachusetts
1. 12.7 Falmouth Height
2. 12.2 Cotuit
3. 11.7 Harwichport
4. 11.6 Monument Beach
5. 11.5 Boston
6. 11.4 Hyannisport
7. 11.2 S. Yarmouth
8. 11. & West Harwich
9. 10.9 Bellville
10. 10.4 N. Bedford
11. 10.2 New Bedford
12. 10.1 Sagamore
13. 10.0 Buzzards Bay Canal
WINDS (MPH) :
1. 135 Cape Henry, Virginia
2. 100 New York, New York
PRESSURE ( INCHES)
:
1. 26.85 (est. by Tannehill)
2. 27.97 Cape Hatteras,
North Carolina
390 lives were lost
Damage was $100,000,000
R.L.C. 3Q° jg.L.
90° 85° 80° 7b c 70° 65° 60° 55° 50° «»° 40° 35° 30° 25" 2 c 15° 10° 5° »'0°5 5° 10"
"HAVANA -FLORIDA" OCT. 12-23.19441
TTf i i -www, i i-J i ..' ! -- i . m. ,.iit.ti) ITS.
TIDES ( FEET)
:
1„ J.2.3 Jacksonville Beach,
Florida
2. 11.0 Maples, Florida
3. 10.8 Atlantic Beach, Florida
4. 8.2 Everglades, Florida
WINDS (MPH):
1. 120 gusts to 163 Havana, Cuba
2. 120 Dry Tortugas, Florida
3. 118 Grand Cayman, West Indies
4. Gusts to 108 Orlando, Florida
5. Gusts to 100 Tampa, Florida
PRESSURE (INCHES);
1. 28.0? Dry Tortugas, Florida
2. 28.36 Havana, Cuba
3. 28.42 Sarasota, Florida
18 lives were lost in the
United States.
Damage was $60,000,000 in the
United States.
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Tides(FEET) All in Texas
1„ J4.5 Tort Lavaca
2. ').6 Matagorda
3. 8.0 Port O'Connor
WIND S ;MPH):
1. 135 Port Lavaca
"> 135 College Port
3. 135 Sea Drift
4. 135 Port O'Connor
5
.
135 Olivia
6. 125 Port Aransas
7. 120 Matagorda
8. 115 Tivoli
9, 100 Rockport
10. 100 Bay City
I
4
PRESSURE (INCHES)
:
1. 28.57 Camp Hulen
2. 28.60 1'ort O'Connor
28.69 Palacios
28.75 College Port
5. 28.92 Port Lavaca
lives were lost
Damage was $20,133,000.
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Wind 95 mph Savannah, Georgia
Pressure 28.76 inches
Savannah, Georgia
I life was lost
DAMAGE
:
1. $ 3,000,000 Georgia and
Carolinas
2. $20,000,000 Florida
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^ ALL IN FLORIDA
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TIDES ( FEET) :
1. 19.0 MSL Canal Point
2. 17.7 MSL Lake Harbor
3. 5.2 Goulds Canal
Wind 122 raph Key West, Florida
Pressure 28.45 inches Key West,
Florida
* V- \--' \ *
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MAJOR HURRICANE SEPT. 18-25, 1943|
35° R.L.C. 30° J.G.L.
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TIDES ( FEET)
:
1. 6.2 Homestead, Florida
2. 6.2 Arsenicker Key, Florida
3. 5.1 Key Biscayne, Florida
WINDS (MHO:
1. 132 Havana, Cuba
2. 100 Florida Keys
3. 100 Bermuda
HURRICAN E OCT. 3- 15, 1S48]
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Wind 132 mph Diamond Shoals
^ Lightship
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ALL IN FLORIDA
TIDES < FEET)
:
1. 24.0 MSL Belle Glade
2. 23.1 MSL Okeechobee
3. 12.5 White City Kiver
4. 11.3 Ft. Pierce
5. 8.5 Stuart
6. 7.5 Palm City
7. 6.5 Salerno
WINDS (MPH):
1. 132 gusts to 153 Jupiter
2. 130 gusts to 155 EST
West Pain Beach
Pressure 28.17 inches West Palm Beach,
Florida
2 lives were lost
Damage was $52,000,000
35° RL.C. 30° J.G.I
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EASY" SEPT. 1 -9 , 1950g33
ALL IN FLORIDA
Tide - Cedar Key wrecked
WIND (MPH):
1. 125 Cedar Key
2. 73 Dry Tortugas
3. 65 Cross City
Pressure 28.30 inches Cedar Key
2 lives were lost
Damage was $3,300,000
3a. 7 inches of rainfall at
Yankeetown on Sept. 5-6 is
accepted as the 24-hour maximum
for the United States.
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HURRICANE "DIANE" AUG. 7- 21 , 1955
V, ez
Tide S feet near Wilmington,
North Carolina
WINDS (MPH):
1. 125 (Aircraft)
2. 50 Hatteras,
North Carolina
3. Gusts 74 Wilmington,
North Carolina
200 lives were lost in northeast U. S„
due to floods.
125° 120° 115° 110° 105° 100° 95° 90" 85° 60° 75° 70° 65" 60° 55° 50° 43° 40° 35° 10° 25° 20° 15° 10° 3° W 0°f 5° 10°
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{MAJOR HURRICANE "IONE" SEPT. 10-23, 1955
If''
1
» "M en i ['ly r nWind 125 mph (Aircraft).
PRESSURE ( INCHES)
:
1. 27.70 (Aircraft).
2. 28.35 North Carolina
7 lives were lost.
Damage was $88,000,000.
S3BB 3E
/ V
35° R.L.C. 30° J.GL.
60° 75° 70° 65° 60° 55° 50° 45° 40° 35° 30° 25° 20° 15° 10°
RICANE "FLOSSY" SEPT. 21-30,1956
TIDES ( FEET)
:
1. 5.0 - 10.0 East of Mississippi
River, Louisiana
2. 6.1 Panama City, Florida
WINDS (MPH)
:
1. 90 gusts to 100 Grand Isle
Louisiana
2. 84 Burrwood Louisiana
3. 83 Oil Rig, Louisiana
4. 80 gusts New Orleans Control
Towe r
.
5. Gusts to 70 Biloxi,
Mississippi
b. 60 Pass Christian, Mississippi
7. 58 gusts to 98 Pensacola,
Florida
125° 120° 115° 110° 105° 100° 95° 90° 65" 60° 75° 70° 65° 60° 55° 50° 45° 40° 35° 30° 25° 20° 15° 10° 5° W 0°£ 5°
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TIDES ( FEET)
:
1. 13.9 Oak Grove Ridge, Louisiana
2. 12.1 Cameron, Louisiana
3. 12.0 Grand Chenier, Louisiana
4. 11.0 Humble Canal, Louisiana
5. 10.0 Superior Canal, Louisiana
6. 4.2 Sabine, Texas
7. 9.0 Texas Bayou, Louisiana
WINDS (MPH)
:
1. Gusts to 180 Oil Rig, Louisiana
2. Gusts to 150 Oil Tenders,
Louisiana
Pressure 27.32 inches Oil Rig,
Louisiana
390 lives were lost
Damage was $150,000,000
/
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GREAT HURRICANE "HELENE" SEPT. 21 - OCT. 3 , 1958]
Tide 7.5 feet Cape Hatteras
North Carolina. (Swell count
2*j to 3 per minute at
Wrightsville Beach, North Carolina).
WINDS (MPH): North Carolina
1. 125 gusts to 160 Cape Fear.
2. 88 gusts to 135 Wilmington
Pressure 27.55 inches 80 miles east *
of Charleston, South Carolina.
115° 110° 105° 100° 95° 3C» 65° 80° 75° 70" 65° 60° 55° 5C° 45° 40° 35° 30° 25° 20° 15° 10° 5° KO'f
;K .Jt*.J~»l CL | 3 I l» ***» ^*GREA T HURRICANE "DONNA" AUG. 29 - SE PT. 13 , 19601,
WINDS ( MPH)
:
1. 190 Ragged Island, Bahamas
140 gusts to 180-200 Florida Keys
121 S.S. Mae near Charleston,
South Carolina
104 gusts to 150 Everglades and
Naples, Florida
Gusts to 115 Montauk and
Long Island, New York
Gusts to 104 Maryland,
Delaware and New Jersey coasts
92 gusts to 138 Blue Hill,
Massachussetts
i.Zf 120° 115° 110° 105° 100° 95° 90" e5° 80° 75° 70" 65° 60° 55° 50° 45° 40° i5° 30° 25° 20" 15° 10°
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MAJOR HURRICANE "DORA" AUG. 28 - SEPT. 16
,
1964
35° R.L.C 30° J.G.L.
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HILDA" SEPT. 28 -OCT. 5,1964
Tide 10 feet (est.) Point-au-Fer , Louisiana
WINDS <MPH):
1. 135 (est.) Franklin, Louisiana
2, 100 Thibodaux, Louisiana
Pressure 28.40 inches Franklin,
Louisiana.
35° R.L.C. 30° J.G.L.
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TIDES (FEET):
1. 15.2 Pointe-a-la-Hache
Louisiana
2. 12.4 New Orleans, Louisiana
3. 9.0 (est.) N Key Largo, Florida
.8 Grande Isle, Louisiana
8.0 (est.) Big Pine Key, Florida
•v\ ATr-i 1?% '-
f
S i z — 'U" g y 1
WINDS (MPH)-
1. 178 Hope Town, Bahamas
2. 131 Green Turtle Cay, Rahamas
3. 125 gusts to 165 (est.) Big Pine Key,
Florida
4. 125 (est.) New Orleans, Louisiana
5. Gusts to 160 (est.) Grassy Key,
Florida
6. Gusts to 160 (est.) N. Key Largo,
Florida
7. Gusts to 160 (est.) Flamingo, Florida
105 gusts to 160 'est.) Grande Isle,
Louisiana
9. Gusts to 140 (est.) Homestead, Florida
10. 100 euscs to 140 (est.) Plantation Key,
Florida
11. 120 (est.l gusts to 140 (est.) Tavernier,
Florida
12. Gusts to 140 (est.) Everglades, Florida
13. Gusts '.o 120 Fort Lauderdale. Florida
14. Gusts to 104 NHC, Miami, Florida
15. 92 Miami Beach, Florida
16. Gusts to 128 (est.) Morgan City,
Louisiana
17. Gusts to 120 (est.) Bay St. Louis,
Mississippi
PRESSURE ( INCHES)
:
1. 28.00 Grande Isle, Louisiana
2. 28.00 Houma, Louisiana
3. 28.02 Thibodaux, Louisiana
28.12 Tavernier. Florida
3. 28.14 Plantation Key, Florida
6. 28.26 Schriever, Louisiana
7. 28.40 Djnmore Town, Rahamas
8. 28.53 Baton Rouge, Louisiana
9. 28.53 Nassau, Bahamas
\
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75 lives were lost in the United States
Damage was $1,420,500,000 in the United
States.
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(GREAT HURRICANE "BEULAH" SEPT. 5-22 19 671
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ALL IN TEXAS
TIDES (FEET)
:
18 (est . ) Padie Island
12.0 South port Isabel
7.4 Rockport
7.0 Corpus Christi
WINDS (MPH) :
1. 136 S.S. Shirley Lykes
115 (est. ) gusts to 120
Raymond /i lie
90 (est. ) gusts to 108
Kingsville
85 (est.) gusts to 104 Edinburg
70 (est.) gusts to 102 Pharr
95 (est.) gusts to 100 Sebastian
5 (est.) gusts to 100 Premont
PRESSURE ( INCHES)
:
1. 27.98 Pharr
28.07 Brownsville
28.12 Raymondville
28.82 Premont
28. 91 San Antonio
28.94 Bishop
(27.26 by aircraft just southeast of
Brownsville)
15 lives were lest
Damage was $200,000,000 in United States
I
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TIDES ( FEET)
:
1. 24.6 Pass Christian, Mississippi ^
2. 15.0 Ocean Springs, Mississippi
3. 15.0 Boothville, Louisiana
4. 12.0 Pascagoula, Mississippi
5. 9.0 Garden Island, Louisiana
7.4 Mobile, Alabama
f*t r,j>m
WINDS (MPH):
1. 120 gusts to 135 Columbia,
Mississippi
81 gusts to 129 Keesler AFB,
Mississippi
87 gusts to 109 Lake/ront Airport,
Louisiana
Gusts to 107 Boothville,
Louisiana
Gusts to 100 Bogalusa,
Louisiana
60 gusts to 90 Port Sulphur,
Louisiana
52 gusts to 85 New Orleans,
Louisiana
Gusts to 81 Pascagoula,
Mississippi
70 gusts to 80 Brandon, Mississippi
bA
PRESSURE (
1. 26.73
2. 26.85
3. 27,80
4. 27,90
5. 28.04
INCHES)
:
Recon aircraft at 25.2°N, 87
Bay St. Louis, Mississippi
(West end of bridge)
Garden Island, Louisiana
Bay St. Louis, Mississippi
(St. Stanislaus School).
Pilottown, Louisiana (Ship)
06 Picayune, Mississippi -
29 Columbia, Mississippi
34 Boothville, Louisiana
56 Slidell, Louisiana
63 Boralusa, Louisiana
6
8. 28
9. 28
10. 28
11. 28 McComb, Mississippi
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46REAT HURRICANE "CELIA" JULY 31- AUG. 5, 1970
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ALL IN TEXAS
TIDES (FEET):
1. 9.2 Port Aransas Beach
2. 9.0 Port Aransas Jetty
3. 7.9 Mustang Island
4. 5,8 Lavaca Bay
5. 5.3 Baytown
6. 5.0 Morgan Point
7. 4,9 Corpus Christi
8. 4.8 LaPorte
9. 4.7 Kemah
10. 4.2 Bayside (Copano Bay)
11. 4.0 Bayside
12. 4.0 Galveston
(Pleasure Pier)
13. 4.0 Freeport
14. 3.5 Texas City
US
... 1
•-''
WINDS (MPH):
1. 125 gusts to 161 Corpus Christi
Weather Service Office
2. 130 gusts to 150 Aransas Pass
3. 92 gusts to 120 Corpus Christi
NAS '
4. 85 gusts to 110 Corpus Christi !
5. 60 gusts to 89 Del Rio
6. 60 gusts to 96 Rockport
PRESSURE (INCHES):
1. 27.80 Corpus Christi
2. 27.89 Ingleside
3. 28.03 Aransas Pass
4. 28.13 Gregory
5. 28.10 Taft
6. 28.47 Corpus Christi
Weather Service Office
7. 28.84 Rockport
8. 29.66 Victoria j
11 lives were lost
Damage was $453,000,000
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