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Abstract
These notes constitute the basis for the lectures given by the author at Centre
de recherches mathe´matiques (CRM) at Universite´ de Montreal, as part of the
thematic semester on “Mathematical challenges in many-body physics and quantum
information” (September-December 2018). They are intended for researchers in
mathematics who have a background (and an interest) in probability theory, but
may not be familiar with the area of stochastic analysis, and in particular with
stochastic partial differential equations (SPDEs). Their goal is to give a brief and
concise introduction to the study of SPDEs using the random field approach, an
area which has been expanding rapidly in the last 30 years, after the publication of
John Walsh’s lecture notes [34]. These notes do not survey all the developments in
this area, but have the rather modest goal of introducing the readers to the basic
ideas, and (hopefully) spark their interest to learn more about this subject.
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1 Introduction
Mathematicians with a taste for history often wonder what were the most influential ideas
in mathematics in the 20th century. In these notes, we present arguments to support
the claim that Itoˆ’s construction of the stochastic integral with respect to the Brownian
motion should probably be on the list of such important ideas. To justify this claim in
just one sentence, we say that Itoˆ’s construction lead to the development of stochastic
analysis, a field which has connections with many other areas in mathematics (for instance
partial differential equations via Feynman-Kac formulae, functional analysis via Malliavin
calculus), is used in a variety of applications (most notably in finance), and now includes
as a youngest offspring the area of stochastic partial differential equations (SPDEs), which
is of interest to some theoretical physicists.
These notes are organized as follows.
In Section 2, we review Itoˆ’s construction of the stochastic integral with respect to
Brownian motion, and we show two different methods for solving some simple stochastic
differential equation (SDE), using Picard’s iterations, respectively series expansions. A
very readable account of stochastic analysis with respect to Brownian motion can be found
in [25].
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In Section 3, we explain Walsh’s method introduced in his 1984 lectures notes [34] at
the Saint Flour summer school, for extending Itoˆ’s construction to higher-dimensions, i.e.
to space-time white noise. Random fields (or multi-parameter processes) such as Brownian
sheet which are at the core of this approach were the focus of many investigations in the
1980’s. There exist other approaches to SPDEs in the literature: the infinite-dimensional
approach of Da Prato and Zabczyk (see [13]) and the analytic approach of Krylov (see
[24]). Each of these approaches has been fruitful in its own ways. In these notes, we
focus only on the random field approach, which we believe is closer to Itoˆ’s original ideas,
and has the advantage that allows us to investigate the probabilistic behavior of the
solution, simultaneously in time and space. Expository lectures introducing the random
field approach can be found in [11] and [22], whereas [12] gives a comparison between the
random field and the infinite-dimensional approach. On the other hand, the random field
approach uses tools which deviate significantly from those used for classical PDEs. In a
landmark paper [10], Dalang provided the tools for analyzing a large class of SPDEs with
very general noise. We illustrate how this method works for a simple SPDE, in the linear
and non-linear case. We conclude this section with the Parabolic Anderson model with
space-time white noise, which is of great interest to physicists. We show that for this
model, the existence of the solution can be proved using a series expansion.
In Section 4, we give some historical remarks related to the fractional Brownian motion
(fBm) with Hurst index H and we discuss some of the difficulties encountered in the
stochastic analysis with respect to this process. We focus only on the case H > 1/2. We
present some integration techniques, which are essentially the same as for the Itoˆ’s integral
in the case of deterministic integrands, and are borrowed from Malliavin calculus in the
case of random integrands. For this material, we drew heavily from Nualart’s influential
survey article [28] on fBm. We mention an open problem related to the existence of
solution to a SDE driven by fBm (using Malliavin calculus). We examine a simple SDE
for which the existence of the solution can be proved using the method of series expansions
(which seems to be new in the literature).
Finally, in Section 5, we review some recent results related to SPDEs with “colored”
noise in space and time, using the random field approach. The idea is to develop a
framework which combines and extends Dalang’s theory with the recent developments
in the stochastic analysis for fBm. This idea appeared in [6], being inspired by [30],
which introduced a noise that was essentially a fBm in time and a Brownian motion
in space. Without going into technical details, we give a list of the results obtained in
this framework for the heat and wave equations in the last 10 years, which illustrate
the dynamical interplay between the regularity of the noise and various properties of the
solution (such as intermittency and Feyman-Kac representations). For the heat equation,
these results were obtained primarily by the school of David Nualart and Yaozhong Hu
at University of Kansas. For the wave equation, the list includes results obtained by the
author of these notes, in collaboration with Daniel Conus, Lluis Quer-Sardaynons, Jian
Song and Ciprian Tudor.
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2 Itoˆ integral and some simple SDEs
In this section, we introduce the Itoˆ integral with respect to the Brownian motion, and
we solve some simple SDEs driven by Brownian motion.
2.1 Itoˆ integral: a breakthrough idea
Let (Bt)t≥0 be a Brownian motion defined on a complete probability space (Ω,F , P ). The
map t 7→ Bt(ω) is not differentiable, for any ω ∈ Ω. So how can we define the integral
B(ϕ) =
∫ T
0
ϕ(t)dBt for a deterministic function ϕ : [0, T ]→ R, for fixed T > 0?
The construction starts from the important remark that
E(BtBs) = t ∧ s = 〈1(0,t], 1(0,s]〉L2([0,T ]).
We define B(1(0,t]) = Bt and we extend this definition to all simple functions, i.e.
linear combinations of functions of the form 1(0,t]. The map 1(0,t] 7→ Bt is an isometry
from L2([0, T ]) to L2(Ω). Since simple functions are dense in L2([0, T ]), this map can be
extended to L2([0, T ]). We define in this way the isometry B : L2([0, T ])→ L2(Ω):
E|B(ϕ)|2 =
∫ T
0
|ϕ(t)|2dt, for all ϕ ∈ L2([0, T ]).
How can we extend this construction to a random integrand X = {X(t)}t≥0? For this,
we use the idea introduced by Itoˆ’s in [20]. The idea was extended later to martingales
with continuous (or even ca`dla`g) sample paths: the integrator process (in this case the
Brownian motion (Bt)t≥0) is a martingale, and the integral I
B(X) = {IBt (X)}t≥0 is also
as a martingale.
The simplest case is when the integrand X = (Xt)t≥0 is of the form:
X(ω, t) = Y (ω)1(a,b](t), where 0 < a < b and Y is FBa -measurable. (1)
Here FBt = σ({Bs; s ≤ t})∧N , where N = {A ∈ F ;P (A) = 0 or P (A) = 1} is the σ-field
of P -null sets. In this case, we define IBt (X) = Y (Bt∧b − Bt∧a). It can be proved that
IB(X) is a martingale with respect to the filtration (FBt )t and
E|IBt (X)|
2 = E
∫ t
0
|X(s)|2ds. (2)
Let E be the set of simple processes on R+, i.e. linear combinations of processes
of form (1). Let LB be the set of measurable (FBt )t-adapted processes X such that
‖X‖2t := E
∫ t
0
|X(s)|2ds <∞ for any t > 0. We endow LB with the norm:
‖X‖ =
∑
k≥1
1 ∧ ‖X‖k
2k
.
Recall that a process X = (Xt)t≥0 is measurable if the map (ω, t) 7→ Xt(ω) is F × B(R)-
measurable on Ω×R+, and (Ft)t-adapted if Xt is Ft-measurable for any t ≥ 0 (for a given
filtration (Ft)t of sub-σ-fields of F).
4
It can be proved that E is dense in LB. For any X ∈ LB and t > 0, we can define an
element IBt (X) in L
2(Ω) by approximating X with a sequence (Xn)n in E . The process
{IBt (X)}t is a martingale and relation (2) continues to hold for any X ∈ L
B. We use the
notation
IBt (X) =
∫ t
0
X(s)dB(s)
and we say that IBt (X) is the stochastic integral (or Itoˆ integral) of X with respect to B.
An important property of this integral is the following result, called Itoˆ formula.
Theorem 2.1 (Theorem 7.3.1 of [25]). If F : [0,∞) × R → R is a function which is
continuously differentiable in t and twice continuously differentiable in x, then
F (t, Bt)− F (0, 0) =
∫ t
0
∂F
∂t
(s, Bs)ds+
∫ t
0
∂F
∂x
(s, Bs)dB(s) +
1
2
∫ t
0
∂2F
∂x2
(s, Bs)ds.
2.2 Picard’s iterations: a story on how to solve a simple SDE
For the purpose of the connection with some SPDEs which we will see later in these notes,
we consider the following SDE:
dX(t) = σ(X(t))dB(t), X(0) = 0. (3)
Here σ is a globally Lipschitz function, that is there exists a constant Cσ > 0 such that
|σ(x)− σ(y)| ≤ Cσ|x− y| for all x, y ∈ R. (4)
In particular, |σ(x)|2 ≤ D2σ(1 + |x|
2) for all x ∈ R, where D2σ = 2max{C
2
σ, |σ(0)|
2}. By
definition, the solution to (3) satisfies
X(t) =
∫ t
0
σ(X(s))dB(s),
provided that the stochastic integral is well-defined. A sufficient condition for this integral
to be well-defined is that X is measurable and (FBt )t-adapted and
KT := sup
t∈[0,T ]
E|X(t)|2 <∞ for all T > 0.
This is because in this case, the process {σ(X(t))}t≥0 is measurable and (FBt )t-adapted,
and
E
∫ t
0
|σ(X(s))|2ds ≤ D2σ
∫ t
0
(
1 + E|X(s)|2
)
ds ≤ D2σ(t+Kt) <∞.
Two processes (Xt)t≥0 and (Yt)t≥0 are modifications of each other if P (Xt = Yt) = 1
for all t ≥ 0. We have the following result.
Theorem 2.2. There exists a solution to equation (3) and this solution is unique (up to
a modification).
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Proof. The existence part is proved using a Picard’s iterations scheme. For any t ≥ 0, let
X0(t) = 0 and set
Xn+1(t) =
∫ t
0
σ(Xn(s))dB(s), (5)
for all n ≥ 0. The following property is proved by induction on n ≥ 0:
(i) Xn(t) is well-defined for any t ≥ 0
(ii) sup
t∈[0,T ]
E|Xn(t)|
2 <∞ for any T > 0,
(iii) t 7→ Xn(t) is L2(Ω)-continuous
(iv) Xn(t) is FBt -measurable for any t ≥ 0.
(P)
In particular, (iii) implies that {Xn(t)}t≥0 has a measurable modification {X˜n(t)}t≥0,
i.e. Xn(t) = X˜n(t) a.s. for any t ≥ 0. In fact, we work with this modification for defining
Xn+1(t), but to simplify the notation we denote it also by {Xn(t)}t≥0.
Fix T > 0. We show that {Xn(t)}n converges in L2(Ω), uniformly in t ∈ [0, T ]. To see
this, let Hn+1(t) = E|Xn+1(t) −Xn(t)|2. By the isometry property (2) of the stochastic
integral and the Lipschitz property (4) of σ,
Hn+1(t) = E
∫ t
0
|σ(Xn(s))−Xn−1(s)|
2ds ≤ C2σ
∫ t
0
Hn(s)ds.
By Lemma 2.3 below, it follows that
∑
n≥1 supt≤T H
1/2
n (t) < ∞. We denote by ‖ · ‖2
the norm in L2(Ω). Then
sup
t≤T
‖Xm(t)−Xn(t)‖2 ≤
m∑
k=n+1
sup
t≤T
‖Xk(t)−Xk−1(t)‖2 =
m∑
k=n+1
sup
t≤T
H
1/2
k (t)→ 0,
as n,m → ∞. This shows that {Xn(t)}n≥1 is a Cauchy sequence in L2(Ω), uniformly in
t ∈ [0, T ]. If we denote by X(t) the limit of this sequence, then {X(t)}t≥0 is the solution
to equation (3); to see this, simply take the limit (in L2(Ω)) as n→∞ in (5).
The solution is unique (up to a modification). To see this, note that if {Y (t)}t≥0 is
another solution of (3), then
E|X(t)− Y (t)|2 = E
∫ t
0
|σ(X(s))− σ(Y (s))|2ds ≤ C2σ
∫ t
0
E|X(s)− Y (s)|2ds,
and hence, by Lemma 2.3, E|X(t)−Y (t)|2 = 0 for all t ≥ 0. This proves that X(t) = Y (t)
a.s. for all t ≥ 0.
In the previous proof, we used the following result.
Lemma 2.3 (Lemma 10.2.4 of [25]). (Gronwall Lemma) Let fn : [0, T ]→ [0,∞) be such
that
fn+1(t) ≤ β
∫ t
0
fn(s)ds,
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for all t ∈ [0, T ] and n ≥ 1. Suppose that f1(t) ≤M for all t ∈ [0, T ]. Then
fn(t) ≤Mβ
n−1 t
n−1
(n− 1)!
,
for all t ∈ [0, T ] and n ≥ 1. In particular,
∑
n≥1 supt≤T f
1/2
n (t) <∞.
2.3 Particular case: SDE with multiplicative noise
We consider now the particular case σ(x) = x. More precisely, we consider the equation:
dX(t) = X(t)dB(t), X(0) = 1, (6)
whose solution is a measurable (FBt )t-adapted process {X(t)}t≥0 which satisfies:
X(t) = 1 +
∫ t
0
X(s)dB(s). (7)
The existence of the solution to this equation can be proved using other two different
methods, which have the advantage (over the method of Picard’s iterations) that yield
the explicit form of the solution.
Theorem 2.4. The solution to equation (6) is the geometric Brownian motion:
X(t) = eBt−t/2.
Proof. The standard method is to apply Itoˆ formula (Theorem 2.1) to the function
F (t, x) = ex−t/2. We present here another method, which has the advantage that can
be applied to equations driven by a more general Gaussian noise than Brownian motion.
Intuitively, this method consists in writing X(s) = 1+
∫ s
0
X(r)dB(r) in (7), and iterating
this procedure. It can be shown that, if it exists, the solution to (6) can be written as the
series
X(t) = 1 +
∑
n≥1
JBn (t), (8)
where JBn (t) is the iterated integral:
JBn (t) =
∫ t
0
(∫ tn
0
. . .
(∫ t2
0
1dB(t1)
)
. . . dB(tn−1)
)
dB(tn).
Therefore, it is enough to show that the series (8) converges in L2(Ω). By the symmetry
of the integrand, JBn (t) =
1
n!
IBn (t), where I
B
n (t) is the multiple integral of order n:
IBn (t) =
∫
[0,t]n
1dB(t1) . . . dB(tn).
The integrals IBn (t) can be calculated using Hermite polynomials Hn(x). For n = 2 and
n = 3, this can be seen using iterated integrals, as follows. Recall that H2(x) = x
2 − 1,
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H3(x) = x
3 − 3x. By applying Itoˆ formula (Theorem 2.1) to the functions F (x) = x2,
respectively F (t, x) = x
3
3
− tx, we see that
IB2 (t) = 2
∫ t
0
BsdB(s) = B
2
t − t = tH2
(
Bt
t1/2
)
.
IB3 (t) = 6
∫ t
0
(∫ s
0
BrdB(r)
)
dB(s) = 3
∫ t
0
(B2s − s)dB(s) = B
3
t − 3tBt = t
3/2H3
(
Bt
t1/2
)
.
In general for higher order n, let Hn be the Hermite polynomial of order n ≥ 1, i.e.
Hn(x) = (−1)
nex
2/2 d
n
dxn
e−x
2/2.
Using Theorem 2.5 below with W = B, H = L2([0, T ]) and h = 1[0,t], we see that
IBn (t) = t
n/2Hn
(
Bt
t1/2
)
.
Hence,
X(t) = 1 +
∑
n≥1
1
n!
IBn (t) = 1 +
∑
n≥1
1
n!
tn/2Hn
(
Bt
t1/2
)
= eBt−t/2,
where for the last equality, we used the following property of Hermite polynomials:
etx−t
2/2 = 1 +
∑
n≥1
1
n!
tnHn(x). (9)
In the previous proof, we used the following result:
Theorem 2.5 (Theorem 2.7.7 of [27]). Let W = {W (h)}h∈H be an isonormal Gaussian
process corresponding to the Hilbert space H, i.e. a zero-mean Gaussian proces with
covariance
E[W (g)W (h)] = 〈g, h〉H.
If In is the multiple integral of order n with respect to W , then for any h ∈ H,
In(h
⊗n) = ‖h‖nHHn
(
W (h)
‖h‖H
)
.
We are interested in the asymptotic behavior of X(t) for t large. By the strong law
of large numbers, Bn/n → 0 a.s., and hence X(n) = en(Bn/n−1/2) → 0 a.s. So with
probability 1, X(n) is small when n is large. But on average, X(n) may not be so small
if n is large. More precisely, E[X(t)p] = exp{p(p−1)
2
t} for any p > 0, using the fact that
E(eλZ) = eλ
2σ2/2 for any λ > 0, if Z is a N(0, σ2) random variable. Hence for any p > 0,
λp := lim
t→∞
1
t
logE[X(t)p] =
p(p− 1)
2
.
λp is called the Lyapunov exponent of order p of the process {X(t)}t≥0 and is related to the
concept of intermittency from physics, which intuitively speaks about the average growth
of {X(t)}t≥0 on an exponential scale. Rigorously, we have the following definition:
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Definition 2.6. The upper Lyapunov exponent of order p > 0 of a process {X(t)}t≥0 is:
λp := lim sup
t→∞
1
t
logE|X(t)|p.
A process {X(t)}t≥0 is weakly intermittent if
λ2 > 0 and λp <∞ for all p ≥ 2,
and is fully intermittent if the function p 7→ λp/p is strictly increasing on (0,∞).
3 SPDEs with space-time white noise
In this section, we introduce Walsh’s random field approach for solving SPDEs with
space-time white noise.
3.1 Walsh’ approach: the case of space-time white noise
Let {W (A);A ∈ Bb(R+ × Rd)} be a space-time white noise defined on a complete proba-
bility space (Ω,F , P ). This is a zero-mean Gausssian process with covariance
E[W (A)W (B)] = Leb(A ∩B),
where Bb(R+ × Rd) is the set of bounded Borel sets in R+ × Rd, and Leb denotes the
Lebesgue measure. The multi-parameter process {W (t, x) = W ([0, t]× [0, x]); t ≥ 0, x ∈
R
d} is called Brownian sheet. For any x ∈ Rd fixed, {W (·, x)}t≥0 is a Brownian motion
with variance Leb([0, x]).
We proceed now with the construction of the stochastic integral with respect to the
space-time white noise. We consider first the case of deterministic integrands. If ϕ = 1A
for some A ∈ Bb(R+ × Rd), we let IW (ϕ) = W (A). We extend this definition to linear
combinations of indicator functions of this form. For such functions,
E[IW (ϕ)IW (ψ)] =
∫ ∞
0
∫
Rd
ϕ(t, x)ψ(t, x)dtdx = 〈ϕ, ψ〉L2(R+×Rd).
This shows that ϕ 7→ IW (ϕ) ∈ L2(Ω) is an isometry, which we extend to L2(R+ × Rd).
For any ϕ ∈ L2(R+ × Rd), we denote
IW (ϕ) =
∫ ∞
0
∫
Rd
ϕ(t, x)W (dt, dx).
Next, we treat the case of random integrands. For this, let FWt = σ({Ws(A); 0 ≤ s ≤
t, A ∈ Bb(Rd)}) ∧ N , where Wt(A) = W ([0, t]× A). We use the same idea as in the case
of the Brownian motion. For this we need the following definition.
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Definition 3.1. A collection {Mt(A); t ≥ 0, A ∈ Bb(Rd)} of square-integrable random
variables defined on a probability space (Ω,F , P ) is a martingale measure (with respect
to a filtration (Ft)t) if:
(a) for any A ∈ Bb(Rd) fixed, {Mt(A)}t≥0 is a martingale with M0(A) = 0;
(b) for any t > 0 fixed, {Mt(A)}A∈Bb(Rd) is a σ-finite L
2(Ω)-valued signed measure, i.e.
(i) Mt(A ∪ B) =Mt(A) +Mt(B) a.s. for any disjoint sets A,B ∈ Bb(Rd);
(ii) there exists a sequence (Ek)k in Bb(R
d) with Ek ↑ R
d such that supA⊂Ek E|Mt(A)|
2 <
∞ for any k, and E|Mt(An)|2 → 0 for any An ↓ ∅ with An ⊂ Ek for all n, for some k.
The integratorW is a martingale measure and the integral IW will also be a martingale
measure. The simplest case is when the integrand X is a random field of the form:
X(ω, t, x) = Y (ω)1(a,b](t)1H(x), (10)
for some 0 < a < b, H ∈ Bb(Rd) and an FWa -measurable bounded random variable Y . In
this case, we let
IWt (X)(A) = Y
(
Wt∧b(A ∩H)−Wt∧a(A ∩H)
)
.
It can be proved that {IWt (X)(A); t ≥ 0, A ∈ Bb(R
d)} is a martingale measure with respect
to (FWt )t and
E|IWt (X)(A)|
2 = E
∫ t
0
∫
A
|X(s, x)|2dxds. (11)
Let S be the set of simple random fields on R+ × Rd, i.e. linear combinations of
processes of form (10). Let LW be the set of jointly measurable (measurable in (ω, t, x)),
(FWt )t-adapted random fields {X(t, x)}t≥0,x∈Rd such that
[X ]2t = E
∫ t
0
∫
Rd
|X(s, x)|2dsdx <∞ for all t > 0.
We endow LW with the norm
[X ] =
∑
k≥1
1 ∧ [X ]k
2k
.
It can be proved that S is dense in LW . For any X ∈ LW , t > 0 and Borel set A ⊂ Rd,
we can define an element IWt (X)(A) in L
2(Ω) by approximating X with a sequence (Xn)n
in S. Then {IWt (X)(A); t ≥ 0, A ∈ Bb(R
d)} is a martingale measure and relation (11)
continues to hold for any X ∈ LW . This construction extends to A = Rd and (11) holds
for this case too. We use the notation
IWt (X)(A) =
∫ t
0
∫
A
X(s, x)W (ds, dx)
and we say that IWt (X) is the stochastic integral (or Itoˆ integral) of X with respect to W .
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3.2 The simplest SPDE: the linear equation
Let L be a second-order partial differential operator with constant coefficients on R+×Rd.
We are interested primarily in the heat operator L = ∂
∂t
− 1
2
∆ and the wave operator
L = ∂
2
∂t2
−∆. Let G be the fundamental solution of L, i.e. the solution of the equation
LG = δ0 in D
′(R+ × R
d), (12)
where D′(R+ × Rd) is the space of distributions on R+ × Rd.
We denote by | · | the Euclidean norm on Rd. If L is the heat operator,
G(t, x) =
1
(2pit)d/2
exp
(
−
|x|2
2t
)
. (13)
If L is the wave operator,
G(t, x) =
1
2
1{|x|<t} if d = 1
G(t, x) =
1
2pi
1√
t2 − |x|2
1{|x|<t} if d = 2
G(t, x) =
1
4pi
σt if d = 3,
where σt is the surface measure on the sphere {x ∈ R3; |x| = t}. If L is the wave operator
in spatial dimension d ≥ 4, G(t, ·) is a distribution with compact support in Rd.
We consider the following linear SPDE:
Lu(t, x) = W˙ (t, x), t > 0, x ∈ Rd, (14)
with zero initial conditions.
A priori, we do not know if the maps t 7→ u(ω, t, x) and x 7→ u(ω, t, x) are differentiable,
so in general, Lu(ω, t, x) is not well-defined. By definition, the mild solution to (14) is
given by:
u(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)W (ds, dy), (15)
provided that the stochastic integral is well-defined, i.e.∫ t
0
∫
Rd
G2(t− s, x− y)dyds <∞. (16)
In the case of the heat and wave equations, this reduces to asking that d = 1.
Why a process u given by (15) is called a mild solution? The reason for this is a formal
manipulation. Formally, we replace W˙ in (14) by a non-random function f . From the
classical PDE theory, we know that the solution of Lu = f with zero initial conditions is
u(t, x) =
∫ t
0
∫
Rd
G(t − s, x − y)f(s, y)dyds. Next, replacing back f by W˙ , we argue that
W˙ (s, y)dsdy should be (formally) the same as W (ds, dy).
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Remark 3.2. In [10], Dalang constructed a stochastic integral with respect to a more
general noise, called spatially homogeneous Gaussian noise. This noise is given by a
zero-mean Gaussian process {M(A);A ∈ Bb(R+ × Rd)} with covariance
E[M(A)M(B)] =
∫
R+
∫
Rd
∫
Rd
1A(t, x)1B(t, x)f(x− y)dxdydt, (17)
for a non-negative function f on Rd which is non-negative definite in the sense of distribu-
tions (and may be ∞ at 0). In this case, by Bochner-Schwartz theorem, f is the Fourier
transform of a tempered measure µ on Rd. With this type of noise, the linear heat and
wave equations have random-field solutions in any spatial dimension d ≥ 1, provided that∫
Rd
1
1 + |ξ|2
µ(dξ) <∞. (18)
Condition (18) was introduced simultaneously in articles [10] and [31], and is known in
the literature as Dalang’s condition. Formally, the case of the space-time white noise
corresponds to f = δ0 and µ equal to the Lebesgue measure. An interesting example
arising from potential theory is when f is the Riesz kernel of order α, i.e.
f(x) = |x|−α, α ∈ (0, d). (19)
In this case, f is the Fourier transform in the space S ′(Rd) of tempered distributions on
R
d of the measure µ(dξ) = cα,d|ξ|−d+αdξ, where cα,d > 0 is a constant depending on α
and d (see page 117 of [33]). For this example, condition (18) becomes α < d ∧ 2.
3.3 How complications arise: the non-linear equation
Assume (16) holds. Consider now the following non-linear equation:
Lu(t, x) = σ(u(t, x))W˙ (t, x) t > 0, x ∈ Rd, (20)
with zero initial conditions, where σ is a globally Lipschitz function.
By definition, a mild solution to (20) satisfies:
u(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(u(s, y))W (ds, dy),
provided that the stochastic integral is well-defined. Note that a sufficient condition for
this integral to be well-defined is that u is measurable and (FWt )t-adapted and
sup
(t,x)∈[0,T×Rd]
E|u(t, x)|2 <∞ for all T > 0.
We say that processes {X(t, x)}t,x and {Y (t, x)}t,x are modifications of each other if
P (X(t, x) = Y (t, x)) = 1 for all t ≥ 0 and x ∈ Rd. The next result establishes the
existence and uniqueness of this solution.
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Theorem 3.3. If (16) holds, then there exists a mild solution to equation (20) and this
solution is unique (up to a modification).
Proof. As in the proof of Theorem 2.2, we set up a Picard’s iteration scheme. For any
t ≥ 0 and x ∈ Rd, let u0(t, x) = 0 and set
un+1(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)σ(un(s, y))W (ds, dy), (21)
for any n ≥ 0. The following property is proved by induction on n ≥ 0:
(i) un(t, x) is well-defined for any t ≥ 0, x ∈ R
d;
(ii) sup
(t,x)∈[0,T ]×Rd
E|un(t, x)|
2 <∞; for any T > 0,
(iii) (t, x) 7→ un(t, x) is L2(Ω)-continuous;
(iv) un(t, x) is F
W
t -measurable for any t ≥ 0, x ∈ R
d.
(P)
In particular, from (iii) it follows that {un(t, x)}t,x has a measurable modification {u˜n(t, x)}t,x.
In fact, we work with this modification for defining un+1(t, x), but to simplify the notation
we denote it also by {un(t, x)}t,x.
Fix T > 0 and p ≥ 2. We show that {un(t, x)}n converges in Lp(Ω) to u(t, x), uniformly
in (t, x) ∈ [0, T ]× Rd. To see this, let
Mn(t) = sup
x∈Rd
E|un(t, x)− un−1(t, x)|
2.
By the isometry property (11) of the stochastic integral with respect to W and the Lips-
chitz property (4) of σ,
E|un+1(t, x)− un(t, x)|
2 =
∫ t
0
∫
Rd
G2(t− s, x− y)E|σ(un(s, y))− σ(un−1(s, y))|
2dyds
≤ C2σ
∫ t
0
∫
Rd
G2(t− s, x− y)E|un(s, y)− un−1(s, y)|
2dyds
≤ C2σ
∫ t
0
sup
y∈Rd
E|un(s, y)− un−1(s, y)|
2
(∫
Rd
G2(t− s, x− y)dy
)
ds
= C2σ
∫ t
0
Mn(s)g(t− s)ds,
where g(s) =
∫
Rd
G2(s, y)dy. Taking the supremum over all x ∈ Rd, we arrive at the
following recurrence relation:
Mn+1(t) ≤ C
2
σ
∫ t
0
Mn(s)g(t− s)ds,
which is not covered by the classical Gronwall lemma! In [10], Dalang developed a very
nice extension of Gronwall lemma, which is suitable for tackling this problem. This is
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stated as Lemma 3.4 below. Using this lemma, it follows that
∑
n≥1 supt≤T H
1/p
n (t) <∞.
We denote by ‖ · ‖p the norm in Lp(Ω). Then
sup
(t,x)∈[0,T ]×Rd
‖um(t, x)− un(t, x)‖p ≤
m∑
k=n+1
‖uk(t, x)− uk−1(t, x)‖p ≤
m∑
k=n+1
H
1/p
k (t, x)→ 0,
as n,m → ∞. This proves that {un(t, x)}n is a Cauchy sequence in Lp(Ω), uniformly in
(t, x) ∈ [0, T ]×Rd. If we denote by u(t, x) the limit of this sequence, then {u(t, x)}t≥0,x∈Rd
is the solution to equation (3); to see this, simply take the limit (in Lp(Ω)) as n→∞ in
(21).
We now prove uniqueness. Let {v(t, x)}t≥0,x∈Rd be another solution of (3), andM(t) =
supx∈Rd E|u(t, x)− v(t, x)|
2. Then
E|u(t, x)− v(t, x)|2 =
∫ t
0
∫
Rd
G2(t− s, x− y)E|σ(u(s, y))− σ(v(s, y))|2dyds
≤ C2σ
∫ t
0
∫
Rd
G2(t− s, x− y)E|u(s, y)− v(s, y)|2dyds
≤ C2σ
∫ t
0
M(s)g(t− s)ds.
Taking the supremum over x ∈ Rd, we obtain: M(t) ≤ C2σ
∫ t
0
M(s)g(t− s)ds, and hence,
by Lemma 3.4 below, E|u(t, x)− v(t, x)|2 = 0 for all t ≥ 0 and x ∈ Rd. This proves that
u(t, x) = v(t, x) a.s. for all t ≥ 0 and x ∈ Rd.
Lemma 3.4 (Lemma 15 of [10]). (Extension of Gronwall Lemma) Let fn : [0, T ]→ [0,∞)
be such that
fn+1(t) ≤
∫ t
0
fn(s)g(t− s)ds,
for all t ∈ [0, T ] and n ≥ 0, for a non-negative function g which is integrable on [0, T ].
Suppose that f0(t) ≤M for all t ∈ [0, T ]. Then for all n ≥ 0 and t ∈ [0, T ],
fn(t) ≤Man,
where (an)n is a sequence of positive numbers with the property that
∑
n a
1/p
n < ∞ for
all p > 0. In particular,
∑
n≥1 supt≤T f
1/p
n (t) < ∞ for all p > 0. (More precisely,
an = G(T )
nP (Sn ≤ T ), where G(T ) =
∫ T
0
g(s)ds and Sn =
∑n
i=1Xi, with (Xi)i≥1 i.i.d.
random variables on [0, T ] with density g(s)/G(T ).)
3.4 Parabolic Anderson Model
In this section, we consider the case of the heat equation in the particular case σ(x) = x,
with non-vanishing initial conditions. More precisely, we look at the equation:
∂u
∂t
(t, x) =
1
2
∆u(t, x) + u(t, x)W˙ (t, x) t > 0, x ∈ Rd (22)
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with an initial condition u(0, x) = 1. This equation is known in the literature as the
Parabolic Anderson Model with space-time white noise. By definition, the mild solution
to (34) satisfies:
u(t, x) = 1 +
∫ t
0
∫
Rd
G(t− s, x− y)u(s, y)W (ds, dy). (23)
This equation can be solved similarly to (6), but in this case we do not obtain such
an explicit formula for the solution. By introducing
u(s, y) = 1 +
∫ s
0
∫
Rd
G(s− r, y − z)u(r, z)W (dr, dz)
on the right-hand side of (23) and iterating this procedure, we obtain the following series
representation:
u(t, x) = 1 +
∑
n≥1
IWn (fn(·, t, x)), (24)
where IWn is the multiple integral of order n with respect to W (defined using Malliavin
calculus; see [29]), and the function fn(·, t, x) is given by:
fn(t1, x1, . . . , tn, xn, t, x) = G(t− tn, x− xn) . . .G(t2 − t1, x2 − x1)1{0<t1<...<tn<t}. (25)
It can be proved that the integral IWn is well-defined on L
2((R+ ×Rd)n), and it is not
hard to see that fn(·, t, x) ∈ L
2((R+ × R
d)n). Moreover,
E|IWn (fn(·, t, x))|
2 :=
∫
{0<t1<...<tn<t}
G2(t− tn, x− xn) . . .G
2(t2 − t1, x2 − x1)dt1dx1 . . . dtndxn
= (4pi)−n/2
∫
{0<t1<...<tn<t}
[(t− tn) . . . (t2 − t1)]
−1/2dt1 . . . dtn
=
(t/2)n/2
Γ(n/2 + 1)
.
Here, we used the fact that G2(t, x) = (4pit)−1/2G(t/2, x) and G(t, ·) is a density function
on Rd. (Recall the form (13) of G.)
Using Malliavin calculus techniques (see [29]), it can be proved that the elements in
the series (24) are orthogonal in L2(Ω). Therefore, we obtain an explicit calculation for
the second moment of u(t, x):
E|u(t, x)|2 = 1 +
∑
n≥1
E|IWn (fn(·, t, x))|
2 = 1 +
∑
n≥1
(t/2)n/2
Γ(n/2 + 1)
= 2et/4Φ(
√
t/2),
where Φ is the standard normal distribution function. The last equality is due to Lemma
2.3.4 of [9]. Hence,
λ2 := lim
t→∞
1
t
logE|u(t, x)|2 =
1
4
.
For moments of higher order, Bertini and Cancrini proved in [8] that:
λp := lim
t→∞
1
t
logE|u(t, x)|p =
1
4!
p(p2 − 1).
Hence, u is fully intermittent (in the sense of Definition 2.6).
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4 Stochastic analysis for fBm
In this section, we introduce the fBm and we offer a glimpse at the challenges of stochastic
analysis with respect to fBm.
4.1 A new arrival in this story: fractional Brownian motion
Let H ∈ (0, 1) be arbitrary. The fractional Brownian motion (fBm) of index H is a
zero-mean Gaussian process (BHt )t≥0 with covariance
E[BHt B
H
s ] =
1
2
(t2H + s2H − |t− s|2H) =: RH(t, s).
The parameter H is called the Hurst index. If H = 1/2, (BHt )t≥0 is the Brownian motion.
Comment about the notation: BHt is just a notation, which is commonly used in
the literature; BHt is certainly not equal to the power H of the Brownian motion Bt.
Since late 1990’s, the fBm has been used increasingly in stochastic analysis as a re-
placement for the Brownian motion. One of its appealing features is the flexibility given by
the choice of the index H . In 2003, David Nualart published a very nice survey [28] which
reviews the properties of fBm and explains several methods for developing a stochastic
calculus with respect to this process. This remains a landmark reference to this day. We
include below some historical remarks and key properties of fBm taken from [28].
The fBm was introduced by Kolmogorov in [23], who called it the “Wiener spiral”.
Nobody uses this name today. He proved that RH is non-negative definite, using a
representation of the form:
RH(t, s) =
∫ t∧s
0
KH(t, r)KH(r, s)dr,
for a certain kernel KH , which has different forms for H < 1/2 and H > 1/2. From this,
we deduce that the fBm can be represented as BHt =
∫ t
0
KH(t, s)dBs, where (Bt)t≥0 is the
Brownian motion.
The name “fractional Brownian motion” was coined by Madelbrott and Van Ness in
[26] who obtained the “moving average representation” of the fBm:
BHt =
1
cH
∫
R
[(t− s)H−1/2+ − (−s)
H−1/2
+ ]dB(s),
where cH > 0 is a constant depending on H and (Bs)s∈R is the Brownian motion on R.
The increments of fBm are not independent. The name of the index H comes from
Hurst who studied in [19] the water run-offs of the Nile river, and concluded that since
his data points were correlated, they should be regarded as increments of the fractional
Brownian motion.
For any s < t, BHt − B
H
s has a N(0, (t − s)
2H) distributions. Hence, the fBm has
stationary increments, and is self-similar of order H , i.e. for any a > 0, the processes
(BHat)t≥0 and (a
HBt)t≥0 have the same distribution.
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The process (BHt )t≥0 has a modification (B˜
H
t )t≥0 whose sample paths are Ho¨lder con-
tinuous of order H − ε for any ε > 0. This follows by Kolmogorov’s criterion, since(
E|BHt − B
H
s |
p
)1/p
= cp
(
E|BHt −B
H
s |
2
)1/2
= cp|t− s|
H ,
where cp = (E|Z|p)1/p and Z has a N(0, 1)-distribution. In other words, (B˜Ht )t≥0 has
smoother sample paths than Brownian motion if H > 1/2, and rougher paths if H < 1/2.
Most importantly, the fBm is not a martingale. To see this, note that
∑n
j=1 |B
H
j/n −
BH(j−1)/n|
2 converges almost surely to 0 if H > 1/2 and to ∞ if H < 1/2. (Recall that if
(Mt)t≥0 is a square-integrable martingale with M0 = 0, then
∑n
j=1 |Mjt/n−M(j−1)t/n|
2 P→
〈M〉t, where 〈M〉 is the quadratic variation of M .)
4.2 Integration with respect to fBm with H > 1/2
We fix T > 0. The goal of this section is to define the integral
∫ T
0
ϕ(t)dBH(t).
Suppose that H > 1/2. In this case, it can be proved that
RH(t, s) = αH
∫ t
0
∫ s
0
|u− v|2H−2dudv,
with αH = H(2H − 1); see [28]. Hence
E[BHt B
H
s ] =
∫ T
0
∫ T
0
1(0,t](u)1(0,s](v)|u− v|
2H−2dudv =: 〈1(0,t], 1(0,s]〉U . (26)
Similarly to the Brownian motion case, we define BH(1(0,t]) = B
H
t and we extend this
definition by linearity to simple functions. The map 1(0,t] 7→ B
H
t ∈ L
2(Ω) is an isometry
which can be extended to the Hilbert space U , defined as the completion of the set of
simple functions with respect to the inner product 〈·, ·〉U . We define in this way the
isometry BH : U 7→ L2(Ω):
E|BH(ϕ)|2 = ‖ϕ‖2U for all ϕ ∈ U .
It can be proved that U contains elements ϕ from the space S ′(R) of tempered distri-
butions on R, whose Fourier transform Fϕ is a function. More precisely, these elements
belong to the Sobolev space W−(H−1/2),2(R) of order −(H − 1/2) and the inner product
in U can be expressed as:
〈ϕ, ψ〉U = cH
∫
R
Fϕ(ξ)Fψ(ξ)|ξ|1−2Hdξ,
where cH > 0 is a constant depending on H (see Proposition 4.1 of [21]). But U contains
several nice function spaces:
L2([0, T ]) ⊂ L1/H([0, T ]) ⊂ |U| ⊂ U ,
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where |U| is the set of measurable functions ϕ : [0, T ]→ R such that
‖ϕ‖2|U| := αH
∫ T
0
∫ T
0
|ϕ(u)||ϕ(v)||u− v|2H−2dudv <∞.
So if ϕ is a function in one of these subspaces of U ,
E[BH(ϕ)BH(ψ)] = 〈ϕ, ψ〉U = αH
∫ T
0
∫ T
0
ϕ(t)ψ(s)|t− s|2H−2dtds.
Remark 4.1. For the sake of a generalization which we will discuss later, note that the
function γ(t) = |t|2H−2 is the Riesz kernel (19) of order α = 2 − 2H in dimension d = 1.
So, γ is the Fourier transform (in the space S ′(R) of tempered distributions on R) of the
tempered measure ν(dτ) = CH |τ |1−2Hdτ , where CH > 0 is a constant depending on H .
What about the case of random integrands? Since the fBm is not a martingale, we
cannot use Itoˆ’s theory. Instead of this, we will use Malliavin calculus (see e.g. [29]).
Other methods exist in the literature, for instance defining a pathwise integral, which
exploits the Ho¨lder continuity of the sample paths of the fBm that we mentioned above.
We will not discuss these methods here.
Note that {BH(ϕ);ϕ ∈ U} is an isonormal Gaussian process, i.e. a zero-mean Gaussian
process with covariance given by the inner product in a Hilbert space: for any ϕ, ψ ∈ U ,
E[BH(ϕ)BH(ψ)] = 〈ϕ, ψ〉U .
The starting point of the construction of the integral is the Malliavin derivative. Let
F be a “smooth” random variable. i.e. a random variable of the form
F = f(BH(ϕ1), . . . , B
H(ϕn))
for some function f ∈ C∞b (R
n), n ≥ 1 and ϕ1, . . . , ϕn ∈ U , where C∞b (R
n) is the set of
infinitely differentiable functions on Rn with bounded partial derivatives. The Malliavin
derivative of F is defined as the following (random) element in U :
DF :=
n∑
i=1
∂f
∂xi
(BH(ϕ1), . . . , B
H(ϕn))ϕi.
It can be proved that E‖DF‖2U <∞. This definition can be extended to space D
1,2 defined
as the completion of the set of smooth random variables with respect to the norm:
‖F‖D1,2 =
(
E|F |2
)1/2
+
(
E‖DF‖2U
)1/2
.
So, the Malliavin derivative is an operator D : D1,2 ⊂ L2(Ω) → L2(Ω;U). Let δ :
Dom δ ⊂ L2(Ω;U) 7→ L2(Ω) be the adjoint of this operator. By duality,
E[Fδ(X)] = E[〈DF,X〉U ] for all F ∈ D
1,2.
We denote δ(X) =
∫ T
0
X(t)δBH(s). δ(X) is called the divergence integral of X with
respect to BH .
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Remark 4.2. The operator δ can also be defined for the Brownian motion, in which case
it is called the Skorohod integral. This integral bears Skorohod’s name since it appeared
in his work [32] in 1975, but in fact it had been introduced earlier by Hitsuda in a talk
given at a Japan-USSR symposium in 1972 (which Skorohod attended); see [14]. The
Skorohod integral coincides with the Itoˆ integral for adapted integrands. So, in the case
of the Brownian motion, the Skorohod integral is just an extension of the Itoˆ integral to
a set of non-adapted integrands. On the other hand, it should be emphasized that there
is no Itoˆ integral with respect to the fBm, even if the integrand is adapted.
The operator δ is not an isometry! But we have the following useful tool for estimating
the second moment of δ(X): for elements X is a subspace of Dom δ (denoted by D1,2(U)),
E
∣∣∣∣∫ T
0
X(s)δBH(s)
∣∣∣∣2 ≤ E‖X‖2U + E‖DX‖2U⊗U (27)
= αHE
∫ T
0
∫ T
0
X(t)X(s)|t− s|2H−2dtds+
α2HE
∫
[0,T ]4
DtX(s)Dt′X(s
′)|t− t′|2H−2|s− s′|2H−2dtdt′dsds′.
The following result is the Itoˆ formula for the divergence integral with respect to the
fBm (see Theorem 5.2.1 of [29]).
Theorem 4.3. If H > 1/2 and F : [0,∞)× R → R is a function which is continuously
differentiable in t and twice continuously differentiable in x, then
F (t, BHt )−F (0, 0) =
∫ t
0
∂F
∂t
(s, BHs )ds+
∫ t
0
∂F
∂x
(s, BHs )δB
H(s)+H
∫ t
0
∂2F
∂x2
(s, Bs)s
2H−1ds.
4.3 SDE with fractional noise
Assume that H > 1/2. Consider the stochastic differential equation (SDE):
dX(t) = σ(X(t))δBHt , X(0) = 0, (28)
where σ is a globally Lipschitz function. The solution of (28) satisfies
X(t) =
∫ t
0
σ(X(s))δBH(s),
provided that the stochastic integral is well-defined.
Solving equation (28) for a general function σ has remained an open problem for
the last 20 years. To see where the difficulty comes from, let’s try to set-up a Picard’s
iterations scheme, as in the case of the Brownian motion: X0(t) = 0 and for any n ≥ 0,
Xn+1(t) =
∫ t
0
σ(Xn(s))δB
H(s).
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Assume that σ is differentiable, and |σ(x)| ≤ C and |σ′(x)| ≤ C ′ for all x ∈ R. By (27),
E|Xn+1(t)|
2 ≤ αHE
∫ t
0
∫ t
0
σ(Xn(s))σ(Xn(s
′))|s− s′|2H−2dtdt′+
α2H
∫
[0,T ]4
Dt
(
σ(Xn(s))
)
Dt′
(
σ(Xn(s
′))
)
|t− t′|2H−2|s− s′|2H−2dtdt′dsds′
≤ αHC
2E
∫ t
0
∫ t
0
|Xn(s)||Xn(s
′)||s− s′|2H−2dtdt′+
α2HC
′2E
∫
[0,T ]4
|DtXn(s)||Dt′Xn(s
′)||t− t′|2H−2|s− s′|2H−2dtdt′dsds′,
using the fact that Dt
(
σ(Xn(s))
)
= σ′(Xn(s))DtXn(s). But it is not clear how to estimate
this further.
4.4 Particular case: SDE with multiplicative fractional noise
Consider the particular case σ(x) = x (but with non-vanishing initial conditions). More
precisely, we look at the equation:
dX(t) = X(t)δBHt , X0 = 1. (29)
The solution of this equation satisfies:
X(t) = 1 +
∫ t
0
X(s)δBH(s),
provided that the stochastic integral is well-defined.
Theorem 4.4. Equation (29) has a unique solution, the geometric fBm:
X(t) = exp(BHt − t
2H/2).
Proof. Similarly to the Brownian motion case, there are two methods to prove this result.
The first method consists in applying the Itoˆ formula for the divergence integral (Theorem
4.3) to the function F (t, x) = ex−t
2H/2. We explain the second method, which consists in
writing the series expansion of the solution. As in the proof of Theorem 2.4, it can be
shown that, if it exists, the solution of (29) has the following series expansion in L2(Ω):
X(t) = 1 +
∑
n≥1
1
n!
IB
H
n (t),
where IB
H
n (t) is the multiple integral of order n:
IB
H
n (t) =
∫
[0,t]n
1dBH(t1) . . . dB
H(tn).
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Unlike Theorem 2.4, here it is not clear how to define an iterated integral with respect to
BH . But still, the multiple integrals IB
H
n (t) can be calculated using Hermite polynomials.
Using Theorem 2.5 with W = BH , H = U and h = 1[0,t] (with ‖h‖
2
U = t
2H), we see that
IB
H
n (t) = t
n/2Hn
(
BHt
tH
)
.
Hence,
X(t) = 1 +
∑
n≥1
1
n!
IB
H
n (t) = 1 +
∑
n≥1
1
n!
t2HHn
(
BHt
tH
)
= exp(BHt − t
2H/2).
Note that for any p > 0, E[X(t)p] = exp(p(p−1)
2
t2H) and hence the Lyapunov exponent
of the solution {X(t)}t>0 is infinte:
λp = lim
t→∞
1
t
logE[X(t)p] =∞.
But we can consider a modified Lyapunov exponent (or order 2H), which is finite:
λ(H)p = lim
t→∞
1
t2H
logE[X(t)p] =
p(p− 1)
2
.
5 SPDEs with space-time homogeneous Gaussian noise
In this section, we introduce a new model for the noise perturbing an SPDE, and we give
a summary of the known results for the heat and wave equations with this type of noise.
5.1 The fractional-colored noise: a spin-off from Dalang’s theory
Taking a hint from the form (26) of the covariance of the fBm with index H > 1/2 and
the covariance (17) of the spatially homogeneous Gaussian noise, we consider a zero-mean
Gaussian process F = {F (A);A ∈ Bb(R+ × Rd)} with covariance:
E[F (A)F (B)] =
∫
(R+×Rd)2
1A(t, x)1B(s, y)γ(t− s)f(x− y)dtdxdsdy =: 〈1A, 1B〉H,
where f is the Fourier transform of a tempered measure µ on Rd and ν is the Fourier
transform of a tempered measure ν on R. Using an expression of the inner product in
terms of Fourier transforms, it can be shown that 〈·, ·〉H is non-negative definite.
We say that F is a space-time homogeneous Gaussian noise. It was introduced in [6],
in the case γ(t) = |t|2H−2 with H ∈ (1
2
, 1), where it was called “fractional-colored” noise.
For any t > 0 and A ∈ Bb(Rd), we let Ft(A) = F ([0, t]×A). Then
E[Ft(A)Fs(B)] = R(t, s)
∫
A
∫
B
f(x− y)dxddy,
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where R(t, s) =
∫ t
0
∫ s
0
γ(u − v)dudv = E[ZtZs] is the covariance of a process (Zt)t≥0
with stationary increments (with spectral measure ν). The typical examples that we are
interested in are: f(x) = |x|−α with 0 < α < d (which appeared in Dalang’s work; see
Remark 3.2) and γ(t) = |t|2H−2 with 1/2 < H < 1 (in which case the process (Zt)t≥0 is a
fBm of index H ; see Remark 4.1).
In general, {Ft(A); t ≥ 0, A ∈ Bb(Rd)} may not be a martingale measure. So, in
the case of random integrands, we cannot use Walsh’s approach for defining a stochastic
integral with respect to F . But for deterministic integrands, we can use Itoˆ’s approach.
If ϕ = 1A for some A ∈ Bb(R+ × Rd), we let IF (ϕ) = F (A). We extend this definition to
the space E(R+×Rd) of linear combinations of indicator functions of this form. For such
functions,
EIF (ϕ)IF (ψ) =
∫
(R+×Rd)2
ϕ(t, x)ψ(s, y)γ(t− s)f(x− y)dtdxdsdy =: 〈ϕ, ψ〉H.
This shows that the map ϕ 7→ IF (ϕ) ∈ L2(Ω) is an isometry, which we extend to the
Hilbert space H defined as the completion of E(R+×Rd) with respect to the inner product
〈·, ·〉H. The space H may contain distributions. For any ϕ ∈ H, we denote
IF (ϕ) =
∫ ∞
0
∫
Rd
ϕ(t, x)F (dt, dx),
and we say that IF (ϕ) is the stochastic integral of ϕ with respect to F .
Note that {F (ϕ)}ϕ∈H is an isonormal Gaussian process, corresponding to the Hilbert
space H. To define the stochastic integral in the case of random integrands, we consider
the divergence operator δF from Malliavin calculus, which is defined as the adjoint of the
Malliavin derivative, as in Section 4.2 above (see [29]). For any X ∈ Dom δF , we denote
δF (X) =
∫ ∞
0
∫
Rd
X(t, x)F (δt, δx).
5.2 Again the linear equation
We consider the equation
Lu(t, x) = F˙ (t, x) t > 0, x ∈ Rd, (30)
with zero initial conditions, where L is a second-order partial differential operator with
constant coefficients. As in Section 3.2 below, let G be the fundamental solution of L. By
definition, the mild solution to (30) is given by:
u(t, x) =
∫ t
0
∫
Rd
G(t− s, x− y)F (ds, dy),
provided that the stochastic integral is well-defined, i.e. G(t− ·, x− ·)1[0,t](·) ∈ H.
The case γ(t) = |t|2H−2 with 1/2 < H < 1 was examined in [7], where it was shown
that:
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• If L = ∂
∂t
− 1
2
∆ (heat operator), (30) has a random field solution if and only if∫
Rd
(
1
1 + |ξ|2
)2H
µ(dξ) <∞. (31)
In particular, if f(x) = |x|−α with α ∈ (0, d), (31) becomes α < 4H .
• If L = ∂
2
∂t2
− 1
2
∆ (wave operator), (30) has a random field solution if and only if∫
Rd
(
1
1 + |ξ|2
)H+1/2
µ(dξ) <∞. (32)
In particular, if f(x) = |x|−α with α ∈ (0, d), (31) becomes α < 2H + 1.
Note that when H = 1/2, (31) and (32) coincide with Dalang’s condition (18). So,
formally we can say that Dalang’s work [10] covers the case H = 1/2. Since H > 1/2,
(32) is stronger than (31).
Remark 5.1. In [2], these results were extended to a general Gaussian noise with co-
variance determined by some tempered measures ν on R and µ on Rd, whose Fourier
transforms are not necessarily locally integrable functions. In particularly, this covers the
case when the noise behaves in time like a fBm with H < 1/2. More precisely, in [2] it
was shown in that:
• if L = ∂
∂t
− 1
2
∆ (heat operator), (30) has a random field solution if and only if∫
Rd
∫
R
1
1 + τ 2 + |ξ|4
ν(dτ)µ(dξ) <∞;
• if L = ∂
2
∂t2
− 1
2
∆ (wave operator), (30) has a random field solution if and only if∫
Rd
1√
1 + |ξ|2
∫
R
1
1 + τ 2 + |ξ|2
ν(dτ)µ(dξ) <∞.
5.3 What we know so far about some non-linear equations
Consider the equation
Lu(t, x) = u(t, x)F˙ (t, x) t > 0, x ∈ Rd, (33)
with initial condition 1, where L is the heat or wave operator on R+×Rd. By definition,
a mild Skorohod solution to (33) satisfies:
u(t, x) = 1 +
∫ t
0
∫
Rd
G(t− s, x− y)u(s, y)F (δs, δy),
provided that the stochastic integral is well-defined (as the divergence integral from Malli-
avin calculus). The word “Skorohod” is used to distinguish it from the mild Stratonovich
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solution, for which the stochastic integral is understood in a different sense. Here G is
the fundamental solution of the heat or wave operator.
We include below a summary of the known results for the heat equation:
∂u
∂t
(t, x) =
1
2
∆u(t, x) + u(t, x)F˙ (t, x) t > 0, x ∈ Rd (34)
with initial condition u(0, x) = 1. Equation (34) is called the Parabolic Anderson Model
with space-time homogeneous Gaussian noise.
Items (a)-(d) below were obtained by the Hu-Nualart group in a series of three papers:
[17, 18, 15]. Item (e) was proved in [1]. Item (f) is taken from the recent preprints [4, 16].
(a) (Existence and uniqueness) Under Dalang’s condition (18), equation (34) has a unique
mild Skorohod solution and this solution has the series expansion:
u(t, x) = 1 +
∑
n≥1
IFn (fn(·, t, x)) (35)
where IFn is the multiple integral of order n with respect to F (defined as in [29],
using Malliavin calculus), and the function fn(·, t, x) is given by relation (25) with
G the fundamental solution of the heat operator.
(b) (Feynman-Kac (FK) representation of moments) Under Dalang’s condition (18), the
moments of the solution u of (34) have the following stochastic representation:
E[u(t, x)k] = E
[
exp
{ ∑
1≤i<j≤k
∫ t
0
∫ t
0
γ(r − s)f(Bir −B
j
s)drds
}]
,
for any integer k ≥ 2, where B1, . . . , Bk are i.i.d. d dimensional Brownian motions,
independent of W . Moreover, u(t, x) is the limit in Lk(Ω) (hence in probability) of
a sequence of non-negative random variables, and therefore u(t, x) ≥ 0 a.s.
(c) (Intermittency) If γ(t) = |t|2H−2 for some H ∈ (1
2
, 1) and f(x) = |x|−α for some
α ∈ (0, d ∧ 2), then for any p > 0,
exp
(
c1p
4−α
2−α tρ
)
≤ E[u(t, x)p] ≤ exp
(
c2p
4−α
2−α tρ
)
,
where c1 > 0, c2 > 0 are constants independent of t, x and p, and
ρ =
4H − α
2− α
.
(d) (FK representation of the solution) If γ(t) ≤ c|t|2H−2 for all t ∈ R, for someH ∈ (1
2
, 1)
and c > 0, and ∫
Rd
(
1
1 + |ξ|2
)2H−1
µ(dξ) <∞, (36)
then
u(t, x) = E
[
exp
(
W (ABt,x)−
1
2
‖ABt,x‖
2
H
)]
,
where ABt,x is a random variable in L
2(Ω;H), which is measurable with respect to a
d-dimensional Brownian motion B = (Bt)t≥0, starting at x and independent of W .
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(e) (Another FK representation of the second moment) Under Dalang’s condition (18),
E[u(t, x)2] = 1+et
2
∑
n≥1
∑
i1,...,in distinct
E
[ n∏
j=1
γ(Tij−Sij )
n∏
j=1
f(B1Tij
−B2SiJ
)1Ai1,...,in(t)
]
,
where {Pi = (Ti, Si), i ≥ 1} are the points of a Poisson random measure N on R2+
with intensity given by the Lebesque measure, Ai1,...,in(t) is the event that N has
points Pi1 , . . . , Pin in the set [0, t]
2, and B1, B2 are independent Brownian motions
on Rd starting at x, which are independent of N .
(e) (Ho¨lder continuity) If ∫
Rd
(
1
1 + |ξ|2
)η
µ(dξ) <∞ (37)
for some η ∈ (0, 1), then for any p ≥ 2, t, t′ ∈ [0, T ] and x, x′ ∈ Rd,
‖u(t, x)− u(t′, x′)‖p ≤ CT
(
|t− t′|
1−η
2 + |x− x′|1−η
)
,
where ‖ · ‖p is the norm in Lp(Ω) and CT > 0 is a constant depending on T . By
Kolmogorov’s criterion, u has a Ho¨lder continuous modification of order 1−η
2
− ε in
time and order 1 − η − ε in space, for any ε > 0. In particular, if f(x) = |x|−α
for some α ∈ (0, d ∧ 2), condition (37) holds for any η ∈ (α
2
, 1) and u has a Ho¨lder
continuous modification of order 1
2
(1− α
2
)− ε in time and order 1− α
2
− ε in space.
If in addition, γ(t) = |t|2H−2 for some H ∈ (1
2
, 1), then u has a Ho¨lder continuous
modification of order 1
2
(2H − α
2
)− ε in time and order 2H − α
2
− ε in space.
We consider now the case of the wave equation:
∂2u
∂t2
(t, x) = ∆u(t, x) + u(t, x)F˙ (t, x) t > 0, x ∈ Rd (38)
with initial condition u(0, x) = 1 and ∂u
∂t
(0, x) = 0. Equation (38) is called the Hyperbolic
Anderson Model. There are fewer results for this equation in the literature. We list these
results below. Items [a,d] are taken from [5], and items [b,c] from [3].
(a) (Existence and Uniqueness) Under Dalang’s condition (18), equation (38) has a
unique mild Skorohod solution for any d ≥ 1, and this solution has the same series
expansion (35) as in the case of the Parabolic Anderson Model, but with G replaced
by the fundamental solution of the wave operator.
(b) (FK representation of the second moment) Under Dalang’s condition (18), if d ≤ 3,
E[u(t, x)2] = 1 +
∑
n≥1
∑
i1,...,in distinct
E
[
n∏
j=1
γ(Tij − Sij )
n∏
j=1
f(X1Tij
−X2Sij )
n∏
j=1
(τj − τj−1)
n∏
j=1
(τ ′j − τ
′
j−1)1Ai1...in (t)
]
,
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where {Pi = (Ti, Si), i ≥ 1} are the points of a Poisson random measure N on
R
2
+ with intensity given by the Lebesque measure, Ai1,...,in(t) is the event that N
has points Pi1, . . . , Pin in the set [0, t]
2, τ1 < . . . < τn and τ
′
1 < . . . < τ
′
n are the
points Ti1 , . . . , Tin, respectively Si1 , . . . , Sin arranged in increasing order. In this
representation, the processes X1 = (X1s )s∈[0,t] and X
2 = (X2s )s∈[0,t] are defined as
follows: X10 = X
2
0 = x and for any i = 0, . . . , n,
X1s = X
1
τi
+ (t− τi)Θ
1
i if τi ≤ s < τi+1
X2s = X
2
τ ′i
+ (t− τ ′i)Θ
2
i if τ
′
i ≤ s < τ
′
i+1,
where τ0 = 0, τn+1 = t, and Θ
1
i ,Θ
2
i , i ≥ 1 are i.i.d. random variables with values in
R
d, independent of N and with density function (or distribution, if d = 3) G(1, ·).
(c) (Intermittency) Suppose that γ(t) = |t|2H−2 for some H ∈ (1
2
, 1) and f(x) = |x|−α for
some α ∈ (0, d ∧ 2). Then for any p ≥ 2,
E|u(t, x)|p ≤ Cp0 exp
(
C1p
4−α
3−α tρ
)
and E|u(t, x)|2 ≥ C2 exp
(
C3p
4−α
3−α tρ
)
,
where C0, . . . , C3 are positive constants independent of t, x and p, and
ρ =
2H + 2− α
3− α
.
(The lower bound for E|u(t, x)|p with p > 2 is an open problem.)
(d) (Ho¨lder continuity) If (37) holds, then for any p ≥ 2, t, t′ ∈ [0, T ] and x, x′ ∈ Rd,
‖u(t, x)− u(t′, x′)‖p ≤ CT
(
|t− t′|1−η + |x− x′|1−η
)
,
where ‖ · ‖p is the norm in Lp(Ω) and CT > 0 is a constant depending on T . By
Kolmogorov’s criterion, u has a Ho¨lder continuous modification of order 1−η−ε in
time and space, for any ε > 0. In particular, if f(x) = |x|−α for some α ∈ (0, d∧ 2),
condition (37) holds for any η ∈ (α
2
, 1) and u has a Ho¨lder continuous modification
of order 1− α
2
− ε in time and space.
Acknowledgement: The author would like to thank Vojkan Jaksic for the invitation
to give these lectures, Armen Shirikyan and Vahagn Nersesyan for useful discussions, and
CRM for the hospitality.
References
[1] Balan, R. M. (2009). A note on a Feynman-Kac formula. Elect. Comm. Probab. 14,
252-260.
[2] Balan, R. M. (2012). Linear SPDEs driven by stationary random distributions. J.
Fourier Anal. Appl. 18, 1113-1145.
26
[3] Balan, R. M. and Conus, D. (2016). Intermittency for the wave and heat equations
with fractional noise in time. Ann. Probab. 44, 1488-1534.
[4] Balan, R. M., Quer-Sardanyons, L. and Song, J. (2018). Ho¨lder continuity for the
Parabolic Anderson Model with space-time homogeneous Gaussian noise. Preprint
available on arXiv: 1807.05420
[5] Balan, R. M. and Song, J. (2017). Hyperbolic Anderson Model with space-time ho-
mogeneous Gaussian noise. ALEA, Latin Am. J. Probab. Math. Stat. 14, 799-849.
[6] Balan, R. M. and Tudor, C. A. (2008). The stochastic heat equation driven by a
fractional colored noise: existence of solution. ALEA, Latin Am. J. Probab. Math.
Stat. 4, 57-87. Erratum in ALEA 6 (2009), 343-347.
[7] Balan, R. M. and Tudor, C. A. (2010). The stochastic wave equation with fractional
noise: a random field approach. Stoch. Proc. Appl. 120, 2468-2494.
[8] Bertini, L. and Cancrini, N. (1995) The stochastic heat equation: Feynman-Kac
formula and intermittence. J. Stat. Phys., 78, n5-6, 1377-1401.
[9] Chen, L. (2013).Moments, intermittency and growth indices for non-linear stochastic
PDE’s with rough initial conditions. Ph.D. Thesis No. 5712. Ecole Polytechnique
Fe´de´rale de Lausanne.
[10] Dalang, R.C. (1999) Extending martingale measure stochastic integral with applica-
tions to spatially homogeneous spde’s. Electr. J. Probab. 4.
[11] Dalang, R.C., Khoshnevisan, D, Mueller, C., Nualart, D., Xiao, Y. (2009). A Mini-
course on Stochastic Partial Differential Equations. Eds. Khoshnevisan, D. and
Rassoul-Agha, F. Lecture Notes Math. 1962, Springer.
[12] Dalang, R.C. and Quer-Sardanyons, L. (2011). Stochastic integrals for spde’s: a
comparison. Expo. Math. 29, 67-109.
[13] Da Prato, G. and Zabczyk, J. (1992). Stochastic Equations in Infinite Dimensions,
Cambridge University Press.
[14] Hitsuda, M. (1972). Formula for Brownian partial derivatives. In Second Japan-USSR
Symp. Probab. Th. 2, 111-114.
[15] Hu, Y., Huang, J., Nualart, D. and Tindel, S. (2015). Stochastic heat equations with
general multiplicative Gaussian noises: Ho¨lder continuity and intermittency. Electr.
J. Probab. 20, no. 55, 1-50.
[16] Hu, Y. and Leˆ, K. (2018). Ho¨lder continuity of Parabolic Anderson Model. Preprint
available on arXiv:1809.10096.
[17] Hu, Y. and Nualart, D. (2009). Stochastic heat equation driven by fractional noise
and local time. Probab. Th. Rel. Fields 143, 285-328.
27
[18] Hu, Y., Nualart, D. and Song, J. (2011). Feynman-Kac formula for heat equation
driven by fractional white noise. Ann. Probab. 39, 291-326.
[19] Hurst, H. E. (1951). Long-term storage capacity in reservoirs. Trans. Amer. Soc.
Civil Eng. 116, 400-410.
[20] Itoˆ, K. (1944). Stochastic integral. Proc. Imp. Acad. Tokyo 20, 519-524.
[21] Jolis, M. (2010). The Wiener integral with respect to second order processes with
stationary increments. J. Math. Anal. Appl. 366, 607-620.
[22] Khoshnevisan, D. (2014). Analysis of Stochastic Partial Differential Equations.
CBMS Regional Conference Series in Mathematics, Vol. 119. AMS, Providence.
[23] Kolmogorov, A. N. (1940). Wienershe Spiralen und einige undere interessante Kurven
im Hilbertshen Raum. C. R. (Doklady) Acad. USSR (N.S.) 26, 115-118.
[24] Krylov, N. V. (1999). An analytic approach to SPDEs. In Stochastic partial differ-
ential equations: six perspectives, 64 Math. Surveys Monogr., 185–242, AMS, Provi-
dence, RI.
[25] Kuo, H.-H. (2006). Introduction to Stochastic Integration. Springer, New York.
[26] Mandelbrot, B. B. and Van Ness, J. W. (1968). Fractional Brownian motions, frac-
tional noises and applications. SIAM Review 10, 422-437.
[27] Nourdin, I. and Pecatti, G. (2012). Normal Approximations with Malliavin Calculus.
Cambridge University Press.
[28] Nualart, D. (2003). Stochastic integration with respect to fractional Brownian motion
and applications. Contem. Math. 336, 3-39.
[29] Nualart, D. (2006).Malliavin Calculus and Related Topics. Second Edition. Springer.
[30] Nualart, D. and Ouknine, Y. (2004). Regularization of quasilinear heat equation
equations by a fractional noise. Stoch. Dyn. 4, 201-221.
[31] Peszat, S. and Zabczyk, J. (2000). Nonlinear stochastic wave and heat equations.
Probab. Th. Rel. Fields 116, 421-443.
[32] Skorohod, A. V. (1975). On a generalization of a stochastic integral. Theory Probab.
Appl. 20, 219-233.
[33] Stein, E.M.: Singular Integrals and Differentiability Properties of Functions, Prince-
ton University Press, Princeton, 1970.
[34] J. B. Walsh, An introduction to stochastic partial differential equations. Ecole d’Ete´
de Probabilite´s de Saint-Flour XIV. Lecture Notes in Math. 1180, 265–439, Springer-
Verlag, 1986.
28
