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Abstract
Using Krichever-Phong’s universal formula, we show that a multiplicative repre-
sentation linearizes Sklyanin quadratic brackets for a multi-pole Lax function with
a spectral parameter. The spectral parameter can be either rational or elliptic. As a
by-product, we obtain an extension of a Sklyanin algebra in the elliptic case. Krichever-
Phong’s formula provides a hierarchy of symplectic structures, and we show that there
exists a non-trivial cubic bracket in Sklyanin’s case.
1 Introduction
A starting point for many soliton systems is a Lax equation
L˙ = [P, L], (1)
where L and P are operators.
For most finite-dimensional integrable systems, this equation can be interpreted as a flow
on the space L of meromorphic matrix functions L(z) on some Riemann surface Γ (typically,
a Riemann sphere or an elliptic curve), where the positions of the poles are fixed.
The algebraic-geometric procedure for constructing the exact solutions (see [9] for a brief
outline and additional references) is merely a parametrization of the space L in terms of a
spectral curve with marked points and a divisor.
A spectral curve is defined by the equation
Γˆ : R(k, z) = det (L(z)− kI) = 0. (2)
For L(z) in general position, it is a smooth Riemann surface of finite genus. For every
point Q = (k, z) of Γˆ, there exists the unique eigenvector ψ(Q) of L(z) satisfying
L(z)ψ(Q) = kψ(Q),
1
normalized so that its first component is one, i.e., ψ1(Q) ≡ 1. The vector function ψ(Q) is
meromorphic on Γˆ. Due to the Lax equation, the spectral curve does not change with time
and the equivalence class of the pole divisor of ψ(Q) evolves linearly on the Jacobian of Γˆ.
The algebraic-geometric procedure allows us to construct ψ(Q) and L(z) explicitly in terms
of Riemann theta-functions, given an appropriate Riemann surface and a divisor on it. This
procedure does not require any Hamiltonian theory, although, in most cases, the correspond-
ing physical systems are governed by completely integrable Hamiltonian equations.
Krichever and Phong [5, 7] suggested a general approach to the Hamiltonian theory of
integrable systems with Lax-type equations. They introduced a two-form on the space L
representing a Hamiltonian structure of the system. Their formula is universal and works
even in the infinite-dimensional case. In our case, it is defined as:
ωn = −
1
2
∑
q
res
q
Tr
(
Ψ−1L1−nδL ∧ δΨ−Ψ−1δΨ ∧K1−nδK
)
dz = −
1
2
∑
q
res
q
Ωdz, (3)
where Ψ is an eigen-matrix of L(z), i.e., LΨ = ΨK and its columns are just vectors ψ(Q)
on different sheets of Γˆ. The sum is taken over the poles of L(z), the zeroes of detL(z),
and the poles of dz (if there are any). The number n is an integer parameter. Formula (3)
is well-defined on the space L, but it depends on the normalization of ψ(Q). It becomes
independent of the normalization when restricted to the leaves, where the one-form k1−nδkdz
is holomorphic. As a by-product, ωn becomes non-degenerate and independent on gauge
transformations L→ gLg−1 on the leaves (for the proofs see [9] and [10]).
An alternative approach to the Hamiltonian theory of integrable systems uses a so-called
r-matrix. An r-matrix defines Poisson brackets on L between L(u) and L(v) for fixed u and
v. In particular, when the domain of L(z) is a Riemann sphere, then, the simplest non-trivial
r-matrix is
r(z) =
1
z
N∑
i,j=1
eij ⊗ eji =
P
z
.
We denote the domain of L(z) by Γ , and call z a spectral parameter. When L(z) is a 2× 2
(so N = 2) matrix function, an elliptic r-matrix (i.e., Γ is an elliptic curve) is equal (up to
a scalar factor) to ([1]):
r(z) = −
1
2pi
θ′11
θ11(z)
(
θ01(z)
θ01
σ1 ⊗ σ1 +
θ00(z)
θ00
σ2 ⊗ σ2 +
θ10(z)
θ10
σ3 ⊗ σ3
)
, (4)
where σi are the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −ı
ı 0
)
, σ3 =
(
1 0
0 −1
)
.
The notation for the Jacobi theta-functions θij(z) is the same as in Mumford [14]. Notice,
that in the 2× 2 case (here σ0 is the identity matrix):
P =
1
2
(σ0 ⊗ σ0 + σ1 ⊗ σ1 + σ2 ⊗ σ2 + σ3 ⊗ σ3) .
2
These r-matrices satisfy the classical Yang-Baxter equation
[r12(u− v), r13(u)] + [r12(u− v), r23(v)] + [r13(u), r23(v)] = 0,
which holds in the space CN
2
⊗CN
2
⊗CN
2
with the evident notation r12 = r⊗I, r23 = I⊗r,
etc.
For each r-matrix, one can construct two types of Poisson brackets: a linear bracket and
a quadratic bracket. A linear (or Lie algebraic) bracket is defined as ([1])
{L(u) ⊗, L(v)}1 = [r(u− v), L(u)⊗ I + I ⊗ L(v)], (5)
and a quadratic (or Lie group) bracket is
{L(u) ⊗, L(v)}2 = [r(u− v), L(u)⊗ L(v)]. (6)
These Poisson structures and the two-forms ωn are degenerate on the whole phase space L.
However, they naturally foliate the space into symplectic manifolds, where it is possible to
compare them.
The classical Yang-Baxter equation is a sufficient condition to ensure that the brackets
above are indeed Poisson. There is no universal way to construct solutions to this equation,
although many solutions are known ([15]).
ω1, given by (3), coincides with the linear brackets. It is possible to show ([9]) that the
two-form ω1 coincides with a Kirillov-Kostant form on the direct product of coadjoint orbits
of the GL(N) action. When the poles of L(z) are simple, the corresponding principal parts
can be identified with Lie algebra duals gl∗(N). Symplectic leaves are determined by the
condition that the one-form δKdz is holomorphic, or, equivalently, that the principal parts
of K at each pole of K are fixed. The latter condition fixes some orbits in gl∗(N).
It is shown in [10] that quadratic brackets coincide with ω2. The nature of quadratic
brackets is more complicated. Quadratic brackets in the elliptic case were explicitly com-
puted only recently in [17] for a multi-pole Lax function. Formulas (3.2)-(3.6) in [17] appear
complicated with no apparent pattern. In this paper we show that if one uses a multiplicative
representation for a multi-pole Lax function, then the quadratic bracket assumes a remark-
ably simple form. In the case considered in [17], the bracket may be obtained as a reduction
from the direct product of spaces with single-pole quadratic brackets.
The simplest illustration of these ideas is a rational case, i.e., when Γ is a Riemann sphere
and L(z) is just a meromorphic matrix function with a fixed number of poles on the extended
complex plane. We assume that L(z) is in “general position,” which means that it belongs
to a big open cell in the space of meromorphic functions. In particular, L(z) may only have
simple poles with residues of rank one, and it is diagonalizable at least at one point. Without
loss of generality, we assume that it is diagonalizable at z =∞. Other cases, when L(z) has
a higher-order pole or a residue of a higher rank, are special and may be obtained as a result
of some limiting procedure.
The most natural way to write a meromorphic function with simple poles is to specify
positions of its poles and their corresponding residues. This leads to the formula
L(z) = L0 +
d∑
i=1
aib
T
i
z − zi
,
3
where ai, bi are N -dimensional vectors and L0 is a constant matrix. We call it an “addi-
tive representation,” because it reflects the additive Lie algebraic structure on the space of
Lax functions L. This representation is well-suited to the linear Poisson bracket (or the
corresponding symplectic form ω1), which, in these coordinates, equals
ω1 =
d∑
i=1
δaTi ∧ δbi.
However, different coordinates are natural for the quadratic bracket. Any function L(z) has
an equivalent “multiplicative representation:”
L = L0
(
I +
p1q
T
1
z − z1
)(
I +
p2q
T
2
z − z2
)
..
(
I +
pdq
T
d
z − zd
)
,
where pi and qi are also N -dimensional vectors.
It seems that the coordinates pi, qi appear first in [6], and later they are used by Borodin [12]
in the theory of difference equations. These coordinates emphasize the multiplicative (or
“group”) structure on the space of Lax operators. Essentially, a multiplicative representa-
tion is a particular case of an “integrable chain” from [10]. However, in [10] integrable chains
were not related to an additive representation, and it seems that the name “multiplicative
representation” is more appropriate than “chain” in the present situation. The quadratic
2-form corresponding to the quadratic Poisson brackets equals
ω2 =
d∑
i=1
δpTi ∧ δqi. (7)
Notice that it is a highly non-trivial task to arrive at explicit commutation relations between
coordinates pi, qi (or, ai and bi in the linear case) starting from Formulas (5) or (6). One
advantage of Krichever-Phong’s Formula (3) is that it allows us to find them and that it
works equally well in rational and elliptic cases. A multiplicative representation also exists
in the elliptic case, and similar statements related to the quadratic bracket hold (see Sections
4-6). We consider separately the case of “general position,” when the poles of L(z) are simple
and have rank one and the Sklyanin case of higher rank poles.
It turns out, that for Sklyanin’s Lax Matrix [2], the 2-form ω2 given by Formula (3)
is degenerate even on the leaves where δ ln kdz is holomorphic. In order to circumvent
this difficulty, we need to introduce an additional parameter u to 4 Sklyanin’s variables
s0, s1, s2, s3. Surprisingly, this provides an extension of a quadratic Poisson algebra:
{s0, s1}2 = −θ
4
01s2s3, {s0, s2}2 = θ
4
00s1s3, {s0, s3}2 = −θ
4
10s1s2,
{s1, s2}2 = −s0s3, {s1, s3}2 = s0s2, {s2, s3}2 = −s0s1,
{u, s0}2 = s0, {u, s1}2 = s1, {u, s2}2 = s2, {u, s3}2 = s3.
These brackets coincide with the Sklyanin Brackets [2] without the last 4 identities. However,
the symplectic leaves for the original Sklyanin brackets have dimension 2, whereas for our
extension the leaves have dimension 4. The leaves are determined by one condition
δ((s20 + s
2
1θ
4
00 + s
2
2θ
4
01)/(s
2
1 + s
2
2 + s
2
3)) = 0.
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As we said earlier, Formula (3) provides an hierarchy of 2-forms on the space of Lax
operators L. Different integer values of n correspond to different 2-forms. In particular, it
provides a non-trivial cubic bracket on the space of Sklyanin’s Lax functions. The cubic
bracket corresponds to ω3 and is given by relations
{s0, s1}3 = −2θ
4
01s0s2s3, {s0, s2}3 = 2θ
4
00s0s1s3, {s0, s3}3 = −2θ
4
10s0s1s2,
{s1, s2}3 = s3(s
2
1θ
4
00 + s
2
2θ
4
01 − s
2
0), {s1, s3}3 = s2(s
2
0 − s
2
1θ
4
10 + s
2
3θ
4
01),
{s2, s3}3 = −s1(s
2
0 + s
2
2θ
4
10 + s
2
3θ
4
00).
This bracket is non-degenerate on the leaves δu = δ((s20 + s
2
1θ
4
00 + s
2
2θ
4
01)/(s
2
1 + s
2
2 + s
2
3)) =
δ((s21 + s
2
2 + s
2
3)/s0) = 0 of dimension 2.
The cubic bracket is related to the quadratic one in the following way:
{L(u) ⊗, L(v)}3 =
1
2
[{L(u) ⊗, L(v)}2, L(u)⊗ σ0 + σ0 ⊗ L(v)− s0σ0 ⊗ σ0]+, (8)
where [A,B]+ = AB+BA. Notice, that the quadratic bracket also has the similar expression:
{L(u) ⊗, L(v)}2 =
1
2
[{L(u) ⊗, L(v)}1, L(u)⊗ σ0 + σ0 ⊗ L(v)− s0σ0 ⊗ σ0]+. (9)
It would be interesting to know the following: whether the last 2 formulas generalize to
an arbitrary Lax function, whether the whole hierarchy of symplectic structures may be
obtained in this way, and what implications it has on the integrability of Lax equations.
2 Linear form in the rational case
The coordinate form of Formula (5) is
{Lij(u), Lls(v)} =
1
u− v
((Llj(u)− Llj(v))δis + (Lis(v)− Lis(u))δlj) . (10)
It is instructive to see that in the additive representation of the Lax operator
L(z) = L0 +
d∑
i=1
aib
T
i
z − zi
, (11)
Krichever-Phong’s Universal Form (3) corresponding to n = 1 equals
ω1 =
d∑
i=1
δaTi ∧ δbi, (12)
and its inverse
{bli, a
s
j} = δijδls, {a
l
i, a
s
j} = {b
l
i, b
s
j} = 0 (13)
agrees with Brackets (10).
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Let us introduce matrices K0 and K1 as coefficients of the Laurent expansion of K(z) at
z =∞
K = K0 +
K1
z
+O
(
1
z2
)
.
We assume that L0 is in a diagonal form, i.e., L0 = K0.
Theorem 1. Universal Form (3) corresponding to n = 1 and Lax Operator (11) is ω1 =∑d
i=1 δa
T
i ∧ δbi. It is a well-defined symplectic form (independent of the normalization of Ψ
and of gauge transformations) on the leaves δK0 = δK1 = 0 and δ(b
T
i ai) = 0.
Proof. In general, Form (3) depends on the normalization of Ψ. First, we determine condi-
tions that make ωn independent of the normalization, and then we compute ω1.
A change of the normalization corresponds to a transformation Ψ → ΨV , where V is a
diagonal matrix. Formula (3) transforms as follows:
Ω→ Ω + 2Tr
(
K1−nδK ∧ δV V −1
)
.
If the one-form K1−nδKdz is holomorphic on Γ, then the second term in the last formula
does not contribute to ωn. Or, equivalently, we should restrict the one-form k
1−nδkdz to
some leaves where it is holomorphic.
Recall that n = 1 under the assumptions of the theorem. The one-form δkdz may have
poles on Γˆ above z =∞ or above the points z = zi (i.e., at the poles of k). Let ki/(z−zi) be
the principal part of k(z) at one of its poles and ψi(z) be the corresponding eigenvector of
L(z). Since the principal parts of both sides of the equation Lψ = kψ must be equal to each
other, we have aib
T
i ψi(zi) = ψi(zi)ki. Multiplying both sides of the last equation by b
T
i on the
left and dividing by bTi ψi(zi), we obtain that ki = b
T
i ai. The one-form δkdz is holomorphic
at z = zi when its principal part vanishes, i.e., δ(b
T
i ai) = 0. Since dz has a second-order pole
at z =∞, the one-form δkdz is holomorphic at ∞ if and only if δK0 = δK1 = 0.
As a by-product, it turns out that ω1 is symplectic on these leaves and does not depend
on gauge transformations L→ gLg−1, where g ∈ GL(N). See [9] for the proof when n = 1.
Now, we evaluate (3). The second term in Formula (3) has poles only at z = zi, z =∞,
branch points of Γˆ, and at the poles of Ψ(z). When the eigenvectors of L(z) are normalized
so that the sum of their components equals one, then Ψ(∞) is the identity matrix and
δΨ(∞) = δK(∞) = 0. One can check that the residues of Ωdz at z =∞ and at the branch
points vanish. Since the sum of all residues of a meromorphic differential must vanish, we
can rewrite (3) as
ω1 = −
1
2
d∑
i=1
res
zi
Tr
(
Ψ−1δL ∧ δΨ
)
dz. (14)
Clearly,
res
zi
Tr
(
Ψ−1δL ∧ δΨ
)
dz = Tr
(
Ψ−1(zi)δ(aib
T
i ) ∧ δΨ(zi)
)
. (15)
Only one entry of the matrix function K(z) has a pole at z = zi. Without loss of generality,
we assume that its principal part is diag(αi, 0, ..., 0)/(z−zi). The identity LΨ = ΨK implies
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that
aib
T
i Ψ(zi) = Ψ(zi)diag(αi, 0, ..., 0) and Ψ
−1(zi)aib
T
i = diag(αi, 0, ..., 0)Ψ
−1(zi).
Consequently,
bTi Ψ(zi) = (βi, 0, ..., 0) and Ψ
−1(zi)ai = (β˜i, 0, ..., 0)
T .
From the last two identities we deduce that bTi ai = β˜iβi and
bTi δΨ(zi)Ψ
−1(zi) = b
T
i δ ln βi − δb
T
i , δΨ(zi)Ψ
−1(zi)ai = δai − aiδ ln β˜i.
Therefore, we deduce that (15) equals
res
zi
Tr
(
Ψ−1δL ∧ δΨ
)
dz = 2δbTi ∧ δai,
which completes the proof.
We now check directly that Brackets (13) agree with r-matrix Poisson Brackets (10).
Using the properties of tensor products, one can show that
{aib
T
i
⊗, aib
T
i } = (ai ⊗ I)(I ⊗ b
T
i )− (I ⊗ ai)(b
T
i ⊗ I) = (aib
T
i ⊗ I)P − (I ⊗ aib
T
i )P. (16)
Clearly, {aib
T
i
⊗, ajb
T
j } = 0 for i 6= j. Formula (5) follows if we consider L0 as a constant
matrix and use the properties of the permutation matrix B ⊗A = P(A⊗B)P and P2 = I.
A Lie algebraic interpretation of the linear brackets has been suggested in [9]. For-
mula (14) may be rewritten as
ω1 =
d∑
i=1
res
zi
Tr
(
LδΨΨ−1 ∧ δΨΨ−1
)
dz =
d∑
m=1
ω′m.
Let us define Lm as
L(z) =
Lm
z − zm
+O(1) =
amb
T
m
z − zm
+O(1).
Then we can identify Lm with a point of gl
∗(N) and the Lie algebra with its dual using
the Killing form. Each term ω′m equals the Kostant-Kirillov form defined on an orbit of a
co-adjoint representation of a Lie group. As we saw before, δ(bTmam) = 0 on the symplectic
leaves, which corresponds to the choice of some orbit in the Lie algebra. Therefore, ω1 is the
Kirillov-Kostant form on the direct product of d coadjoint orbits of GL(N).
The Poisson brackets that correspond to each Kirillov-Kostant form are
{Lijm, L
ls
m} = δljL
is
m − δisL
lj
m,
and they coincide with Formula (16).
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3 Quadratic form in the rational case
As stated in the introduction, a rational matrix function L(z) in general position with d
poles has 2 equivalent representations:
• an additive representation L(z) = L0 +
∑d
i=1
aib
T
i
z − zi
, and
• a multiplicative representation
L = L0
(
I +
p1q
T
1
z − z1
)(
I +
p2q
T
2
z − z2
)
..
(
I +
pdq
T
d
z − zd
)
= L0B1B2...Bd,
where ai, bi, pi, and qi are N -dimensional vectors and L0 is a constant matrix.
On the symplectic leaves, Formula (3) is invariant with respect to gauge transformations
L → g−1Lg,Ψ → g−1Ψ, where g ∈ GL(N). Therefore, we may assume that the matrix L0
is diagonal.
The following lemma proves the equivalency of additive and multiplicative representations
for arbitrary d. A similar result has been proved by Borodin in [12]. Dzhamay [18] has proved
the equivalence when d = 2.
Lemma 1. For any meromorphic matrix function L(z) corresponding to a Zariski open
subset of parameters (zi, ai, bi), there exists a multiplicative representation. The converse
also holds.
Proof. An additive representation follows immediately from the multiplicative one by taking
the residues at the points zi.
To prove the converse, we assume that we have an additive representation and construct
vectors pi and qi. Let z
−
1 , z
−
2 , ..., z
−
d be zeroes of detL. Notice, for a multiplicative repre-
sentation, one has z−i = zi − p
T
i qi. Let ψ
∗ be a left eigenvector of L and the corresponding
eigenvalue k have a pole at zd. If the principal part of k is C/(z − zd), then the principal
parts of both sides of the equation ψ∗L = kψ∗ are
ψ∗(zd)L0B1(zd)...Bd−1(zd)pd
qTd
z − zd
=
C
z − zd
ψ∗(zd).
Since ψ∗(zd)L0B1(zd)...Bd−1(zd)pd is a number, the latter equation implies that ψ
∗(zd) ∝ q
T
d .
Likewise, if ψ is the right eigenvector L−1ψ = k−1ψ, where k has a zero at z = z−d , then
ψ(z−d ) ∝ pd. Since p
T
d qd = zd − z
−
d , we can recover pd and qd up to a scaling factor, which
does not affect Bd. We can repeat this procedure for the conjugated matrix BdLB
−1
d to find
Bd−1. We can find all factors B1, B2, ...Bd in this manner.
The only thing left to prove is that B1B2...BdL
−1 is a constant matrix. By construction,
L(z−d )pd = 0. By assumption, L(z) is in general position, which means that dim kerL(z
−
d ) = 1
and that the residue resz−
d
L−1(z)dz has rank 1. Since LL−1 = I, it must be that
L−1(z) =
pdv
T
d
z − z−d
+O(1)
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for some vector vd. Since Bd(z
−
d )pd = 0, we conclude that the function BdL
−1 is holomorphic
at z−d . By construction of the vector qd, we have q
T
d L
−1(zd) = 0, which means that BdL
−1 is
also holomorphic at zd. Using the same arguments, we can show that
BdL
−1(z) =
pd−1v
T
d−1
z − z−d−1
+O(1)
and that qTd−1Bd(zd−1)L
−1(zd−1) = 0, which implies that Bd−1BdL
−1 is holomorphic at z−d−1
and zd−1. By induction, we prove that B1B2...BdL
−1 is an entire function on the extended
complex plane, hence it has to be a constant.
Now, we are in a position to prove:
Theorem 2. Universal Form (3) corresponding to n = 2 and a rational Lax matrix L(z) =
L0B1B2...Bd in the multiplicative representation equals
ω2 =
d∑
i=1
δpTi ∧ δqi.
Symplectic leaves are determined by the conditions δK0 = δK1 = 0 and δ(q
T
i pi) = 0, where
K(z) = K0 +K1/z +O(1/z
2).
Proof. The proof is similar to the proof of Theorem 1. We can rewrite Formula (3) as
ω2 = −
1
2
d∑
i=1
res
zi,z
−
i
Tr
(
Ψ−1L−1δL ∧ δΨ
)
dz, (17)
where z−i = zi − q
T
i pi are zeroes of detL.
The two-form ω2 is symplectic, independent of the normalization of Ψ and of gauge
transformations, provided that the one-form δ lnKdz is holomorphic on Γ or δ ln kdz is
holomorphic on Γˆ. Since dz has a second-order pole at z = ∞, we should fix K0 and K1,
i.e., two conditions that determine symplectic leaves for ω2 are δK0 = δK1 = 0. Other
possible singularities of δ ln kdz are at the points zi and z
−
i . One can check that δ ln kdz is
holomorphic if δzi = δz
−
i = 0, which yields the condition δ(q
T
i pi) = 0.
Let us introduce matrices Td = L0B1B2...Bd, Td−1 = BdL0B1B2...Bd−1, ..., T1 = B2B3...BdL0B1.
Since Td ≡ L, we have TdΨd = ΨdK and Ψd ≡ Ψ. Matrices Ti with i < d are conjugated to
Td, i.e., TiΨi = ΨiK, where Ψd−1 = BdΨd, Ψd−2 = Bd−1BdΨd, ..., Ψ1 = B2B3...BdΨd.
The following transformation of ω2 is almost identical to the one used in [10]. One can
show that:
Tr
(
Ψ−1d T
−1
d δTd ∧ δΨd
)
=
d∑
k=1
Tr
(
Ψ−1d B
−1
d ...B
−1
k δBkBk+1...Bd ∧ δΨd
)
=
=
d∑
k=1
Tr
(
Ψ−1k B
−1
k δBk ∧ δΨk
)
−
d−1∑
k=1
Tr
(
B−1d ...B
−1
k δBk ∧ δ(Bk+1...Bd)
)
.
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Notice that the last sum does not have any poles except at the points zi and z
−
i and vanishes
after the summation over all residues. Therefore,
ω2 = −
1
2
d∑
i,j=1
res
zi,z
−
i
Tr
(
Ψ−1j B
−1
j δBj ∧ δΨj
)
dz.
The matrix Ψd consists of normalized eigenvectors and it does not have poles at the points
zi, z
−
i for any i in general position. However, matrices Ψj may acquire poles at the points
zi, z
−
i for i > j. Since matrices Ψj (j < d) consist of eigenvectors of Tj , we can normalize
them: Ψ˜j = ΨjFj . The matrix functions F
−1
j are diagonal, possibly having poles at zi, z
−
i
for i > j. Normalized matrices Ψ˜j are holomorphic at zi, z
−
i for any i.
The second term on the right hand side of the identity
Tr
(
Ψ−1j B
−1
j δBj ∧ δΨj
)
= Tr
(
Ψ˜−1j B
−1
j δBj ∧ δΨ˜j
)
− Tr
(
Ψ˜−1j B
−1
j δBjΨ˜j ∧ δ lnFj
)
is holomorphic at zi, z
−
i for i > j, because δzi = δz
−
i = 0.
Therefore, our formula for ω2 becomes:
ω2 = −
1
2
d∑
i=1
res
zi,z
−
i
Tr
(
Ψ−1i B
−1
i δBi ∧ δΨi
)
dz.
Plugging in the expression for Bi and computing the residues, we obtain:
ω2 =−
1
2
d∑
i=1
[
Tr
(
Ψ−1i (zi)
(
1−
piq
T
i
qTi pi
)
δ(piq
T
i ) ∧ δΨi(zi)
)
+
+Tr
(
Ψ−1i (z
−
i )piq
T
i
δ(piq
T
i )
qTi pi
∧ δΨi(z
−
i )
)]
. (18)
Let us fix an integer i. Define the function Ui as Ti = UiBi. The function Ui is holo-
morphic at zi, and Bi has a simple pole there. Ψi is holomorphic at zi, and K is a diagonal
matrix with all but one entry holomorphic at zi. Without loss of generality, assume that
K11 has a simple pole at zi. The principal part of the identity UiBiΨi = ΨiK implies that
Ui(zi)piq
T
i Ψi(zi)Ψ
−1
i (zi) is a diagonal matrix and q
T
i Ψi(zi) = (αi, 0, 0, ..., 0), where αi is some
scalar function. Taking the variation of the latter identity, we deduce:
qTi δΨi(zi)Ψ
−1
i (zi) = q
T
i δ lnαi − δq
T
i . (19)
Similar arguments for Ψ−1i T
−1
i = K
−1Ψ−1i at the point z
−
i prove that Ψ
−1
i (z
−
i )pi = (βi, 0, ..., 0)
T
and
δΨi(z
−
i )Ψ
−1
i (z
−
i )pi = δpi − piδ lnβi. (20)
Substite (19) and (20) into (18) to complete the proof of the theorem.
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We now check that ω2 from Theorem 2 agrees with r-matrix Brackets (6). The Poisson
brackets corresponding to ω2 are
{piq
T
i
⊗, piq
T
i } = (pi ⊗ I)(I ⊗ q
T
i )− (I ⊗ pi)(q
T
i ⊗ I).
One can check that
{Bi(u) ⊗, Bi(v)} =
(pi ⊗ I)(I ⊗ q
T
i )− (I ⊗ pi)(q
T
i ⊗ I)
(u− zi)(v − zi)
.
Consequently, we deduce:
{Bi(u) ⊗, Bj(v)} = δij [r(u− v), Bi(u)⊗ Bj(v)].
Then, if we consider L0 as a constant matrix, the group property of the quadratic bracket [16]
gives Formula (6):
{L(u) ⊗, L(v)} = [r(u− v), L(u)⊗ L(v)].
4 Elliptic case: general position
Certain difficulties arise if one wants to construct a non-trivial Lax Equation (1) on an elliptic
curve. In this case, the principal parts of an elliptic function L(z) can’t be arbitrary due to
the relation ∑
i
res
zi
L(z)dz = 0,
which is not invariant under Flow (1).
Two general approaches are known to overcome this difficulty: one of them is due to
Krichever and Novikov [4], another one is implied in Sklyanin’s Paper [2]. We consider
Sklyanin’s approach in Section 5. The idea of [4] is to introduce N additional poles to the
functions L(z) and P (z) with special dependence on t, so that Equation (1) is non-trivial.
Positions of the “main” poles and their principal parts, i.e., the set of data (zi, reszi L(z)dz),
determine the function L(z) up to a complex scalar. In order to avoid “pathological” cases
(e.g., when some of the poles zi coincide), we consider the values only in a Zariski open
subset. We denote the divisor of the “main” poles by D+. In the same way as in the rational
case, we assume that all poles are simple and the residues at the points zi have rank one.
The additional poles with coordinates qi1, 1 ≤ i ≤ N play the role of so-called Tyurin
parameters that parametrize framed stable degree N holomorphic bundles. We impose the
constraints:
L(z) =
βiα
T
i
z − qi1
+ Li1 + o(1), α
T
i βi = 0, α
T
i Li1 = α
T
i κi,
where the matrix (α1, α2, ..., αN) is the identity matrix. If V
1 is a bundle that corresponds to
(qi1, αi), then L(z) may be identified with a section of H
0(Γ, End(V1)(D+)), where the order
of poles is bounded by the divisor D+. Lax equation (1) defines an evolution of the bundle
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V1. This construction is also applicable to Lax equations on a Riemann surface of arbitrary
genus (see [9] for details).
The linear symplectic form ω1 was computed in [9]. In this section we compute a quadratic
form for a multiplicative representation of L(z). It turns out that, in order to define a
multiplicative representation, we need to introduce a sequence of vector bundles. Suppose
that we have a representation:
L(z) = BdBd−1...B1. (21)
The data (zi, reszi L(z)dz) depend on 2dN parameters. In order to completely determine the
function L(z), we must specify
∑N
i=1 q
i
1. Therefore, L(z) depends on 2dN + 1 parameters.
If we assume that each function Bi is holomorphic at zj for j 6= i, then the right hand
side of (21) depends on (2N + 1)d parameters. However, the problem is that the Tyurin
parameters for each Bi are different, i.e., functions Bi are endomorphisms of different vector
bundles and their composition does not make sense.
A way around this difficulty was suggested in [10]. The idea is to consider a sequence of
vector bundles Vm corresponding to the Tyurin parameters (qim, αi), such that V
d+1 = V1.
Then each Bm ∈ Hom(V
m,Vm+1)(zm) and has N poles at the points q
i
m, so that
Bm =
βi(m)α
T
i
z − qim
+O(1), (22)
where the βi(m) are N -dimensional vectors. The inverse functions are homomorphisms of
vector bundles, and the vector bundles are in the opposite order:
B−1m ∈ Hom(V
m+1,Vm)(z−m),
where z−m is the pole of L
−1(z) which is distinct from the points qim+1 and D− =
∑
m
z−m.
The inverse functions also have poles at the points qim+1, 1 ≤ i ≤ N , so that
B−1m =
β˜i(m)α
T
i
z − qim+1
+O(1). (23)
The function Bm(z) is elliptic with a simple pole of rank one at the point z = zm and may
be written out explicitly using Weierstrass sigma functions:
Bijm = f
i
m
σ(z + qim+1 − q
j
m − zm)σ(z − q
i
m+1)
σ(z − zm)σ(qim+1 − q
j
m)σ(z − q
j
m)
.
Its inverse has a simple pole of rank one at the point
z−m = zm +
N∑
i=1
(
qim − q
i
m+1
)
, (24)
where the complex numbers qim are subject to the periodicity conditions q
i
d+1 = q
i
1.
Since the transformations f im → λmf
i
m don’t change L(z) provided that
∏d
m=1 λm = 1,
the total number of independent parameters needed to describe a chain B1, B2, ..., Bd is
2dN + 1, which coincides with the number of parameters for the function L(z).
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Theorem 3. The quadratic symplectic form (given by (3)) equals
ω2 =
d∑
m=1
N∑
i=1
δ ln
(
f im−1
∏
p 6=i σ(q
i
m − q
p
m)∏r
p=1 σ(q
i
m − q
p
m+1)
)
∧ δqim. (25)
Symplectic leaves are determined by the conditions δzm = δz
−
m = 0. Only 2d− 1 of them are
independent and in general position, so the dimension of the leaves is 2d(N − 1) + 2.
Proof. As opposed to the rational case, Ωdz in Formula (3) has poles at the points qi1.
Moreover, the residues of the two terms of Ωdz are not equal to each other. We can rewrite (3)
as:
ω2 = −
1
2
∑
res Ω′dz +
1
2
N∑
i=1
res
qi
1
(
Ψ−1δΨ ∧K−1δK
)
dz, (26)
where Ω′ = Tr (Ψ−1L−1δL ∧ δΨ) and the first sum is taken over the points qi1, zm, z
−
m, 1 ≤
i ≤ N , 1 ≤ m ≤ d.
Consider the following matrices: T1 ≡ L = BdBd−1...B1, T2 = B1BdBd−1...B2, ..., Td =
Bd−1Bd−2...B2B1Bd. Let Ψm be an eigen-matrix of the corresponding Tm, i.e., TmΨm =
ΨmK. Matrices Ψi with i > 1 are related to Ψ1 ≡ Ψ in the following way: Ψ2 = B1Ψ1,Ψ3 =
B2B1Ψ1, ...,Ψd = Bd−1Bd−2...B1Ψ1.
One can rewrite Ω′ as:
Ω′ =
d∑
m=1
Tr
(
Ψ−1m B
−1
m δBm ∧ δΨm
)
−
d∑
m=2
Tr
(
B−11 B
−1
2 ...B
−1
m δBm ∧ δ(Bm−1Bm−2...B1)
)
. (27)
In general position, Ω′dz does not have any residues at the points qim with m > 1. Therefore,
we can safely add them in the summation in Formula (26). However, the second term in (27)
vanishes after this procedure. The first term in Formula (26) becomes:
−
1
2
∑
res Ω′dz = −
1
2
d∑
m=1
(
reszmΩmdz + resz−mΩmdz +
N∑
i=1
resqimΩmdz +
N∑
i=1
resqim+1Ωmdz
)
,
(28)
where Ωm = Tr
(
Ψ−1m B
−1
m δBm ∧ δΨm
)
.
The functions Ψm may have some poles at the points zi and z
−
i with i < m, but an argument
identical to the one used in the proof of Theorem 2 shows that they don’t contribute to ω2.
Now we compute each term in Formula (28):
One can check that B−1m is (the computation of Lˆ
−1 in [8] is almost identical to this
computation):
(
B−1m
)
kl
=
σ(z − z−m + q
k
m − q
l
m+1)σ(z − q
k
m)
f lmσ(z − z
−
m)σ(z − q
l
m+1)
×
∏N
p=1 σ(q
l
m+1 − q
p
m)
∏
p 6=l σ(q
k
m − q
p
m+1)∏
p 6=k σ(q
k
m − q
p
m)
∏
p 6=l σ(q
l
m+1 − q
p
m+1)
.
13
Below we will use the following notation: reszmBmdz = PmQ
T
m, resz−mB
−1
m dz = P˜mQ˜
T
m, where
Pm, Qm, P˜m, Q˜m are the N -dimensional vectors:
P im = f
i
mσ(zm − q
i
m+1), P˜
k
m = σ(z
−
m − q
k
m)
∏N
p=1 σ(q
k
m − q
p
m+1)∏
p 6=k σ(q
k
m − q
p
m)
,
Qjm = 1/σ(zm − q
j
m), Q˜
l
m =
1
f lmσ(z
−
m − q
l
m+1)
∏N
p=1 σ(q
l
m+1 − q
p
m)∏
p 6=l σ(q
l
m+1 − q
p
m+1)
.
We now compute reszmΩmdz. Since Tm has a simple pole of rank one at zm, one diagonal
entry of K has a simple pole at that point and Ψm is holomorphic at zm. The principal part
of the equation TmΨm = ΨmK implies that Q
T
mΨm(zm) = (κm, 0, ..., 0). Taking the variation
of the last identity, we deduce that:
QTmδΨm(zm)Ψ
−1
m (zm) = Q
T
mδ lnκm − δQ
T
m.
Using the identities B−1m (zm)Pm = 0 and Q
T
mB
−1
m (zm) = 0 (which follow from BmB
−1
m =
B−1m Bm = I), one can show that:
reszmΩmdz = δQ
T
m ∧B
−1
m (zm)δPm.
The identity Ψ−1m T
−1
m = K
−1Ψ−1m at the point z
−
m implies that Ψ
−1
m (z
−
m)P˜m = (κm, 0, ..., 0)
T
and, consequently:
δΨm(z
−
m)Ψ
−1
m (z
−
m)P˜m = δP˜m − P˜mδ lnκm.
Using the fact that Q˜TmBm(z
−
m) = Bm(z
−
m)P˜m = 0, one can prove that:
resz−mΩmdz = −δQ˜
T
m ∧ Bm(z
−
m)δP˜m.
Now, we compute the term resqimΩmdz in (28). We assume that the poles of Ψm do not
coincide with any of the points qim. Then the Taylor expansion of Ψm is:
Ψm = Ψm(q
i
m) + Ψ
′
m(q
i
m)(z − q
i
m) +
1
2
Ψ′′m(q
i
m)(z − q
i
m)
2 +O((z − qim)
3).
The principal part of TmΨm = ΨmK implies that α
T
i Ψm(q
i
m) = 0 since ΨmK is holomorphic
at qim. However, Tm = ΨmKΨ
−1
m has a pole at q
i
m, so the Laurent expansion of Ψ
−1
m is:
Ψ−1m =
γi(m)α
T
i
z − qim
+Ψ0m +Ψ
1
m(z − q
i
m) +O((z − q
i
m)
2).
Plugging the series of Ψm and Ψ
−1
m into ΨmΨ
−1
m = I, we obtain:
Ψm(q
i
m)γi(m)α
T
i = 0, Ψm(q
i
m)Ψ
0
m +Ψ
′
m(q
i
m)γi(m)α
T
i = I, (29)
1
2
Ψ′′m(q
i
m)γi(m)α
T
i +Ψ
′
m(q
i
m)Ψ
0
m +Ψm(q
i
m)Ψ
1
m = 0.
Formulas (22), (23) and the fact that BmB
−1
m = B
−1
m Bm = I imply that:
αTi Bm(q
i
m+1) = 0, α
T
i B
−1
m (q
i
m) = 0, B
−1
m (q
i
m)βi(m) = 0. (30)
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Now, we show that:
αTi
∂(B−1m )
∂z
∣∣∣∣
qim
βi(m) = 1. (31)
Clearly, we have:
αTi
∂(B−1m )
∂z
βi(m) = −α
T
i B
−1
m
∂Bm
∂z
B−1m βi(m).
Using (22), we obtain:
αTi
∂(B−1m )
∂z
∣∣∣∣
qim
βi(m) =
(
αTi
∂(B−1m )
∂z
∣∣∣∣
qim
βi(m)
)2
,
so (31) follows. Now, using Formulas (22), (23), (29)-(31), we compute:
resqimΩmdz = −
(
αTi
∂(B−1m )
∂z
∣∣∣∣
qim
δβi(m)
)
∧ δqim + α
T
i Ψ
′
m(q
i
m)δγi(m) ∧ δq
i
m. (32)
In order to compute resqim+1Ωmdz, we need 2 additional identities that follow from Ψm+1 =
BmΨm:
Ψ−1m (q
i
m+1)β˜i(m) = γi(m+ 1), Ψm(q
i
m+1)γi(m+ 1) = β˜i(m). (33)
Using (23), (29)-(30),(33), we show that:
resqim+1Ωmdz =
(
αTi
∂Bm
∂z
∣∣∣∣
qim+1
δβ˜i(m)
)
∧ δqim+1 − α
T
i Ψ
′
m+1(q
i
m+1)δγi(m+ 1) ∧ δq
i
m+1. (34)
Notice that the last terms in (32) and (34) telescope after summing over i. The only terms
that we need to be careful about are those with i = d + 1, since Ψd+1 = Ψ1K 6= Ψ1. One
can check that αTi Ψ
′
1(q
i
1)δγi(1) = α
T
i Ψ
′
d+1(q
i
d+1)δγi(d+ 1) + α
T
i Ψ
′
1(q
i
1)δ lnK(q
i
1)γi(1) and
res
qi
1
(
Ψ−11 δΨ1 ∧K
−1δK
)
dz = αTi Ψ
′
1(q
i
1)δ lnK(q
i
1)γi(1) ∧ δq
i
1,
so we finally arrive at the formula:
ω2 =−
1
2
d∑
m=1
[
δQTm ∧B
−1
m (zm)δPm − δQ˜
T
m ∧Bm(z
−
m)δP˜m+ (35)
+
N∑
i=1
(
αTi
∂Bm
∂z
∣∣∣∣
qim+1
δβ˜i(m)
)
∧ δqim+1 −
N∑
i=1
(
αTi
∂(B−1m )
∂z
∣∣∣∣
qim
δβi(m)
)
∧ δqim
]
.
Straightforward, but rather lengthy computations show that:
ω2 =
d∑
m=1
N∑
i=1
δ ln
(
f im−1
∏
p 6=i σ(q
i
m − q
p
m)∏r
p=1 σ(q
i
m − q
p
m+1)
)
∧ δqim
on the leaves, i.e., when δzm = δz
−
m = 0.
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5 Sklyanin’s case
Sklyanin [2] has defined quadratic Poisson brackets on the space of Lax matrices with one
pole:
L = s0I +
s1
piı
σ1e
piızφ
(τ
2
, z
)
+
s2
piı
σ2e
piızφ
(
1 + τ
2
, z
)
+
s3
piı
σ3φ
(
1
2
, z
)
, (36)
where
φ(w, z) =
θ11(w + z|τ)θ
′
11(0|τ)
θ11(w|τ)θ11(z|τ)
,
and θ11(z|τ) is a Jacobi theta function. The notation for θij(z) is the same as in Mumford [14].
The functions θij(z) and θij(z|τ) correspond to the curve C/(Z+τZ). The function θij(z|2τ)
corresponds to C/(Z+ 2τZ).
The function L(z) has the following translational properties: L(z + 1) = σ3L(z)σ3, and
L(z + τ) = σ1L(z)σ1, where σi are the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −ı
ı 0
)
, σ3 =
(
1 0
0 −1
)
.
The function L(z) is elliptic on the curve C/(2Z + 2τZ), and, due to the prescribed mon-
odromy properties, the sum of its residues is automatically zero. This construction allows us
to choose the principal part of L(z) at the point z = 0 arbitrarily provided its trace vanishes.
L(z) may be identified with an endomorphism of a vector bundle on the elliptic curve
C/(Z+ τZ) with a pole at z = 0. This bundle has degree 1 and rank 2 and is described by
its section s = (s1(z), s2(z)), that transforms according to the formulas:
sT (z+1) = QsT (z), and sT (z+τ) = ΛsT (z), where Q = σ3, and Λ = exp (−piı(z − u1)− piıτ/2)σ1.
Here, we are following the notation from [17]. One difference with [17] is that we have
introduced an additional parameter u1, which changes the vector bundle, but does not affect
L(z). We need it to obtain proper symplectic leaves for the 2-form (3).
Formula (3) has been proved to work only in the case of degree 2 bundles, but we can
still apply it to Sklyanin’s case if we consider L(z) on the curve C/(Z + 2τZ) instead. As
a result, the degree of the corresponding vector bundle doubles. A degree 2 bundle has 2
holomorphic sections, and one can check that L˜(z) = gL(z)g−1 is an elliptic function on
C/(Z+ 2τZ), where
g =
(
θ00(z − u1|2τ) 0
0 θ10(z − u1|2τ)
)
,
and u1 is an arbitrary parameter. Below we use letter u instead of u1 for simplicity.
The function L˜(z) corresponds to a degenerate case of (25), since its residue at z = 0 has
rank 2, whereas all residues in the previous section had rank 1.
Theorem 4. Krichever-Phong’s Universal Formula (3) defines an hierarchy of symplectic
structures on the space of matrix functions L˜(z) which, in turn, depend on 5 parameters
(u, s0, s1, s2, s3). These structures vanish for n > 3, and ω1, ω2, ω3 correspond to the following
Poisson brackets:
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• A linear bracket (n = 1):
{s1, s2}1 = −s3, {s1, s3}1 = s2, {s2, s3}1 = −s1, {u, s0}1 = 1,
{u, si} = {s0, si} = 0 for i = 1, 2, 3.
This bracket is non-degenerate on the leaves δu = δs0 = δ(s
2
1 + s
3
2 + s
2
3) = 0, which
have dimension 2.
• A quadratic bracket (n = 2):
{s0, s1}2 = −θ
4
01s2s3, {s0, s2}2 = θ
4
00s1s3, {s0, s3}2 = −θ
4
10s1s2,
{s1, s2}2 = −s0s3, {s1, s3}2 = s0s2, {s2, s3}2 = −s0s1, (37)
{u, s0}2 = s0, {u, s1}2 = s1, {u, s2}2 = s2,
{u, s3}2 = s3.
The symplectic leaves for the quadratic bracket are defined by:
δ((s20 + s
2
1θ
4
00 + s
2
2θ
4
01)/(s
2
1 + s
2
2 + s
2
3)) = 0
and have dimension 4.
This bracket coincides with Sklyanin Brackets [2] after the symplectic reduction to
submanifolds u = 0. The submanifolds have dimension 2 and are given by the equations
δu = δ(s21 + s
2
2 + s
2
3) = δ(s
2
0 + s
2
1θ
4
00 + s
2
2θ
4
01) = 0.
• A cubic bracket (n = 3):
{s0, s1}3 = −2θ
4
01s0s2s3, {s0, s2}3 = 2θ
4
00s0s1s3,
{s0, s3}3 = −2θ
4
10s0s1s2, {s1, s2}3 = s3(s
2
1θ
4
00 + s
2
2θ
4
01 − s
2
0), (38)
{s1, s3}3 = s2(s
2
0 − s
2
1θ
4
10 + s
2
3θ
4
01), {s2, s3}3 = −s1(s
2
0 + s
2
2θ
4
10 + s
2
3θ
4
00).
This bracket is non-degenerate on the leaves
δu = δ((s20 + s
2
1θ
4
00 + s
2
2θ
4
01)/(s
2
1 + s
2
2 + s
2
3)) = δ((s
2
1 + s
2
2 + s
2
3)/s0) = 0
of dimension 2.
Proof. Formula (3) is equivalent to:
ωn =
∑
k1−n(γˆi)δk(γˆi) ∧ δz(γˆi), (39)
where γˆi are poles of eigenvectors ψ of L˜(z) on Γˆ due to the following normalization: ψ1 ≡ 1.
In this case, the poles are given by the equation L˜12(z) = 0. The symplectic leaves are
determined by the condition that the one-form k1−nδkdz is holomorphic.
The proof of the theorem is a direct computation, and is similar in all three cases, i.e.,
when n = 1, 2, or 3. We outline it below in the case n = 2:
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Points where the one-form k−1δkdz may fail to be holomorphic are zeroes and poles
of k. They correspond to zeroes and poles of detL(z). The form will be holomorphic,
if their positions are fixed, i.e., we need to impose the constraint δz0 = 0, where z0 is a
zero of detL(z). When n > 3, ωn vanishes after we impose all necessary constraints. The
determinant of L(z) equals:
detL(z) = s20 + s
2
1θ
4
00 + s
2
2θ
4
01 +
θ210(z)
θ211(z)
θ200θ
2
01(s
2
1 + s
2
2 + s
2
3),
therefore the symplectic leaves are determined by only one condition:
δ
(
s20 + s
2
1θ
4
00 + s
2
2θ
4
01
s21 + s
2
2 + s
2
3
)
= 0. (40)
In the case n = 2, Formula (39) becomes:
ω2 =
∑
i
δ ln k(γˆi) ∧ δz(γˆi). (41)
The spectral curve is a 2-sheeted cover of the elliptic curve C/(Z+ 2τZ) and ψ has 4 poles.
Two of them are located on both sheets above the point z = u+τ+1/2. The other 2 are above
the points z = z˜, z = 1+ 2τ − z˜ (where L12(z˜) = 0) and correspond to k = L˜22(z) = L22(z).
Sum (41) equals:
ω2 = δ lnL22(z˜) ∧ δz˜ − δ lnL22(1 + 2τ − z˜) ∧ δz˜ + δ ln detL(u+ τ + 1/2) ∧ δu.
Equation (40) implies that:
δ ln detL(u+ τ + 1/2) ∧ δu = δ ln (s21 + s
2
2 + s
2
3) ∧ δu.
Further computations show that:
ω2 = 2
s1δs2 ∧ δs3 − s2δs1 ∧ δs3 + s3δs1 ∧ δs2
s0(s21 + s
2
2 + s
2
3)
+ δ ln (s21 + s
2
2 + s
2
3) ∧ δu. (42)
This form has rank 4 and corresponds to the Poisson brackets:
{s0, s1} = −θ
4
01s2s3, {s0, s2} = θ
4
00s1s3, {s0, s3} = −θ
4
10s1s2,
{s1, s2} = −s0s3, {s1, s3} = s0s2, {s2, s3} = −s0s1,
{u, s0} = s0, {u, s1} = s1, {u, s2} = s2, {u, s3} = s3.
Notice that the direct inversion of Formula (42) leads to an additional factor 1/2 in all
Poisson brackets, e.g., the first bracket is {s0, s1} = −θ
4
01s2s3/2. This factor appears because
we double the elliptic curve, but we omit it in all formulas for Poisson brackets.
Quadratic brackets for Sklyanin’s case were also computed in [17], and they coincide with
those in [2]. Formula A.23 in [17] yields the identities:
E2
(
1
2
)
−E2
(τ
2
)
= pi2θ400, E2
(
1
2
)
−E2
(
1 + τ
2
)
= pi2θ401, E2
(
1 + τ
2
)
−E2
(τ
2
)
= pi2θ410,
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that allow us to simplify formulas in [17] to:
{s0, s1} = 2piθ
4
01s2s3, {s0, s2} = −2piθ
4
00s1s3, {s0, s3} = 2piθ
4
10s1s2,
{s1, s2} =
2
pi
s0s3, {s1, s3} = −
2
pi
s0s2, {s2, s3} =
2
pi
s0s1.
The latter formulas agree with ours up to a constant factor after the rescaling s0 → −s0/pi.
Now, we have to compare the conditions which determine the symplectic leaves in [2] and
in [17] with (40). The brackets in [2] and in [17] have rank two, because there is no generator
u. The symplectic reduction of our two-form (42) to the submanifolds with the constant u
yields 2 additional constraints (3 in total):
δu = δ(s21 + s
2
2 + s
2
3) = δ(s
2
0 + s
2
1θ
4
00 + s
2
2θ
4
01) = 0.
The latter formulas coincide with the conditions for the symplectic leaves in [2] and in [17].
Remark: The Jacobi identity for Quadratic and Cubic Brackets (37) and (38) is equivalent
to the only relation between θ00, θ01, θ10, which is θ
4
00 = θ
4
01 + θ
4
10. Therefore, one can get
a 2-parameter family of quadratic and cubic Poisson algebras by replacing θ01 and θ10 by
arbitrary complex numbers.
The proofs for Formulas (8) and (9) are a direct computation using Riemann’s theta
relations.
6 Degree 1 bundles with an arbitrary number of poles
Sklyanin’s brackets may be generalized to the case when L(z) has an arbitrary number of
poles and any rank. An explicit computation was performed in [17]. In this section, we
introduce a multiplicative representation for a multi-pole Lax function and show that it is
natural for the quadratic brackets. For simplicity, we consider only rank 2 bundles.
The construction of a vector bundle is the same as in the single pole case, and the Lax
function L(z) with d poles has the form [17]:
L(z) =s˜0I +
d∑
j=1
[
s˜0jE1(z − zj)I +
s˜1j
piı
σ1e
piı(z−zj)φ
(τ
2
, z − zj
)
+ (43)
+
s˜2j
piı
σ2e
piı(z−zj)φ
(
1 + τ
2
, z − zj
)
+
s˜3j
piı
σ3φ
(
1
2
, z − zj
)]
,
where the parameters s˜0j satisfy
∑d
j=1 s˜
0
j = 0, and E1(z) = ∂z ln θ11(z|τ).
The function L(z) has the following translational properties:
L(z + 1) = σ3L(z)σ3 and L(z + τ) = σ1L(z)σ1. (44)
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It is an elliptic function on the curve C/(2Z+ 2τZ), and, due to the prescribed monodromy
properties the sum of its residues is automatically zero. This construction allows us to choose
the principal parts of L(z) at the points z = zj arbitrarily, provided that their traces vanish.
The number of independent parameters needed to describe each function L(z) is 4d. In the
same way as in the single pole case, the function L(z) becomes elliptic on Γ = C/(Z+ 2τZ)
after the conjugation L˜ = gLg−1, where
g(z) =
(
θ00(z − u|2τ) 0
0 θ10(z − u|2τ)
)
.
The construction of a multiplicative representation is similar to the case of “general
position.” We introduce a sequence of degree 1, rank 2 vector bundles Vm on C/(Z + τZ)
described by their sections s(z), such that
sT (z + 1) = σ3s
T (z) and sT (z + τ) = exp (−piı(z − um)− piıτ/2)σ1s
T (z).
The factors Bi of a multiplicative representation are homomorphisms Hom(V
i,V i+1)(zi) with
a possible pole at the point z = zi. We assume that V
d+1 = V1. The following theorem
relates additive and multiplicative representations:
Theorem 5. Function L(z) (43) has a multiplicative representation L(z) = BdBd−1...B1 for
a Zariski open subset of parameters s˜jm, where
Bm =s
0
mIφ(∆m, z
′
m) +
s1m
piı
σ1e
piız′mφ
(τ
2
+ ∆m, z
′
m
)
+
+
s2m
piı
σ2e
piız′mφ
(
1 + τ
2
+ ∆m, z
′
m
)
+
s3m
piı
σ3φ
(
1
2
+ ∆m, z
′
m
)
,
∆m = um+1 − um, z
′
m = z − zm, u1 = ud+1, and the parameter u1 may be chosen arbitrarily.
Proof. The function detL(z) is elliptic on the curve C/(Z + τZ) and in general position it
has 2d distinct zeroes. Let z−1 , z
−
2 , ..., z
−
d be any d of them and we denote the rest with letters
z˜−1 , z˜
−
2 , ..., z˜
−
d . Since detL(z) is an elliptic function, it must be that
2
d∑
i=1
zi =
d∑
i=1
(z−i + z˜
−
i ),
which makes possible to choose parameters u2, u3, ..., ud for any choice of u1, so that z˜
−
m =
2zm − 2∆m − z
−
m for any m.
Let us define the vectors Pm, Qm, P˜m, Q˜m as:
B−1m =
PmQ
T
m
z − z−m
+O(1), B−1m =
P˜mQ˜
T
m
z − z˜−m
+O(1).
Then
PmQ
T
m =
[
d
dz
∣∣∣∣
z
−
m
(detBm)
]−1(
1
−B21m (z
−
m)/B
22
m (z
−
m)
)(
B22m (z
−
m) − B
12
m (z
−
m)
)
,
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P˜mQ˜
T
m =
[
d
dz
∣∣∣∣
z˜
−
m
(detBm)
]−1(
1
−B21m (z˜
−
m)/B
22
m (z˜
−
m)
)(
B22m (z˜
−
m) − B
12
m (z˜
−
m)
)
.
Therefore, we conclude that:
Pm ∝


pis0m
θ11(zˆm +∆m)
θ11(∆m)
+ ıs3m
θ10(zˆm +∆m)
θ10(∆m)
ıs1m
θ01(zˆm +∆m)
θ01(∆m)
− s2m
θ00(zˆm +∆m)
θ00(∆m)

 and
P˜m ∝


−pis0m
θ11(zˆm +∆m)
θ11(∆m)
+ ıs3m
θ10(zˆm +∆m)
θ10(∆m)
ıs1m
θ01(zˆm +∆m)
θ01(∆m)
− s2m
θ00(zˆm +∆m)
θ00(∆m)

 , (45)
where zˆm = z
−
m − zm.
Notice that if one already has a representation L(z) = BdBd−1...B1, then P1 and P˜1
span kernels of L(z) at the points z = z−1 and z = z˜
−
1 . This is equivalent to two equations
in s01, s
1
1, s
2
1, s
3
1. Using an additional constraint detB1(z
−
1 ) = 0, we can recover the values
s01, s
1
1, s
2
1, s
3
1 up to a common scalar factor for any function L(z) (43). We apply the same
procedure to the conjugated functions B1LB
−1
1 , B2B1LB
−1
1 B
−1
2 , ... to construct d matrix
functions B1, B2, ..., Bd.
Now, let us show that LB−11 B
−1
2 ...B
−1
d is a constant matrix proportional to I. Since
L(z−1 )P1 = 0, the function LB
−1
1 is holomorphic at z = z
−
1 . Likewise, it is also holomorphic
at z = z˜−1 . By construction, B
−1
1 (z1) = 0, so LB
−1
1 is also holomorphic at z1. In general
position, B1(z
−
2 ) is a non-degenerate matrix. Therefore, by the construction of P2, it must be
that L(z−2 )B
−1
1 (z
−
2 )P2 = 0, and, consequently, LB
−1
1 B
−1
2 is holomorphic at z
−
1 and z
−
2 . Using
similar arguments and the fact that B−1m (zm) = 0 for allm, we can show that LB
−1
1 B
−1
2 ...B
−1
d
is holomorphic everywhere on C/(Z+ τZ).
Each matrix function Bm is elliptic on Γ = C/(Z + 2τZ) after the conjugation Bm →
gm+1Bmg
−1
m , where
gm(z) =
(
θ00(z − um|2τ) 0
0 θ10(z − um|2τ)
)
.
Using this fact, one can check that the product BdBd−1...B1 satisfies (44). A non-degenerate
holomorphic matrix function having Monodromy Properties (44) must be proportional to I.
Since variables s0m, s
1
m, s
2
m, s
3
m are defined only up to a scalar factor, we can always choose
them to make L ≡ BdBd−1...B1.
The next theorem establishes a correspondence between Poisson brackets for Additive
Representation (43) and those for a multiplicative representation. A proof using Krichever-
Phong’s Formula (3) is possible. However, we will take a different approach, since it provides
a shorter proof.
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Theorem 6. Let us define Poisson brackets on the direct product of d copies of single-pole
spaces using Formulas (37):
{sˆ0m, sˆ
1
m} = −θ
4
01sˆ
2
msˆ
3
m, {sˆ
0
m, sˆ
2
m} = θ
4
00sˆ
1
msˆ
3
m, {sˆ
0
m, sˆ
3
m} = −θ
4
10sˆ
1
msˆ
2
m,
{sˆ1m, sˆ
2
m} = −sˆ
0
msˆ
3
m, {sˆ
1
m, sˆ
3
m} = sˆ
0
msˆ
2
m, {sˆ
2
m, sˆ
3
m} = −sˆ
0
msˆ
1
m,
where we identify:
s1m = θ
−1
01
θ01(∆m)
θ11(∆m)
sˆ1m, s
2
m = θ
−1
00
θ00(∆m)
θ11(∆m)
sˆ2m, s
3
m = θ
−1
10
θ10(∆m)
θ11(∆m)
sˆ3m, s
0
m = (θ
′
11)
−1sˆ0m,
(46)
the variables ∆m = um+1 − um and um are constants from Theorem 5. Other brackets
{sim, s
j
m′} vanish for m 6= m
′.
Then these brackets coincide with Quadratic Brackets (6):
{L(u) ⊗, L(v)} = [r(u− v), L(u)⊗ L(v)],
where r(z) is elliptic r-matrix (4) and L(z) = BdBd−1...B1. Consequently, they also coincide
with Krichever-Phong’s Formula (3) (n = 2) on symplectic leaves.
Symplectic leaves on the direct product are determined by 2d conditions δ((sˆ0m)
2+(sˆ1m)
2θ400+
(sˆ2m)
2θ401) = δ((sˆ
1
m)
2 + (sˆ2m)
2 + (sˆ3m)
2)) = 0, and their dimension is 2d.
Proof. Although the formula for Bm(z) does not coincide with (36) after Identification (46),
one can check that
{Bm(u) ⊗, Bm(v)} = [r(u− v), Bm(u)⊗ Bm(v)],
where r(z) is elliptic r-matrix (4). It is a direct computation using six Riemann’s theta
relations:
θ01θ01(u
′)θ10(v
′)θ10(u
′ − v′) = θ10θ10(u
′)θ01(v
′)θ01(u
′ − v′) + θ00θ00(u
′)θ11(v
′)θ11(u
′ − v′),
θ00θ10(u
′)θ00(v
′)θ10(u
′ − v′) = θ10θ00(u
′)θ10(v
′)θ00(u
′ − v′)− θ01θ11(u
′)θ01(v
′)θ11(u
′ − v′),
θ01θ01(u
′)θ00(v
′)θ00(u
′ − v′) = θ00θ00(u
′)θ01(v
′)θ01(u
′ − v′) + θ10θ10(u
′)θ11(v
′)θ11(u
′ − v′),
θ00θ11(u
′)θ01(v
′)θ10(u
′ − v′) = θ10θ01(u
′)θ11(v
′)θ00(u
′ − v′) + θ01θ10(u
′)θ00(v
′)θ11(u
′ − v′),
θ01θ11(u
′)θ00(v
′)θ10(u
′ − v′) = θ10θ00(u
′)θ11(v
′)θ01(u
′ − v′) + θ00θ10(u
′)θ01(v
′)θ11(u
′ − v′),
θ01θ11(u
′)θ10(v
′)θ00(u
′ − v′) = θ10θ00(u
′)θ01(v
′)θ11(u
′ − v′) + θ00θ10(u
′)θ11(v
′)θ01(u
′ − v′),
and six others, obtained by exchanging u′ ↔ v′. Here u′ = u−zm+∆m and v
′ = v−zm+∆m.
Consequently:
{Bi(u) ⊗, Bj(v)} = δij [r(u− v), Bi(u)⊗ Bj(v)],
and the group property of the quadratic bracket ([16]) implies:
{L(u) ⊗, L(v)} = [r(u− v), L(u)⊗ L(v)].
Proposition 3.3 in [11] and Formula (41) imply that these brackets coincide with a two-form
given by Krichever-Phong’s universal formula on symplectic leaves.
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