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Abstract
Open chemical reaction systems involve matter-exchange with the
surroundings. As a result, species can accumulate inside a system dur-
ing the course of the reaction. We study the role of network topology
in governing the concentration build-up inside a fixed reaction volume
at steady state, particularly focusing on the effect of additional paths.
The problem is akin to that in traffic networks where an extra route,
surprisingly, can increase the overall travel time. This is known as the
Braess’ paradox. Here, we report chemical analogues of such a para-
dox in suitably chosen reaction networks, where extra reaction step(s)
can inflate the total concentration, denoted as ‘load’, at steady state.
It is shown that, such counter-intuitive behavior emerges in a quali-
tatively similar pattern in networks of varying complexities. We then
explore how such extra routes affect the load in a biochemical scheme
of uric acid degradation. From a thorough analysis of this network, we
propose a functional role of some decomposition steps that can trim
the load, indicating the importance of the latter in the evolution of
reaction mechanisms in living matter.
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1 Introduction
Open chemical systems remain an active field of research, particularly due
to their link with a broad class of areas starting from living organisms to
industrial processes [1, 2, 3, 4, 5, 6, 7]. Emergence of features like sus-
tained oscillation [8] and multistability [9] in open chemical reaction networks
(CRNs) [10] have intimate relations with physiological functions like circa-
dian rhythms [11] and cellular differentiation [12]. Complex CRNs exchang-
ing matter (and energy) with the environment are of prime importance in
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biology, e.g., metabolic [13], neural [14], gene [15] and protein networks [16].
Comparatively small-scale CRNs are ubiquitous in the form of tautomeric
equilibria, important in many biological processes, e.g., in the chemical ver-
satility of thiamin [17] and in spontaneous mutation [18].
Open systems involve flow of material, even in the steady state (SS),
and necessarily describe out-of-equilibrium situations [19, 20, 21]. So, they
continue to play a fundamental role in the development of non-equilibrium
thermodynamics [22, 23, 24, 25] and, in turn, to understand the effects of
such far-from-equilibrium scenarios on system functionality [26, 27, 28]. The
major points of departure in the behavior of an open system compared to
a closed system are the following: (i) Open systems can support a (non-
equilibrium) SS whereas closed systems attain thermodynamic equilibrium
[27]; (ii) The SS composition depends on the dynamics, i.e., on the values of
the dynamical parameters (rate constants and matter flows); but, in an equi-
librium state, the concentrations are constrained by thermodynamics, i.e.,
by equilibrium constants (ratios of rate constants). The wealth of behaviors
emerging in such (non-equilibrium) SS have generated, over the years, a lot
of attention regarding its role in biochemical environments residing far-from-
equilibrium. Some notable applications are kinetic proofreading [29], energy
transduction [30], optimization of reaction yield [31], information acquisition
in DNA replication [32] etc.
The theoretical modeling of open CRNs is often based on the chemiostatic
condition [33, 34, 35] that still holds a key place in the irreversible ther-
modynamic description of such networks [36]. As the name suggests, here
concentrations of some of the reacting species are taken time-independent
throughout the course of the reaction. In many instances, this leads to a
simplification of the problem by converting certain non-linear kinetic equa-
tions to linear ones [27, 33, 35]. In this type of situation, however, the
matter-exchange with the surroundings is not taken into account directly in
the formulation of rate equations. Here, though, we treat the kinetics by
explicitly including the matter-flow.
In an open CRN, the build-up of reacting species depends on the system
parameters. The latter include the rates of inflow, outflow and the reaction
constants. Here, we denote the total accumulated material inside the (fixed)
reaction volume as the ‘load’. It is the sum of concentrations of all the species
in the reaction medium. In a closed system, with mass-conservation being
valid, the load remains the same throughout the course of the reaction. So,
the concept of load is relevant only for open chemical systems where mass-
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conservation is broken. However, it seems that such a quantity did not
attract much attention. The magnitude of the load is important because a
high value of a component may lead to undesirable side-reactions such as
aggregation; the effects of activity coefficients get pronounced as well. Also,
for a given SS flow, there must be an upper limit of the load which the
reaction volume can sustain. Hence, it is important to understand the roles
of the network structure and system parameters in governing the SS load.
This knowledge can then be utilized to formulate strategies to reduce the load
by properly modifying the network for an optimized flow [37]. This is also
crucial in traffic networks where one can take the total number of vehicles
in various terminuses or traffic signals as the load. However, the plan of
adding new paths (roads) to trim the load and/or improve the flow does not
succeed always. In the context of traffic flow, addition of a road of much
better quality may lead to an increase in the overall travel time from a given
source to destination for each traveller. This is known as the Braess’ paradox
(BP) [38, 39], after Dietrich Braess, who introduced this concept regarding
traffic assignment problems. The BP also occurs in electrical, mechanical and
thermal networks [40, 41]. For example, BP is manifested in the conductance
drop of a branched semiconductor mesoscopic network when an extra branch
is added [42]. A recent study also reports BP in a chemical system where
an additional reaction step results in the lowering of product-formation rate
[43].
In this work, we consider an open CRN, starting from a basic four-node
structure as shown in Fig.1. The dashed (red) line BC in Fig.1 represents the
extra path which can be uni- or bi-directional. Specific chemical examples
of such networks are tautomeric (and conformational) equilibria of hydra-
zones derived from hydroxyl naphthaldehydes where the extra path is absent
[44] and tautomeric equilibria of 6-(2-pyrrolyl)pyridazines where the extra
path is present [45]. Keto-enol and imine-enamine tautomerism of 2-, 3- and
4-Phenacylpyridines [46] and imine-enamine tautomerism of the enzyme gly-
oxylate carboligase [47] also involve four-node networks or subnetworks with
or without the extra path. Our goal here is to study the effect of the extra
path on the load, i.e., the total concentration of the reacting species, at SS.
The presence of the extra path is expected to decrease the load as it opens
up a new avenue of transport. Thus, a rise in the load when the extra path
is operative can be designated as a BP-like behavior. In Sec.2, we first study
a CRN similar to that shown in Fig.1 where, except the extra path, all the
other steps are irreversible. In Sec.3, some of the steps are made reversible.
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Figure 1: Schematic diagram of an open network. The presence of the extra
path (dashed, red line), which can be uni- or bi-directional, is expected to
reduce the load at steady state. However, this may not always be the case,
leading to a Braess-like paradox.
The network is extended to a six-node one in Sec.4. In all the cases, we find
that BP-like features appear with a qualitatively similar pattern. In Sec.5,
the methodology is applied to a CRN of biological relevance. The overall
outcomes are finally summarized in Sec.6.
2 A network with irreversible edges
A simple CRN is shown in Fig.2. We call this network Scheme I. Here, γ0 is
the constant rate of injection of species A into the reaction system of fixed
volume and ki are the (first-order) rate constants. Species E goes out of the
system via a process having rate constant k6. The time-dependent concen-
trations of species A, B, C, E are denoted by a(t), b(t), c(t), e(t), respectively.
Thus, the load Z(t) of this system is
Z(t) = a(t) + b(t) + c(t) + e(t). (1)
The thermodynamic fluxes[20] Ji (i = 0, 1, · · · , 6) are given by
J0 = γ0, J1(t) = k1a(t), J2(t) = k2b(t), J3(t) = k3a(t),
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Figure 2: Schematic diagram of a CRN with irreversible edges. The extra
path is shown by the dashed, red line.
J4(t) = k4b(t), J5(t) = k5b(t)− k−5c(t), J6(t) = k6e(t). (2)
The reason for introducing these fluxes will become clear later. Now, the
kinetic equations can be expressed in terms of Ji as follows
a˙(t) = J0 − J1(t)− J3(t) (3)
b˙(t) = J1(t)− J2(t)− J5(t) (4)
c˙(t) = J3(t) + J5(t)− J4(t) (5)
e˙(t) = J2(t) + J4(t)− J6(t). (6)
At steady state (SS), we have a˙ = b˙ = c˙ = e˙ = 0 and hence, J0 = J6 (the SS
values are represented by omitting the time-argument). From Eqs.(2)-(6),
one gets the SS concentrations as
a = γ0/(k1 + k3) (7)
b =
γ0(k4 + k−5)− ak3k4
k2(k4 + k−5) + k4k5
(8)
c =
γ0k5 + ak2k3
k2(k4 + k−5) + k4k5
(9)
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e = γ0/k6. (10)
It is important to note that, the SS concentrations do not depend on the
initial condition, i.e., the set of concentrations at t = 0. In what follows, we
mainly concentrate on the load Z defined in Eq.(1) at the SS.
2.1 Effect of extra path on the load
Our focus now is on the reaction path BC with rate constants k±5 that acts as
the extra path. It is expected that, presence of this extra path should enhance
the transport efficiency and hence decrease the load Z of the system at SS.
To measure the effect of extra path on Z, we introduce the load-difference ∆
defined as
∆ = Z0 − Z (11)
where Z0 is the value of Z when k±5 = 0. For finite non-zero values of k5
and/or k−5, ∆ is expected to be positive. We will investigate whether this is
always the case. If, for a set of parameter values, ∆ comes out to be negative
(or zero), then it is a counter-intuitive behavior analogous to the BP. We
call any such region of parameter space with ∆ ≤ 0 as the BP zone. The SS
concentrations at k±5 = 0 are similarly denoted by a zero superscript with
a0 = a, e0 = e.
Using Eqs.(8)-(9), J5, the flux of the extra path, at the SS reads as
J5 =
γ0(k1k4k5 − k2k3k−5)
(k1 + k3)(k2(k4 + k−5) + k4k5)
. (12)
J5 > 0 means the (net) flow in the extra path is in the direction B→ C and
J5 < 0 indicates that the flow is reversed. Now, using Eqs.(7)-(12), we can
relate ∆ with J5 by
∆ =
(
b0 + c0
)
− (b+ c) =
(
k4 − k2
k2k4
)
J5. (13)
2.2 Emergence of BP zone: finite and infinite
From Eq.(12) and Eq.(13), one can see that ∆, viewed as a function of k4,
becomes zero at
k4 =
(
k2k3k−5
k1k5
)
and k4 = k2. (14)
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J5 is zero at the first solution in Eq.(14). So ∆ changes sign twice as a
function of k4. When k4 is much smaller than the other rate constants, it
follows from Eqs.(12)-(13) that ∆ is large and positive. As k4 increases, ∆
decreases and becomes zero at the first or the second value of k4 given in
Eq.(14), depending on whether k3k−5 < k1k5 or not. Between these two
values, ∆ remains negative. Thus, the extra path leads to an increase in load
over a finite region of parameter space. We call this region the finite BP
zone. It is easy to check that ∆ shows a similar behavior as a function of
k2. However, as a function of any other rate constant, ∆ changes sign only
once and, depending on the parameter values, it can remain negative for a
large range, approaching zero asymptotically. This results in an infinite BP
zone. According to Eq.(13), ∆ vanishes for k4 = k2 and the system is always
in the BP zone. This is interesting, as then one can never ‘gain’ by adding
the extra path whatever be its (or other paths’) characteristics.
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Figure 3: Variations of ∆ as a function of k4 for different γ0 for the network
in Scheme I. The values of the parameters are as follows: k1 = 1.0, k2 =
5.0, k3 = 1.5, k6 = 10.0, k5 = 5.0, k−5 = 1.0, all in s
−1 and γ0 is in Ms
−1
unit.
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2.3 Role of influx
It is important to note also from Eqs.(12)-(13) that, when other parameters
are kept fixed, ∆ is proportional to γ0. Thus, the gain in adding the extra
path is higher for a larger γ0 in a non-BP zone (∆ > 0). But, so is the loss
when the system resides in a BP zone. This feature is depicted in Fig.3 by
plotting ∆ as a function k4 for two values of γ0 (in Ms
−1). The BP zone
is indicated explicitly in the figure, bounded by the two values of k4 given
by Eq.(14). Thus, for a network in the BP zone, the increase in load (after
inclusion of extra path) can be extremely hazardous if it reaches or surpasses
the inherent capacity. One can see from Fig.3 that the variation of ∆ is much
sharper at smaller values of k4. So, the transition from non-BP zone to BP
zone can occur by a very minor alteration of k4, particularly at higher γ0.
This sensitive dependence can lead even to a network breakdown.
2.4 Role of C→ B path
We have plotted ∆ in Fig.4(a) along with J5 in Fig.4(b) for different values
of k−5 (> 0). The relative positioning of the two points around which the
sign changes of ∆ occur are given by Eq.(14) again. The BP zones are thus
finite. It follows from Eq.(12) that, at large values of k4 (compared to the
other rate constants), J5 becomes independent of k4 and then, using Eq.(13),
one gets the limiting (positive) value of ∆ as
∆ =
γ0k1k5
k2(k1 + k3)(k2 + k5)
. (15)
2.5 Specific cases
In the rest of this section, we explore some specific cases. This will further
improve our understanding of the variation of ∆ and the significance of the
BP zone.
2.5.1 Case I: k5 = 0 or k−5 = 0
This situation arises in an irreversible extra path. One finds here that J5
cannot change sign and remains either positive (k−5 = 0) or negative (k5 = 0).
Further, J5 becomes independent of k4 for k−5 = 0 (see Fig.4(d)). So, ∆
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Figure 4: Variations of ∆ and J5 as a function of k4 in Scheme I. The values
of the relevant parameters are as follows:(a),(b) k1 = 1.0, k2 = 5.0, k3 =
1.5, k6 = 10.0, k5 = 5.0, all in s
−1 and γ0 = 500Ms
−1. (c),(d) k1 = 1.0, k2 =
5.0, k3 = 1.5, k6 = 10.0, all in s
−1 and γ0 = 500Ms
−1.
changes sign only once at k4 = k2. For k5 = 0, ∆ is positive at low values
of k4, becomes zero at k4 = k2 and then negative. This is shown in Fig.4(c).
From Eq.(15), it follows that ∆→ 0 at large k4. Hence, if k4 ≥ k2, ∆ ≤ 0 and
the system supports an infinite BP zone . On the other hand, for k−5 = 0,
∆ is negative at small k4 and ∆ = 0 again at k4 = k2 (see Fig.4(c)). So,
the network remains in a finite BP zone for k4 ≤ k2. Afterwards, ∆ becomes
positive and attains the value given in Eq.(15) in the large-k4 limit. Hence,
the nature of directionality of the extra path strongly affects the emergence
and sustenance of the BP zone. We mention that, when viewed as a function
of k2, the features simply get reversed. Also, for vanishing k5 or k−5, ∆ cannot
change sign as a function of k1 or k3 (see Eq.(14)). When these parameters
are varied, the system remains entirely either in the BP or in the non-BP
zone, depending on the relative magnitudes of k2, k4. For example, when
k5 = 0, k4 ≥ k2, the system remains entirely in the BP zone as a function
of k1. However, if k4 < k2, then the BP zone vanishes completely. These
properties are shown in Fig.5(a). Similar plots are shown in Fig.5(b) for k3
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Figure 5: Variation of ∆ (a) as a function of k1 for k5 = 0 and (b) as a
function of k3 for k−5 = 0. Depending on the relative magnitudes of k2
and k4, the system can be entirely in the BP or in the non-BP zone. The
values of the relevant parameters are as follows: (a)k2 = 5.0, k3 = 1.5, k6 =
10.0, k−5 = 1.0, k4 = 2.0 and, 15.0, all in s
−1; (b) k1 = 1.0, k2 = 5.0, k6 =
10.0, k5 = 5.0, k4 = 2.0 and, 15.0, all in s
−1. γ0 = 500Ms
−1 in both the
cases.
at k−5 = 0. For further details, we refer the reader to Table 1.
2.5.2 Case II: k1k5 = k3k−5
In this special case, the two points given in Eq.(14) merge to a single point,
k4 = k2. Using Eq.(12) and Eq.(13) along with the above condition, we get
∆ =
γ0(k4 − k2)
2k1k5
k2k4(k1 + k3)(k2(k4 + k−5) + k4k5)
. (16)
Hence, in this situation, ∆ cannot be negative. The presence of the extra
path decreases the load for all values of k4 except at k4 = k2 where ∆ = 0
and the BP zone reduces to a point. These features are shown in Fig.6 for
specific values of the relevant parameters: k1 = 1.0, k2 = 5.0, k3 = 2.5, k6 =
10.0, k5 = 5.0, k−5 = 2.0, all in s
−1 and γ0 = 500Ms
−1.
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Figure 6: Variations of ∆ and J5 as a function of k4 in Scheme I for the
case k1k5 = k3k−5. The values of the relevant parameters are as follows:
k1 = 1.0, k2 = 5.0, k3 = 2.5, k6 = 10.0, k5 = 5.0, k−5 = 2.0, all in s
−1 and
γ0 = 500Ms
−1.
2.5.3 Case III: k1 = k4, k3 = k2
This diagonally symmetric case resembles the networks commonly used to
show the occurrence of BP [43]. Here, the points where ∆ is zero are given
by
k4 = k2
(
k−5
k5
)1/2
and k4 = k2. (17)
Hence, ∆ changes sign twice as a function of k4. If either k5 or k−5 vanishes,
then ∆ can change sign once (at k4 = k2). The two points in Eq.(17) merge
at k5 = k−5 whence ∆ ≥ 0. So, the main results remain unchanged in this
symmetric case. A summary of all our findings on Scheme I can be found in
Table 1.
3 Selective introduction of reversibility
The CRN, denoted as Scheme II, is shown in Fig.7. This type of symmetric
CRN was used recently in the same context [43] where the reversible steps
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Table 1: Summary of the results in the various cases of Scheme I regard-
ing the appearance of BP zone as a function of different system parameters
and the dependence on the nature of extra path. Here, f = k3k−5/(k1k5),
k∗
4
= fk2, k
∗∗
4
= k2, k
∗
2
= k4/f, k
∗∗
2
= k4, k
∗
1
= k2k3k−5/(k4k5), k
∗
3
=
k1k4k5/(k2k−5).
Network parameter Nature of extra path BP zone condition
k±5 > 0 k
∗
4
≤ k4 ≤ k
∗∗
4
(f < 1)
k∗∗
4
≤ k4 ≤ k
∗
4
(f > 1)
k4 k5 = 0 k4 ≥ k
∗∗
4
k−5 = 0 k4 ≤ k
∗∗
4
k5/k−5 = k3/k1 k4 = k
∗∗
4
k±5 > 0 k
∗
2
≤ k2 ≤ k
∗∗
2
(f > 1)
k∗∗
2
≤ k2 ≤ k
∗
2
(f < 1)
k2 k5 = 0 k2 ≤ k
∗∗
2
k−5 = 0 k2 ≥ k
∗∗
2
k5/k−5 = k3/k1 k2 = k
∗∗
2
k±5 > 0 k1 ≤ k
∗
1
(k4 ≥ k2)
k1 ≥ k
∗
1
(k4 ≤ k2)
k1 k5 = 0 k4 ≥ k2
k−5 = 0 k4 ≤ k2
k±5 > 0 k3 ≥ k
∗
3
(k4 > k2)
k3 ≤ k
∗
3
(k4 < k2)
k3 k5 = 0 k4 ≥ k2
k−5 = 0 k4 ≤ k2
are taken to mimic traffic congestion. Due to the reversible steps, the fluxes
J1(t) and J4(t) get modified as
J1(t) = k1a(t)− k−1b(t); J4(t) = k1c(t)− k−1e(t). (18)
The other fluxes remain the same as in Scheme I, but with k2 = k3. At SS,
again we get J0 = J6. The SS concentrations in this case are given by
b =
γ0k
2
1
+ (k1 + k3)(k−1 + k6)k−5e
k21(k3 + k5) + k1k3(k−1 + k3 + k5) + (k1 + k3)k3k−5
, (19)
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Figure 7: Schematic diagram of the symmetric CRN with some reversible
steps. The extra path is shown by the dashed, red line.
a =
γ0 + k−1b
k1 + k3
; k1c = (k−1 + k6)e− k3b (20)
where e is given by Eq.(10). From Eq.(19), one gets
b0 =
γ0k1
k3(k1 + k−1 + k3)
. (21)
3.1 Relation between load-difference and extra path
flux
At SS, the flux J5 can be written as
J5 = J4 − J3 = J6 − J2 − J3
= γ0 − k3(a+ b)
=
γ0k1
k1 + k3
(
1−
b
b0
)
(22)
where the last line is obtained by using Eqs.(20)-(21). The load-difference ∆
turns out here as
∆ =
(
k1(k1 + k−1)− k
2
3
k1(k1 + k3)
)
(b0 − b)
13
=(
k1(k1 + k−1)− k
2
3
γ0k21
)
b0J5. (23)
3.2 Exploring BP zones
We now calculate the points in the parameter space where ∆ = 0 to find the
BP zone(s). Putting Eq.(19) and Eq.(21) into Eq.(23) and setting the latter
equal to zero, we get the equation
(k1(k1 + k−1)− k
2
3
)X = 0. (24)
Here
X = P1k
2
3
+Q1k3 +R1 (25)
with
P1 = γ0k−5; Q1 = k−5k−1e(k1 + k−1 + k3 + k6); R1 = −γ0k5k
2
1
. (26)
If the variation of ∆ is studied as a function of k3, then from Eqs.(24)-(25),
we get the two points where ∆ becomes zero as
k3 = (k1(k1 + k−1))
1/2 ; k3 =
−Q1 + (Q
2
1
− 4P1R1)
1/2
2P1
. (27)
Therefore, ∆ changes sign twice with k3. At the second value of k3 in Eq.(27),
J5 = 0. We have plotted ∆ and J5 with k3 in Fig.8.
One can also get similar behavior as a function of other rate constants.
For example, it follows from Eqs.(24)-(25) that ∆ is zero at the following
pair of values of k1
k1 =
−k−1 + (k
2
−1
+ 4k2
3
)1/2
2
; k1 =
−Q2 − (Q
2
2
− 4P2R2)
1/2
2P2
, (28)
where
P2 = −γ0k5; Q2 = k−1k3k−5e; R2 = k3k−5(k
2
−1
e+ γ0k3 + k−1k3e+ k−1γ0).
(29)
Similarly, one obtains the equivalent points in terms of k−1 as
k−1 =
k2
3
− k2
1
k1
; k−1 =
−Q3 + (Q
2
3
− 4P3R3)
1/2
2P3
, (30)
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Figure 8: Variations of ∆ and J5 as a function of k3 in Scheme II. The
values of the relevant parameters are as follows: k1 = 2.0, k−1 = 5.0, k6 =
20.0, k5 = 5.0, all in s
−1 and γ0 = 500Ms
−1.
where
P3 = k3k−5e; Q3 = k3k−5(k1e + k3e+ γ0); R3 = γ0(k−5k
2
3
− k5k
2
1
). (31)
However, this last equation shows that, for ∆ to change sign twice, one needs
R3 < 0 for a physically meaningful value of k−1. It is easy to see that, for
an irreversible extra path (vanishing k5 or k−5), ∆ can change sign only once
with the variation of any of the three parameters. The ∆ = 0 points are
given by the first values in Eq.(27), Eq.(28) and Eq.(30), in the respective
cases.
4 Introduction of extra nodes
It is appropriate now to ask: how the basic features of the SS load will
be affected in presence of additional nodes (species)? In this section, we
try to answer this question. To do so, we consider an extended, six-node
version of the CRN in Scheme I, denoted as Scheme III. The schematic is
depicted in Fig.9. To maintain the connection with the previous schemes, the
route with rate constants k±7 is taken as the extra path. This enables one
15
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Figure 9: Schematic diagram of the extended, six-node CRN. The extra path
is shown by the dashed, red line.
to understand the role of the network structure in governing the SS load Z,
particularly by comparing the results of this scheme with Scheme I. Following
similar procedures as before, one obtains the SS concentrations as
a = γ0/(k1 + k3), e = γ0/k6, (32)
c1 =
γ0k5 + r1k3a
r1(r2 + k−5) + r2k5
, b1 =
k1a + k−5c1
r1 + k5
, (33)
c2 = (γ0k7 + k2r2c1)/Y, b2 = (γ0 − k4c2)/k2 (34)
where
Y = k2(k4 + k−7) + k4k7. (35)
Let us remind the reader that the variables at k±7 = 0 are denoted by
a zero superscript with a0 = a, e0 = e, c0
1
= c1, b
0
1
= b1 (see Eqs.(32)-(34)).
From Eqs.(32)-(35), the effect of the extra path on Z is determined by the
following load-difference
∆ = Z0 − Z = (b0
1
+ c0
1
+ b0
2
+ c0
2
)− (b1 + c1 + b2 + c2)
=
(
k4 − k2
Y k2
)(
γ0k7 −
r2(k4k7 + k2k−7)
k4
c1
)
. (36)
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It follows from Eq.(36) that ∆ becomes zero at k4 = k2 and also when
c1 =
γ0k4k7
r2(k4k7 + k2k−7)
. (37)
Equating the two expressions of c1 in Eq.(37) and Eq.(33), we obtain the
required condition as
r1k4k7(k1r2 + k1k−5 + k3k−5) = r2k2k−7(r1k3 + k1k5 + k3k5). (38)
So, as a function of k4 or k2, we again find that ∆ can change sign twice.
Also, for either k7 = 0 or k−7 = 0, ∆ can change sign only once (see Eq.(38)).
Thus, the qualitative behavior of ∆ remains the same as that obtained via
Scheme I or Scheme II.
5 A biochemical application: Uric acid degra-
dation in purine catabolism
The purine catabolism in many organisms involves the stereospecific break-
down of uric acid to produce allantoin as the key step [48]. Notable excep-
tions are humans, birds, reptiles and some bacteria. This is the reason why
accumulation of urate can lead to gout and renal stones in humans. The reac-
tion pathway for oxidative decomposition of urate is shown schematically in
Fig.10. This is based on the recent work by Bovigny et al. [49]. The species
consisting the CRN, denoted as Scheme IV, in Fig.10 are: A0 : Uric acid, A:
5-hydroxyisourate (HIU), B: 2-oxo-4-hydroxy-4-carboxy-5-ureidoimidazoline
(OHCU), C: (R)-Allantoin, E: (S)-Allantoin, E0 : Allantoate. The enzymatic
conversion of allantoin to allantoate (E0) is stereospecific for the (S)-isomer
(E). However, both the (S)- and the (R)-isomer are produced from the spon-
taneous (non-enzymatic) decomposition of HIU (A) and OHCU (B) and also
via racemization. The details of the reaction steps and catalysts involved are
given in Table 2.
In our context, the decomposition steps A→ E and B→ C constitute
the extra paths (shown by dashed, red lines in Fig.10). These paths result in
the indiscriminate formation of species C and E from B and A, respectively.
As the enzymatic degradations are stereospecific, the decomposition steps
appear to be disadvantageous. Next, we will try to understand whether
these pathways can have some functional role, i.e., the system can use them
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C
E
k1 k2
k3 k4
k6
k5
γ0 k7
k
-4
A0 E0
k0 k8
Scheme IV
Figure 10: Schematic diagram of the uric acid degradation pathway, highly
important in purine catabolism, based on Ref.[49]. The species involved are:
A0 : Uric acid, A: HIU, B: OHCU, C: (R)-Allantoin, E: (S)-Allantoin, E0 :
Allantoate. The extra paths (dashed, red lines) represent the spontaneous
decomposition of intermediates A and B.
for some kind of advantage. In what follows, the concentrations of different
enzymes (and other species) involved in various steps of the network are
taken as constants (acting as chemiostats) and included in the pseudo-first-
order rate constants ki. The variations of ki are thus naturally linked to the
corresponding parametric variations in enzyme concentration.
5.1 Decomposition paths and BP zone
The SS concentrations are determined following similar procedures as earlier.
They are given by
a0 =
γ0
k0
, e =
γ0
k7
, e0 =
γ0
k8
,
a =
γ0
k1 + k3 + k6
, b =
k1a
k2 + k5
, (39)
c =
k3a+ k5b+ k−4e
k4
.
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Table 2: Details of the CRN in Scheme IV representing uric acid degradation,
based on Ref.[49]. The abbreviations ‘sp’ and ‘en’ mean ‘spontaneous’ and
‘enzymatic’, respectively. The actual rate constants of enzymatic steps are
denoted as k′i and those of the spontaneous decomposition steps as k
0
i .
Reaction Nature Catalyst Effective
rate constant
A0 → A hydroxylation Uricase (E1) k0 = k
′
0
[E1]
A→ B hydrolysis HIU hydrolase (E2) k1 = k
′
1
[E2]
A→ C decomposition (sp) − k3 = k
0
3
B→ C decomposition (sp) − k5 = k
0
5
B→ E decarboxylation + OHCU decarboxylase (E3)
decomposition (sp) − k2 = k
0
2
+ k′
2
[E3]
A→ E decomposition (sp) − k6 = k
0
6
C→ E racemization (en)+ Allantoin racemase (E4)
racemization (sp) − k4 = k
0
4
+ k′
4
[E4]
E→ E0 hydrolysis Allantoinase (E5) k7 = k
′
7
[E5]
Using Eq.(39), the effect of the extra paths is determined by ∆ as
∆ = Z(k5 = k6 = 0)− Z = Z
0 − Z
= (a0 + b0 + c0)− (a+ b+ c)
=
γ0(s1k
2
2
+ s2k2 + s3)
k2k4(k1 + k3)(k2 + k5)s4
(40)
with the symbols having the same meanings as before. Here
s1 = k6(k3 + k4), s2 = k5(k4k6 + k3k6 − k
2
1
− k1k3) + k1k4k6,
s3 = k1k4k5s4, s4 = (k1 + k3 + k6). (41)
Now, we investigate the possibility of BP zones in this network. As
s1, s3 > 0, it follows from Eqs.(40)-(41) that, ∆ can’t be zero for s2 ≥ 0
when viewed as a function of k2. Actually, here ∆ remains positive and there
is no scope for BP zone to develop. Equation (41) suggests that this will
occur for sufficiently large k5, k6 values compared to the other rate constants.
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∆=0
Figure 11: The variation in the magnitude of ∆ as a function of k2; |∆| is
proportional to the radii of the circles (written inside). The ∆ = 0 points
appear at k2 = 3.07 s
−1, shown in the figure, and at k2 = 1085.43 s
−1, for the
set of parameters as follows: k1 = 10.0, k3 = 1.0, k4 = 3.0, k−4 = 2.0, k5 =
4.0, k6 = 0.1, k7 = 1.5, all in s
−1 and γ0 = 100Ms
−1.
Hence, the indiscriminate decomposition pathways can play a functional role
in reducing the SS load of the network. If s2 < 0, then it is possible for ∆
to change sign twice with the variation of k2 and finite BP zones appear.
See Fig.11. The numerator in Eq.(40) is also quadratic in k1. It can be
easily checked that, depending on the relative magnitudes of k2 and k4, ∆
can change sign once or twice with k1. In this case, infinite BP zones can
also emerge. Therefore, the variation in concentrations of different enzymes
affects the system load in a distinct manner.
As there are two extra paths, another interesting feature is the effect of
one in presence of the other. Let us first take the extra path BC. One obtains
the effect of the BC path in presence of the AE path (k6 > 0) as
∆1 = Z(k5 = 0)− Z =
(k4 − k2)k1k5a
k2k4(k2 + k5)
. (42)
∆1 becomes zero at k4 = k2 and changes sign once against k2 or k4. Infi-
nite BP zone appears when viewed as a function of k2 whereas, the system
supports a finite BP zone as a function of k4.
Next, we study the effect of the AE path in presence of the BC path
(k5 > 0). In this case, the load-difference becomes
∆2 = Z(k6 = 0)− Z
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=(
γ0k6
s4(k1 + k3)
)[(
1 +
k3
k4
)
+
(
1 +
k5
k4
)(
k1
k2 + k5
)]
> 0. (43)
Thus, in presence of the BC path, addition of the path AE always reduces
the SS load and no BP zone exists. The above-mentioned features indicate
that the SS load can play a major role, along with other factors, in governing
the evolution of optimized reaction steps in living systems.
4.0
k  = 2.0;2
c0
∆ = 0.9
c
bb
0
1.3
6.04.2
1.0
4.2
b
5.6
k  = 4.0;2 ∆ = − 0.4
2.0
0
c c
b0
Figure 12: The SS concentrations of species B, C in absence and in presence of
the extra paths (see Fig.10). The concentrations are proportional to the radii
of the corresponding circles (written inside). In the top panel, the system is
in the non-BP zone whereas, in the bottom panel, it is in the BP zone. The
values of the relevant parameters are as follows: k1 = 10.0, k3 = 1.0, k4 =
3.0, k−4 = 2.0, k5 = 4.0, k6 = 0.1, k7 = 1.5, all in s
−1 and γ0 = 100Ms
−1.
The SS concentration of species A alters little and hence not shown.
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5.2 The load distribution
Here, we make a brief survey on the distribution of the load over the CRN,
i.e., on the individual SS concentrations. According to Eq.(39), only a, b, c
depend on the parameters of the extra paths. In absence the extra paths
(k5 = k6 = 0), a, b increase whereas c decreases. However, their relative
change in magnitudes dictate the fate of ∆. In Fig.12, the changes in the SS
concentrations due to the addition of the extra paths are shown at two values
of k2. For the parameters chosen, particularly at the small k6 value, a ≈ a
0
and hence not shown in the figure. Both in the top and bottom panels of
Fig.12, we have b0 > b, c0 < c. But, the system is in the BP zone only in the
bottom panel. This shows that, focusing on a single species concentration
can be misleading in detecting the BP zone.
5.3 The load dynamics
Before concluding, we touch upon the dynamics of the load. The individual
time-evolutions of the reacting species of Scheme IV are determined numer-
ically. The load Z(t) is plotted in Fig.13 as a function of time for three
different cases: ∆ > 0, ∆ = 0, ∆ < 0. The set of parameters are the same
as in the previous two subsections. In all the cases, ∆ shows a monotonic
rise till the system reaches the SS. When the system is in the non-BP zone
(Fig.13a), Z remains lower throughout if extra paths are present. Similarly,
in the BP zone (Fig.13c), Z is greater in presence of extra paths during the
whole reaction progression. Interestingly, for ∆ = 0 (Fig.13b), Z follows
virtually the same time-course with and without the extra paths. Thus, re-
garding the BP zones, the load dynamics in our case is in conformity with
the results obtained so far and does not provide any qualitatively new infor-
mation. However, for brevity, we refrain from a detailed analysis of the load
dynamics as a function of various system parameters.
6 Discussion and Conclusion
In this study, we have investigated the effect of additional paths on the SS
load of open CRNs. The problem is related to the handling of traffic flow
in general and particularly the paradoxical case illustrated by Braess, where
inclusion of extra routes increases the travel time. In an equivalent manner,
we have found BP-like behavior in the SS load which, instead of dropping,
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Figure 13: Time-evolution of Z(t) in absence and in presence of the extra
paths (see Fig.10). The three cases are: (a) ∆ > 0, k2 = 2.0 s
−1, (b) ∆ =
0, k2 = 3.07 s
−1, (c) ∆ < 0, k2 = 7.0 s
−1. The values of the other parameters
are as follows: k0 = 15.0, k1 = 10.0, k3 = 1.0, k4 = 3.0, k−4 = 2.0, k5 =
4.0, k6 = 0.1, k7 = 1.5, k8 = 5.0, all in s
−1 and γ0 = 100Ms
−1.
can get raised or remains the same due to the presence of extra paths. The
region of parameter space where this kind of behavior occurs is denoted as
the BP zone. Taking some basic networks, we have explored the roles of the
system parameters in governing the materialization of such zones. First of
all, the load difference ∆ is found to be proportional to the rate of influx γ0.
Thus, the BP-zone (as well as the non-BP zone) grows with γ0. Investigating
the effects of the paths forming network-edges, we have found an appealing
aspect regarding the variation of the associated rate constants. For some of
them (k2, k4 in Scheme I), the BP zone is finite as ∆ changes sign twice.
It can even reduce to a point. For the others (k1, k3 in Scheme I), ∆ can
change sign only once and then the BP zone can turn infinite. Making some
steps reversible and symmetric (as in Scheme II) generates finite BP zones
as a function of all the rate constants of the network edges. However, for
an irreversible extra path, ∆ can change sign only once in both the schemes.
Then finite BP zones become infinite again. The basic features are shown to
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remain unchanged in an extended six-node version of the network (Scheme
III).
The nature of the extra path is of immense importance regarding the
existence of the BP zone. This is manifested in the intimate connection
between ∆ and J5, the flux associated with the extra path (see Eq.(13) and
Eq.(23)). For a reversible extra path, the BP zone cannot span the entire
parameter (ki) range although it can stretch infinitely. This is not always the
case with an irreversible extra path. Depending on the direction of the extra
path, the system can show two extreme behaviors. (i) It is always in the BP
zone over the whole range of some parameter; (ii) It does not support any
BP zone over the whole range of the same parameter. Between (i) and (ii),
the kind of behavior actually shown by the system depends on the relative
values of other parameters (case of k1, k3 in Scheme I, see Table 1). This kind
of ‘switching’ response of the system to the addition of extra path is highly
interesting as well as of huge practical impact in the designing and planning of
network geometries. We have also applied the methodology on the important
biochemical network of uric acid degradation. From the detailed analyses
of the corresponding CRN in an open system framework, we propose that
some of the spontaneous decomposition steps of the intermediates can have
functional roles in reducing the SS load. As the magnitude of the SS load
is essential for the physical sustainability of the reaction medium, this can
be one of the major deciding factors in the evolution of various reaction
mechanisms in living systems.
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