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Abstract
In this paper we use the Hecke algebra of type B to define a new
algebra S which is an analogue of the q–Schur algebra. We construct
Weyl modules for S and obtain, as factor modules, a family of irre-
ducible S–modules over any field.
1 Introduction
The ordinary Schur algebra is of key importance in the study of the rep-
resentation theory of general linear groups in the describing characteristic,
and it provides a link between the general linear groups and the symmet-
ric groups. In [8, 9] we introduced the q–Schur algebra, and demonstrated
its usefulness in the representation theory of GLn(q) over a field of non–
describing characteristic. In [5] it was shown that the q–Schur algebra is
given as the dual of a homogeneous part of quantum–GLn, or alternatively
as the factor of quantum–GLn or the corresponding quantum enveloping
algebra modulo the kernel of its action on quantum tensor space (compare
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[1]). In particular, the representations of q–Schur algebras are precisely the
homogeneous polynomial representations of quantum–GLn in a fixed degree
(compare [4]).
The construction of the q–Schur algebra involves the Hecke algebra of
type A; in this paper we use the Hecke algebra of type B to build an algebra
which we call the (Q, q)–Schur algebra. Others have devised a version of a
Schur algebra of type B [13, 15], but ours is a larger algebra. Applications to
the representation theory of finite symplectic groups in the non–describing
characteristic case have already been provided [16, 6], and we expect that
further applications will ensue, using our larger and more complicated alge-
bra.
Hecke algebras of type B have been studied in [10, 11, 18]. We begin
by recalling and extending some of the notation and results which we used
in those papers. The remainder of the paper is then devoted to introducing
the (Q, q)–Schur algebra and investigating its main properties. In particu-
lar we construct a generic basis of the (Q, q)–Schur algebra and we define
(Q, q)–Weyl modules. The Weyl modules are labelled by bipartitions and
they have unique maximal submodules. The corresponding factor modules
are pairwise non–isomorphic irreducible representations of the (Q, q)–Schur
algebra. We show that the decomposition matrix which describes the compo-
sition multiplicities of these irreducible modules in the (Q, q)–Weyl modules
is unitriangular, and we construct a “semistandard basis” for each (Q, q)–
Weyl module.
In a forthcoming paper we shall construct a cellular basis of the (Q, q)-
Schur algebra S. As a consequence, every irreducible representation of S is
isomorphic to one of the irreducible representations which we construct here
and, in addition, S is quasi–hereditary. Furthermore, we shall generalize
some of our results to construct Schur algebras of the Ariki–Koike algebras.
2 The Hecke algebra of type B
Let Wr be the group C2 ≀Sr, where Sr is the symmetric group of degree r.
ThenWr is generated by elements s0, s1, . . . , sr−1 which satisfy the following
relations:
(2.1)
s2i = 1 for 0 ≤ i ≤ r − 1
sisj = sjsi if 1 ≤ i+ 1 < j ≤ r − 1
sisi+1si = si+1sisi+1 if 1 ≤ i ≤ r − 2
s0s1s0s1 = s1s0s1s0.
Let r+ = {1, 2, . . . , r} and r− = {−1,−2, . . . ,−r}. We identify Wr
with a subgroup of the symmetric group on r± = r+ ∪ r− by letting
s0 = (1,−1)
si = (i, i + 1)(−i,−i − 1) for 1 ≤ i ≤ r − 1.
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It is easy to see that Wr acts transitively on r
±. The subgroup of Wr
generated by s1, . . . , sr−1 is the symmetric group Sr of degree r.
The concepts of a reduced expression for an element of Wr and the
length ℓ(w) of w ∈ Wr are defined in the usual way. It is useful to note
the following well-known method for calculating ℓ(w). Consider the QWr–
module V whose basis is {ei | i ∈ r
+} and where, for i ∈ r+ and w ∈ Wr,
we have
eiw =
{
eiw if iw > 0
−e−iw if iw < 0.
The roots for Wr are
±ei and ± ei ± ej (i, j ∈ r
+, i 6= j).
The positive roots are
ei, ei + ej , ej − ei (i, j ∈ r
+, i < j),
and all other roots are negative roots. The length of w is equal to the
number of positive roots changed to negative roots by w.
The simple roots
α0 = e1, α1 = e2 − e1, α2 = e3 − e2, . . . , αr−1 = er − er−1
form a basis ∆0 of V , and every positive root is a non–negative linear com-
bination of simple roots. Moreover, for i = 0, 1, . . . , r − 1, si acts on V as
the reflection in the hyperplane orthogonal to αi. If α is a positive root we
sometimes write sα for the reflection in the hyperplane orthogonal to α; in
particular, si = sαi . Note that sα ∈Wr for all positive roots α.
Let R be a commutative ring with 1, and let q and Q be invertible
elements of R. The Hecke algebra HR,q,Q(Wr) of type Br is defined to
be the free R–module with basis {Tw |w ∈ Wr} and multiplication defined
as below. If e is the identity element of W then Te is the multiplicative
identity for HR,q,Q(Wr) and for ρ ∈ R we abbreviate ρTe as ρ. We often
write Tsi as Ti for 0 ≤ i ≤ r − 1 and HR,q,Q(Wr) as H(Wr) or as H. Then
(i) if w = v1v2 · · · vl is a reduced expression for w ∈ Wr where each vi
belongs to {s0, s1, . . . , sr−1}, then Tw = Tv1Tv2 · · ·Tvl ;
(ii) (Ti)
2 = q + (q − 1)Ti for 1 ≤ i ≤ r − 1;
(iii) (T0)
2 = Q+ (Q− 1)T0.
Let H(Sr) denote the subalgebra of H generated by T1, T2, . . . , Tr−1.
For each pair of integers i, j in r+ define si,j ∈Wr by
si,j =
{
sisi+1 . . . sj−1 if i ≤ j
si−1si−2 . . . sj if i > j
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For example, s1,r is the permutation of r
± which is given in its cycle
decomposition as
(r, r − 1, . . . , 2, 1)(−r,−r + 1, . . . ,−2,−1).
For 0 ≤ a ≤ r, let wa,r−a = (s1,r)
a. As in [10, 2.4–2.9] we have the following.
2.2 Let i, j ∈ r+ and 0 ≤ a ≤ r. Then
(i) ℓ(si,j) = |j − i|.
(ii) ℓ(wa,r−a) = a(r − a).
(iii) sa+1,1sa+2,2 · · · sr,r−a gives a reduced expression for wa,r−a.
For typographical reasons, let Ti,j = Tsi,j and ha,r−a = Twa,r−a.
Definition 2.3 For 0 ≤ a ≤ r, let the elements u+a and u
−
a of H be given by
u+a =
a∏
i=1
(qi−1 + Ti,1T0T1,i)
u−a =
a∏
i=1
(Qqi−1 − Ti,1T0T1,i)
It is easy to prove the following (compare [10, 3.3 and 3.4]).
2.4 Let 0 ≤ a ≤ r.
(i) If 0 ≤ b ≤ r − 1 with b 6= a, then u+a and u
−
a commute with Tb.
(ii) If a > 0 then u+a T0 = Qu
+
a and u
−
a T0 = −u
−
a .
An a-bicomposition of r is an ordered pair (λ(1), λ(2)) of compositions,
where λ(1) is a composition of a and λ(2) is a composition of r−a; if both
λ(1) and λ(2) are partitions, then (λ(1), λ(2)) is an a-bipartition of r.
Let Λ2(n, r) denote the set of bicompositions λ = (λ
(1), λ(2)) of r with
the property that the sum of the number of parts of λ(1) and the number of
parts of λ(2) is n. (Note that we allow a composition to have zero parts.)
We order the bipartitions of r by letting all a-bipartitions precede all
b-bipartitions if a > b, and by saying that the a-bipartition λ = (λ(1), λ(2))
precedes the a-bipartition µ = (µ(1), µ(2)) if λ(1) precedes µ(1) lexicographi-
cally or λ(1) = µ(1) and λ(2) precedes µ(2) lexicographically. We call this the
lexicographic order on bipartitions.
Suppose that λ = (λ(1), λ(2)) and µ = (µ(1), µ(2)) are bicompositions
of r. We say that λ and µ are associated if µ(i) can be obtained from λ(i),
i = 1, 2, by reordering the parts.
¿From λ we obtain a corresponding diagram [λ] which consists of crosses
in the plane, as in the example λ = ((4, 3, 1), (3, 2)), where
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[λ] =

× × × ×× × ×
×
,
× × ×
× ×


A λ-bitableau is obtained from [λ] by replacing each cross by one of
the numbers from r± in such a way that for every i ∈ r+, precisely one
of {i,−i} is used. If t is a λ–bitableau then t = (t(1), t(2)), where t(1) is a
λ(1)-tableau and t(2) is a λ(2)-tableau.
Definition 2.5 Suppose that λ = (λ(1), λ(2)) ∈ Λ2(n, r), and that t =
(t(1), t(2)) is a λ–bitableau. Assume that i ∈ t. Let rowt(i) = j if i belongs
to row j of t(1) and let rowt(i) = n+ j if i belongs to row j of t
(2).
Definition 2.6 Let λ be a bicomposition.
(i) A λ–bitableau t = (t(1), t(2)) is row standard if the entries increase
from left to right in each row of t(1) and in each row of t(2), and all
entries in t(1) belong to r+.
(ii) The λ–bitableaux t = (t(1), t(2)) and s = (s(1), s(2)) are row equiva-
lent if |t(1)| and |s(1)| are row equivalent, and t(2) and s(2) are row-
equivalent. Here the entries of |t(1)| are the absolute values of the
entries of t(1) and |s(1)| is defined similarly. A row equivalence class
of the λ–bitableaux is a λ–bitabloid and the λ-bitabloid containing t
is denoted by {t}.
(iii) A λ–bitableau is standard if all its entries belong to r+, and it is row
standard, and all the entries increase down each column of t(1) and
each column of t(2).
We remark that every λ–bitabloid contains exactly one row standard λ–
bitableau. When dealing with λ-bitabloids {t}, we often find it convenient
to specify that t = (t(1), t(2)) is row standard; this ensures that all the entries
in t(1) are positive.
Here is an example of a row standard bitableau:(
2 8
3 4
,
−5 −1 6
−7 9
)
.
Next, we wish to specify, for a given λ = (λ(1), λ(2)), several special
standard λ–bitableaux. The λ–bitableaux which we wish to define are most
easily understood with an example.
Example 2.7 Suppose that λ = ((4, 3, 1), (3, 2)). We shall define the λ–
bitableaux tλ, tˆλ, tλ and tˆλ so that
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tλ =

 1 2 3 45 6 7
8
,
9 10 11
12 13

,
tˆλ =

 6 7 8 910 11 12
13
,
1 2 3
4 5

,
tλ =

 1 4 6 82 5 7
3
,
9 11 13
10 12

,
tˆλ =

 6 9 11 137 10 12
8
,
1 3 5
2 4

.
Definition 2.8 Suppose that λ is an a-bicomposition of r.
(i) Let tλ = (tλ
(1)
, tλ
(2)
) be the standard λ–bitableau in which the numbers
1, 2, . . . , a appear in order by rows in tλ
(1)
and the numbers a+ 1, a+
2, . . . , r appear in order by rows in tλ
(2)
.
(ii) Let tˆλ = (ˆtλ
(1)
, tˆλ
(2)
) be the standard λ–bitableau in which the numbers
1, 2, . . . , r−a appear in order by rows in tˆλ
(2)
and the numbers r−a+
1, r − a+ 2, . . . , r appear in order by rows in tˆλ
(1)
.
(iii) Let tλ = (tλ
(1), tλ
(2)) be the standard λ–bitableau in which the numbers
1, 2, . . . , a appear in order by columns in tλ
(1) and the numbers a +
1, a + 2, . . . , r appear in order by columns in tλ
(2).
(iv) Let tˆλ = (ˆt
(1)
λ , tˆ
(2)
λ ) be the standard λ–bitableau in which the numbers
1, 2, . . . , r − a appear in order by columns in tˆ
(2)
λ and the numbers
r − a+ 1, r − a+ 2, . . . , r appear in order by columns in tˆ
(1)
λ .
Note that Wr acts on the set of λ–bitableaux. If t is a λ–bitableau and
w ∈ Wr, then we obtain the λ–bitableau tw by replacing each i in t by iw.
For example, if λ is an a-bicomposition of r, then tλwa,r−a = tˆ
λ. It is easy
to see that Wr acts transitively on the set of λ–bitableaux.
One easily checks that the action of Wr preserves the row equivalence
classes of λ–bitableaux. We therefore have a transitive action of Wr on the
set of λ–bitabloids. If λ is an a-bicomposition, then the stabilizer of the
bitabloid {tλ} is the subgroup
(2.9) Wλ = ((C2 × · · · × C2︸ ︷︷ ︸
a factors
)⋊Sλ(1))×Sλ(2)
ofWr. Thus the permutation representation ofWr on the set of λ–bitabloids
is equivalent to the representation of Wr on the cosets of Wλ.
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A reflection subgroupWJ ofWr is a subgroup generated by a set of re-
flections {sα |α ∈ J} for some subset J of the positive roots. In particular, if
J ⊆ ∆0 thenWJ is a parabolic subgroup ofWr. If λ is an a–bicomposition
then Wλ is a parabolic subgroup of Wr if and only if λ
(1) = (a); in this case
Wλ is a direct product of a Weyl group Wa of type B and several Weyl
groups of type A. In general the reflection group Wλ has precisely one
factor of type B for each nonzero part of λ(1) .
Associated with the parabolic subgroup WJ , J ⊆ ∆0, is the parabolic
subalgebraHJ =
∑
w∈WJ
RTw of H. This algebra is isomorphic to the Hecke
algebra HR,Q,q(WJ) of WJ . If Wλ is a reflection subgroup of Wr, which is
not a parabolic subgroup, then
∑
w∈Wλ
RTw is not a subalgebra of H in
general.
Definition 2.10 Suppose that λ ∈ Λ2(n, r). The elements xλ, xˆλ, yλ and
yˆλ of H are defined as follows.
xλ =
∑
{Tw |w ∈Wr and w stabilizes the rows of t
λ}
xˆλ =
∑
{Tw |w ∈Wr and w stabilizes the rows of tˆ
λ}
yλ =
∑
{(−q)−ℓ(w)Tw |w ∈Wr and w stabilizes the columns of tλ}
yˆλ =
∑
{(−q)−ℓ(w)Tw |w ∈Wr and w stabilizes the columns of tˆλ}
Example 2.11 Suppose that λ = ((2, 1), (1)). Then
tλ =
(
1 2
3
,
4
)
tλ =
(
1 3
2
,
4
)
tˆλ =
(
2 3
4
,
1
)
tˆλ =
(
2 4
3
,
1
)
and
xλ = 1 + T(1,2) yλ = 1− q
−1T(1,2)
xˆλ = 1 + T(2,3) yˆλ = 1− q
−1T(2,3).
We remark that all four elements defined in (2.10) belong to H(Sr) and
that xˆλ = xλˆ and yˆλ = yλˆ, where λˆ is the (r − a)-bicomposition (λ
(2), λ(1)).
¿From (2.4) we obtain the following.
2.12 Assume that λ is an a-bicomposition. Then
(i) xλ and yλ commute with u
+
a ;
(ii) xˆλ and yˆλ commute with u
−
r−a.
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As we noted in [10, (2.5)], we also have the following (see the remark
after (2.2)).
2.13 If λ is an a-bicomposition then xλha,r−a = ha,r−axˆλ.
Definition 2.14 Let πλ be the element of Wr which is given by t
λπλ = tλ
and πˆλ be the element of Wr which is given by tˆ
λπˆλ = tˆλ
We note that πλ and πˆλ belong to Sr ≤ Wr, since the entries of the
bitableaux involved are all positive. Moreover πˆλ = πλˆ, and ha,r−aTπˆλ =
Tπλha,r−a. Note too that
Tπˆλu
−
r−a = u
−
r−aTπˆλ
by (2.4) since πˆλ ∈ S(r−a,a).
Now, [10, (3.11)] and [7, (4.1)] imply the following fundamental result.
Theorem 2.15 Suppose that λ is an a-bipartition. Then
u+a xλHu
−
r−ayˆλ
is a one-dimensional R–module. It is spanned by the vector
u+a xλha,r−aTπˆλu
−
r−ayˆλ.
Definition 2.16 Suppose that λ is an a-bipartition. Let
zλ = u
+
a xλha,r−aTπˆλu
−
r−ayˆλ.
Note that, in the light of (2.12) and (2.13), we have several alternative
expressions for zλ; for example,
(2.17)
zλ = u
+
a xλTπλha,r−au
−
r−ayˆλ
= u+a ha,r−au
−
r−axˆλTπˆλ yˆλ
= u+a xλha,r−au
−
r−aTπˆλ yˆλ.
We call the right ideal zλH of H the (Q, q)–Specht module S
λ. It
is straightforward to show that Sλ is the dual of the module S˜λ which we
introduced in [11, §4]; in particular Sλ has dimension equal to the number
of standard λ–bitableaux. Moreover there exists an H–invariant bilinear
form on Mλ = u+a xλH and a submodule theorem holds for M
λ (compare
Theorem 5.15 and [7, 4.8]). When R is a field, the submodule theorem
allows us to construct irreducible H–modules, and so we can recover the
main results of [11]. We do not wish to pursue this here; instead, we turn
to the construction of the (Q, q)-Schur algebra.
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3 The H–module Mλ
Definition 3.1 Suppose that λ is an a-bicomposition . Let Mλ be the right
ideal of H which is given by Mλ = u+a xλH.
If λ is an a–bicomposition then Mλ contains the (Q, q)-Specht mod-
ule Sλ, and postmultiplication by u−r−ayˆλ mapsM
λ on to the one-dimensional
R–module spanned by the generator zλ of S
λ, by Theorem 2.15.
An argument similar to that of [9, (1.1)] shows the following.
3.2 If λ and µ are associated bicompositions of r, then Mλ and Mµ are
isomorphic H–modules.
We next construct a basis of Mλ.
Theorem 3.3 Assume that λ is an a-bicomposition of r. Then Mλ is a
free R–module with basis
{u+a xλTw |w ∈Wr and t
λw is row standard}.
Proof: Note first, that u+a xλH(Wa) = u
+
a xλH(Sa). This is immediate if
a = 0 since H(W0) = H(S0) = {1}. If a > 0 then from (2.4), for h ∈ H(Sa),
u+a xλhT0 = xλhu
+
a T0 = Qxλhu
+
a = Qu
+
a xλh.
Next, [7, (3.2)(i)] implies that a basis of u+a xλH(Sa) is given by
{u+a xλTw |w ∈ Sa and t
λw is row standard}.
Let Sλ(2) denote the subgroup of S{a+1,... ,r} which stabilizes the rows of
tλ
(2)
. Then Wa ×Sλ(2) is a parabolic subgroup of Wr. Let D denote the set
of distinguished right coset representatives of Wa ×Sλ(2) in Wr. We claim
that B is a basis of Mλ, where
(3.4) B = {u+a xλTwTd |w ∈ Sa, d ∈ D and t
λw is row standard}.
To see this notice that we can write any element in Wr as w1w2d where
w1 ∈Wa, w2 ∈ Sλ(2) and d ∈ D; but
u+a xλTw1Tw2Td = q
ℓ(w2)u+a xλTw1Td ∈ u
+
a xλH(Sa)Td,
so B spans Mλ. Secondly, if d and d′ are distinct elements of D then cor-
responding elements in B have distinct supports, and hence B is linearly
independent.
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Since TwTd = Twd for w ∈ Sa and d ∈ D, the proof of the theorem will
be complete if we show that
(3.5) {wd |w ∈ Sa, d ∈ D and t
λw is row standard}
= {v ∈Wr | t
λv is row standard}.
Suppose that w ∈ Sa, d ∈ D and t
λw is row standard. Since d is a distin-
guished coset representative, d sends the positive roots for Wa ×Sλ(2) into
positive roots. The positive roots for Wa ×Sλ(2) are
ei (1 ≤ i ≤ a), ei + ej , ej − ei (1 ≤ i < j ≤ a),
together with
ej − ei (i < j with i, j in the same row of t
λ(2)).
If 1 ≤ i ≤ a then eid is a positive root, so id ∈ r
+; thus all the entries in
the first component of tλwd must be positive. If i < j and i and j are in the
same row of tλw then (ej − ei)d is a positive root, so id < jd. Therefore,
tλwd is row standard (see Definition 2.6).
Finally, note that the sets on the two sides of equation (3.5) have the
same size. This completes the proof of (3.5) and hence of the theorem.

Definition 3.6 Let J ⊆ ∆0. The subalgebra of H corresponding to the
parabolic subgroup WJ of Wr is denoted by HJ . The induction functor
from HJ to HK for J ⊆ K ⊆ ∆0 is denoted by Ind
K
J . Similarly the restric-
tion functor from HK to HJ is denoted by Res
K
J .
Recall that HJ is free as an R–module with basis {Tw |w ∈WJ}. More-
over, H is free as a left HJ–module with basis {Td | d ∈ DJ}, where DJ
denotes the set of distinguished right coset representatives of WJ in
Wr which is the set of all elements ofWr which map the roots in J to positive
roots. Note too, that H(Sr) = H∆ with ∆ = {α1, . . . , αr} = ∆0 \ {α0}.
Lemma 3.7 Let λ = (λ(1), λ(2)) be an a-bicomposition, and let
A = {α0, α1, . . . , αa−1} ∪ J2
where J2 is the subset of {αa+1, αa+2, . . . , αr−1} corresponding to λ
(2). Then
u+a xλ ∈ HA and M
λ = Ind∆0A u
+
a xλHA.
Proof: This follows by general arguments since HA = H(Wa ×Sλ(2)).

We find it convenient to adopt a shorthand for the basis elements of Mλ
which appear in Theorem 3.3.
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Notation 3.8 Suppose that λ is an a-bicomposition. Let t = (t(1), t(2)) be a
λ–bitableau. We identify the λ–bitabloid {t} and u+a xλTw, where t
λw is the
unique row standard λ–bitableau which is row equivalent to t.
This identification gives us an action of H on the λ–bitabloids. The
discussion after Definition 2.8 shows that this is a (Q, q)–analogue of the
permutation action of Wr on the cosets of Wλ.
Theorem 3.3 says that Mλ has a basis which consists of the distinct
λ–bitabloids. The action of H on a λ–bitabloid {t} is determined once we
know {t}Ti for i = 0, 1, . . . , r − 1. From (3.8) we have the following.
Lemma 3.9 Suppose that 0 ≤ i ≤ r − 1 and that both t and tsi are row
standard (say t = tλw). Then
{t}Ti =


{tsi}, if ℓ(wsi) = ℓ(w) + 1,
q{tsi}+ (q − 1){t}, if ℓ(wsi) = ℓ(w) − 1 and i > 0,
Q{ts0}+ (Q− 1){t}, if ℓ(wsi) = ℓ(w) − 1 and i = 0.
By considering roots, it is straightforward to determine from the tableau t
which case of the lemma applies.
Lemma 3.10 Maintain the notation of Lemma 3.9. Then ℓ(wsi) = ℓ(w)+1
if and only if one of the following holds.
(i) i, i+ 1 ∈ t and rowt(i) < rowt(i+ 1);
(ii) −i, −i− 1 ∈ t and rowt(−i− 1) < rowt(−i);
(iii) −i, i+ 1 ∈ t; or,
(iv) i = 0 and 1 ∈ t(2).
The cases where tsi is not row standard are covered by the next result.
Lemma 3.11 Suppose that t = (t(1), t(2)) is row standard and that tsi is
not. Then either
(i) i = 0 and 1 ∈ t(1) and {t}T0 = Q{t}; or
(ii) i > 0 and i and i+1 belong to the same row of t and {t}Ti = q{t}; or
(iii) i > 0 and −i and −i− 1 belong to the same row of t and {t}Ti = q{t}.
Proof: It is clear that the only cases where tsi is not row standard are
covered by the statement of the lemma.
Consider first the case where i = 0 and 1 ∈ t(1). We know that {t} =
u+a xλTwTd, as in (3.5). Moreover, 1 is fixed by d because 1 ∈ t
(1). Therefore,
T0 commutes with Td, and using (2.4) we get
{t}T0 = xλTwu
+
a T0Td = QxλTwu
+
a Td = Q{t}.
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This completes the proof of part (i) of the lemma. The proof of the other
parts is similar to that of [7, 3.2(ii)]. 
For future reference, we next collect several results concerning the action
of H on Mλ.
Lemma 3.12 Suppose that t is row standard. Assume that i is a positive
integer in t(2). Then {t}Ti,1T0T1,i is a linear combination of λ–bitabloids {s}
such that s is row standard and
(i) −i ∈ s; and
(ii) for all integers j with j 6= ±i, we have j ∈ s if and only if j ∈ t.
Proof: If i = 1 then the claim follows immediately from Lemmas 3.9
and 3.10. Thus let i > 1. Using (3.9), (3.10) and (3.11), we see that {t}Ti−1
is a linear combination of one or two λ–bitabloids {s} where s is row standard
and
(i) i− 1 ∈ s(2).
(ii) i ∈ s⇔ i− 1 ∈ t.
(iii) j ∈ s⇔ j ∈ t for |j| 6= i− 1, i.
Hence, by induction we may assume that
{t}Ti,1T0T1,i−1 = {t}Ti−1Ti−1,1T0T1,i−1
is a linear combination of λ–bitabloids {s} such that s is row standard and
(i) −(i− 1) ∈ s(2).
(ii) i ∈ s⇔ i− 1 ∈ t.
(iii) j ∈ s⇔ j ∈ t for |j| 6= i− 1, i.
Therefore, {t}Ti,1T0T1,i = {t}Ti−1Ti−1,1T0T1,i−1Ti−1 is a linear combination
of λ–bitabloids {s} as in the statement of the lemma. 
Definition 3.13 Let Mλ− denote the R–submodule of M
λ spanned by those
λ–bitabloids {t} where t = (t(1), t(2)) and t(2) contains a negative integer.
Note that Lemmas 3.9 and 3.11 show that
3.14 Mλ− is an H(Sr)–submodule of M
λ.
Lemma 3.12 now has the following corollary.
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Corollary 3.15 Suppose that {t} is a λ–bitabloid. Assume that 1, 2, . . . , b ∈
t(2). Then
{t}u−b ≡ Q
bqb(b−1)/2{t} (mod Mλ−).
Proof: Note that Qbqb(b−1)/2 is the coefficient of the identity in u−b . The
corollary follows from multiplying out u−b and applying Lemma 3.12. 
Lemma 3.16 Assume that {t} is a λ–bitabloid and that all the entries in t
are positive. Suppose that 1 ≤ i < j ≤ r. Then for some integer k
{t}Tj,i = q
k{tsj,i}+m,
where m is a linear combination of λ–bitabloids {s} such that s is row stan-
dard and rows(i) > rowtsj,i(i) = rowt(j).
Proof: Note first that jsj,i = i, so rowtsj,i(i) = rowt(j). Now,
{t}Tj−1 = q
ǫ{tsj−1}+m1
where ǫ = 0 or 1, and either m1 = 0 or rowt(j − 1) > rowt(j) and m1 =
(q − 1){t}. This proves the lemma in the case where i = j − 1. Assume,
therefore, that i < j − 1.
By induction
{tsj−1}Tj−1,i = q
k2{tsj,i}+m2
for some integer k2, wherem2 is a linear combination of λ–bitabloids {s} such
that s is row standard and rows(i) > rowtsj−1,i(i) = rowt(j). Furthermore,
if m1 6= 0 then m1 = (q−1){t} and induction shows that {t}Tj−1,i is a linear
combination of λ–bitabloids {s} where s is row standard and
rows(i) ≥ rowtsj−1,i(i) = rowt(j − 1) > rowt(j).
Therefore,
{t}Tj,i = {t}Tj−1Tj−1,i = q
k{tsj,i}+m,
for some integer k, where m is a linear combination of λ–bitabloids {s}
where s is row standard and rows(i) > rowtsj,i(i). 
Corollary 3.17 Assume that {t} is a λ–bitabloid and that all the entries
in t are positive. Suppose that 0 ≤ a ≤ r. Then for some integer k,
{t}ha,r−a = q
k{twa,r−a}+m,
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where m is a linear combination of λ–bitabloids {s} (s row standard) such
that for all i with 1 ≤ i ≤ r − a,
rows(i) ≥ rowt(a+ i)
with the inequality being strict for at least one i.
Proof: We claim that the following holds. For 0 ≤ j ≤ r − a
(3.18) {t}Ta+1,1Ta+2,2 · · ·Ta+j,j = q
k1{tsa+1,1 · · · sa+j,j}+m
where k1 is an integer, and m is a linear combination of λ–bitabloids {s}
where s is row standard and, for 1 ≤ i ≤ j, rows(i) ≥ rowt(a+ i), with strict
inequality for some i with 1 ≤ i ≤ j, and
rows(i) = rowt(i) for i > a+ j.
Equation (3.18) certainly holds if j = 0. Since sa+j+1,j+1 permutes only
numbers i with j + 1 ≤ i ≤ a+ j, Lemma 3.16 provides the induction step,
so (3.18) holds.
Since ha,r−a = Ta+1,1Ta+2,2 · · ·Tr,r−a, by (2.2), the corollary is the special
case of (3.18) when j = r − a. 
4 The (Q, q)-Schur algebra
The q–Schur algebra [8, 9] associated with the Hecke algebra H(Sr) is de-
fined as the endomorphism ring
EndH(Sr)
( ⊕
λ∈Λ(n,r)
Mλ
)
where Λ(n, r) is the set of compositions of r into n parts and Mλ is the
H(Sr)–module induced from the trivial module of the parabolic subalgebra
H(Sλ). Because each partition in Λ(n, r) corresponds to a parabolic sub-
group of Sr, a natural generalization to a Schur algebra of type B is the
algebra
(4.1) S˜ = EndH
( ⊕
J⊆∆0
MJ
)
,
where MJ = Ind∆0J xJR and xJ =
∑
w∈WJ
Tw. The algebra S˜ has been
investigated in [12, 15].
We wish to consider a larger algebra, which contains S˜ as a subalgebra,
in which we take endomorphisms of induced modules which correspond to
arbitrary reflection subgroups of Wr, rather than just the parabolic sub-
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Definition 4.2 The (Q, q)-Schur algebra is the endomorphism ring
SR(n, r) = EndH
( ⊕
λ∈Λ2(n,r)
Mλ
)
.
If n ≥ r then all bipartitions of r belong to Λ2(n, r), and we see from
(3.2) that the next result holds.
Lemma 4.3 If n ≥ r then the (Q, q)-Schur algebra is Morita equivalent to
EndH
(⊕
λM
λ
)
where the direct sum is now over all bipartitions λ of r.
If n ≤ r the (Q, q)-Schur algebra SR(n, r) is Morita equivalent to an
algebra of the form eSR(r, r)e for some idempotent e in SR(r, r). Similarly,
the algebra S˜ defined in (4.1) is Morita equivalent to an algebra of the form
eSR(n, r)e.
Henceforth, we fix n and r and let S = SR(n, r).
Definition 4.4 For subsets K,L,M of ∆0 we set
DMK,L = DK ∩D
−1
L ∩WM .
Thus, if K ⊆M and L ⊆M then DMK,L is the set of distinguished double
(WK ,WL)–coset representatives in WM . Similarly, we define D
M
K =
DK ∩WM . If M = ∆0 we usually omit the superscript ∆0.
The next lemma summarizes the properties of the distinguished (double)
coset representatives which we need; the proofs of these results can be found
in [3, §2.7].
Lemma 4.5 Suppose that K,L ⊆ ∆0 and let d ∈ DK,L.
(i) Every element of WKdWL is uniquely expressible in the form xdw
where x−1 ∈ DKK∩Ld−1 and w ∈WL; moreover, ℓ(xdw) = ℓ(x)+ ℓ(d)+
ℓ(w).
(ii) WKd∩L = d
−1WKd ∩WL; consequently, T
−1
d HKTd ∩HL = HKd∩L.
(iii) If K ⊆ L then DK = D
L
KDL; in particular, DL ⊆ DK .
As in [7, 3.4] (compare [9, 1.4]) we have the following theorem.
Theorem 4.6 The algebra S˜ is free as an R–module with basis
{ψdI,J | I, J ⊆ ∆0, d ∈ DI,J},
where ψdI,J : xJH → xIH is the homomorphism given by
ψdI,J(xJh) =
∑
w∈WIdWJ
Twh, (h ∈ H).
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We now want to exhibit a generic basis of S, that is a basis which is
independent of the choice of the ring R and the values of the parameters Q
and q. By construction it is enough to show that
(4.7) Hλ,µ = HomH(M
λ,Mµ)
for λ, µ ∈ Λ2(n, r) is free as an R–module and has a generic basis.
First, from the defining relations (2.1) forWr we see that for any w ∈Wr
the number of factors equal to s0 is the same in every reduced expression
of w. Thus the following definition makes sense.
Definition 4.8 Suppose that w ∈ Wr and ℓ(w) = a + b where a reduced
expression for w has exactly b factors equal to s0. We set
qℓ(w) = qaQb and q−ℓ(w) = q−aQ−b.
Next we state Frobenius reciprocity and a result which shows that, as
for Hecke algebras of type A, induction from parabolic subalgebras is not
only a left adjoint functor to restriction, but a right adjoint functor as well.
Theorem 4.9 Let J ⊆ ∆0, and let M be an HJ–module, N an H–module.
Then the following hold.
(i) HomH
(
Ind∆0J M , N
)
∼= HomHJ
(
M , Res∆0J N
)
where an isomor-
phism is given by restricting a map in HomH
(
Ind∆0J M , N
)
to the
HJ -subspace M ⊗ 1 of Ind
∆0
J M =M ⊗HJ H.
(ii) HomH
(
N , Ind∆0J M
)
∼= HomHJ
(
Res∆0J N , M
)
where an isomor-
phism given by sending φ ∈ HomHJ
(
Res∆0J N , M
)
to the map φˆ ∈
HomH
(
N , Ind∆0J M
)
where φˆ is defined on x ∈ N by
φˆ(x) =
∑
d∈DJ
q−ℓ(d)φ(xT ∗d )⊗ Td.
Proof: Part (i) is Frobenius reciprocity which holds for arbitrary rings and
subrings. For part (ii) we refer to [7, 2.6]; the proof there can be adjusted
easily. 
We remark that the inverse to the map φ 7→ φˆ in part (ii) of the theorem
is given by
θ 7→ θ1 ∈ HomHJ
(
Res∆0J N , M
)
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for θ ∈ HomH(N , Ind
∆0
J M), where θ1 is defined as follows. For x ∈ N we
have xd ∈M uniquely defined by
θ(x) =
∑
d∈DJ
xd ⊗ Td ∈ Ind
∆0
J M.
The map θd : N →M : x 7→ xd is easily seen to be R–linear and, for d = 1,
even HJ–linear, (in general, θd is T
−1
d HJTd–linear). Then θ1 is the desired
map.
We shall also use the Mackey Decomposition Theorem [7, 2.7].
Theorem 4.10 Let I, J be subsets of ∆0 and letM be an HJ–module. Then
Res∆0I Ind
∆0
J M =
⊕
d∈DJ,I
IndIJd∩I Res
Jd
Jd∩I M ⊗ Td,
considering M ⊗ Td as an HJd–module, where HJd = T
−1
d HJTd.
Now this result taken in conjunction with Theorem 4.9 produces the
following intertwining number theorem (compare [7, 2.8]).
Corollary 4.11 Let I, J and M be as in Theorem 4.10 and let N be an
HI–module. Let H = HomH
(
Ind∆0J M , Ind
∆0
I N
)
. Then
(i) H ∼=
⊕
d∈DI,J
HomHJ
(
M , IndJId∩J Res
Id
Id∩J N ⊗ Td
)
∼=
⊕
d∈DI,J
HomHId∩J
(
ResJId∩J M , Res
Id
Id∩J N ⊗ Td
)
,
(ii) H ∼=
⊕
d∈DJ,I
HomHI
(
IndIJd∩I Res
Jd
Jd∩I M ⊗ Td , N
)
∼=
⊕
d∈DJ,I
HomHJd∩I
(
ResJdJd∩I M ⊗ Td , Res
I
Jd∩I N
)
.
Remark 4.12 We shall apply Corollary 4.11 in the special case where the
modulesM andN are the trivial modules xJHJ and xIHI respectively. Note
that the restriction of the trivial module to a parabolic subalgebra is again
the trivial module. Moreover, the identity map generates the endomorphism
ring of the trivial module. Corollary 4.11 provides ways to exhibit a basis
of H, by choosing the identity maps in each summand. Using Theorem 4.9
the basis elements in parts (i) and (ii) which are labelled by d ∈ DI,J and
d−1 ∈ DJ,I differ by a factor of q
−ℓ(d).
It is an immediate consequence of the way that Wr acts on V that the
next result holds.
18 R. Dipper, G. James, A. Mathas
4.13 Suppose that w ∈Wr and J ⊆ ∆0. Then the following are equivalent.
(i) α0 ∈ Jw.
(ii) α0 ∈ J and α0w = α0.
(iii) α0 ∈ J and s0w = ws0 and ℓ(s0w) = ℓ(w) + 1.
¿From now on we fix the following notation.
Notation 4.14 Let a and b be integers with 0 ≤ a, b ≤ r and fix an a–
bicomposition λ = (λ(1), λ(2)) and a b–bicomposition µ = (µ(1), µ(2)) with
λ, µ ∈ Λ2(n, r).
(i) Let J1 be the subset of {α1, . . . , αa−1} corresponding to λ
(1) and J2
be the subset of {αa+1, . . . , αr−1} corresponding to λ
(2). Similarly,
define subsets I1 and I2 corresponding to µ
(1) and µ(2) respectively.
Let J = J1 ∪ J2 and I = I1 ∪ I2.
(ii) Let A˜ = ∆0 \ {αa} if a 6= r, and A˜ = ∆0 if a = r. Similarly, B˜ =
∆0 \ {αb} is b 6= r, and B˜ = ∆0 otherwise. Let A = A˜ \ {α0} and
B = B˜ \ {α0}.
Note that
xJ =
∑
w∈WJ
Tw = xJ1xJ2 = xJ2xJ1 = xλ.
We also remark that J ⊆ A ⊆ A˜ ⊆ ∆0 and that I ⊆ B ⊆ B˜ ⊆ ∆0.
Note that we write DB˜,A˜ instead of D
∆0
B˜,A˜
.
Lemma 4.15 Let d ∈ DB˜,A˜, and suppose that α0 ∈ B˜d ∩ A˜. Then a ≥ 1,
b ≥ 1 and TdT0 = T0Td. Moreover for h ∈ HA˜ we have
u+a xJhT0 = Qu
+
a xJh
and for h ∈ HB˜Td we have
u+b xIhT0 = Qu
+
b xIh.
Proof: Since α0 ∈ B˜d ∩ A˜, we have α0 ∈ B˜ ∩ A˜ and s0d = ds0 by (4.13).
Therefore, a ≥ 1 and b ≥ 1 by (4.14). Further, since d ∈ DB˜,A˜, we have
TdT0 = Tds0 = Ts0d = T0Td.
Let h ∈ HA˜. Now A˜ = {α0, . . . , αa−1} ∪ {αa+1, . . . αr−1} and hence we
may write h = h1h2 = h2h1 with h1 ∈ H{α0,... ,αa−1} and h2 ∈ H{αa+1,... ,αr−1}.
By (2.4),
u+a xJhT0 = xJu
+
a h1h2T0 = xJh1u
+
a T0h2 = QxJh1u
+
a h2 = Qu
+
a xJh.
Similarly, u+b xIh
′T0 = Qu
+
b xIh
′ for any h′ ∈ HB˜. Since Td commutes with
T0 we have u
+
b xIhT0 = Qu
+
b xIh for any h ∈ HB˜Td. 
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Definition 4.16 We say that a triple (d, v, u) is admissible for (λ, µ) if
d ∈ DB˜,A˜ and v ∈ D
A
J,Bd∩A and u ∈ D
B
I,B∩Jvd−1 .
Our current aim is to show that Hλ,µ has a generic basis indexed by the
set of admissible triples for (λ, µ). We first prove three technical lemmas
about admissible triples; after that, the next three lemmas introduce in
turn the elements d, v and u of an admissible triple and show how they
determine a basis of the R–module Hλ,µ.
Lemma 4.17 Let (d, v, u) be an admissible triple. Then B∩Jvd−1 ⊆ Ad−1.
Proof: Let α ∈ B∩Jvd−1. Then d−1sαd = v
−1sβv for some β ∈ J . Now,
v−1sβv ∈WA so
ℓ(d) + ℓ(v−1sβv) = ℓ(dv
−1sβv) = ℓ(sαd) = ℓ(sα) + ℓ(d) = 1 + ℓ(d).
Therefore, ℓ(v−1sβv) = 1 and so βv ∈ A; consequently, α = βvd
−1 ∈ Ad−1
proving the lemma. 
Ultimately we are interested in bases which are indexed not by admissible
triples but by elements of DI,J ; this is the point of part (iv) below.
Lemma 4.18 Suppose that (d, v, u) is an admissible triple. Then
(i) ℓ(udv−1) = ℓ(u) + ℓ(d) + ℓ(v−1).
(ii) ud ∈ DI,A∩Jv.
(iii) dv−1 ∈ DB,J .
(iv) udv−1 ∈ DI,J .
Proof: Note that d ∈ DB˜,A˜ ⊆ DB,A and that u ∈ WB and v
−1 ∈ DABd∩A;
hence (i) follows from Lemma 4.5(i).
To prove (ii), first note that ud ∈ DBI DB = DI by Lemma 4.5(iii) because
u ∈ DBI and d ∈ DB˜,A˜ ⊆ DB˜ ⊂ DB. On the other hand, by Lemma 4.17,
u ∈ (DBB∩(A∩Jv)d−1)
−1 and d ∈ DB,A∩Jv so, by taking K = B and L = A∩Jv
in Lemma 4.5(i),
ℓ(udw) = ℓ(u) + ℓ(d) + ℓ(w) = ℓ(ud) + ℓ(w)
for any w ∈ WA∩Jv. Therefore, ud ∈ (DA∩Jv)
−1 proving (ii). A similar
argument proves (iii).
Finally, we prove (iv). By (iii), dv−1 ∈ DB so udv
−1 ∈ DBI DB = DI by
Lemma 4.5(iii). Furthermore, if w ∈WJ then
ℓ(udv−1w) = ℓ(u) + ℓ(dv−1) + ℓ(w) = ℓ(udv−1) + ℓ(w)
by Lemma 4.5(i), since u−1 ∈ DBB∩Jvd−1 and dv
−1 ∈ DB,J by (iii). Therefore,
udv−1 ∈ D−1J and the proof is complete. 
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Lemma 4.19 Let (d, v, u) be an admissible triple. Then I ∩ Jvd−1u−1 ⊆
Bu−1.
Proof: Suppose that α ∈ I ∩ Jvd−1u−1. Then u−1sαu = dv
−1sβvd
−1 for
some β ∈ J . Since u−1sαu ∈WB and dv
−1 ∈ DB,J by Lemma 4.18(iii),
ℓ(vd−1) + ℓ(u−1sαu) = ℓ(vd
−1u−1sαu) = ℓ(sβvd
−1) = 1 + ℓ(vd−1).
Therefore, αu ∈ B and so the lemma is proved. 
We are now ready to investigate the Hom–space Hλ,µ = HomH(M
λ,Mµ).
Lemma 4.20 Suppose that λ and µ are bicompositions in Λ2(n, r). Then
Hλ,µ
∼=
⊕
d∈D
B˜,A˜
HomH
B˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜d
B˜d∩A˜
u+b xIHB˜Td
)
.
Proof: Note that {α0, . . . , αa−1} ∪ J2 ⊆ A˜. Hence, by Lemma 3.7 and
transitivity of induction, Mλ ∼= Ind∆0
A˜
u+a xJHA˜. Similarly, we have M
µ ∼=
Ind∆0
B˜
u+b xIHB˜. This is the key observation which allows us to apply Theo-
rems 4.9 and 4.10 to Hλ,µ.
Hλ,µ = HomH(M
λ,Mµ)
∼= HomH
(
Ind∆0
A˜
u+a xJHA˜ , Ind
∆0
B˜
u+b xIHB˜
)
∼= HomH
A˜
(
u+a xJHA˜ , Res
∆0
A˜
Ind∆0
B˜
u+b xIHB˜
)
∼=
⊕
d∈D
B˜,A˜
HomH
A˜
(
u+a xJHA˜ , Ind
A˜
B˜d∩A˜
ResB˜d
B˜d∩A˜
u+b xIHB˜Td
)
∼=
⊕
d∈D
B˜,A˜
HomH
B˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜d
B˜d∩A˜
u+b xIHB˜Td
)

Recall that ∆ = ∆0 \ {α0}.
Lemma 4.21 Suppose that d ∈ DB˜,A˜ and let
H
(d)
λ,µ = HomHB˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜d
B˜d∩A˜
u+b xIHB˜Td
)
.
Then
H
(d)
λ,µ
∼=
⊕
v∈DAJ,Bd∩A
HomHS(v)
(
ResJvS(v) xJTvR , Res
Bd
S(v)(Ind
B
I xIR)Td
)
,
where S(v) = Bd ∩A ∩ Jv ⊆ ∆.
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Proof: If α0 ∈ B˜d ∩ A˜ then T0 acts on the modules u
+
a xJHA˜ and u
+
b xIHB˜Td
as multiplication byQ, by Lemma 4.15; so, everyHBd∩A–linear map between
these modules is automatically HB˜d∩A˜–linear.
If α0 /∈ B˜d ∩ A˜ then B˜d ∩ A˜ = Bd ∩A ⊆ ∆ by (4.13). Therefore,
H
(d)
λ,µ = HomHBd∩A
(
ResA˜Bd∩A u
+
a xJHA˜ , Res
B˜d
Bd∩A u
+
b xIHB˜Td
)
.
Now, by [10, 3.6], u+a xJHA˜
∼= xJHA as HA–modules and, similarly,
u+b xIHB˜Td
∼= xIHBTd as T
−1
d HBTd–modules. Therefore, by Theorems 4.10
and 4.9,
H
(d)
λ,µ
∼= HomHBd∩A
(
ResABd∩A xJHA , Res
Bd
Bd∩A xIHBTd
)
= HomHBd∩A
(
ResABd∩A Ind
A
J xJR , Res
Bd
Bd∩A xIHBTd
)
∼=
⊕
v∈DA
J,Bd∩A
HomHBd∩A
(
IndBd∩AS(v) Res
Jv
S(v) xJTvR , Res
Bd
Bd∩A xIHBTd
)
,
∼=
⊕
v∈DA
J,Bd∩A
HomS(v)
(
ResJvS(v) xJTvR , Res
Bd∩A
S(v) Res
Bd
Bd∩A xIHBTd
)
.
The lemma now follows from the transitivity of restriction and the observa-
tion that IndBI xIR
∼= xIHB. 
Lemma 4.22 Suppose that d ∈ DB˜,A˜ and v ∈ D
A
J,Bd∩A and let
H
(d,v)
λ,µ = HomHS(v)
(
ResJvS(v) xJTvR , Res
Bd
S(v)(Ind
B
I xIR)Td
)
.
Then
H
(d,v)
λ,µ
∼=
⊕
u∈DB
I,B∩Jvd−1
HomHS[u]
(
ResJvS[u] xJTvR , Res
Iud
S[u] xITudR
)
,
where S[u] = S(v) ∩ Iud.
Proof: We observe that S(v)d−1 = B ∩ Ad−1 ∩ Jvd−1 ⊆ ∆ determines
the parabolic subgroup WB ∩ d(WA ∩ v
−1WJv)d
−1 of Wr by Lemma 4.5(ii)
since d−1 ∈ DA˜,B˜ ⊆ DA∩Jv,B. Therefore,
H
(d,v)
λ,µ = HomHS(v)
(
ResJvS(v) xJTvR , Res
Bd
S(v)(Ind
B
I xIR)Td
)
∼= HomHS(v)
(
ResJvS(v) xJTvR , (Res
B
S(v)d−1 Ind
B
I xIR)Td
)
∼=
⊕
u
HomHS(v)
(
ResJvS(v) xJTvR , (Ind
S(v)d−1
S[u]d−1
ResIuS[v]d−1 xITuR)Td
)
,
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observing that S[u]d−1 = S(v)d−1 ∩ Iu, where the last isomorphism follows
by the Mackey theorem 4.10, and u runs through DBI,S(v)d−1 . Now
S(v)d−1 = B ∩Ad−1 ∩ Jvd−1 = B ∩ Jvd−1
by Lemma 4.17 and ud ∈ DBI,S(v) by Lemma 4.18(ii). Therefore
d−1WS(v)d−1d =WS(v).
Moreover xITuTdR is a Td−1Tu−1HITuTd-module, and we have
(Ind
S(v)d−1
S[u]d−1
ResIuS[v]d−1 xITuR)Td = Ind
S(v)
S[u] Res
Iud
S[u](xITudR),
since TuTd = Tud by Lemma 4.18(i). We have shown
H
(d,v)
λ,µ
∼=
⊕
u∈DB
I,B∩Jvd−1
HomHS(v)
(
ResJvS(v) xJTvR , Ind
S(v)
S[u] Res
Iud
S[u] xITudR
)
.
So, Frobenius reciprocity and the transitivity of restriction complete the
proof. 
Combining the last three lemmas we have shown that Hλ,µ ∼=
⊕
H
(d,v,u)
λ,µ
where the sum is over all admissible triples (d, v, u) and
H
(d,v,u)
λ,µ = HomHS[u]
(
ResJvS[u] xJTvR , Res
Iud
S[u] xITudR
)
.
Now, H
(d,v,u)
λ,µ is a free R–module of rank 1, since both modules involved are
one dimensional. As a nonzero element in H
(d,v,u)
λ,µ we may choose
φ
(d,v,u)
I,J : xJTv 7→ xITud.
By Theorem 4.9, in the R–module H
(d)
λ,µ of Lemma 4.21, this map corresponds
to the map (compare also [7, 3.4])
φˆ
(d,v,u)
I,J ∈ HomHBd∩A
(
ResABd∩A xJHA , Res
Bd
Bd∩A xIHBTd
)
,
given by (noting that ud ∈ DI,S(v)),
(4.23) φˆ
(d,v,u)
I,J (xJTvh) =
∑
w∈WIudWS(v)
Twh
where h ∈ HBd∩A. The HBd∩A–direct summands of
(4.24) ResABd∩A xJHA =
⊕
v′∈DA
J,Bd∩A
IndBd∩AS(v′) Res
Jv′
S(v′) xJTv′R
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with v′ 6= v are taken to zero by φˆ
(d,v,u)
I,J .
We denote the image of qℓ(v)φˆ
(d,v,u)
I,J in Hλ,µ given by Lemmas 4.21 and 4.20
by ϕ
(d,v,u)
µ,λ . (The power of q is inserted here because in Lemma 4.21 we used
part (ii) of Corollary 4.11; see Remark 4.12.) We have proved the following.
Theorem 4.25 Let λ, µ ∈ Λ2(n, r). Then Hλ,µ is a free R–module with
basis
Bλ,µ = {ϕ
(d,v,u)
µ,λ | (d, v, u) an admissible triple for (λ, µ)}.
Corollary 4.26 The (Q, q)-Schur algebra S = SR(n, r) is a free R–module
with basis
B = {ϕ
(d,v,u)
µ,λ |λ, µ ∈ Λ2(n, r) , and (d, v, u) an admissible triple for (λ, µ)}
which does not depend on the commutative ring R or the choice of the pa-
rameter values Q and q.
We call the basis B the standard basis of S.
We next describe the µ–bitabloids which do not belong to Mµ− (see Def-
inition 3.13) and are in the support of the image of {tλ} = u+a xJ under the
homomorphism ϕ
(d,v,u)
µ,λ for an admissible triple (d, v, u) for (λ, µ).
Theorem 4.27 Let (d, v, u) be an admissible triple for (λ, µ) and let c =
udv−1. Then c ∈ DI,J and
ϕ
(d,v,u)
µ,λ ({t
λ}) ≡ u+b ψ
c
I,J(xJ) ≡
∑
w∈WIcWJ
u+b Tw (mod M
µ
−).
Proof: We have already seen in Lemma 4.18 that c = udv−1 is an element
of DI,J .
In (4.23) we constructed the HBd∩A–linear map φˆ
(d,v,u)
I,J in H
(d)
λ,µ, and
determined the image of xJTvh for h ∈ HBd∩A under this map.
We apply Lemma 4.15 (compare Lemma 4.21) to get an HB˜d∩A˜–linear
map ϕˆ
(d,v,u)
I,J : Res
A˜
B˜d∩A˜
u+a xJHA˜ −→ Res
B˜.d
B˜d∩A˜
u+b xIHB˜Td such that
(4.28) ϕˆ
(d,v,u)
I,J (u
+
a xJTvh) =
∑
w∈WIudWS(v)
u+b Twh
for h ∈ HB˜d∩A˜.
According to Lemma 4.20 we have to trace up this map using Theo-
rem 4.9(ii), to get a map
ϕˆ
(d,v,u)
µ,λ ∈HomHA˜
(
u+a xJHA˜ , Ind
A˜
B˜d∩A˜
ResB˜d
B˜d∩A˜
u+b xIHB˜Td
)
∼= HomH
B˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜.d
B˜d∩A˜
u+b xIHB˜Td
)
.
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Let m ∈ u+a xJHA˜. Then by Theorem 4.9 we have
ϕˆ
(d,v,u)
µ,λ (m) =
∑
f∈DA˜
B˜d∩A˜
q−ℓ(f)ϕˆ
(d,v,u)
I,J (mT
∗
f )Tf .
By (4.13), B˜d ∩ A˜ ∩∆ = Bd ∩A; so DA˜
B˜d∩A˜
∩W∆ = D
A
Bd∩A. Therefore, we
may rewrite the last equation as
(4.29) ϕˆ
(d,v,u)
µ,λ (m) =
∑
f∈DABd∩A
q−ℓ(f)ϕˆ
(d,v,u)
I,J (mT
∗
f )Tf + z.
where
z =
∑
f˜∈DA˜
B˜d∩A˜
\W∆
q−ℓ(f˜)ϕˆ
(d,v,u)
I,J (mT
∗
f˜
)Tf˜ .
We claim that z ∈ Mµ−. Observe that f˜ ∈ WA˜ and d ∈ (DA˜)
−1, so ℓ(df˜) =
ℓ(d) + ℓ(f˜). Moreover by (2.4), u+b xIHB˜ = u
+
b xIHB; therefore
q−ℓ(f˜)ϕˆ
(d,v,u)
I,J (mT
∗
f˜
)Tf˜ ∈ u
+
b xIHB˜Tdf˜ = u
+
b xIHBTdf˜ .
Now f˜ ∈ DA˜
B˜d∩A˜
but f˜ /∈ W∆; so, s0 is involved in f˜ , and in df˜ as well,
since ℓ(df˜) = ℓ(d) + ℓ(f˜). We apply [7, 1.4] and Lemmas 3.9 and 3.10
to conclude that q−ℓ(f˜)ϕˆ
(d,v,u)
I,J (mT
∗
f˜
)Tf˜ ∈ M
µ
−. Consequently, z ∈ M
µ
− and
(4.29) becomes
(4.30) ϕˆ
(d,v,u)
µ,λ (m) ≡
∑
f∈DA
Bd∩A
q−ℓ(f)ϕˆ
(d,v,u)
I,J (mT
∗
f )Tf (mod M
µ
−).
We next investigate ϕˆ
(d,v,u)
I,J (mT
∗
f ) when m = u
+
a xJ . Fix f ∈ D
A
Bd∩A
and note that f−1 ∈ DA∅,Bd∩A. Let v
′ be the distinguished double coset
representative in WJf
−1WBd∩A. Then v
′ ∈ DAJ,Bd∩A and f
−1 = gv′ for
some g ∈ DJ
(Bd∩A)v′−1∩J
. However, by (4.24), ϕˆ
(d,v,u)
I,J (u
+
a xJT
∗
f ) = 0 unless
v′ = v; therefore we assume that f−1 = gv for some g ∈ DJ(Bd∩A)v−1∩J . By
Lemma 4.5(i), we have a disjoint union
WJf
−1WBd∩A =WJvWBd∩A =
⋃
g−1∈DJ
S(v)v−1
gvWBd∩A,
recalling that v ∈ DAJ,Bd∩A and S(v) = Bd ∩ A ∩ Jv. Hence, modulo M
µ
−,
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we can rewrite (4.30) when m = u+a xJ as
ϕˆ
(d,v,u)
µ,λ (u
+
a xJ) ≡
∑
g−1∈DJ
S(v)v−1
q−ℓ(gv)ϕˆ
(d,v,u)
I,J (u
+
a xJTgv)T
∗
gv
≡
∑
g−1∈DJ
S(v)v−1
q−ℓ(v)ϕˆ
(d,v,u)
I,J (u
+
a xJTv)T
∗
gv
≡
∑
g−1∈DJ
S(v)v−1
q−ℓ(v)u+b
∑
w∈WIudWS(v)
TwT
∗
gv
where the second equality comes from the fact that g ∈ WJ and the third
equality from (4.28).
Using Theorem 4.9 we can lift the homomorphism qℓ(v)ϕˆ
(d,v,u)
µ,λ to the
homomorphism ϕ
(d,v,u)
µ,λ in HomH(M
λ,Mµ) by extending it to the module
Mλ = Ind∆0
A˜
u+a xJHA˜. In particular the image of the generator u
+
a xJ re-
mains unchanged. Consequently, in order to complete the proof it suffices
to prove the next lemma.
Lemma 4.31 Suppose that (d, v, u) is an admissible triple and let c =
udv−1. Then ∑
x∈WIcWJ
Tx =
∑
g−1∈DJ
S(v)v−1
∑
y∈WIudWS(v)
TyT
∗
gv.
Proof: Since c ∈ DI,J , by Lemma 4.5(i)
∑
w∈WIcWJ
Tw =
∑
y∈WJ
x−1∈DI
I∩Jc−1
TxTcTy =
∑
x−1∈DI
I∩Jc−1
TxTudT
∗
v
∑
y∈WJ
Ty.
Recall that S(v) = Bd ∩ A ∩ Jv. Suppose that f ∈ WS(v)v−1 ⊆ WJ , and
let e = v−1fv. Then e ∈ WS(v) ⊆ WBd∩A. Since v ∈ DJ,Bd∩A we have
ℓ(ev−1) = ℓ(e) + ℓ(v−1) and ℓ(v−1f) = ℓ(v−1) + ℓ(f); so,
TeT
∗
v = TeTv−1 = Tv−1Tf = T
∗
v Tf .
Therefore,
T ∗v
∑
y∈WJ
Ty =
∑
f∈W
S(v)v−1
g∈DJ
S(v)v−1
T ∗v TfT
∗
g =
∑
e∈WS(v)
g∈DJ
S(v)v−1
TeT
∗
v T
∗
g ,
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and consequently,∑
w∈WIcWJ
Tw =
∑
x−1∈DI
I∩Jc−1
TxTud
∑
e∈WS(v)
g∈DJ
S(v)v−1
TeT
∗
gv
=
∑
g∈DJ
S(v)v−1
( ∑
e∈WS(v)
x−1∈DI
I∩Jc−1
TxTudTe
)
T ∗gv.
Now ud ∈ DI,S(v) by Lemma 4.18(ii) so by Lemma 4.5(i) it suffices to show
that I ∩ S(v)d−1u−1 = I ∩ Jc−1. However,
I ∩ S(v)d−1u−1 = I ∩ (B ∩Ad−1 ∩ Jvd−1)u−1
= I ∩ (B ∩ Jvd−1)u−1
= I ∩ Jvd−1u−1,
by Lemma 4.17 and Lemma 4.19 respectively. 
Remark 4.32 In the group algebra case, that is specializing both Q and q
to 1, one sees easily that
u+a xJ =
∑
w∈Wλ
w ∈ RWr.
In this case ϕ
(d,v,u)
µ,λ takes the generator u
+
a xJ of the module M
λ to
ϕ
(d,v,u)
µ,λ (u
+
a xJ) =
∑
w∈WλcWµ
w,
where c = udv−1 and the subgroups Wλ and Wµ are defined in (2.9).
By (4.13), DB˜,A˜ ∩W∆ = D
∆
B,A. Therefore, Hλ,µ in (4.20) splits into two
R–modules H+λ,µ and H
−
λ,µ where
H
+
λ,µ =
⊕
d∈D∆B,A
HomH
B˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜d
B˜d∩A˜
u+b xIHB˜Td
)
and
H
−
λ,µ =
⊕
d∈DB,A\W∆
HomH
B˜d∩A˜
(
ResA˜
B˜d∩A˜
u+a xJHA˜ , Res
B˜d
B˜d∩A˜
u+b xIHB˜Td
)
.
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We apply Lemma 4.15 and Theorem 4.9 again to get
H
+
λ,µ
∼=
⊕
d∈D∆B,A
HomHBd∩A
(
ResABd∩A u
+
a xJHA , Res
Bd
Bd∩A u
+
b xIHBTd
)
∼=
⊕
d∈D∆B,A
HomHA
(
u+a xJHA , Ind
A
Bd∩A Res
Bd
Bd∩A u
+
b xIHBTd
)
∼= HomH∆
(
xJH∆ , xIH∆
)
.
The last Hom-set has basis B∆ = {ϕ˜
c
I,J | c ∈ D
∆
I,J}, where the map ϕ˜
c
I,J
is defined by
ϕ˜cI,J(xJh) =
∑
w∈WIcWJ
Twh (h ∈ H∆).
We observe that the map ϕ˜cI,J involves the same double coset WIcWJ as
the map ψcI,J in Theorem 4.27. Moreover, it follows that
B
+
λ,µ = {ϕ
(d,v,u)
µ,λ ∈ Bλ,µ | d ∈ D
∆
B,A and (d, v, u) admissible for (λ, µ)}
is a basis of H+λ,µ since B
+
λ,µ and B∆ have the same cardinality. This proves
the next lemma (it is also easily checked directly).
Lemma 4.33 Let λ, µ ∈ Λ2(n, r) and let I and J be as in (4.14). Then
D∆I,J = {udv
−1 | (d, v, u) an admissible triple for (λ, µ) and d ∈ D∆B,A}
In view of the last result we make the following definition.
Definition 4.34 Given c ∈ D∆I,J let ϕ
c
µ,λ ∈ Bλ,µ be the map ϕ
(d,v,u)
µ,λ where
(d, v, u) is the admissible triple such that c = udv−1.
Observe that Theorem 4.27 implies that for an admissible triple (d, v, u)
and c = udv−1
(4.35) ϕ
(d,v,u)
µ,λ ({t
λ}) ≡
∑
b∈DJIc∩J
{tµ}Tcb (mod M
µ
−).
¿From this the first part of the next result follows easily. The second part
is a special case of Theorem 4.27.
Corollary 4.36 Let (d, v, u) be admissible, and let c = udv−1.
(i) If c /∈ D∆I,J then ϕ
(d,v,u)
µ,λ ({t
λ}) ≡ 0 (mod Mµ−).
(ii) If c ∈ D∆I,J , then
ϕcµ,λ({t
λ}) ≡ u+b
∑
w∈WIcWJ
Tw (mod M
µ
−).
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5 (Q, q)–tensor space and (Q, q)–Weyl modules
In view of Lemma 4.3 we assume hereafter that n ≥ r. We denote the
bicomposition ((−), (1r)) by ω. Thus ω ∈ Λ2(n, r), since n ≥ r.
Definition 5.1 (Q, q)-tensor space is the R–module
E = ER(n, r) =
⊕
λ∈Λ2(n,r)
Mλ.
Definition 5.2 Let λ be an a–bicomposition in Λ2(n, r).
(i) The homomorphism ϕλ,λ is the identity map on M
λ and maps Mµ to
zero when λ 6= µ.
(ii) The homomorphism ϕλ,ω is premultiplication of H =M
ω by u+a xλ and
maps Mµ to zero when µ 6= ω.
Thus ϕλ,λ is the projection of E onto M
λ and ϕλ,ω is the canonical
epimorphism of H onto the cyclic H-module Mλ. In particular ϕω,ω is
the identity on H and maps Mλ to zero for λ 6= ω. From the proof of
Theorem 4.27, using in particular (4.29), one sees easily that the following
holds.
Lemma 5.3 Let λ be a bicomposition.
(i) The restriction of ϕλ,λ to M
λ equals ϕ
(1,1,1)
λ,λ .
(ii) The restriction of ϕλ,ω to H equals ϕ
(1,1,1)
λ,ω .
By construction {ϕλ,λ |λ ∈ Λ2(n, r)} is a set of orthogonal idempotents
of S whose sum is the identity element of S. Observe that
ϕλ,λϕλ,ω = ϕλ,ω = ϕλ,ωϕω,ω,(5.4)
hence, as in [9, 2.5], we see that postmultiplication by ϕλ,ω embeds the
left ideal Sϕλ,λ of S in the left ideal Sϕω,ω. Hence, S acts faithfully on
Sϕω,ω and, when R is a field, every irreducible left S-module occurs as
a composition factor of the left ideal Sϕω,ω of S. We have the following
(compare [9, 2.10 and 2.6]).
Lemma 5.5 The Hecke algebra H is canonically isomorphic to ϕω,ωSϕω,ω
and acts on Sϕω,ω as a set of S–linear maps. The H–submodule ϕλ,ωH of
Sϕω,ω is isomorphic to M
λ and (Q, q)-tensor space E is isomorphic to the
left ideal Sϕω,ω of S as an (S,H)–bimodule.
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Proof: We have canonical isomorphisms
H ∼= EndH(H) ∼= HomH(xωH , xωH) ∼= ϕω,ωSϕω,ω.
Identifying H and ϕω,ωSϕω,ω we see that H acts on Sϕω,ω on the right
as a set of S–linear maps. Also, ϕλ,ωh 7→ u
+
a xλh for h ∈ H gives an H–
isomorphism between ϕλ,ωH and M
λ.
By premultiplying Sϕω,ω by
∑
λ∈Λ2(n,r)
ϕλ,λ, which is the identity of S,
we obtain
Sϕω,ω =
⊕
λ∈Λ2(n,r)
Mλ = E . 
Definition 5.6 Let U be a left S-module, and let λ ∈ Λ2(n, r). Then the
R–submodule Uλ = ϕλ,λU of U is the weight space of U of weight λ.
Note that ϕλ,λU is free as an R–module. We have
U =
⊕
λ∈Λ2(n,r)
ϕλ,λU,(5.7)
since {ϕλ,λ |λ ∈ Λ2(n, r)} is a set of orthogonal idempotents whose sum
is the identity of S. This decomposition of U is called the weight space
decomposition of U , (compare [9, 2.13]).
Lemma 5.8 The weight space decomposition of (Q, q)–tensor space E is
given as
E =
⊕
λ∈Λ2(n,r)
Mλ.
More generally, if U is any R–submodule of E then its weight space decom-
position is
U =
⊕
λ∈Λ2(n,r)
U ∩Mλ.
Let λ ∈ Λ2(n, r) and recall the definition of zλ from (2.16). With the
above identifications we have
(5.9) zλ = ϕλ,ωha,r−aTπˆλu
−
r−ayˆλ.
Contrast the next definition with our definition of the Specht module
Sλ = zλH.
Definition 5.10 Suppose that λ is an a-bicomposition of r.
(i) Let W λ = Szλ.
(ii) Let Lλ = Su−r−ayˆλ.
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We call W λ a (Q, q)-Weyl module.
As in [9, 3.9] we have the following.
5.11 If λ and µ are associated bicompositions then W λ ∼=W µ and Lλ ∼= Lµ.
We next define a bilinear form 〈 , 〉λ on M
λ by specifying its values at
pairs of basis elements, which are given in (3.8) by λ–bitabloids. For such a
pair {t}, {t′}, where t = tλw is row standard and w ∈Wr, we set
〈{t}, {t′}〉λ =
{
qℓ(w) if {t} = {t′}
0 if {t} 6= {t′}.
(5.12)
Extend these bilinear forms to a non-degenerate bilinear form 〈 , 〉 on
(Q, q)-tensor space E =
⊕
Mλ by specifying thatMλ andMµ are orthogonal
when λ 6= µ.
Recall that the anti–automorphism ∗ on H is defined by T ∗w = Tw−1 for
w ∈Wr. As in [9, 4.1] for all h ∈ H, x, y ∈ E
〈xh, y〉 = 〈x, yh∗〉,(5.13)
and consequently E is self–dual as an H-module. Here M∗ = HomH(M,R)
is the dual of an H-module M , the right action of H on M∗ being given
by fh(x) = f(xh∗), for f ∈ M∗, h ∈ H and x ∈ M . The discussion in [9,
section 1] shows that ∗ extends to an anti–isomorphism of S, which we also
denote by ∗. This allows us to define the dual of a left S–module. We then
have the following.
Lemma 5.14 Let x, y ∈ E, h ∈ H and s ∈ S. Then
〈sx, y〉 = 〈x, s∗y〉(i)
〈xh, y〉 = 〈x, yh∗〉(ii)
In particular, (Q, q)–tensor space E is self–dual as a left S–module.
Since (u−r−ayˆλ)
∗ = u−r−ayˆλ we can contract the bilinear form which is
given by restricting 〈 , 〉 to Lλ to obtain a bilinear form ≪ , ≫ on Lλ such
that
≪s1u
−
r−ayˆλ , s2u
−
r−ayˆλ≫ =≪s1ϕω,ωu
−
r−ayˆλ , s2ϕω,ωu
−
r−ayˆλ≫
= 〈s1ϕω,ω , s2u
−
r−ayˆλ〉,
for all s1, s2 ∈ S, (compare [14, section 5.5] and [9, 4.2]). The proof of [9,
4.4] now gives the following theorem.
Theorem 5.15 (The Submodule Theorem) Suppose that R is a field
and λ ∈ Λ2(n, r). Let U be an S–submodule of L
λ. Then W λ ⊆ U or
U ⊆W λ⊥.
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Corollary 5.16 Suppose that R is a field and λ ∈ Λ2(n, r). ThenW
λ∩W λ⊥
is the unique maximal submodule of W λ, and the quotient W λ/(W λ∩W λ⊥)
is an absolutely irreducible self–dual S-module.
Proof: The corollary will be an immediate consequence of the Submodule
Theorem once we prove that the generator zλ ofW
λ is anisotropic. We have
using (5.9) and (3.8)
≪zλ, zλ≫ = 〈ϕλ,ωha,r−aTπˆλ , ϕλ,ωha,r−aTπˆλu
−
r−ayˆλ〉
= 〈{t} , {t}u−r−ayˆλ〉,
where t = tˆλ = t
λwa,r−aπˆλ (see Definitions 2.8 and 2.14). Hence , by Corol-
lary 3.15,
≪zλ, zλ≫ = Q
r−aq(r−a)(r−a−1)/2〈{t}, {t}yˆλ〉.
But {t}yˆλ = {t}+v, where v is a linear combination of λ–bitabloids distinct
from {t} (cf. [7, 4.1]). Therefore
≪zλ, zλ≫ = Q
r−aq(r−a)(r−a−1)/2〈{t}, {t}〉 6= 0.

Definition 5.17 Suppose that R is a field and λ ∈ Λ2(n, r). Let F
λ be the
irreducible SR(n, r)-module W
λ/(W λ ∩W λ⊥).
Theorem 5.18 Suppose that R is a field and that λ, µ ∈ Λ2(n, r). We have
F λ ∼= Fµ if and only if λ and µ are associated bicompositions. Thus
{F λ |λ is a bipartition of r}
is a set of non–isomorphic absolutely irreducible self–dual SR(n, r)-modules.
If λ and µ are bipartitions of r then let dλµ be the multiplicity of F
µ as
a composition factor of W λ. If the bipartitions of r are ordered lexicograph-
ically then the matrix (dλµ) is upper unitriangular.
Proof: This theorem is proved in exactly the same way as [9, 4.11 and
4.13] (note [10, 3.7]). 
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6 The semistandard basis theorem
Hereafter, we assume that λ, µ ∈ Λ2(n, r), with λ being an a-bipartition.
Definition 6.1 (i) A λ–bitableau of type µ is an array T = (T(1), T(2))
of integers obtained from the diagram [λ] by replacing each cross by a
non-zero integer according to the following restrictions. For 1 ≤ i ≤ n,
the number of entries j with j = i is equal to the ith part of µ(1); and
the number of entries j with |j| = n+ i is equal to the ith part of µ(2).
For k = 1, 2, T(k) denotes the array of integers replacing the crosses
in λ(k). We denote the set of λ–bitableaux of type µ by T(λ, µ). Note
that all entries less than n in T ∈ T(λ, µ) are positive.
(ii) An element T = (T(1), T(2)) of T(λ, µ) is positive if all the entries in
T
(1) are greater than 0 and all the entries in T(2) are greater than n.
We denote the set of positive elements of T(λ, µ) by T+(λ, µ).
(iii) A semistandard λ–bitableau of type µ is an element of T+(λ, µ)
in which the entries are weakly increasing along each row and strictly
increasing down each column. We denote the set of semistandard λ–
bitableaux of type µ by T◦(λ, µ).
Example 6.2 If r = n = 7 and λ = ((3, 2), (1, 1)) and µ = ((3, 1), (2, 1))
then
T1=
(
1 8 9
2 1
,
1
−8
)
∈ T(λ, µ),
and T2 =
(
1 1 1
2 8
,
8
9
)
∈ T◦(λ, µ).
Note that there are no positive λ–bitableaux of type µ if λ is an a-
bipartition and µ is a b-bicomposition of r with a < b.
Definition 6.3 Given T ∈ T+(λ, µ), let T(i) equal the integer which appears
in T in the place which is occupied by i in tˆλ. Choose a total order < on
T+(λ, µ) such that if A and B are elements of T+(λ, µ) then A < B if one of
the following holds.
(i) For all j, k.
#{i | A(i) = j and i belongs to column k of tˆλ}
= #{i | B(i) = j and i belongs to column k of tˆλ},
and A(i) < B(i) for the smallest integer i such that A(i) 6= B(i).
(ii)
r−a∑
i=1
A(i) <
r−a∑
i=1
B(i).
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(iii)
r−a∑
i=1
A(i) =
r−a∑
i=1
B(i), and for all j, k
#{i | A(i) ≤ j and i belongs to the first k columns of tˆλ}
≥ #{i | B(i) ≤ j and i belongs to the first k columns of tˆλ}.
Let V (λ, µ) be the free R-module spanned by all T ∈ T(λ, µ). Given
T ∈ T+(λ, µ), define ET to be the element of V (λ, µ) obtained by summing
over those T′ which are row equivalent to T, and then applying the signed
column symmetrizer in a fashion similar to that in [17, 8.1.11].
Example 6.4 If
T =
(
1 1
2
,
5
6
)
,
then
ET =
(
1 1
2
,
5
6
)
−
(
2 1
1
,
5
6
)
−
(
1 1
2
,
6
5
)
+
(
2 1
1
,
6
5
)
We shall need the following result, which follows easily from the corre-
sponding theorem [17, 8.1.16] for Weyl modules for general linear groups.
Theorem 6.5 The R–submodule of V (λ, µ) spanned by {ET | T ∈ T
+(λ, µ)}
is a free R–module with basis {ET | T ∈ T◦(λ, µ)}.
Definition 6.6 (i) If T = (T(1), T(2)) ∈ T(λ, µ) then let ε(T) = 1 if an
even number of entries in T(2) are negative , and ε(T) = −1, otherwise.
(ii) Let σ be the linear map on V (λ, µ) which sends each T ∈ T(λ, µ) to
σ(T) =
∑
ε(T′)T,
where the sum ranges over all those T′ ∈ T(λ, µ) which are obtained
from T by changing the sign of some of the entries in T which are
greater than n.
Example 6.7 If
T =
(
1 1
2
,
5 6
)
,
then
σ(T) =
(
1 1
2
,
5 6
)
−
(
1 1
2
,
−5 6
)
−
(
1 1
2
,
5 −6
)
+
(
1 1
2
,
−5 −6
)
.
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Theorem 6.5 immediately gives the following corollary.
Corollary 6.8 The R–module generated by {σ(ET) | T ∈ T
+(λ, µ)} is free
with basis {σ(ET) | T ∈ T◦(λ, µ)}.
To facilitate our calculations, we introduce for fixed bicompositions λ, µ ∈
Λ2(n, r) three linear maps, α, β, and γ from M
µ into V (λ, µ).
Definition 6.9 Let α, β, γ be the linear transformations fromMµ into V (λ, µ)
which are given as follows. Suppose that t = (t(1), t(2)) is a µ–bitableau. The
λ–bitableau α{t} of type µ is obtained from tλ and t as follows. For 1 ≤ i ≤ r
(i) replace the entry i in tλ by j if i or −i occurs in row j of t(1), and
(ii) replace the entry i in tλ by n+ j (respectively −n− j) if i (respectively
−i) occurs in row j of t(2).
The definitions of β{t} and γ{t} are obtained in a similar way, replacing tλ
by tˆλ and tˆλ respectively.
Observe that these maps are independent of the choice of tableau t in {t}
and so are well defined.
Example 6.10 Assume that r = n = 6, and let λ = ((22), (2)), µ =
((3, 1), (12)). Then
t
λ =
(
1 2
3 4
,
5 6
)
tˆ
λ =
(
3 4
5 6
,
1 2
)
tˆλ =
(
3 5
4 6
,
1 2
)
.
If
t =
(
3 4 6
1
,
−2
5
)
then
α{t} =
(
2 −7
1 1
,
8 1
)
, β{t} =
(
1 1
8 1
,
2 −7
)
and
γ{t} =
(
1 8
1 1
,
2 −7
)
.
Note that all three maps defined above have inverses. Given T ∈ T(λ, µ)
we define the µ–bitabloid {t} = α−1T as follows. If the place occupied by i
in tλ is occupied by j (respectively by −j) in T put i (respectively −i) in row
j of t, counting the rows of t(1) as row 1, 2, . . . and the rows of t(2) as row
n+ 1, n+ 2, . . . , and then take the bitabloid {t} containing the bitableau t.
For the maps β and γ use tˆλ and tˆλ respectively instead of t
λ.
Lemma 6.11 The maps α, β and γ induce bijections between the set of
µ–bitabloids and T(λ, µ).
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The maps defined in (6.9) can be used to define an action of Wr on the
set T(λ, µ) by taking the preimage under one of these maps, acting on the
resulting bitabloid and taking the image under the same map again. The
action of Sr on T(λ, µ) is given by place permutations, where the numbering
of the places is determined by tλ if we use α, by tˆλ if we use β, and by tˆλ if
we use γ.
Our main aim in this section is to prove that the Weyl module W λ has
a basis which is indexed by the semistandard λ–bitableaux of various types.
Indeed, we shall show that the weight space W λ ∩Mµ (see Definition 5.6)
is free as an R–module with basis indexed by T◦(λ, µ). We begin with a
special case.
Theorem 6.12 Let R be a field of characteristic zero and Q = q = 1. Then
dim(W λ ∩Mµ) = |T◦(λ, µ)|.
Proof: In this case H is isomorphic to the group algebra RWr so ha,r−a =
wa,r−a, and
u+a =
a∏
i=1
(1 + (i,−i)) and u−r−a =
r−a∏
i=1
(1− (i,−i)).
Since R is a field of characteristic zero, W λ ∩ Mµ is spanned by the
elements of the form {t}zλ where {t} varies over the µ–bitabloids. This
follows immediately from Definition 5.6 and Lemma 5.8.
Let t be a row standard µ–bitableau. For i ∈ r+, we have
{t}(i,−i) =
{
{t}, if i is an entry of t(1),
{t(i,−i)}, if i or −i is an entry of t(2).
Let X = {i ∈ r+ | i or − i ∈ t(2)} and Xa = X ∩ {1, 2, . . . , a}. Then
{t}u+a = 2
a−|Xa|
∑
{{t1} | t1 ∈ At},(6.13)
where At is the set of row standard µ–bitableaux which agree with t, except
that the integers in Xa are allowed to have either sign.
Next,
u˜−r−a := wa,r−au
−
r−aw
−1
a,r−a =
r∏
i=a+1
(1− (i,−i)).
Therefore
{t}u+a u˜
−
r−a =
{
2a−|Xa|
∑
{±{t1} | t1 ∈ Bt}, if {a+ 1, . . . , r} ⊆ X,
0, otherwise.
(6.14)
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where the sum is over the set Bt of the 2
|X| row standard µ–bitableaux
t1 = (t
(1)
1 , t
(2)
1 ) which are the same as t except that the integers in t
(2)
1 are
allowed to have either sign. (The coefficient of {t1} is +1 if and only if
|{i ∈ t(2) | a+ 1 ≤ i ≤ r}| − |{i ∈ t
(2)
1 | a+ 1 ≤ i ≤ r}| is even.)
Assume now that {a+ 1, . . . , r} ⊆ X. Then
{t}u+a wa,r−au
−
r−a = 2
a−|Xa|
∑
{±{t1} | t1 ∈ Ct},
where the sum is over the set Ct of row standard µ–bitableaux t1 = (t
(1)
1 , t
(2)
1 )
which are row equivalent to twa,r−a, except that the integers in t
(2)
1 can have
either sign. Let {t+} be the µ–bitabloid obtained from twa,r−a by changing
the signs of all the negative entries and taking the row equivalence class.
Since {a+ 1, . . . , r} ⊆ X, we have
{a+ 1, . . . , r}wa,r−a = {1, 2, . . . , r − a} ⊆ t
+(2).
Hence β({t+}) ∈ T+(λ, µ) and 2|Xa|−aβ({t}u+a wa,r−au
−
r−a) = ±σ(β{t
+}).
Therefore, by (2.17),
2|Xa|−aβ(zλ) = ±σ(β({t
+})xˆλTπˆλ yˆλ).
If β({t+}) = T, then Txˆλ is a multiple of the sum over those T
′ which are
row equivalent to T (since xˆλ is the sum over the row symmetrizer of T).
Hence β(zλ) is a non-zero multiple of σ(ET). The theorem now follows from
Corollary 6.8. 
We shall generalise Theorem 6.12, making use of the special case in the
course of the proof. First we need to reformulate some results from section 4
in the language of λ–tableaux using the map α introduced in Definition 6.9.
Define µ˜ to be the composition of r into 2n parts µ˜ = (µ˜1, µ˜2, . . . , µ˜2n) as
follows. Suppose that µ(1) = (µ
(1)
1 , . . . , µ
(1)
n1 ) and µ
(2) = (µ
(2)
1 , . . . , µ
(2)
n2 ).
Thus n1 + n2 = n. We define
µ˜i =


µ
(1)
i , for 1 ≤ i ≤ n1,
µ
(2)
i , for n+ 1 ≤ i ≤ n+ n2,
0, otherwise.
(6.15)
Define λ˜ similarly.
Denote the set of λ˜–tableaux of type µ˜ by T(λ˜, µ˜). We can turn T ∈
T+(λ, µ) into an element T˜ of T(λ˜, µ˜) by combining the two components
of T.
Example 6.16 If r = n = 7 and λ, µ ∈ Λ2(n, r) as in Example 6.2. Then
λ˜ = (3, 2, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0) and
µ˜ = (3, 1, 0, 0, 0, 0, 0, 2, 1, 0, 0, 0, 0, 0).
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Moreover if T =
(
1 1 1
2 8
,
8
9
)
∈ T+(λ, µ), then
T˜ =
1 1 1
2 8
−
−
−
−
−
8
9
−
−
−
−
−
in T(λ˜, µ˜).
As in (4.14) we let I and J be the subsets of ∆ such that xλ = xJ and
xµ = xI .
We have the following lemma. The first part is trivial; the second part
follows from part one and the corresponding result for type A [7, 1.7(i)].
Lemma 6.17 (i) The map T 7→ T˜ defines a bijection between T+(λ, µ)
and T(λ˜, µ˜).
(ii) There is a bijection between D∆I,J and the set of positive row standard
λ–bitableaux of type µ given by c 7→ Tc for c ∈ D
∆
I,J , where Tc = α{t
µc}.
Definition 6.18 Given T1, T2 ∈ T(λ, µ) we write T1 ∼ T2 if T1 and T2 are
row equivalent.
Corollary 4.36 (see also 4.35), taken in conjunction with [7, 1.7, 3.4] now
gives the following theorem (note that the map A 7→ 1A in [7, 1.7] is the
analogue of the map α from Definition 6.9).
Theorem 6.19 Let c ∈ D∆I,J . Then
ϕcµ,λ({t
λ}) ≡
∑
α{t1}∼Tc
{t1} (mod M
µ
−)
where Tc = α{t
µc}.
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We are now prepared to embark on the generalisation of Theorem 6.12.
Let T ∈ T◦(λ, µ) and let t be the row standard µ–bitableau such that
α{t} = T, which is given by Lemma 6.11.
The semistandard tableau T corresponds to an element c ∈ D∆I,J by
Lemma 6.17. By Theorem 6.19 the H-homomorphism ϕcµ,λ maps the gener-
ator {tλ} of Mλ to an element v of Mµ which satisfies
v ≡
∑
α{t1}∼T
{t1} (mod M
µ
−).
Since ha,r−a ∈ H(Sr),
vha,r−a ≡
∑
α{t1}∼T
{t1}ha,r−a (mod M
µ
−)
by (3.14). Next, Corollary 3.17 gives
vha,r−a ≡
∑
α{t1}∼T
rt1{t1wr,r−a}+ v1 (mod M
µ
−),
where each rt1 is a unit in R and v1 is a linear combination of µ–bitabloids
{t′1} satisfying β{t
′
1} > β{twa,r−a} (see part (ii) of Definition 6.3).
Now, α{t1} = β{t1wa,r−a}, so
vha,r−a ≡
∑
β{t2}∼T
rt2{t2}+ v1 (mod M
µ
−),(6.20)
where each rt2 is a unit.
Note that the numbers 1, 2, . . . , r − a belong to tˆλ(2). On the other
hand, since T is semistandard by assumption, all the numbers in T(2) are
greater than n. Thus for all β{t2} which are row equivalent to T, all of the
entries in the second component of β{t2} are greater than n. By Definition
6.9 we conclude that all the µ–bitabloids {t2} which appear in (6.20) have
1, 2, . . . , r − a in t(2). A similar result applies to the µ–bitabloids which
occur in v1. Therefore, by Corollary 3.15,
vha,r−au
−
r−a ≡
∑
β{t2}∼T
r′t2{t2}+ v2 (mod M
µ
−).(6.21)
where each r′t2 is a unit and v2 is a linear combination of µ–bitabloids {t
′
1}
which are precisely the µ–bitabloids which are involved with nonzero coef-
ficients in v1. (Indeed Corollary 3.15 implies that the coefficients of {t
′
1} in
v1 and v2 differ only by a unit.)
Next, let {t∗} be the µ–bitabloid such that γ{t∗} = T. Note that the row
standard µ–bitableau t∗ in {t∗} is tπˆλ.
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We have that
vha,r−au
−
r−aTπˆλ ≡ r{t
∗}+ v3 (mod M
µ
−)
where r is a unit and v3 is a linear combination of µ–bitabloids {t3} such
that γ{t3} > T. To see this, note part (iii) of Definition 6.3 and compare
with [9, 7.26]. The matrix χ(t, tµwµ) which appears in [9, 7.26] is defined in
such a way that its (j, k)th entry is equal to the number of entries less than
or equal to j in the first k columns of the µ–tableau of type λ obtained by
replacing each entry i of tµwµ by rowt(i).
We arrive at the following element of W λ ∩Mµ.
ϕcµ,λ(zλ) = vha,r−au
−
r−aTπˆλ yˆλ ≡ r{t
∗}+ v4 (mod M
µ
−),
where v4 is a linear combination of µ–bitabloids {t4} such that
γ{t4} > T,
by part (i) of Definition 6.3. This is justified as follows. All of the µ–
bitabloids {t3} involved in v3 when acted upon by the terms Tw, appearing in
yˆλ, are linear combinations of µ–bitabloids {t4} which are obtained from {t3}
by permuting the entries of the columns in t3. Since γ{t3} > T, Definition 6.3
shows that γ{t4} > T. Also, {t
∗}Tw is a linear combination of terms of the
form {t∗w′} where w′ is an element in the column stabilizer of tˆλ. From
part (i) of Definition 6.3 we conclude that γ{t∗w′} > T for w 6= 1 since T is
semi-standard by assumption. We have shown the following.
Lemma 6.22 Let T ∈ T◦(λ, µ) and let
vλ,µ(T) = ϕ
c
µ,λ({t})ha,r−au
−
r−aTπˆλ yˆλ,
where t is the unique row standard µ–bitableau such that α{t} = T. Let t∗ be
the row standard µ–bitableau such that γ{t∗} = T. Then vλ,µ(T) ∈W
λ∩Mµ
and vλ,µ(T) is congruent modulo M
µ
− to a linear combination of µ–bitabloids
{t4} such that
γ{t4} ≥ T
and the coefficient of {t∗} in vλ,µ(T) is invertible.
Recall that by Lemma 5.8 W λ∩Mµ is a weight space of the (Q, q)–Weyl
module W λ.
Corollary 6.23 Let λ, µ ∈ Λ2(n, r). Then {vλ,µ(T) | T ∈ T◦(λ, µ)} is a
linearly independent subset of the weight space W λ ∩Mµ of W λ.
We now prove our main result.
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Theorem 6.24 (The Semistandard Basis Theorem)
Let λ, µ ∈ Λ2(n, r) and let Q, q be invertible elements of R. Then the weight
space W λ ∩Mµ of the Weyl module W λ is free as an R–module with basis
{vλ,µ(T) | T ∈ T◦(λ, µ)}. Consequently, W
λ is free as an R–module with basis
{vλ,µ(T) |µ ∈ Λ2(n, r), T ∈ T◦(λ, µ)}.
Proof: Suppose, for the moment, that R = Q(q,Q) where Q and q are
independent transcendentals. Then HR,q,Q(Wr) is isomorphic to RWr by
[2]. Hence, in this case, dim(W λ ∩Mµ) = |T◦(λ, µ)| by Theorem 6.12, so
{vλ,µ(T) | T ∈ T◦(λ, µ)} is a basis of W
λ ∩Mµ.
Assume that m is a nonzero element of W λ∩Mµ and that the coefficient
of every µ–bitabloid which is involved in m belongs to Z[q, q−1, Q,Q−1]. We
write
m =
∑
T∈T◦(λ,µ)
rTvλ,µ(T)
with coefficients rT in Q(q,Q). We claim that rT ∈ Z[q, q
−1, Q,Q−1]. In the
total order of (6.3) let T1 be the first element of T◦(λ, µ) such that rT1 6= 0,
and let t1 be the row standard µ–bitableau with γ{t1} = T1. The coefficient
of {t1} in m belongs to Z[q, q
−1, Q,Q−1], so by Lemma 6.22
rT1 ∈ Z[q, q
−1, Q,Q−1].
Using Lemma 6.22, we see that
m− rT1vλ,µ(T1) =
∑
T∈T◦(λ,µ)
T6=T1
rTvλ,µ(T)
has the property that the first element T2 of T◦(λ, µ) such that rT2 6= 0
satisfies T2 > T1. Hence, by induction, every rT belongs to Z[q, q
−1, Q,Q−1].
Now assume that R is an arbitrary commutative ring and q, Q are in-
vertible elements of R. The result of the last paragraph shows that every
non-zero element of W λ ∩ Mµ can be written as a linear combination of
{vλ,µ(T) | T ∈ T◦(λ, µ)}. Taken in conjunction with (6.23), this proves that
{vλ,µ(T) | T ∈ T◦(λ, µ)}
is a basis of W λ ∩Mµ and concludes the proof of the theorem. 
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