Since the 1970s, there has been increasing interest in the use of Markov Random Fields (MRFs) as models to aid in the segmentation of noisy or degraded digital images. MRFs can make up for deficiencies in observed information by adding a-priori knowledge to the image interpretation process in the form of models of spatial interaction between neighbouring pixels.
Introduction
Fundamental problems in computer and robot vision include the recognition and tracking of viewed objects against some background. Predominantly these processes are reliant, at some level, on image segmentation, 1 dividing observed images into regions of object and background.
The problems of interpreting images under conditions of extremely poor visibility have received comparatively little attention from the computer vision community, with existing research largely motivated by underwater robotics applications. In contrast, the human visual system is often able to robustly interpret images that are of such poor quality that they contain insufficient explicit information to do so. We assert that such a system must function by utilising prior knowledge of the scene in several forms.
Extended-Markov Random Fields (E-MRFs) provide a probabilistic framework for combining observed image data with expectations of that data, based on additional knowledge or prediction, during image segmentation. The following sections briefly introduce Markov Random Field (MRF) segmentation and then survey key literature in the development of both spatio-temporal and spatio-predictive E-MRF techniques. The use of E-MRF models for data fusion is also discussed. Results are presented from recent research, using E-MRF segmentation within an Expectation Maximisation feedback algorithm for robot vision in extremely poor visibility environments.
Markov Random Fields
Since the 1970s, there has been increasing interest in the use of MRF models to aid in the restoration and segmentation of digital images, 2-4 since they can make up for deficiencies in observed information by adding a-priori knowledge to the image interpretation process in the form of models of spatial interaction between neighbouring pixels. Hence, the classification of a particular pixel is based, not only on the intensity of that pixel, but also on the classification of neighbouring pixels. Here, we are concerned with binary segmentation for object tracking, in which pixels can take either of two discrete values, namely object or background. Simplistically, pixels are more likely to belong to the object class if their nearest neighbours are also members of the object class and similarly for background pixels. Historically, the mathematical concepts originate in the statistical mechanics and mathematics literature.
5-7
When segmenting an image containing N pixels, we seek for the i th pixel a class label, C i , which maximises the joint probability:
Unfortunately, this implies that such a probability distribution must explicitly characterise the joint statistics of every pixel. In a binary image, this would consist of 2 N permutations, an impossibly massive space to search, every time a pixel needs to be classified. This combinatorial explosion is avoided by treating the image as a Markov random field, the fundamental notion associated with Markovianity being that of conditional independence, 8 meaning that the probability distribution that describes a particular pixel can be de-coupled from the classifications of all other pixels in the image, except for those in a small local neighbourhood. For the pixel at image location (i, j):
where k denotes a small local neighbourhood around (i, j), typically taken to include the eight nearest neighbour pixels (see figure 1) . To evaluate this expression for specific permutations of neighbourhood class labels, the MRF is characterised by a Gibbs distribution of the form:
where Z is included as a normalising constant to prevent equation (3) returning probabilities greater than one. The exponential part of this equation is defined as:
where J is a function defined as:
Extending Markov dependency
The origins of E-MRF ideas can be traced to the work of Bouthemy, 9,10 who is concerned with the interpretation of murky underwater image sequences for robot navigation. Crucially, Bouthemy extends the notion of Markov dependency to include, not only contributions from a given pixel's neighbourhood in the observed image, but also a contribution from the corresponding pixel in the previous frame of the image sequence. Thus Markov dependency becomes both spatial and temporal.
E-MRF image models have also been used for data fusion. Jones, 11, 12 uses an E-MRF model to combine a high resolution visible light image with a relatively low resolution thermal image from an infrared camera, for a surveillance application. ExtendedMarkov Dependency is assumed between pixels in the visible light image and corresponding pixels in the infra-red image.
Fairweather 13 and Hodgetts, 14 also concerned with underwater robotics, extend Markov dependency such that the local neighbourhood surrounding any particular pixel also includes a contribution from the corresponding pixel in a predicted image (figure 2). The predicted image is projected using a 3D model of the object being tracked and an estimate of camera position based on a Kalman filtered model of the robot trajectory. The method is tested on a variety of degraded images, demonstrating superior performance to both conventional 2-4,15 and also spatiotemporal 9,10 MRF segmentation. Equations (2) to (5) describe a conventional MRF image model in which pixel class labels are considered to be spatially dependent. However, Markov dependency is now extended to include a contribution from a predicted class label,Ĉ i,j , derived from a previous frame, 9,10 a predicted image, 13, 14 or a corresponding image from a different kind of imaging device.
11,12 Now:
The exponential part of the Gibbs distribution now consists of weighted components:
where S 1 and S 2 are weighting constants which adjust the relative significance of information derived from the observed image versus information derived from the predicted image.
Thus, the Extended-Markov Random Field model provides a convenient means of determining the prior probability distribution for any particular pixel class label, while incorporating additional prior knowledge in the form of temporal or predictive dependencies, or fused data from an alternative imaging system.
Segmentation via maximum likelihood
We wish to segment each pixel (i, j), of intensity I ij , by choosing a class label, C ij , which maximises the a-posteriori probability P (C ij |I ij ). From Bayes' law we have:
where the prior probability, P (C ij ), is modelled by the Extended-Markov Random Field, equation (6) . Various approaches are possible for determining the class conditional probabilities, P (I ij |C ij ). In general it is not possible to know the true shape of these distributions over an image without already knowing the true segmentation for that image.
Often class conditional distributions are estimated from historical data, e.g. averaged or best fitted over a training set of images for which the true class labels are known. This approach may not be appropriate if, for example, lighting conditions change significantly with time over the image sequence, as might be expected in an underwater environment where a directional light source is mounted on a moving vehicle. Different distributions may be necessary for different images.
If the class conditional distributions tend to conform to a specific shape or model (often a normal distribution is assumed), then that model can be best fitted directly to the observed image statistics.
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Other authors 13,14 assume accurate prior knowledge of class conditional distributions when computing conventional, spatio-temporal or spatio-predictive MRF probabilities.
Here we describe a novel approach, which makes additional use of prior knowledge, for predicting the shape of class conditional distributions, P (I ij |C ij ). The vision system is allowed to re-learn new classconditional models for each image frame by making the approximation:
whereĈ ij denotes the predicted class label of the pixel (i, j). In other words, the predicted image (found by projecting the object model based on estimated camera co-ordinates) is used to define a set of provisional (predicted) class labels,Ĉ, for the observed image, from which means and variances of pixel intensities for each image region (object and background) can be estimated. The validity of this approximation is obviously dependent on how closely the estimated camera co-ordinates approximate the true camera co-ordinates. We approximate the class conditional distributions with Normal distributions which are particularly useful since they are of exponential form. The prior probabilities (equation 6) are also of exponential form and so it is easy to arrive at a log-likelihood function. The overall likelihood for a particular classification of a particular pixel is now:
Where σ 2 c ij and µ cij are the variance and mean of the class conditional distribution of pixel intensities that corresponds to the choice of C ij that is currently being considered for pixel (i, j). This results in the negative log-likelihood function:
S 1 and S 2 are weights which determine the significance of the class values of nearest neighbour pixels and predicted pixels respectively. They thus effect the relative significance of observed and predicted data. It is not obvious how these values should be determined and other researchers 9,10,13-15 suggest experimenting to find useful values for these constants by trial and error. In good visibility, it is desirable to rely on observed information while taking comparatively little notice of error prone predictions derived from extrapolating the previous camera trajectory. Hence S 1 will be large and S 2 comparatively small. Conversely, given the absence of observed information in bad visibility conditions, it is necessary to make greater use of predicted information. In this case, much larger values of S 2 must be used. Future work may investigate methods by which these values can be automatically adjusted in response to varying visibility conditions.
The space of all possible image interpretations contains many variables since it is necessary to consider all possible class label permutations over all pixels in the image. It is not possible to search this space (of size 2 N where N is the number of pixels in the image) exhaustively in order to locate its global minimum (minimum negative likelihood). A variety of iterative algorithms have been suggested, which attempt to optimise the set of pixel class labels with respect to a statistical criterion. For a review and comparison of several of these techniques see Dubes.
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Simulated Annealing, 4 (SA), belongs to the class of stochastic relaxation algorithms. SA is theoretically guaranteed to find a globally optimal labeling, however it is relatively computationally expensive and slow. In contrast, the Iterated Conditional Modes, (ICM), algorithm 2,3 is not guaranteed to find an optimum set of pixel labels, being vulnerable to convergence on local minima. It is, however, several orders of magnitude faster than simulated annealing and therefore more suitable for real time applications. Other approaches include Maximiser of Posterior Marginals, 2,3,15,17 (MPM), Highest Confidence First, 18, 19 (HCF), and Graph Cut methods.
19,20
For simplicity, we use the ICM algorithm in our work for proof of principle, as do the authors of much of the related research.
Mutual refinement of segmentation and pose estimates via the EM / E-MRF algorithm
We have further developed these ideas in several ways. Firstly, we relearn class models at every frame, equation (9) . Secondly, we note that the use of prediction results in an iterative feedback scheme, (figure 3) , which can be shown to be a variant of the Expectation Maximisation (EM) algorithm.
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An estimated camera position (derived from a motion model) is used to generate a predicted image by projecting a known model of the observed object. Predicted class labels, from the predicted image, help segment the observed image via E-MRF segmentation. The object model is then best fitted to the segmented image to extract an improved camera position estimate, which is then recycled as an input to the next iteration. Iteration can be terminated when no further changes to pixel class labels occur, or when changes in estimated position fall below a threshold. The number of iterations will vary with the accuracy of the initial position estimate. Fig. 3 . An iterative segmentation and pose estimation scheme for robot navigation. An estimated camera position is used to project a predicted image which helps segment an observed image using E-MRF. A model of the observed object is then fitted to the segmented image to extract an improved estimate of camera position relative to the object. The improved camera position is used to project an improved predicted image and the process is iterated until convergence
Results
We demonstrate E-MRF segmentation with an image taken from our data set of real video sequences with known ground-truth. 22 These images feature a scale model oil-rig structure viewed in extremely bad visibility. Figure 4 shows the results of four iterations of E-MRF segmentation. The superimposed red wire frames indicate the position estimates and corresponding predicted image segmentations at each iteration. Note that the initial predicted position (first image) is significantly erroneous, and that the algorithm iteratively homes in on the true position and corresponding correct segmentation. Also note that the model fitting process enables the algorithm to ignore the large artefact (bottom right corner of the image) caused by backscattering of spotlight illumination. Projecting a predicted image from the most recent position estimate gives a very clean secondary segmentation (defined by the red wire frame outline in the figures). Fig. 4 . Both camera position estimate and image interpretation are mutually refined over four iterations of E-MRF segmentation. Left column shows the E-MRF segmentations which improve with each iteration. Right column shows the resulting position estimates and corresponding predicted images. Incorrect pixel labels (in the secondary projected segmentation) at each iteration are 12%, 7.2%, 1.6% and 0.8% Figure 5 shows the results of thresholding the image and segmenting using a conventional MRF model. Both these segmentation methods are inadequate for such poor visibility conditions, although the thresholded image is useful for initialising the E-MRF optimisation. Additionally, our technique for predicting class conditional distributions, equation (9) , enables these distributions to be relearned with each iteration. Figure 6 shows how these distributions change over four iterations.
The object distribution sharpens and pulls to the right as the algorithm learns that the object is relatively light coloured and consistently so. Correspondingly, the background distribution pulls to the left as the algorithm learns that background pixels are dark. 
Conclusion
MRFs have long been used as models for segmenting individual images. More recently, researchers have explored ways of extending these models to incorporate the extra knowledge inherent in video sequences.
These extensions include assuming temporal relationships between pixels of successive image frames, and also relationships between pixels in an observed image and corresponding pixels in a predicted image. Similar techniques have also been used to fuse data from two different kinds of imaging device.
E-MRF techniques are particularly useful in conditions of extremely poor visibility, for which conventional MRF models and other segmentation techniques are inadequate.
These ideas have often been presented in the context of underwater robotics. However, it is possible that E-MRF techniques could be applied to many other data fusion tasks which involve discretely partitioned spaces, e.g. 2D and 3D medical imaging (combining information from different kinds of imaging device) and computational ocean modelling (fusing now-casts and previously generated forecasts).
