Structure-preserved denoising of 3-D magnetic resonance images (MRI) is a critical step in the medical image analysis. Over the past years, many algorithms have been proposed with impressive performances. Inspired by the idea of deep learning, in this paper, we introduce a MRI denoising method based on the residual encoderdecoder Wasserstein generative adversarial network (RED-WGAN). Specifically, to explore the structure similarity among neighboring slices, 3-D configuration are utilized as the basic processing unit. Residual autoencoder, combined with deconvolution operations are introduced into the generator network. Furthermore, to alleviate the shortcoming of traditional mean-squared error (MSE) loss function for over-smoothing, the perceptual similarity, which is implemented by calculating the distances in the feature space extracted by a pre-trained VGG-19 network, is incorporated with MSE and adversarial losses to form the new loss function. Extensive experiments are studied to access the performance of the proposed method. The experimental results show that the proposed RED-WGAN achieves superior performance relative to several state-of-art methods in both simulated and clinical data. Especially, our method demonstrates powerful ability in both noise suppression and structure preservation.
Introduction
Magnetic resonance imaging (MRI) is a non-invasive high-resolution imaging modality and it plays a very important role in current clinical diagnosis and scientific research procedures as it can reveal the 3D internal details and structures of tissues and organs in the human body [1, 2, 3] . However, the quality of MR images can be easily a affected by noise during the procedure of image acquisition, especially when high-speed and high resolution is needed. The noise in MR image can not only degrade the imaging quality and the accuracy of clinical diagnoses, but also has negative influences on the reliability of subsequent analytic tasks such as registration, segmentation and detection. As a result, efficient algorithms of noise reduction are necessitous for the further MR analysis.
Over the past years, a wide variety of post-processing MRI denoising methods have been developed to improve the imaging quality of MR images [1, 2, 3] . These methods are fall into three categories: (a) filtering based methods [2, 4, 5, 6] , (b) domain transform based methods [7, 8] and (c) statistical methods [9, 10] . The filtering based methods is the most direct methods and denoise the MR images in spatial domain. Mc Veigh et al. [4] investigated results of denoised MR images with both spatial and temporal filters. Most typically, Perona and Malik [5] proposed the classical PM model with a multiscale smoothing and edge detection scheme called anisotropic diffusion filter. It utilizes gradient information to extract the image structures while reducing the noise. PM filter and its variants have been successfully extended to 2D and 3D MR images [6, 11, 12, 13] . Different from the denoising methods in spatial domain, reducing noise in a transformed domain is also widely researched and some typical methods include wavelet and discrete cosine transform (DCT) based methods [7, 8, 14, 15, 16, 17] . The statistical approaches first estimate the parameters of Rician noise in noisy MR images. After that, the results are used to yield statistically optimal denoised image [18, 19, 20, 21] .
Recently, the methods based on self-similarity and sparsity of image have attracted much attention in the field of noise reduction for MRI images. Most algorithms originate from the famous nonlocal means (NLM) filter [22] , which estimates current pixel by weighted averaging its similar patches in a search window. One critical drawback of NLM filter is that it is time-consuming to find similar patches. Several variants of NLM filters have been extensively studied to improve this issue for MR Rician denoising [2, 23, 24, 25, 26] . Specifically, in [23] , the authors proposed a fast 3D optimized blockwise version of NLM (ONLM) filter to reduce the computational complexity. In order to simultaneously make full use of the self-similarity and sparsity of images, the authors in [26] combined the 3D DCT hard thresholding method and 3D rotationally invariant version of the nonlocal means filter, which achieved a competitive result. In addition, another state-ofthe-art denoising method based on patches is the block-matching and 3D (BM3D) filter [27] , which combines the ideas of nonlocality and domain, transform [14] . It first groups the similar patches into a 3D array, then transforms the array into frequency domain using DCT or wavelet, and finally arrogates multiple estimates at each location. In [28] , the authors adopted the BM3D to process volumetric data called BM4D and achieved state-of-the-art performances. Another method similar to BM3D is higher-order singular value decomposition (HOSVD) [29] , which also imposes machine learning technique for noise reduction [3] . The differences between BM4D and HOSVD is that the bases of HOSVD are learned from images, which are more adaptive than analytical transforms.
In recent years, the explosive development of deep learning (DL) suggests a kind of new methods for image processing and computer vision [30, 31, 32] . Except for the extensive researches in high-level tasks, such as image analysis [33, 34] , deep learning has been introduced into low-level tasks, including image denoising, deblurring and super-resolution [35, 36, 37, 38, 39] . Autoencoder, multilayer perception and convolutional neural network (CNN) were respectively used for image restoration and achieved competitive results with some state-of-art methods, such as BM3D, NLM and sparse representation [36] . In the field of medical imaging, some pioneering works are given in [40, 41, 42, 43, 44, 45, 46] . However, to our best knowledge, the researches for MRI denoising is quite limited and the only work for MRI denoising is represented in [47] . The authors proposed a simple plain CNN for MRI denoising.
Despite the extensive researches for MRI denoising, current methods suffer from several shortcomings, for examples, computational burden, non-convex optimization and/or parameter selection, which seriously impede the applications of these methods in practice. To conquer these problems and fully explore the potential of latest techniques in deep learning, in this paper, we propose a MRI denoising method based on the residual encoder-decoder Wasserstein generative adversarial network (RED-WGAN). The contributions of this paper are fivefold: (a) the proposed model is based on the WGAN framework, which has demonstrated powerful ability to learn the data distribution in a low dimensional manifold; (b) the ideas of residual network and autoencoder are imposed to maintain the structural details and edges, which are clinically important; (c) to mitigate the drawback of traditional mean-squared error (MSE) loss function, the perceptual similarity is incorporated with MSE and adversarial losses to form a new loss function; (d) with a proper training procedure, our method yields competitive results with several state-of-art methods; and (e) it is highly computationally fast, and well compatible for parallel implementation on graphic processing units (GPUs).
The rest of this paper is organized as follows. The proposed method is described in Section II. The experiments and evaluation are given in Section III. Finally, the discussion and conclusion are drawn in section IV. 
Noise Reduction Model
One difficulty of MRI denoising is that magnitude images, which are constructed by the real and imaginary parts, are the common form in MRI [48] . The noise in magnitude images obeys Rician distribution which is much complex than traditional additive noise such as Gaussian and impulse noise. Many methods were given to statistically model the degradation procedure and the accuracy of model heavily affects the final denoising results. DL is an effective way to circumvent this problem, which ignores the physical process and models this procedure corruption by learning from the samples.
The aim of MRI denoising is to recover a high-quality MR image from the corresponding noisy MR image. Let ∈ × denote a noisy MR image and ∈ × denote the corresponding noise-free MR image. The relation between them can be represented as:
where is a mapping function denoting the procedure of noise contamination. Because the DL-based method is a black box and independent from the statistical characteristic of the noise, the MR denoising can be simplified to seek the optimal approximation of function −1 and the denoising procedure can be formulated as:
where ̂= ( ) which is the estimation of and denotes the optimal approximation of σ −1 .
Wasserstein GAN
From the viewpoint of statistics, and can be regarded as two samples from two different data distribution, noisy image distribution and noise-free image distribution respectively. Then the denoising operation is a mapping procedure which transforms one distribution to another, that is, the function maps the samples from to another certain distribution which is close to .
Generative adversarial network (GAN) [49] is a kind of generative model which comprised of two components: generative model G and discriminative model D. GAN has been widely applied in many fields such as image super-resolution [35] , image modality transform [50] and image generation [51] . The role of discriminative model is to determine whether a sample is from the generative model distribution or the the real data distribution , and the generative model generates new sample from the input sample and try to make the new sample satisfy the real data distribution as much as possible.
The training process of GAN is a minimax game with the following loss function ( , ) as
To solve Eq. (3), G and D are optimized alternatively.
In [53] , the authors proved that the training of GAN is difficult, because Eq. (3) may lead to vanishing gradient of generator G when the discriminator D is fixed. To avoid this problem, a variant of GAN was proposed by Martin et al.,
which is titled as Wasserstein GAN (WGAN) [54] and achieves significant improvement. Furthermore, Gulrajani et al.
presented an improved version of WGAN with gradient penalty to accelerate the convergence [55] . The changes on loss function are as follows:
where the last term is a gradient penalty factor, is a penalty coefficient, ̂ is a distribution which samples uniformly along straight lines between pairs of points sampled from the real data distribution and generator distribution . The loss function of generator G is formulated as:
Combined Loss Function
MSE is the most typical loss function for pixel-level transform tasks, which minimizes pixel-wise differences between ground truth image and generated image. It can be calculated as:
where , , stands for the dimensions of the image, respectively. Recent studies suggest that although MSE loss can achieve high peak signal to noise ratio (PSNR), it may suffer from loss of details, especially high-frequency details, which have serious impact on clinical diagnosis [35] .
To efficiently handle this problem, a perceptual loss is involved into the proposed loss function [55, 56, 57] . A pre-trained network can be utilized to extract the features from the ground truth and generated images. The difference between the features from ground truth and generated image are treated as the perceptual similarity. Then the perceptual loss function be defined as follows:
where is a feature extractor, , , stands for the dimensions of feature maps. In this paper, we apply the pre-trainned VGG-19 network [58] to extract the features of image. The VGG-19 network contains 19 layers: the first 16 layers is convolutional layers and the subsequent 3 layers is fully-connected layers. We only use the first 16 layers as our feature extractor. Then the specific perceptual loss based on VGG network is employed as follows
Then we obtain the joint loss function of generator as a weighted form, which consists of MSE loss, VGG loss and discriminator loss.
Network Architectures
The overall architecture of the proposed RED-WGAN network is illustrated in Fig.1 . The structure of discriminator D is illustrated in Fig.3 . It has 3 convolutional layers with 32, 64 and 128 filter respectively. The kernel sizes are set to 3 × 3 × 3 in all the convolution layers. The last layer is a fully-connected layer which has a single output to give the discriminant result.
We use a pre-trained VGG-19 network to extract the features. For more details, the readers can see the original reference [58] . Thanks to the power of transfer learning [59] , there is no need to retrain the network with our target MR images.
Experiment

Datasets
To validate the performance of the proposed RED-WGAN, extensive experiments on both clinical and simulated datasets were carried out.
1) Clinical Data
For the clinical experiments, the well-known IXI dataset (http://brain-development.org/ixi-dataset/), which is collected from 3 different hospitals, was used. The detailed scanning configuration is given in the website mentioned above.
We randomly select 110 T1, T2 and PD-weighted brain image volumes respectively from Hammersmith dataset acquired from a Philips 3T scanner, which is a subset of IXI dataset. 100 image volumes are randomly selected as training set, and the other 10 image volumes formed the testing set. It is well-known that deep learning based methods require a great deal of training samples, which is very difficult to be satisfied especially in clinics. To solve this problem, in this study, overlapped cubes are extracted from the samples to train the network. This method has been proved efficient that the perceptual differences can be better detected, and the number of samples significantly increases [38, 60, 61] . 50000 cubes with size of 32 × 32 × 6 are acquired by a fixed sliding step.
2) Simulated Data
For simulated experiments, BrainWeb database (http://brainweb.bic.mni.mcgill.ca/brainweb/) was used. This dataset contains T1, T2 and PD-weighted brain images with size of 181 × 217 × 181 with 1 × 1 × 1 resolution. The network trained by the dataset from Hammersmith dataset was used. In the evaluation phase, we chose 6 continuous T1w slices from middle position of transverse plane as a test sample to evaluate the performance of compared methods.
Training Detail
To demonstrate the profits obtained by our proposed network architecture, two different networks were trained, including: RED-WGAN and CNN3D (RED-WGAN with only generator part and MSE loss) which can be approximately seen as an improved version of [48] .
Both networks mentioned above were trained on T1, T2 and PD-weighted brain image cubes with specific noise level respectively. The parameters 1 , 2 and 3 were experimentally set to 1, 0.1 and 1e -3 according to the suggestion in [35, 41] . Following the suggestions in [49] , the penalty coefficient in Eq. (4) was set to 10. Adam was utilized to optimize the loss function [62] and the parameters for Adam were respectively set as α = 5e − 5, 1 = 0.5, 2 = 0.9.
Evaluation methods
To validate the performance of the proposed RED-WGAN, three methods, including CNN3D, BM4D and PRI-NLM were compared. To evaluate the performance of these methods quantitatively, two quantitative metrics were employed. The first one is peak signal to noise ratio (PSNR) which considers the root mean square error (RMSE) between ground truth and denoised images. The PSNR is defined as: PSNR = 20 log 10 255
where is × noise-free image and is its noisy approximation. The second one is the structural similarity index measure (SSIM) which is defined as follows:
where and ̂ are the means of image and ̂, 1 and 2 are constants, and σ̂ are variances and ̂ is the covariance of and ̂.
Results
1) Clinical results
The average quantitative results of BM4D, PRI-NLM, CNN3D and RED-WGAN on T1w, T2w and PDw images with different noise levels from 1% to 15% with a step of 2% are illustrated in Tables I-III . It can be observed that the performances of DL based methods are significantly superior to the traditional denoising algorithms, such as BM4D and PRI-NLM on both PSNR and SSIM. For T1w images, the scores of RED-WGAN method are close to CNN3D method when 9447 37.1052|0.8966 34.9915|0.8739 33.6963|0.8559 33.0781|0.8549 31.5944|0.8319 30.5857|0 noise level is less than 7%. When the noise level goes up, RED-WGAN yields better performance than all the other methods.
For T2w images, the PSNR and SSIM values of RED-WGAN are slightly better than all the other methods in most noisy levels. In Table III , although the results of CNN3D are slightly better than RED-WGAN, the differences are trivial.
Figs.4-6 provide a visual evaluation of different results on T1w, T2w and PDw brain images corrupted with 15% Rician noise selected from the testing set. It can be seen that all the methods can suppress the noise to varying degrees. However, BM4D and PRI-NLM suffer from obvious over-smoothing effect and distort some important details, which can be better Table IV . The results suggest that RED-WGAN achieved best performance in terms of both PSNR and SSIM on all the modalities, which is coherent with the visual inspection. It also must be mentioned that although the quantitative results of RED-WGAN and CNN3D are close, the visual effect of RED-WGAN is significantly better than CNN3D in the enlarged regions. This benefit should be derived from the introduction of WGAN and combined loss function, which can efficiently generate the results more close to the original data distribution. In Table IV , we also demonstrated 14 the running times for different methods. It is clear that CNN3D and our proposed RED-WGAN is much faster than another two methods, This should benefit from that once the deep learning based method finishes training, forward propagation is very fast. To further demonstrate the robustness of the proposed RED-WGAN, Guys dataset, which is another subset of IXI dataset, was included as testing set. Figs.7-9 show a denoised example for different modalities with different methods on Guys data with 15% Rician noise. Table V summarizes the corresponding quantitative results. It can be noticed that although the RED-WGAN and CNN3D were trained with a different training set, which has different scanning parameters, we still have satisfactory results in Figs.7-9. Most of the noise are efficiently removed and the structural details are better preserved in the result of RED-WGAN. It is also interesting to notice that PRI-NLM achieves good scores in PSNR, but its SSIM values are lower than other methods and the visual results are also unsatisfactory. This phenomenon can be seen as a proof that higher PSNR does not equal to better visual result. Some ROIs indicated by red dotted boxes were magnified to further demonstrate the differences produced by different methods. The residual images in Figs. 8 and 9 show that RED-WGAN well maintains the details and other methods lose the details to varying degrees.
2) Simulated results
One representative T1w result with 9% Rician noise from BrainWeb dataset is shown in Fig.10 . In Fig.10 , it is easy to notice that all the methods can eliminate most of the noise, but in the residual images, it can be seen that BM4D lost part of the structural details. From the enlarged regions, it is clear that RED-WGAN delivers better performance in terms of structure preservation than other methods. Meanwhile, RED-WGAN obtains best scores in both PSNR and SSIM. 
3) Impact of perceptual loss
In this section, to sense the impact of perceptual loss, we compares RED-WGAN with it variant which has same structure as RED-WGAN, but only with MSE loss, and we denote it as WGAN-MSE. Figs.11-13 show an example of denoising results with both RED-WGAN and WGAN-MSE on T1w, T2w and PDw, respectively. From the result, it can be observed that the noise in WGAN-MSE are not well suppressed and some structures are blurred. On the other hand, RED-WGAN eliminates most noise while preserving the structural details better than WGAN-MSE. In Fig. 13 , the blood vessel marked by the red arrows is very hard to identify, while RED-WGAN well keeps it. Table VI shows the quantitative results for   Figs.11-13. In Table VI , it can be seen that RED-WGAN outperforms WGAN-MSE in most cases, which is coherent with the visual results.
Discussions and Conclusion
In this paper, we propose a novel method based on Wasserstein generative adversarial network to remove the Rician noise in MR images while effectively preserve the structural details. This network aims to process 3D volume data using a 3D convolutional neural network. Except introduction of the WGAN framework, there are two more advantages for our method: the innovative generator structure and mixed weighted loss function. The generator is constructed with an autoencoder structure, which symmetrically contains convolutional and deconvolutional layers, aided by residual structure.
Another improvement of our method is the mixed loss function, which combines the MSE and perceptual loss with a weighted form.
The experimental results demonstrated that with the help of WGAN and perceptual loss, the CNN based method is significantly improved in both qualitative and quantitative aspects. Comparing to several state-of-art methods, including BM3D, PRI-NLM and CNN3D, our proposed RED-WGAN effectively avoid over-smoothing effect while preserves more details.
The computational cost of the deep learning based method is worth being mentioned. The training stage costs most of the computational time. Although the training procedure is usually carried out on GPU, it is still time-consuming. For our training set, when we alternately train the generator and discriminator networks, it takes about 40 minutes for each epoch. Although other methods, like BM4D and PRI-NLM, do not need to train, the running times of them are much longer than the DL based methods. In this paper, the average execution time for BM4D, PRI-NLM, CNN3D and RED-WGAN were 5.73, 4.16, 0.17 and 0.16 seconds for the clinical dataset respectively. In practice, the running time for DL based methods can be further reduce by using GPU for testing.
In conclusion, the results obtained in the paper are encouraging and efficiently demonstrate the potentials of deep learning based methods for MRI denoising. In the future, instead of training on a specific noise level, we will try to extend our method to a more general form for different noise levels. Furthermore, incorporating with image reconstruction method may be an interesting way.
