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Abstract
Local two-phase modeling of the water-steam flows occurring in steam
generators
The present study is related to the need of modeling the two-phase flows oc-
curring in a steam generator (liquid at inlet and vapour at outlet). The choice is
made to investigate a hybrid modeling of the flow, considering the gas phase as two
separated fields, each one being modeled with different closure laws. In so doing,
the small and spherical bubbles are modeled through a dispersed approach within
the two-fluid model, and the distorted bubbles are simulated with an interface lo-
cating method. The main outcome is about the implementation, the verification
and the validation of the model dedicated to the large and distorted bubbles, as
well as the coupling of the two approaches for the gas, allowing the presentation of
demonstration calculations using the so-called hybrid approach.
Keywords : Multiphas flows, two-fluid model, multiphase approach, surface ten-
sion, dispersed field, model coupling.
Résumé
Ce travail de thèse est lié au besoin de modélisation des écoulements diphasiques
en générateurs de vapeur (entrée liquide et sortie vapeur). La démarche proposée
consiste à faire le choix d’une modélisation hybride de l’écoulement, en scindant la
phase gaz en deux champs, modélisés de manières différentes. Ainsi, les petites bulles
sphériques sont modélisées avec une approche dispersée classique avec le modèle
eulérien à deux fluides, et les bulles déformées sont simulées à l’aide d’une méthode de
localisation d’interface. Le travail effectué porte sur la mise en place, la vérification et
la validation du modèle dédié aux larges bulles déformées, ainsi que le couplage entre
les deux approches pour le gaz, permettant des premiers calculs de démonstration
utilisant l’approche hybride complète.
Mots clés : Écoulements diphasiques, modèle à deux fluides, approche multipha-
sique, tension de surface, champ dispersé, couplage de modèles.
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Introduction
Cette première partie, basée sur des publications scientifiques, collige l’état de
l’art dans le domaine de la modélisation numérique des écoulements diphasiques
eau-vapeur. Une attention plus particulière sera portée aux méthodes locales avec
traitement de l’interface liquide-gaz, notamment pour les applications en générateur
de vapeur.
Mon travail de thèse a été mené dans le cadre du project NEPTUNE, financé
par le CEA (Commissariat à l’Énergie Atomique et aux Énergies Alternatives),
EDF, l’IRSN (Institut de Radioprotection et de Sûreté Nucléaire) et AREVA-NP, en
collaboration CIFRE avec le laboratoire TREFLE (TRansferts Écoulements FLuides
Énergétiques, UMR 8508) à I2M (Bordeaux, France). Le sujet de ce travail est :
Modélisation locale diphasique eau-vapeur des écoulements dans les
générateurs de vapeur
Cette introduction s’articule comme suit autour de quatre parties. Dans un pre-
mier temps, le contexte industriel dans lequel s’inscrit cette thèse est présenté. En-
suite, on rappelle les différentes approches possibles, d’une part pour l’étude nu-
mérique des écoulements diphasiques, d’autre part pour la modélisation des termes
de turbulence. Puis, on expliquera la logique des choix de méthode qui ont été fait
en amont et au cours de ce travail, en présentant de manière plus aboutie l’ap-
proche et la démarche qui seront retenues. Enfin, le contenu de chaque chapitre sera
succinctement présenté.
1 Contexte Industriel
Les écoulements diphasiques interviennent dans de nombreux équipements in-
dustriels tels que les centrales nucléaires, les échangeurs de chaleurs et les réacteurs
chimiques, par exemple. Se posent alors des problèmes à la fois dans des géométries
complexes, et pour des conditions physiques (pression, température) assez contrai-
gnantes. Le besoin de compréhension dans ce domaine de la mécanique des fluides
a permis de nombreuses études tant expérimentales que numériques. Ce travail est
lié aux besoins des centrales nucléaires et plus particulièrement à la compréhension
des écoulements diphasiques en générateurs de vapeur.
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1.1 Principe d’un réacteur nucléaire à eau
Les réacteurs à eau pressurisée (REP) ou bouillante (REB) ont un fonctionne-
ment relativement similaire. Le principe est celui d’une centrale thermique, où la
finalité est de porter un fluide à ébullition à l’aide d’une source de chaleur afin
de faire tourner les pales d’un alternateur, lequel produit le courant électrique. La
source de chaleur est ici la fission nucléaire. Dans les réacteurs à eau, on se sert du
fait que l’eau combine les propriétés de fluide caloporteur, c’est-à-dire d’extracteur
de l’énergie thermique de la source, et de modérateur du flux neutronique de cœur.
La principale différence entre REP et REB réside dans le fait que pour les réacteurs
à eau pressurisée, le circuit réfrigérant le cœur et le circuit actionnant la rotation
des pales des turbines sont séparés en un circuit primaire et un circuit secondaire.
Dans le cas d’un réacteur à eau pressurisée (figure 1), les transferts thermiques entre
ces deux circuits ont lieu dans un composant : le générateur de vapeur (GV).
Figure 1 – Représentation schématique ouverte d’une centrale nucléaire à eau pressu-
risée illustrant son fonctionnement (Source EDF).
1.1.1 Rôle du générateur de vapeur
En fonctionnement normal, le circuit primaire est maintenu liquide à l’aide du
pressuriseur. En entrée de générateur de vapeur, l’eau du circuit primaire atteint
P1 = 155 bar pour une température T = 593 K. Cette eau parcours un faisceau
de tubes en "U" (figure 2) et cède son énergie thermique au circuit secondaire pour
ressortir autour de 553 K. Le circuit secondaire a une pression P2 = 70 bar et
donc une température d’ébullition beaucoup plus basse que celle du circuit primaire
(T eb70 bar = 560 K). L’eau du circuit secondaire est ainsi portée à ébullition par la
chaleur du circuit primaire. L’objectif étant d’alimenter la turbine en vapeur sèche, le
taux de vide en fin d’ébullition est important. Outre ce rôle d’échangeur de chaleur
2
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entre les circuits primaire et secondaire, le générateur de vapeur fait partie des
trois barrières entre les substances radioactives (issues des réactions nucléaires au
sein du cœur) et l’environnement : les gaines métalliques des crayons combustibles,
l’enveloppe du circuit primaire et l’enceinte de confinement que constitue le bâtiment
réacteur. Parmi ces barrières, le générateur de vapeur constitue un point sensible.
Il fait partie de l’enveloppe du circuit primaire et le circuit secondaire présente une
sortie de l’enceinte réacteur vers le bâtiment générateur où se trouve la turbine. En
cas de perte de l’étanchéité entre les circuits primaire et secondaire à l’intérieur du
GV, l’eau du circuit primaire peut gagner la salle des machines et ainsi franchir d’un
coup la deuxième et la troisième barrière. La fissuration ou rupture des tubes en "U",
barrière dans le générateur de vapeur entre les circuits primaire et secondaire, est
donc quelque chose de particulièrement surveillé.
1.1.2 Dimension et géométrie du GV
Selon les types de réacteurs, il existe différents types de générateurs de vapeur
sur le parc nucléaire français. Généralement, un GV mesure environ 20 mètres de
hauteur, 3 mètres de diamètre, et pèse de 300 à 400 tonnes à vide.
Figure 2 – Représentation schématique ouverte d’un générateur de vapeur et coupe
illustrant son fonctionnement (Source ASN).
Chaque type de GV est caractérisé par deux nombres qui représentent le nombre
de centaines de mètres carrés composant la surface d’échange du faisceau tubulaire,
et le diamètre en millimètres des tubes en "U". Par exemple, pour une centrale d’une
puissance électrique de 900 MWe, les GV peuvent être de type 47/22, ce qui signifie
qu’ils possèdent une surface d’échange de chaleur de 4700 m2 et un diamètre de
3
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tubes de 22 mm. Une description détaillée des différents types de GV des tranches
REP est proposée dans le rapport de Bertin et Percout [10]. Le faisceau de tubes
en "U" est maintenu par des plaques de maintient : la plaque tubulaire, des plaques
entretoises et des barres anti-vibratoires. La plaque tubulaire est le support inférieur
du faisceau. Les plaques entretoises dont le nombre diffère selon le type de GV ont
deux rôles : maintenir les tubes en place et homogénéiser l’écoulement au sein du
fluide du circuit secondaire. Au niveau de ces plaques, l’eau du secondaire s’écoule
par des interstices nommés passages foliés répartis autour des tubes (figure 3).
Figure 3 – Photos d’éléments du générateur de vapeur : Vue de dessus du faisceau tu-
bulaire au niveau de sa partie cintrée (à gauche) et section de tube et plaque
entretoise d’un générateur de vapeur de type 47/22 (à droite) (Source EDF
CEIDRE).
Dans le cadre de ces travaux de thèse, il faut retenir que l’écoulement qui nous
intéresse est l’écoulement bouillant coté fluide secondaire. Celui-ci s’effectue autour
d’un faisceau de tubes dont le diamètre est de l’ordre de 2 cm, l’écart entre les tubes
étant de l’ordre du centimètre. L’écart entre deux plaques entretoises est de l’ordre
du mètre.
1.2 Cadre de la thèse
Les régimes d’écoulements diphasiques qui interviennent au cours de cette ébul-
lition sous haute pression et température sont encore mal définis. Cette mécon-
naissance trouve deux origines. D’une part, la géométrie du faisceau de tubes dans
l’enceinte des générateurs de vapeur est complexe (figure 3). D’autre part, il est très
difficile de procéder à des campagnes de mesures dans les générateurs de vapeur, ou
de monter une installation expérimentale dans ces conditions. Les moyens à disposi-
4
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tion pour étudier ce type de configurations particulières d’écoulements diphasiques
sont la simulation numérique et les essais expérimentaux en similitude.
Dans le cadre du projet NEPTUNE, un groupe de travail a été ouvert sur l’étude
des fissures et ruptures de tubes en générateur de vapeur, problème dont les origines
sont encore aujourd’hui mal connues. Une des hypothèses d’étude de ces phénomènes
couplant mécanique du solide et des fluides, est une vibration des tubes en U du
faisceau tubulaire présenté sur la figure 2, causée par l’impact des bulles de vapeur.
Connaître avec plus de précision la taille, la forme et la vitesse d’impact de ces bulles
de vapeur sur les tubes permettrait de fournir des informations plus détaillées aux
codes de mécanique du solide tel que Code_Aster (http ://www.code-aster.com).
Au final, il s’agit de quantifier la part des bulles dans ces vibrations.
L’utilisation de codes de mécanique des fluides numériques (CFD) pour appro-
fondir nos connaissances et appréhender des mécanismes physiques complexes est à
l’heure actuelle un moyen qui fait ses preuves. De fait, EDF R&D s’est doté de ses
propres outils, dédiés à la modélisation numérique mono- ou poly-phasiques (respec-
tivement Code_Saturne [4] et NEPTUNE_CFD [39, 69, 70]).
Cette thèse, qui a pour sujet la modélisation locale diphasique eau-vapeur des
écoulements dans les générateurs de vapeur, s’inscrit dans la recherche de la modé-
lisation tout régime pour les écoulements diphasiques. Autrement dit, sans a priori
sur le régime d’écoulement local.
2 Modélisation des écoulements diphasiques
L’étude des écoulements diphasiques ou multiphasiques est à l’heure actuelle un
sujet de recherche très ouvert en mécanique des fluides et de fait en CFD. Deux points
de vue co-existent, selon que l’on s’attache à observer ce qui se passe en un point de
l’espace (approche Eulérienne) ou que l’on suive le parcours d’une particule fluide
(approche Lagrangienne). Ces deux approches amènent le physicien numéricien à se
positionner par rapport au problème à résoudre, chaque méthode ayant ses avantages
et ses limites qui la rendent plus ou moins adaptée à chaque situation.
L’objectif de ce document n’étant pas de faire une description exhaustive de
toutes les approches possibles pour la modélisation des écoulements diphasiques,
nous nous contenterons d’évoquer ici les principales idées qui servent de supports à
ces méthodes, pour expliquer la stratégie mise en place.
2.1 Notions
Commençons par rappeler divers termes qui nous serons utiles au cours de cette
recherche. Le terme de phase est ici utilisé dans sa définition thermodynamique,
il décrit donc un état de la matière qui peut être solide, liquide ou gazeux. Dans
un écoulement multiphasique, plusieurs phases interagissent. Ces phases peuvent




Dans la terminologie des écoulements multiphasiques, une phase peut être iden-
tifiée comme continue si elle occupe des zones connexes de l’espace discret et comme
dispersée lorsqu’elle occupe des zones discontinues à l’échelle de la discrétisation du
problème. On considère les phases dites dispersées comme constituées de particules.
Le terme particule comprend ici les particules rigides et les particules fluides. Ces
dernières étant plus connues sous le nom de gouttes lorsque le fluide est sous forme
liquide et bulles lorsque le fluide est dans l’état gazeux.
On distingue le terme de champ de celui de phase, en considérant que les champs
peuvent être un découpage des phases physico-chimiques choisi par la méthode nu-
mérique. On pourra ainsi parler de champs dans le cas d’un écoulement à bulles
impactant une surface libre si l’on décide pour des raisons de modélisation numé-
rique de découper la phase gazeuse en un champ dispersé (les bulles) et un champ
continu (le gaz au-dessus de la surface libre). Il sera utile dans ce document de
pouvoir parler de modèles à n-phases et m-champs avec m > n.
2.2 Topologie des Écoulements diphasiques
Les écoulements diphasiques ou multiphasiques désignent des mélanges de deux
ou plusieurs phases non miscibles, dont au moins une est fluide, formant ainsi des
interfaces. Les caractéristiques géométriques de ces interfaces permettent de distin-
guer différents régimes d’écoulement, dont on peut retrouver une description détaillée
dans l’ouvrage de Faghri & Zhang [41].
Figure 4 – Schéma des régimes d’écoulements
diphasiques en tube vertical (Source
Brennen [18]).
Basée sur la structure de l’inter-
face, la classification topologique sépare
communément ces écoulements en trois
groupes :
. Les écoulements séparés tels que
les écoulements annulaires, en film
ou stratifiés ;
. Les régimes de transition comme
les écoulements annulaires à bulles,
les écoulements à poches turbu-
lents ;
. Les écoulements à phases disper-
sées tels que les écoulements à bulles, à gouttes ou à particules.
Ces régimes sont répertoriés expérimentalement depuis plusieurs décennies, don-
nant lieu à des cartes d’écoulement en fonction des flux massiques ou volumiques du
liquide et du gaz pour des géométrie tubulaires [6, 136]. Pour autant, leur modélisa-
tion numérique reste difficile dans de nombreuses situations. En particulier, la voie
d’un modèle universel dit tout régime pour la description de l’ensemble des régimes
d’écoulement est toujours un problème ouvert.
Theofanous & Hanratty [123] dressent l’état de l’art sur la modélisation multi-
phasique en 2003, avec comme ligne directrice la modélisation des divers régimes
d’écoulement diphasiques. Ils mettent en évidence le besoin de réaliser des simula-
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tions de régimes autres que dispersés.
Si l’on se reporte aux travaux plus récents de Bestion [11], on peut classer les
diverses méthodes de modélisation des écoulements multiphasiques selon les choix
effectués par le physicien numéricien :
. Moyenne de phase ou de champ :
◦ Homogène
◦ Modèle à deux fluides
◦ Modèle multi-fluides
. Filtrage des échelles de turbulence :
◦ RANS (modélisation de toutes les échelles, spatiales
et temporelles)
◦ LES diphasique (filtrage spatial en dessous d’une
échelle caractéristique)
◦ DNS (Simulation de toutes les échelles)
. Traitement des interfaces :
◦ Capture d’interface
◦ Traitement statistique des interfaces
◦ Identification locale des interfaces
◦ Caractérisation de l’interface (fonction couleur).
En ce qui concerne l’objectif d’une méthode numérique pour le tout régime
d’écoulement, plusieurs voies existent. Dans le cadre des écoulements en générateurs
de vapeur, nous nous limiterons aux régimes d’écoulements convectifs ascendant, en
commençant par le régime à bulles dispersées pour aller vers des taux de vide plus
élevés, suivant la progression dans un tube chauffant représenté en figure 5.
Dans un premier temps, notre étude se portera sur les écoulements liquide - gaz en
se focalisant sur l’aspect traitement de l’interface pour les bulles. On se limitera donc
pour cette partie aux cas d’écoulements diphasiques adiabatiques où le liquide reste
une phase continue. En revanche, nous ne restreindrons pas la fraction volumique
du gaz, ce qui permet un spectre de modélisation allant des bulles dispersées aux
poches déformées.
2.3 Modèles 2-phases, 2-champs
2.3.1 Écoulements à bulles
Concernant la modélisation des écoulements diphasiques à l’aide d’un formalisme
à deux champs mis en place par Ishii [58], de nombreux travaux existent. Mais le
plus souvent ceux-ci portent sur la modélisation d’un régime particulier et les études
traitant les écoulements de transition sont très peu nombreuses. Les cas d’écoule-
ments à phases dispersées sont les plus largement documentés dans la littérature
[5, 18, 39], et de fait, de nombreux auteurs se sont intéressés à l’ajout de modèles
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Figure 5 – Évolution d’un écoulement
eau/vapeur en tube chauffé
vertical (Source Brennen [18]).
afin de prendre en compte les phénomènes de coalescence et de fractionnement. Dans
le cadre eulérien, trois méthodes sont principalement utilisées pour le modélisation
de la polydispersion en diamètres et en vitesse des bulles. Une première méthode
consiste à transporter l’aire interfaciale du champ dispersé. Une autre approche
consiste à résoudre une équation de transport pour un nombre donné de moments
de la distribution, le premier étant l’aire interafciale [57, 64, 79]. Il présuppose une
forme pour la distribution en taille, et transporte uniquement les moments de cette
distribution. Cette méthode possède l’inconvénient du choix de la fonction de distri-
bution. Une deuxième méthode est l’utilisation d’une approche polydispersée pour
la phase dispersée qui est décrite par un certain nombre de classes [26, 84]. Chaque
champ correspondant à une moyenne statistique effectuée entre deux diamètres fixés
par la classe de diamètre. La coalescence et le fractionnement sont alors modélisés
par des transferts entre champs bulle issus de prédictions statistiques des chocs. Les
classes peuvent avoir soit une vitesse commune, soit chacune leur propre équation
de quantité de mouvement [65, 72]. Ce qui s’apparente alors à une modélisation
multichamp avec une phase continue (liquide) et plusieurs champs pour la phase
dispersée, séparée en un jeu de classes sur un critère de diamètre. L’essentiel n’est
pas de résoudre les détails de la distribution en taille, mais plutôt les statistiques
de la population. Une troisième catégorie est la méthode DQMOM, généralisée par
Belt & Simonin [9]. Elle découle de la méthode de la forme présumée, mais permet
une plus grande souplesse dans l’évolution de la forme de la distribution à la fois en
taille et en vitesse. Pour chaque classe de masse ou de diamètre, une distribution de
vitesse est attribuée.
Sur le même principe que la méthode de polydispersion, Sun et al. [116] proposent
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Figure 6 – Cartographie de la forme d’une bulle 3D en ascension dans un fluide au
repos en fonction des caractéristiques de l’écoulement et des propriétés
fluides (Source Clift et al. [28])
une description multi-champ où le critère de séparation des champs est le taux de
déformation des bulles. La phase vapeur est alors traitée en deux champs, un pour les
bulles sphériques, l’autre pour les poches. L’écoulement étudié est entre deux plaques
pour l’adéquation avec une modélisation en 2D. Les différentes interactions entre les
deux champs de bulles sont modélisées (coalescence, entraînement, fragmentation).
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Les auteurs font des hypothèses sur la forme des bulles dans le cas de cet écoulement
particulier entre deux plaques. Cela permet de fermer le système d’équations à l’aide
de corrélations particulières, qui ne peuvent pas être étendues à d’autres type de
régimes d’écoulement diphasiques.
L’étude de la transition entre deux régimes, comme par exemple la transition
entre un écoulement à bulles et annulaire [60] peut difficilement être prise en compte.
Et ce, autant pour des raisons de complexité et de compréhension des phénomènes
physiques, que pour des raisons de méthodes numériques. Sur ce dernier point, en
effet, plusieurs possibilités s’offrent au numéricien. Pour la transition d’un écoule-
ment à bulles vers un écoulement à poches très déformées, il existe deux voies dont
la mise en place est assez différente. Lorsque les bulles coalescent et grossissent, il
apparaît que les corrélations permettant d’utiliser des lois de fermeture pour la traî-
née ou le lift ne suffisent plus. La capture ou le suivi d’interfaces est alors inévitable
pour modéliser la transition entre petites bulles sphériques et grosses bulles forte-
ment déformées. C’est alors qu’intervient le choix de conserver un modèle 2-phases,
2-champs ou de passer à un calcul multi-champs. Le premier choix oblige à mettre
en place un ou plusieurs critères de reconnaissance de l’interface pour décider si dans
une cellule on est dans le cas dispersé ou dans le cas de suivi d’interface avant de
choisir les fermetures adaptées. Le second permet de séparer complètement les dif-
férents cas et leurs fermetures respectives, en contrepartie de la définition de termes
de transport entre les différents champs. C’est ce second choix que nous avons fait
pour les présents travaux, nous amenant à la mise en place d’une approche hybride
2-phases, 3-champs, avec une localisation de l’interface des larges bulles déformées.
2.3.2 Écoulements à interfaces
Du fait de la stratégie décrite ci-dessus, on s’intéresse aux différentes méthodes
de localisation ou de capture d’une interface avec maillages. La plupart de ces tech-
niques ont été pensées en prenant en compte deux aspects principaux :
– La précision de capture/localisation de l’interface ;
– La stabilisation du solveur numérique pour la prise en compte des
discontinuités des propriétés du fluide à l’interface.
De manière générale, cela induit un compromis entre la volonté d’avoir une in-
terface plus proche de la physique, c’est-à-dire d’épaisseur la plus fine possible, et la
difficulté de stabilisation du solveur numérique (généralement stabilisé par la diffu-
sion). Le deuxième point vient du fait que la plupart des méthodes numériques avec
localisation d’interface ont été développées avec une approche mono-fluide. Dans
cette dernière approche la résolution n’est faite que pour un seul champ de vitesse
et un seul champ de pression, les propriétés de ce fluide unique variant au passage
de l’interface.
Il existe plusieurs méthodes de localisation/capture d’interface. On illustre ici
les trois principales approches en figure 7. Une première catégorie comprend les
techniques de front tracking [128]. L’équation de quantité de mouvement est résolue
sur une grille fixe et la position de l’interface est suivie explicitement à l’aide de
marqueurs distribués sur la surface. L’ensemble des marqueurs fait office de second
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maillage mobile décrivant la totalité de l’interface. La difficulté principale réside
dans le fait qu’il faut s’assurer qu’après advection, la répartition des marqueurs soit
toujours relativement uniforme sur la surface. De plus, l’interaction des marqueurs
avec le maillage fixe Eulérien nécessite un peu d’attention.
La seconde est la méthode sur maillage mobile ou Lagragian grid [53]. Les mailles
suivent l’interface par des déformations, des déplacements ou une adaptation des
points de la grille. Cette méthode permet de localiser l’interface avec une très grande
précision. Mais, dans le cas de larges déformations ou si la géométrie est trop com-
plexe, des cellules doivent être éliminées ou ajoutées, ce qui réduit la précision de
la méthode. La principale limitation restant le fait que cette méthode est incapable
de suivre des surfaces qui fractionnent ou coalescent. Elle est généralement utilisée
pour modéliser les cas où un des fluides domine l’écoulement, dont la vitesse est
simulée.
Figure 7 – Schéma de principe de différentes méthodes de représentation d’une inter-
face. De gauche à droite, marqueur d’interface, maillage suivant l’interface
et fonction indicatrice.
La troisième catégorie est celle des méthodes de capture d’interface à l’aide d’in-
dicateurs permettant de savoir de quel coté de l’interface l’on se trouve. Les ca-
tégories de méthodes utilisant des fonctions volumiques sur un maillage Eulérien
sont les méthodes Volume of Fluid (VOF) [50] et level-set [93, 119]. Le fait que ce
genre de méthode puisse être appliqué sur le même maillage que le solveur numéri-
que simplifie leur implémentation par rapport aux méthodes avec marqueurs ou à
maillage mobile. Ces méthodes VOF et level-set utilisent une fonction scalaire dé-
finissant l’interface. Pour les méthodes VOF, le principe est de transporter comme
grandeur descriptive de l’interface le taux de vide local. Une étape de reconstruc-
tion de l’interface, basée sur la fraction volumique et ses gradients locaux est alors
utilisée. Une méthode classique pour cette étape de reconstruction, connue sous le
nom de piecewise linear interpolation a été proposée par Scardovelli & Zaleski [109].
Les méthodes VOF conservent exactement la masse du fait de l’utilisation directe
de la fraction volumique, mais l’étape de reconstruction des grandeurs interfaciales
est complexe, en particulier en 3 dimensions et pour des maillages non structurés.
Les méthodes level-set sont basées sur le calcul d’une fonction distance à l’interface,
elle-même obtenue à partir des fractions volumiques. L’utilisation de cette fonction
simplifie l’obtention des grandeurs interfaciales mais n’assure pas la conservation de
la masse. Il est donc recommandé d’utiliser une méthode de correction de l’inter-
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face, comme une correction de volume (ce qui revient à corriger la masse dans le cas
incompressible), ou une méthode permettant de conserver la pente de la fonction
level-set [1].
Plusieurs techniques comme le couplage level-set-VOF [118], ou la méthode du
Lagrangien augmenté couplée à une méthode VOF [133], ont été développées afin
d’obtenir une méthode à la fois conservative et moins complexe. Olsson & Kreiss [91]
introduisent une méthode level-set couplée à une méthode de compression artificielle
de l’interface. Cette dernière est réalisée lors d’une étape de reconstruction hors
du pas de temps physique pour assurer une épaisseur d’interface constante après
advection de la fonction level-set. La conservation est alors assurée, au moins du
point de vue volumique. Il faudra dans le cadre d’écoulements eau-vapeur faire
attention lors de l’utilisation de cette méthode. Les masses volumiques des fluides
ne seront dans ce cas plus constantes en espace, du fait de la prise en compte de
la thermique. Il faudra sans doute modifier l’écriture du transport aux faces de la
compression en tenant compte de cette variation des masses volumiques.
Une technique souvent utilisée de paire avec les méthodes de capture d’interface
eulériennes est le raffinement de maillage automatique. Ces méthodes d’Adaptive
mesh refinement (AMR) [3, 37, 102, 117, 141] permettent d’obtenir une précision
identique à celle d’un maillage très raffiné, pour un coût CPU inférieur. Mais dans un
cas où les interfaces sont très nombreuses dans l’écoulement, ces méthodes perdent
leur avantages, le besoin de raffinement faisant alors tendre le maillage résultant vers
un maillage très résolu, présentant peu de gain en temps CPU.
2.4 Modèles 2-phases, n-champs
L’idée de modéliser un écoulement diphasique à l’aide d’une approche multi-
champ n’est pas nouvelle et a donné lieu à plusieurs travaux de réflexion sur la mise
en place d’une telle approche au cours de la dernière décennie. Ainsi, Lahey & Drew
[67] ont proposé un découpage de l’écoulement diphasique général en quatre champs
permettant de modéliser les différents régimes, comme exposée en figure 8. On re-
trouve sur cette figure l’illustration du découpage des phases pour chaque régime, les
champs identifiés étant le liquide continu (cl) ou dispersé (dl) et la vapeur continue
(cv) ou dispersée (dv).
Maeda et al. [75] proposent également d’avoir recours à un couplage entre un
modèle dispersé, un modèle de localisation de bulles basé sur une formulation Eu-
ler/Lagrange (PTM) et un modèle de localisation d’interface pour la modélisation
de panaches de bulles avec une très large gamme de diamètres. Leur concept est basé
sur le choix d’un modèle pour chaque bulle en fonction du rapport entre son diamètre
et la taille locale du maillage d∗ = db/∆x, avec une limite pour les interfaces résolues
choisie à d∗ > 8. Pour d∗ < 1 la bulle est modélisée avec une approche dispersée,
pour 1 ≤ d∗ ≤ 8 la méthode PTM est utilisée et pour d∗ > 8, on utilise une méthode
de localisation d’interface. Seul des résultats avec une seule méthode sont présentés
pour différents diamètres de bulles et il n’est pas question dans l’article des termes
de couplage à utiliser pour passer d’un modèle à un autre.
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Figure 8 – Principe du modèle à quatre champs pour le diphasique tout-régime, ici
présenté pour l’exemple d’une ébullition complète en tube vertical (Source
Lahey et Drew [67]).
Morel [83] part du modèle à quatre champs imaginé par Lahey & Drew [67]. Au
vu de la complexité de la mise en place d’un tel modèle et du nombre de termes de
fermeture à modéliser, il propose deux approches. La première (1) consiste à regrou-
per par région les 12 équations du système à quatre champs complet pour aboutir
à un système à 6 équations avec une première région traitée comme un mélange de
liquide continu et de bulles dispersées et une seconde comme un mélange de gaz
continu et de gouttes dispersées. La seconde approche (2) consiste à regrouper les
champs par phase, conduisant à un système proche du modèle 2-phases, 2-champs,
mais avec des termes additionnels provenant des termes d’interaction entre champs.
Il dresse les tableaux suivants, permettant d’identifier les efforts de modélisation à
réaliser pour la mise en œuvre de chaque approche :
Vincent et al. [132] proposent une méthode hybride Eulérienne-Lagrangienne,
basée sur un maillage particulaire inspiré des méthodes MAC de la grille eulérienne.
Cette approche, dénommée Volume Of Fluid Sub Mesh method (VOF-SM), permet
de transporter des informations de phase avec les particules qui sont récupérées
par projection sur le maillage Eulérien à chaque pas de temps afin d’actualiser le
champ de fraction volumique. Les particules sont transportées de façon Lagrangienne
à partir du champ de vitesse Eulérien interpolé. Cette méthode peut traiter par
extension des problèmes d’écoulements diphasique avec arrachement, les plus petites
gouttes ou bulles pouvant être localisées par les particules lorsqu’elles deviennent
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Modèle Équations de Relations Équations Modèle de Relations de
conservation de définition d’État glissement Fermeture
4-champs 12 0 4 0 28
2-phases (1) 6 16 4 2 18
2-phases (2) 6 19 6 2 17
Table 1 – Comparaison des équations constituants les différents systèmes d’équations
pour les trois modèles multichamps (source [83]).
Modèle αcg = 0 αcl = 0 αdl = 0, αdg = 0
4-champs 2-phases à bulles 2-phases à gouttes Modèle phases séparées
2-phases (1) Homogène bulles Homogène gouttes Modèle phases séparées
2-phases (2) 2-phases à bulles 2-phases à gouttes Modèle phases séparées
Table 2 – Dégénération des trois modèles multichamps (source [83]).
trop petites pour la grille eulérienne, par exemple, pour la simulation de l’atomisation
d’un jet [94]. Des travaux sont en cours sur les termes de traitement de l’information
sous-maille, en particulier l’éjection de particules fluides.
Bestion [11] dresse l’état des capacités de modélisations actuelles pour les écou-
lements diphasiques. Des recommandations sont fournies pour guider l’utilisateur
entre la DNS-diphasique, les méthodes LES avec une représentation déterministe des
interfaces (localisation et simulation), les méthodes LES avec représentation statis-
tique des interfaces (modélisation) et les méthodes RANS, selon le type de problème
qu’il souhaite simuler. Pour la modélisation d’écoulements diphasiques complexes,
le développement d’un modèle hybrid LES avec à la fois des interfaces simulées et
modélisées, avec une modélisation LES de la turbulence utilisant la même taille
de coupure est, d’après l’auteur, la voie la plus prometteuse pour les applications
à destinées industrielles, ainsi que pour la simulation du tout régime [12]. Il faut
toutefois noter que la modélisation d’interfaces, aussi bien simulées que sous-maille
(dispersées), avec un modèle LES pour le traitement de la turbulence reste à l’heure
actuelle un problème complexe. Outre la question du traitement des interfaces réso-
lues analogue à celui de parois qui est un problème déjà bien identifié en turbulence
monophasique, des termes sous-maille supplémentaires doivent être pris en compte
pour les interfaces résolues, tels que la tension de surface et le transport interfacial
[68, 73]. On reviendra sur ce point lors de la discussion des modèles de turbulence
au chapitre suivant.
Hänsch et al. [46] travaillent sur une voie similaire à la notre. Ils ont commencé
leur travail par le couplage de méthodes. Des résultats sont présentés avec des cou-
plages dans les deux sens entre les champs gaz dispersé et continu. Si le terme de
transfert du dispersé vers le continu est explicité dans l’article, l’expression du trans-
fert du champ continu vers le dispersé n’est pas fourni. Leur traitement de l’interface
provient des écoulements à surface libre industriels et ne prend pas en compte la
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tension de surface. L’intégrité volumique de leurs larges bulles n’est donc due qu’à
des procédés numériques, tels que la force de clustering dont le rôle est d’agréger les
masses de gaz continu pour former des interfaces.
Ces méthodes sont actuellement en cours de développement dans plusieurs équi-
pes de recherche. Ma participation à la dernière conférence internationale sur les
écoulements multiphasiques (ICMF), qui s’est tenue à Jeju en Corée du Sud fin mai
2013 a ainsi été l’occasion de découvrir ces travaux pour la plupart encore non pu-
bliés. Hua [51] travaille au couplage de sa variante de la méthode VOF [52] avec un
modèle de particules discrètes permettant de modéliser des petites bulles. Ce modèle
discret ne permet pas pour le moment de modéliser les interactions entre particules
qui conservent un diamètre constant. À l’heure actuelle, seul le transfert de la phase
dispersée vers la phase continue est effectif. Un test sur le nombre de Weber local
lors de l’impact de bulles dispersées sur l’interface localisée est proposé pour décider
de la coalescence ou du rebond entre la particule et l’interface. En pratique, seul le
rebond est activé dans les cas de démonstration présentés.
Figure 9 – Principe du modèle à trois champs pour le diphasique. On représente la
détection cellule par cellule des fractions volumiques des deux gaz, continu
(rouge) et dispersé (vert).
Le choix est fait de se diriger vers une approche à quatre champs, en modélisant
séparément les phases dispersées (bulles et gouttes) et les phases continues (liquide
et gaz). Les premières seront modélisées, tandis que les secondes seront simulées. Le
modèle dédié aux écoulements de phases dispersées a déjà fait l’objet de validations
[39, 79, 80]. Nous porterons donc ici plus d’attention au cas des bulles très déformées
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pour lesquelles l’interface est localisée, afin de construire un modèle à 2-phases,
3-champs dans un premier temps. La quatrième phase, correspondant au liquide
dispersé, est écartée pour le moment. Un modèle dédié sera notamment mis en
place pour le cas adiabatique. La limite entre la modélisation sous forme de bulles
sphériques et la localisation de l’interface des bulles déformées sera à définir. Si
l’on prend le cas illustré en figure 9, le mélange diphasique peut être séparé en
trois champs : un pour le liquide qui n’est pas représenté ici et deux pour le gaz
(continu en rouge et dispersé en vert). A l’aide d’un critère portant par exemple sur
le diamètre des bulles, on identifie le champ dispersée et le champ larges bulles que
l’on considérera comme un champ continu.
Ces deux champs de même composition physique et chimique sont donc modélisés
de manières complètement différentes. Les forces agissant sur le champ dispersé sont
entièrement définies à l’aide de termes moyennés tels que la force de traînée, le lift, la
dispersion turbulente. Les grandeurs telles que l’aire interfaciale sont transportées.
Les équations de bilan sur la phase continue sont en revanche fermées par des termes
locaux comme la tension superficielle et le terme de traînée, qui représente alors une
loi de paroi interne à l’interface.
Dans le modèle présenté ici, on conserve la stratégie Eulérienne du code NEP-
TUNE_CFD pour tous les champs, y compris l’interface entre les champs liquide et
gaz continu. Le formalisme du modèle d’équations à deux fluides étendu à n-champs
est également conservé. Le choix d’un traitement de l’interface par une méthode
Eulérienne est donc celle qui paraît la plus adéquate et naturelle. L’interface entre
les champs liquide continu et larges bulles est suivie par une méthode de localisation
inspirée de la technique du level-set conservatif, adaptée à la description Eulérienne
des équations du modèle à deux fluides. La différence importante de notre approche
est que l’on prend le taux de vide brut ou moyenné comme fonction indicatrice de
l’interface, tout en bénéficiant du modèle à deux fluides pour l’étape d’advection
de la fraction volumique. Cette étape de transport de masse étant par construc-
tion conservative dans le code, l’utilisation d’une étape de compression n’est pas
nécessaire pour la conservation de la masse mais pour éviter une diffusion de l’in-
terface trop importante. Dans ce cas, la méthode d’Olsson & Kreiss semble assez
prometteuse.
Des implémentations de la tension de surface dans le modèle d’équations à deux
fluides ont déjà été réalisées en 2008 par Bartosiewicz et al. [8] et plus récemment,
par Štrubelj [135] en 2010. Ce dernier utilise également la compression artificielle de
l’interface, mais sous l’hypothèse de fluides incompressibles, en ne résolvant qu’une
seule des deux équations de transport de masse.
Le point de départ de ce travail est la version standard du code multiphasique
NEPTUNE_CFD. Celui-ci est muni d’un modèle bi-fluide vérifié et validé pour la
simulation de phases dispersées, liquides ou gazeuses, ainsi que d’une approche de
grandes interface (LIM) [29, 30], capable de traiter des problèmes de surface libres.
Notre démarche se décompose donc en l’implémentation d’un modèle pour le régime
à poches de gaz fortement déformées, la vérification et la validation de ce modèle
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sur des cas analytiques et expérimentaux et enfin de proposer une extension à trois
champs avec un couplage du modèle pour poches déformées avec l’approche pour
bulles dispersée existante dans le code. Cette démarche est organisée comme suit :
Chapitre I : Modèles
L’objectif de ce travail de thèse est dans un premier temps d’implémenter dans
le code NEPTUNE_CFD un modèle prédictif pour la modélisation des écoulements
diphasiques dans le régime de poches de gaz fortement déformées. Ce modèle a
ensuite pour vocation d’être inscrit dans une approche multichamp comprenant à
terme au moins quatre champs :
. Deux champs continus :
◦ Liquide continu
◦ Larges poches de gaz et/ou gaz continu.
. Deux champs dispersés :
◦ Petites bulles sphériques
◦ Petites gouttes sphériques.
Cette démarche inclut la mise en œuvre du couplage dans chaque phase d’une
approche d’interface localisée avec une approche dispersée. Dans ce chapitre, on
rappellera le formalisme à deux fluides et son extension à une description multi-
champs. On détaillera ensuite la modélisation utilisée pour les interfaces localisées.
Le couplage des approches localisée et dispersée sera ensuite étudié pour le cas d’un
modèle à trois champs : une phase liquide continue et deux champs pour la phase
gaz (continu et dispersé).
Chapitre II : Vérification du modèle d’interface loca-
lisée sur des cas analytiques
Le modèle d’interface localisée précédemment décrit est vérifié sur des cas ana-
lytiques. Des validations seront menées sur des cas analytiques tels que des mesures
de pressions de Laplace ou des cas d’oscillations de bulles initialement perturbées,
régi par l’équation de Rayleigh-Plesset [100]. Dans le cadre de l’application future de




Chapitre III : Modélisation d’interfaces localisées -
Montée de bulles
Les résultats du modèle sont ensuite comparés à des résultats expérimentaux.
On choisi pour cela des expériences de montée de bulles dans un liquide au repos.
Bien que très étudiée de manière théorique [28], expérimentale [13, 104], et plus
récemment numérique [52, 63], cela reste un sujet au cœur des problématiques ac-
tuelles permettant une évaluation de la capacité d’un code de CFD à simuler un
écoulement avec une interface fortement déformée.
On s’intéressera également à des problématiques de coalescence et fractionnement
locaux de ces interfaces, en se basant notamment sur les travaux expérimentaux de
Brereton et Korotney [19].
En localisant au moins une partie de l’interface, on rend intrinsèquement la mo-
délisation instationnaire. On se penchera sur le choix du modèle de prise en compte
de la turbulence dans le liquide, entre URANS et LES. L’observation expérimentale
de panaches de bulles turbulents de Deen [35] nous permettra de tester ces choix.
Enfin, nous aborderons le cas d’écoulements avec les propriétés des fluides qui
nous intéressent, c’est-à-dire le mélange diphasique eau-vapeur à pression et tempé-
rature de fonctionnement du générateur de vapeur, bien que non disponible dans la
littérature expérimentale.
Chapitre IV : Simulations à l’aide du modèle hybride
multichamp
Les résultats expérimentaux concernant des écoulements diphasiques présentant
des domaines de taille adaptée à une étude locale (dimension caractéristique de
quelques dizaine de centimètre au plus) et abondamment instrumentés sont assez
restreints. L’approche hybride développée est donc difficile à valider faute de cas
simples, entre autres permettant de tester séparément les différents transferts entre
champs. Des expériences de panache turbulents et d’entrainement d’air sont simulées




1 Formalisme à deux fluides
NEPTUNE_CFD est un code de CFD multiphasique basé sur une description
Eulérienne des écoulements utilisant le formalisme à deux fluides décrit par Ishii
[55], étendu à n champs. Ce modèle décrit chaque champ avec une approche conti-
nue s’appuyant sur une description moyennée. Ce qui peut être réalisé à l’aide de
moyennes temporelles [55], de moyennes volumiques [137] ou de moyennes d’en-
semble [40]. Cette dernière est la méthode la plus générale. Nous nous restreignons
ici à la moyenne volumique, utilisée dans NEPTUNE_CFD.
1.1 Opérateur de moyenne volumique
Considérons un élément de volume Ω, invariant dans le temps et l’espace, occupé
par, au moins, deux champs. Soit Xk la fonction indicatrice de champ ou fonction
caractéristique pour le champ k qui vaut l’unité lorsque le vecteur position x est
dans le champ k à l’instant t et zéro sinon. On définit la fraction volumique du










La méthode de moyenne volumique [40, 137] introduit deux moyennes pour toute
grandeur ϕk, une sur le volume Ω et une sur le volume Ωk, occupé uniquement par












ϕk(x, t)Xk(x, t)dΩ (1.3)





Notons, afin de préparer le calcul de moyenne pour des termes de dérivation, que
l’opérateur de moyenne fait alors apparaître des termes supplémentaires, dus aux
règles de Gauss (1.5) et Leibniz (1.6) [40] :










+ ϕkUInt · ∇XkΩ (1.6)
L’intervention d’une vitesse interfaciale dans la règle (1.6) vient de l’équation topo-
logique, exprimant le fait que la dérivée particulaire de Xk est nulle [40] :
∂Xk
∂t
+UInt · ∇Xk = 0 (1.7)
1.2 Équations moyennées en volumique
Au sein d’un fluide k, et donc du volume associé Ωk, on a les relations de conser-
vation locales de masse, de quantité de mouvement et d’énergie suivantes :
∂ρk
∂t
+∇ · ρkUk = 0 (1.8)
∂(ρkUk)
∂t
+∇ · (ρkUkUk) = −∇Pk + ρkg +∇ · Tk (1.9)
∂(ρkHk)
∂t
+∇ · (ρkHkUk) = −∇ · qk + ∂Pk
∂t
+∇ · (Tk ·Uk) + ρkg ·Uk (1.10)
L’équation sur l’énergie fait intervenir la variable d’enthalpie totale :







En passant à la moyenne volumique, le système précédent devient :
∂(αkρk)
∂t








































+αkρkg ·Ukk + Ep→k
(1.14)
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Les règles de Gauss (1.5) et de Leibniz (1.6) font apparaître les termes Γp→k,
Mp→k et Ep→k. Ces termes représentent respectivement les transferts de masse, de
quantité de mouvement et d’énergie à travers l’interface entre les phases k et p.
Pour assurer la conservation de la masse et de la quantité de mouvement, ces termes
supplémentaires satisfont des relations de saut au passage de l’interface entre deux
champs k et p :











Ep→k + Ek→p = 0 (1.17)
Le terme de convection non linéaire UkUk
k dans l’équation de conservation de la
quantité de mouvement peut être décomposé en faisant apparaître un terme de sous-







k − αkTSMk (1.18)
Pour un problème adiabatique à deux champs, on résout donc un système com-
posé de 13 équations scalaires : l’équation scalaire sur la conservation de la masse
(1.12) et l’équation vectorielle de conservation de la quantité de mouvement (1.13)
pour chaque champ, la condition sur la somme des fractions volumiques (α1 + α2 =
1), une relation vectorielle de saut à l’interface, et la condition interfaciale de conser-
vation de la masse (Γ1 + Γ2 = 0).
On suppose les propriétés physiques des champs (densité, viscosité et tension
de surface) connues. Les inconnues du problème pour un champ sont les fractions
volumiques, les vitesses moyennes de chaque champ (3 scalaires/champ), les pres-
sions moyennes, le transfert de quantité de mouvement (3 scalaires), le transfert de
masse et le tenseur des contraintes de sous-maille (6 scalaires). Soit un total de 15
inconnues scalaires par champ.
Dans le cas à deux champs, on obtient ainsi un système de 13 équations pour
un total de 30 inconnues. Le système est donc un système ouvert qui nécessite
l’introduction d’équations supplémentaires pour être résolu. Nous nous placerons ici
dans le cadre de l’hypothèse que localement, tous les champs ont la même pression.
∀k, Pkk = P (1.19)
La fermeture des autres termes est réalisée par l’ajout de modèles pour la turbulence
et pour les relations de saut. La modélisation de la turbulence est traitée au para-
graphe 5. Différents concepts existent pour la modélisation des relations de saut, on
en présente deux dans les paragraphes suivants. Pour simplifier l’écriture, les barres




Le modèle homogène est le modèle le plus simple. Il suppose que les champs sont
à l’équilibre mécanique et ont une vitesse moyenne locale identique. En l’absence
de transfert de masse entre les champs (∀(k, p), Γk→p = 0), cela suffit à fermer le












Dans le cas d’un système bi-champs, cela permet de réduire le système homogène
à une équation de conservation de masse (1.22) et une équation de conservation de
la quantité de mouvement du mélange (1.23) :
∂ρm
∂t
+∇ · ρmUm = 0 (1.22)
∂(ρmUm)
∂t








Dans le cas où un champ est continu et tous les autres dispersés, le terme de ten-
sion de surface disparaît de l’équation (1.23). Cela revient alors à traiter le transport
d’un seul champ dont la densité et la viscosité sont variables. L’hypothèse du mo-
dèle homogène est assez raisonnable dans deux situations. La première correspond
au cas de phases très dispersées avec l’ajout d’une vitesse relative, la deuxième, au
cas d’écoulement à phases séparées où le glissement interfacial peut être négligé.
Ces restrictions topologiques dépendent donc essentiellement des échelles spatiales
caractéristiques de l’écoulement par rapport à l’échelle de la moyenne volumique.
Ce modèle homogène est souvent généralisé par l’ajout d’une relation supplémen-
taire pour la vitesse relative, supprimant l’hypothèse d’équilibre mécanique entre les
phases. Cette relation peut être une loi constitutive directe sur la vitesse relative
(1.24).
Ur = Ur(ρk, ρp, µk, µp, σ, ‖Uk‖, ...) (1.24)
Ce qui ajoute au système d’équations du mélange {(1.22),(1.23)} une équation de
continuité pour la phase transportée p (1.25), le rôle de la vitesse relative est alors












Il existe de manière similaire d’autres généralisation adaptées à différents types
d’écoulement, comme par exemple le modèle de drift-flux introduite par Zuber &
Findlay [140]. Ce type de modèle est utilisé pour des écoulements ou une phase est
dispersée.
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1.2.2 Modèle bi-fluide










+∇ · (αkρkUkUk) = −∇ (αkP ) + αkρkg




Ce système d’équations général est un système ouvert auquel il faut ajouter des
lois de fermeture, notamment sur les termes de transferts interfaciaux. Pour le terme
de transfert de quantité de mouvement, on peut isoler la partie liée au transfert de






Pour l’approche multi-champs multi-échelles visée, ce terme de transfert hydro-
dynamique va être différent selon la modélisation du champ associé. Ainsi entre un
champ continu et un champ dispersé il sera composé des différentes contributions
des particules sur le fluide : la traînée, le lift, la masse ajoutée et la dispersion
turbulente. Entre deux champs continus en revanche, il fera apparaître des termes
locaux comme la tension de surface ou le frottement interfacial. Les modélisations
de ces termes hydrodynamiques sont définies dans les deux paragraphes suivants (2
et 3), tandis que les transferts de masse entre champs seront abordés plus tard au
paragraphe 4.
2 Bulles sphériques - gaz dispersé
Pour un champ k dispersé, les forces hydrodynamiques modélisées sont la trainée










Pour le cas de champs dispersés comme les bulles ou les gouttes, des lois de
fermeture sont déjà implémentées dans le code NEPTUNE_CFD et ont fait l’objet
de validations sur des cas industriels [80, 39]. Pour les bulles de forme sphérique
à ovoïde, on dispose ainsi d’un ensemble de lois de fermeture éprouvé, que l’on
détaillera pour les bulles dans les paragraphes suivants.
2.1 Force de traînée
La force de traînée est la composante de la force exercée par le fluide sur un
obstacle dans la direction de l’écoulement. L’expression donnée par Ishii [58] est
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AiρclCD|Udg −Ucl|(Udg −Ucl) (1.30)













Il existe des extensions de ce coefficient de traînée pour d’autres régimes que le
régime dispersé, comme le régime de churn par exemple, mais l’utilisation du modèle
dispersé dans notre approche hybride se restreint aux bulles peu déformées.
2.2 Force de lift
La force de lift, ou portance, est la composante perpendiculaire à la direction de
l’écoulement de la force fluide. Sa forme générale s’exprime de la manière suivante
dans le modèle à deux fluides :
MLl→dg = −CLαdgρcl(Udg −Ucl) ∧ (∇∧Ucl) (1.32)
Si pour des bulles sphériques le coefficient CL = 0.5 est satisfaisant, on utilise le





avec dH = ddg 3
√
1 + 0.163E0.757o (1.33)
si EoH < 4 :
CL = min{0.288tanh(0.121Re), 0.00105Eo3H − 0.0159Eo2H − 0.0204EoH + 0.474}
(1.34)
si 4 < EoH < 10 :
CL = 0.00105Eo
3
H − 0.0159Eo2H − 0.0204EoH + 0.474 (1.35)
si EoH > 10 :
CL = −0.27 (1.36)
Le changement de sens du coefficient de lift pour des bulles très aplaties (EoH > 10)
est expliqué par les travaux de thèse d’Adoua, encadrés par Legendre & Magnaudet
[2].
2.3 Force de masse ajoutée
La force de masse ajoutée, ou masse virtuelle, décrite par Zuber [139] est la force
générée par le déplacement d’un volume de fluide par les particules dispersées en
accélération (ou décélération) par rapport au fluide :
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où CA le coefficient de masse ajoutée est égal à 0.5 pour des bulles sphériques.
2.4 Dispersion turbulente
La force de dispersion turbulente est la modélisation de l’interaction entre la
turbulence et les bulles, l’expression utilisée est la suivante [64] :





cl |Ucl −Udg|∇αdg (1.39)
On considérera ce jeu de lois de fermeture entre une phase continue liquide et
une phase dispersée gaz comme acquis (validé par les applications visées dans le
code NEPTUNE_CFD). L’essentiel du travail réside donc dans la mise en place de
lois de fermeture pour les larges bulles (ITM), ainsi que le coupage entre ces deux
approches. Ce sont ces deux aspects que nous allons nous efforcer de détailler dans
la fin du chapitre.
3 Larges bulles - gaz continu
3.1 Frottement interfacial
Au passage de l’interface entre les deux champs continus (liquide et gaz), il faut
fixer une relation entre les vitesses des deux champs pour fermer le système. En
pratique cela revient à donner une expression à la force de traînée qui jouera alors
le rôle de loi de paroi interne. Dans le cas d’une interface bien résolue, il convient
d’appliquer une condition de glissement nul dans les cellules contenant l’interface.
FD,kp =
αkαp(Uk −Up)(αkρk + αpρp)
τ
(1.40)
Si l’on considère un cas où la force de traînée serait le terme dominant, on peut




















Le système précédent peut être résolu analytiquement, avec la solution suivante pour





























Afin que la vitesse de la phase 1 domine lorsqu’elle est la seule phase en présence,
le temps de relaxation τ doit vérifier ∆t/τ >> 1 (ce qui amène Un+12 = Un1 sous ces
conditions).
Comme on considère ici des écoulements à phases séparées dans le modèle à deux
fluides, la force de traînée pour les larges bulles est une condition de non-glissement
à l’interface, assurant l’égalité locale des vitesses des deux phases à l’interface. On
choisit la loi de fermeture (1.40) avec un temps de relaxation τ très petit devant le
pas de temps de la simulation (τ = ∆t/100).
3.2 Force de tension de surface
Les larges bulles n’étant plus considérées comme un champ dispersé, la force de
tension de surface (1.43) doit être prise en compte [28].
Fsta = σκn (1.43)
Pour le modèle Eulérien de NEPTUNE_CFD, l’approche volumes finis implique
que les forces surfaciques doivent être implémentées comme des forces volumiques.
La courbure κ peut être définie comme la divergence du vecteur normal à l’interface
n. À l’instar de la méthode level-set, on utilise une fonction couleur c localisant
l’interface comme descripteur de ce vecteur d’interface. En pratique, cette fonction
couleur est le taux de vide, diffusé ou non pour obtenir une fonction régulière. On
calcule alors le vecteur normal à l’interface et la courbure à l’aide de cette fonction
couleur. La courbure peut être exprimée de deux manières différentes (1.44) [?, 109].
A priori, le calcul d’une divergence de gradient est plus adapté à une discrétisation
par une méthode de volumes finis, on utilisera donc l’expression de gauche. Cette
hypothèse sera vérifiée par la suite 2.13.








‖∇c‖ ‖∇c‖ − ∇ · (∇c)
]
(1.44)
La discrétisation de (1.43) sur une interface de largeur finie fournit l’expression
(1.45), on retrouve bien la même expression lorsque la largeur de l’interface et le pas








La méthode Continuum Surface Force (CSF) introduite par Brackill et al. [17]
permet une reformulation de la force de tension de surface en une force volumique
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équivalente qui peut être ajoutée dans l’équation de la quantité de mouvement. Dans
le modèle à deux fluides, cette force est répartie sur les deux phases occupant les








où βk est ici un facteur de pondération vérifiant
∑
k βk = 1. Bartosiewicz et al. [8]
proposent deux modèles pour ce coefficient, suivant que l’on choisit une pondération
basée sur la masse ou sur le volume :
Moyenne volumique βk = αk




Štrubelj [135] simule des cas où le rapport de masse volumique entre les phases
est élevé, et où la tension de surface domine. Il établit que dans ce cas, l’utilisation
de la moyenne volumique donne de meilleurs résultats, en notant toutefois que les
écarts entre les deux types de moyennes sont minimes. Nous allons donc par la
suite utiliser la moyenne volumique pour implémenter la tension de surface dans
NEPTUNE_CFD.
3.3 Compression artificielle de l’interface
L’idée de compression artificielle a été introduit par Harten [47] pour le suivi
d’ondes de choc en discrétisation par différences finies :
∂α
∂τ
+∇ · g(α) = ε∇ · (∇α) (1.48)
Le flux de compression g(α) introduit par Harten doit vérifier les conditions sui-
vantes :
. g(α) = 0 à droite et à gauche de l’interface
. g(α) > 0 sur l’interface
Le flux proposé par Olsson et Kreiss [91], g(α) = α(1 − α)n remplit bien toutes
ces conditions. L’étape de compression artificielle consiste donc à résoudre jusqu’à
convergence l’équation suivante :
∂α
∂τ
+∇ · (α(1− α)n) = ε∇ · (∇α) (1.49)
On calcule dans un premier temps le vecteur interface n au pas de temps courant
n (avant compression). Celui-ci est utilisé pour toute l’étape de compression, l’hy-
pothèse étant que l’on cherche à comprimer l’interface sans pour autant modifier sa
forme. La direction normale à l’interface est donc une constante de l’équation locale








Deux schémas de résolution numérique sont testés. Le premier est un schéma de
type upwind, proposé par Harten [47], tenant compte à la fois du sens du flux et du
gradient (sgn est ici la fonction signe). Le second est le schéma centré classique. La









Schéma de Harten :
Gnj+1/2 = g(α
n
j ) + g(α
n








On utilise ensuite la méthode du Jacobi pour l’inversion matricielle du système
et le calcul de α dans le cas d’une résolution explicite. Les paramètres de l’équation
(1.49) sont ε et ∆τ . La valeur de ε permet de jouer sur l’équilibre entre la partie
compression et la partie diffusion de l’équation à convergence, c’est-à-dire lorsque
∂α/∂τ tend vers 0. C’est donc la valeur de ε qui contrôle l’épaisseur de l’interface à la
fin de l’étape de compression artificielle. La valeur de ∆τ influe sur les nombres CFL
et de Fourier de l’équation. Ces derniers doivent être petits (en l’occurence inférieurs
à 0.5) pour assurer que l’on effectue une compression conservant une normale à
l’interface n inchangée. On fixe les valeurs suivantes pour ε et ∆τ , correspondantes








Pour une interface résolue, on obtient à convergence de l’étape de compression
une interface d’une épaisseur de 2 cellules de chaque coté, soit 5 cellules en tout.
Contrairement au critère de convergence utilisé par Štrubelj (1.53), on cherche en
pratique à mesurer la variation d’une grandeur mesurant la quantité d’interface
présente dans le domaine. L’étape de compression est répété jusqu’à ce que notre
critère de convergence devienne inférieure à un seuil.
ncel∑
I
|δαI | < seuil ×∆τ (1.53)
Le critère de convergence pour l’étape de compression artificielle basé sur le
volume de la bulle n’est pas forcément pertinent compte tenu du fait que l’on ne
modifie pas ici la forme de la bulle, mais la largeur de son interface. Pour une bulle
qui se déforme fortement, la quantité de l’interface augmente sans pour autant que
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son volume ne soit modifié. Il est jugé ici préférable d’avoir un critère de convergence
basé sur la quantité d’interface, représentée par :∫
Ω
α1α2dV (1.54)
Le critère suivant est utilisé, en prenant la quantité d’interface totale comme
valeur de référence pour le critère de convergence :
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L’étape de compression artificielle doit permettre de conserver une épaisseur
d’interface constante au cours de la simulation, sans pour autant modifier la phy-
sique. Pour éviter l’ajout de vitesses parasites (le transport des fractions volumiques
n’étant pas repris au niveau des vitesses des champs), il faut que la correction reste
petite devant le transport de l’étape physique (cycle α−P ). Ce qui implique d’avoir
un nombre d’itérations de compression artificielle faible par pas de temps physique
et donc un seuil de convergence assez élevé (en pratique on retiendra la valeur de
10−3).
Modification de l’étape de compression Sato & Niceno [107] montrent que
l’expression proposée par Olsson & Kreiss [91] pour la compression artificielle de
l’interface, déforme cette dernière dans le cas où la compression est itérée un trop
grand nombre de fois. Leurs travaux présentent une expression tenant compte de la
vitesse locale de l’interface, permettant de quantifier la compression à appliquer en
estimant un indice de diffusion local :
∂α
∂τ
+ β∇ · (α(1− α)n) = βε∇ · (∇α) (1.56)
Avec β un coefficient local compris entre 0 et 1, permettant de contrôler l’effet de
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Reste alors à renseigner les paramètres βmin et isatD (respectivement 0.01 et 2.0
d’après Sato & Niceno). Cette approche montre une limite de l’étape de compression
artificielle qui ne doit pas devenir un terme dominant par rapport au déplacement
de l’interface par l’étape physique d’advection-diffusion. L’application du modèle de
Sato & Niceno est principalement le suivi du départ d’ébullition, donc des bulles
sphériques. Il ne nous semble pas que cette solution, basée sur une diminution de
la compression soit la meilleure méthode pour les bulles déformées. Si l’étape de
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compression pose des problèmes, c’est le signe d’une mauvaise discrétisation du
problème, mal résolu par l’échelle spatiale ou temporelle de la simulation.
L’exemple suivant illustre cet effet. L’ascension d’une bulle 2D est modélisée avec
une approche sans compression de l’interface, la compression de Olsson & Kreiss
avec un seuil de convergence faible (donc potentiellement beaucoup d’itérations de
compression), et la compression proposée par Sato & Niceno. Au bout de 0.5 s
d’ascension, les bulles avec compression de l’interface ont atteint une forme finale.
Les trois formes obtenues sont comparées en figure 1.1.
Figure 1.1 – Observation de la forme d’une bulle avec des modèles sans compression,
avec la compression artificielle de l’interface de Olsson & Kreiss et avec
la modification de Sato & Niceno. La "jupe" des différentes bulles est
entourée en blanc.
On constate que la modélisation avec une compression artificielle importante
présente une forme presque anguleuse de la "jupe" de la bulle, tandis que pour
les cas sans compression et avec la modification de Sato & Niceno, on observe une
part de fragmentation à cet endroit. Il nous paraît alors plus judicieux de parler
de sous-résolution de l’interface, et d’adapter le modèle complet de localisation de
l’interface plutôt que la seule étape de compression artificielle. C’est ce que nous
allons maintenant aborder.
3.4 Vers le dispersé : cas d’interfaces mal résolues
Dans le cas d’interfaces sous-résolues, il semble trop contraignant d’imposer une
condition de non- glissement stricte à l’interface. En effet, si cette dernière est sous-
résolue, on se retrouve exactement dans le cas d’une paroi où le maillage n’est
pas assez raffiné. On se propose alors d’ajouter un glissement interfacial similaire à
l’approche du Large Interface Method, (LIM) qui est le modèle dédié aux surfaces
libres dans NEPTUNE_CFD [30]. Ce qui requiert d’être capable de détecter ces
zones où l’interface est sous-résolue.
3.4.1 Détection
Le fait que l’interface soit sous-résolue est directement liée au choix de la réso-
lution spatiale, autrement dit, à la taille du pas d’espace du maillage. On pourrait
évidemment raffiner le maillage afin de retrouver une résolution correcte de l’inter-
face. Mais, cela reviendrait à tendre vers une modélisation de type DNS-diphasique,
ce qui n’est absolument pas l’objectif du modèle présenté.
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La recherche d’un critère basé sur ce pas de maillage paraît donc pertinent. Pigny
et al. [97] proposent une méthode hybride diphasique, avec des lois de fermetures
dépendante du diamètre détecté des bulles. Ainsi, pour un diamètre de bulle détectée
dcg > 8×∆x avec ∆x le pas du maillage, la tension de surface est prise en compte
dans les lois de fermeture locales.
3.4.2 Glissement
Pour permettre le glissement à l’interface dans les zones de sous-résolution dé-
tectées, décrit au paragraphe précédent, on récupère dans ce domaine le vecteur
normal à l’interface. Une première étape consiste à supprimer le frottement (i.e. le
terme de trainée) dans la direction tangentielle à l’interface, ce qui va permettre
de continuer à avoir une contrainte forte de non-glissement dans la direction de la
normale à l’interface.
Figure 1.2 – Principe et différence entre le calcul de la valeur d’une grandeur ϕ à
l’interface, pour le modèle LIM dédié aux surfaces libres, et pour le modèle
de grande interface ITM.
Une fois la zone sous-résolue détectée, il faut calculer la vitesse de glissement
locale. La différence majeure entre l’approche LIM et notre approche ITM réside
dans la localisation de l’interface. En LIM, l’interface est localisé sur un bloc de
trois cellules : une cellule gaz, une cellule liquide et une cellule contenant l’interface
(Cf. figure 1.2). Les deux cellules "monophasiques" servent alors pour l’extrapolation
des grandeurs physiques locales telles que la vitesse de chaque phase, afin de calculer
à l’interface la vitesse relative entre les phases. Avec la méthode ITM en revanche,
l’interface est localisée par la fonction couleur et les grandeurs interfaciales sont
extrapolées directement à partir des gradients locaux :
ϕcl = ϕInt −∇ϕInt · (hn)




où h est une distance dépendante de la largeur de l’interface. Cette approche présente
l’avantage de ne pas avoir besoin de savoir si le liquide est au dessus ou en dessous
de l’interface, et ne requiert pas d’avoir un maillage qui "suit" la forme de l’interface
(par exemple, dans le cas d’un écoulement descendant une marche).
3.4.3 Compression
Dans une cellule où l’interface est détecté comme sous-résolue, on ne peut pas
prétendre appliquer une étape de compression artificielle de l’interface sans être sûr
de ne pas modifier la topologie de l’écoulement local. Dans ces zones intermédiaires
entre les modélisations locales et dispersées, la méthode de compression n’est pas
utilisée.
Cette première étape du champ continu vers le dispersé permet de supprimer la
contrainte forte sur les vitesses pour une interface qui commence à ne plus être assez
résolue par rapport à la taille de maille. Nous verrons par la suite, toujours avec la
même idée de critère de résolution, que l’on peut détecter des zones de glissement
et des zones où le champ continu est transféré vers le dispersé.
4 Transferts entre champs
Différents types de transferts interviennent dans le modèle hybride 2-phases,
3-champs proposé :
Transferts entre le liquide et la phase dispersée :
◦ Ébullition/condensation : ces modèles sont déjà implémentés et vali-
dés dans le code NEPTUNE_CFD, les expressions sont synthétisées
en annexe B.
Transferts entre champs continus :
◦ Ébullition/condensation sur une interface : modèles existant dans
NEPTUNE_CFD pour le modèle LIM à l’heure actuelle. Ces mo-
dèles pourront être généralisés, d’autres idées existent aussi dans la
littérature [108].
Transferts entre champs gaz :
◦ À l’interface entre champs coexistants localement (modélisation de la
coalescence ou du rebond de bulles ou gouttes dispersées sur l’inter-
face).
◦ Création d’une poche à partir du champ à bulles dispersées, issu de
la coalescence au sein du champ dispersé ou de l’augmentation du
diamètre des bulles dispersées lors de l’ébullition.
◦ Création de bulles dispersées à partir d’une poche localisée par frac-
tionnement ou condensation de l’interface.
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La dernière catégorie est celle qui nous intéresse ici. En effet, les termes de
transfert entre phase sont essentiellement dus au changement de phase, qui n’est
pas pris en compte pour le moment. Les transferts entre les champs gaz résultants
du découpage de notre approche hybride sont en revanche les termes clés du couplage
entre la modélisation dispersée et le modèle de localisation d’interface. En pratique,
ces transferts sont effectués au travers de termes de transferts de masse. On présente
ici les expressions mises en place durant le temps de la thèse ainsi que les idées qui
restent à mettre en œuvre pour ce type d’approche multiphasique.
Il existe peu de travaux expérimentaux traitant de l’interaction locale entre des
grosses bulles déformées et des petites bulles sphériques. Les travaux de Tsuchiya et
al. [127] peuvent à ce titre être une piste de validation. Le manque de vérification
et de validation de cas d’interactions élémentaires est un problème important pour
la validation de l’approche hybride complète.
4.1 Échanges entre deux champs gaz coexistants
Un premier problème se pose lorsque l’on implémente pour la première fois une
approche couplant un champ dispersé et un champ localisé appartenant à la même
phase : que faire concrètement lorsque les trois champs sont présents dans une même
cellule ?
Se posent essentiellement au travers de cette question deux problèmes : prendre
en compte un modèle de coalescence/rebond des bulles dispersées sur l’interface,
et éviter que numériquement l’étape de compression artificielle ne se retrouve avec
une fraction volumique de la phase liquide négative. Le premier point concerne le
domaine de la physique. Dans un premier temps, on ne considère que la coalescence.
Le choix entre rebond et coalescence pourrait être envisagé en évaluant localement
un nombre de Weber et une probabilité de rebond pour une partie de la phase
dispersée.
La coalescence est assurée à partir du moment où la phase dispersée pénètre
l’interface (isosurface αcg = 0.5). Du point de vue numérique, l’implémentation de
la compression artificielle de l’interface est modifiée, l’équation (1.49) est résolue
pour le champ gaz continu et pour le mélange diphasique de fraction volumique :
αm = αcl + αdg (1.59)
Suite à la compression, on fait l’hypothèse (qui peut être vérifiée) que la phase
dispersée a conservé son volume, ce qui nous donne les relations suivantes pour la
reconstruction de chaque champ (les quantités marquées d’un astérisque sont issues
de l’étape de compression) :  α∗dg = αdgα∗cl = α∗m − αdg (1.60)
Dans le cas où αdg > α∗m, on "coalesce" les champs gaz, et on reprend l’étape de
compression artificielle depuis le début.
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4.2 Transition d’un champ dispersé vers un champ continu
Dans le cadre de la modélisation multiphasique présentée, la transition de l’ap-
proche dispersée vers l’approche continue intervient lorsque les bulles dispersées
coalescent pour atteindre une taille supérieure à la dimension du filtre spatial. Cette
situation se produit lorsque le modèle de coalescence/fractionnement du champ dis-
persé prédit un diamètre moyen de l’ordre de la taille du filtre spatial, sous réserve
que le champ en question soit suffisamment présent localement.
Figure 1.3 – Schéma de principe de la création d’une poche dont l’interface est localisée
à partir du champ gaz dispersé.
4.2.1 Approche développée durant la thèse
Afin de simplifier le couplage dans un premier temps, on traite le champ dispersé
avec une approche monodispersée. Le critère de transition du champ dispersé vers
le champ gaz continu est donc uniquement basé sur la fraction volumique du champ
dispersé et son gradient.
Γcréation cg = αdgαcg
ρg
∆t
Cdg→cgH(αdg − αcrit)H(∇αdg −∇αcrit) (1.61)
où H est la fonction Heaviside, et Cdg→cg une constante contrôlant la vitesse du
transfert de masse. Le critères de transition sur le taux de vide est fixé à αcrit = 0.3,
valeur moyenne de ce que l’on peut trouver dans la littérature pour la limite des
écoulements à bulles [85, 121]. Le critères de transition sur le gradient du taux de
vide est ici plus arbitraire, il est fixé à ∇αcrit = 1/(10∆x), soit un gradient deux fois
plus petit que celui que l’on peut calculer à l’interface d’une bulle simulée.
4.2.2 Réflexions et perspectives
À terme, l’objectif est d’utiliser une approche polydispersée pour le champ dis-
persé. Le transfert serait alors ciblé sur la classe contenant les plus grands diamètres,
avec un critère de transition sans doute basé sur la fraction volumique et le diamètre
plutôt que sur le gradient.
Une autre idée qui n’a pas été explorée est d’appliquer un critère de transition
non plus en local sur les cellules, mais sur un maillage plus grossier ou un stencil
beaucoup plus large, comme illustré sur la figure 1.4. Ces transformations, revenant
à prendre une moyenne spatiale locale, devrait permettre de détecter la présence
d’une poche avec une plus grande flexibilité que l’usage seul de gradients locaux
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Figure 1.4 – Idées de découpage pour l’application du critère de localisation de la
création d’interface à partir des propriétés du champ gaz dispersé.
(gradients qui ne vont chercher des informations que dans les cellules voisines, voire
au voisinage étendu).
4.3 Transition d’un champ continu vers un champ dispersé
Figure 1.5 – Illustration de la localisation des interfaces sous-résolues, et transfert vers
le champ dispersé.
Un critère de coupure à 8∆x, proposée par Maeda et al. [75], est utilisée par Pigny
& Coste [97] pour identifier les interfaces résolues. Ce critère semble raisonnable avec
un calcul de gradient qui tire son information sur un voisinage direct, la courbure
étant alors calculée à partir d’un stencil de 5 cellules comme illustré en figure 1.6.
Pour une bulle de diamètre égal à 8∆x, on observe que ce stencil peut couvrir le
rayon de la bulle dans le cas d’un voisinage étendu.
Figure 1.6 – Illustration des stencil pour le calcul de la courbure avec une méthode de
gradient utilisant un voisinage direct simple (une face en commun) ou un
voisinage direct étendu (une face ou sommet en commun).
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Ce qui pour le diamètre local dans notre approche, nous donne un critère sur la
courbure locale : κrésolution = 1/(4∆x). Avec la méthode de compression artificielle
utilisée dans notre approche d’interface localisée, le paramètre ε fixe l’épaisseur
de l’interface à 5 cellules de large (diffusion sur deux cellules de chaque coté de
l’interface). La fraction volumique du champ gaz continu variant entre 0 et 1, on
obtient un gradient local pour une interface résolue de 1/(5∆x). La combinaison de
ces différents critères donne le critère proposé pour la transition d’un champ gaz
continu mal résolu vers le champ dispersé :




où l est la dimension caractéristique de la grille du maillage, avec l = 3
√
(dΩ), soit
l = ∆x pour les maillages cubiques.
4.3.1 Approche développée durant la thèse
L’utilisation du critère énoncé au paragraphe précédent donne le transfert de
masse interfacial suivant :








On conserve dans cette expression le volume local dΩ bien que les simulations
avec l’approche hybride seront en pratique toutes menées sur des maillages à grille
cubique. Même si cela n’a pas été testé dans ces travaux, nous pensons que le critère
doit effectivement être plus strict dans les cellules de grand volume (et inversement
moins strict dans les cellules de petit volume), ce qui est le cas avec ce critère incluant
le volume moyen des cellules.
4.3.2 Réflexions et perspectives
Le critère ainsi que le transfert mis en place ne conserve aucune information sur
le diamètre des bulles, l’approche simpliste d’un diamètre constant pour la phase
dispersée ne le permettant pas. Dans l’idée d’utiliser une approche tenant compte
du diamètre local à l’avenir, on peut imaginer transférer en plus de la masse une
information sur le diamètre des bulles continues qui passent dans le champ dispersé.
Celle-ci pourra être établie à partir de la courbure locale des fragments sous-résolus.
Ce qui, avec une loi de coalescence/fractionnement pour la phase dispersée, que ce
soit dans une approche polydispersée ou plus simplement une loi de transport de
l’aire interfaciale, devrait permettre d’obtenir un diamètre plus réaliste.
4.4 Approche hybride complète
Dans les cas de l’approche complète, le terme de transfert de masse est la somme
des deux termes précédents :
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Γdg→cg = Γcréation cg − Γcréation dg (1.64)
Ce qui donne un équilibre entre la création et la disparition d’un champ, notam-
ment dans les cellules où les trois champs coexistent.
4.5 Échanges thermiques
Les échanges thermiques, bien qu’au cœur de notre objectif ne sont pas traités ici.
On mentionnera que la principale difficulté se trouve certainement dans les échanges
à l’interface. Des pistes pour l’initiation des cas tests unitaires pour de tels transferts
peuvent être trouvés dans les travaux de Legendre [71] ou plus spécifiquement pour
une interface localisée sur une grille eulérienne, dans les travaux de Sato et al. [108].
Des informations sur les modèles existant dans NEPTUNE_CFD sont disponibles
en annexe B.
5 Modélisation de la turbulence
Si l’on se restreint aux méthodes basées sur un maillage Eulérien, deux approches
sont élaborées conjointement pour la prise en compte de la turbulence : la simula-
tion directe (DNS) des équations de Navier-Stokes qui prend en compte toutes les
échelles de la physique étudiée et l’approche moyennée qui consiste à modéliser les
phénomènes issus des plus petites échelles.
5.1 Simulation numérique directe : DNS
En 1941, Kolmogorov introduit une vision statistique de la turbulence, enca-
drant la taille des tourbillons dans un écoulement entre la plus grande échelle L de
l’écoulement imposée par la géométrie, et la plus petite η imposée par la viscosité
du fluide, appelée échelle de Kolmogorov ou échelle de dissipation visqueuse. L’ordre




Ce qui implique que la réalisation d’une simulation monophasique, représentant
toutes les échelles de la turbulence d’un cube de dimension L3, nécessitera un nombre
de mailles proportionnel à Re9/4. Il est donc très difficile voire impossible à l’heure
actuelle de modéliser des écoulements à Re > 1000.
À proprement parler, le terme simulation numérique directe ne s’applique que
dans les cas d’études monophasiques et les simulations avec un maillage non struc-
turé suivant l’interface [43, 105]. En pratique, dans le cas diphasique sur maillage
eulérien, les deux fluides sont traités comme un fluide unique dont les propriétés
subissent une discontinuité à l’interface [126]. Des modèles sont généralement ajou-
tés, pour la simulation de films liquides entre deux bulles lors de phénomènes de




Avec ce type d’approche, on doit modéliser tous les phénomènes intervenants à
des échelles inférieures à celles de la simulation. Il existe deux types de moyennes,
spatiales et temporelles, qui conduisent à deux familles de méthodes de modélisation
de la turbulence :
. Reynolds Average Navier-Stokes (RANS), est une approche statis-
tique avec des moyennes en temps et en espace. Elle nécessite la
modélisation de toutes les échelles de la dissipation turbulente mais
permet d’utiliser des maillages simplifiés. C’est actuellement la plus
utilisée dans le monde industriel.
. Large Eddy Scales (LES) consiste à simuler les grandes échelles et
modéliser les plus petites dans un terme dit de sous-maille. Seules
ces petites échelles (inférieures à une échelle de coupure) sont filtrées
spatialement.
On peut distinguer parmi les méthodes RANS, une famille parfois reclassée sous
le nom de URANS, pour Unsteady Reynolds Average Navier-Stokes. L’ajout de la
mention "instationnaire" précise que la moyenne temporelle est réalisée sur un temps
fini. Ce qui en pratique permet d’observer des fluctuations de larges échelles spatiales
et temporelles au sein de l’écoulement.
5.2.1 RANS et URANS
Les approches RANS consistent à ne simuler que l’écoulement moyen en temps
et en espace (Cf. figure 1.7). Les moyennes peuvent être calculées de deux manières :
. Moyenne d’ensemble : on effectue N fois la même expérience et on
moyenne les résultats ;
. Moyenne temporelle : on effectue une expérience sur un temps long
sur lequel on moyenne.
Dans le cadre RANS strict, on se place dans l’hypothèse que le temps de moyenne
est suffisamment long pour que les moyennes temporelles soient indépendantes du
temps. On suppose également que les moyennes d’ensemble et temporelles sont
égales, c’est-à-dire que le système vérifie l’hypothèse d’ergodicité. Cela permet de
rechercher directement des solutions stationnaires aux équations moyennées.
u(x, t) = 〈u(x, t)〉c + u′(x, t)
≈ u(x, t) + u′(x, t)
(1.66)
avec










Dans le cas où le temps de moyenne est court devant au moins un des phéno-
mènes physiques, les moyennes temporelles restent fonctions du temps. On conserve
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alors les dérivations temporelles dans les équations moyennées et on parle d’ap-
proche URANS. Ce type d’approche permet de simuler certaines fluctuations de
l’écoulement, les autres étant modélisées comme illustrée en figure 1.8
u(x, t) = u(x, t) + 〈u(x, t)〉c + u′(x, t) (1.68)
Où 〈u(x, t)〉c est la contribution de modes cohérents à la dynamique de l’écou-
lement, par exemple une oscillation forcée de fréquence plus faible que la fréquence
de moyenne temporelle. Pour simplifier, on conserve le découpage u(x, t) = u(x, t) +
u′(x, t), sachant que u(x, t) ne converge pas forcément vers une fonction indépen-
dante du temps. Le terme de fluctuations est entièrement modélisé à l’aide de l’hy-
pothèse de Reynolds.
R = u′u′ = νT∇u+ 2
3
kI (1.69)
La partie diagonale est interprétée comme une modification de la pression. L’ac-
tion du tenseur de sous-maille est ainsi assimilé à celui d’une viscosité turbulente
νT qui reste alors la grandeur à modéliser. Plusieurs modèles existent pour exprimer
ce terme de viscosité turbulente [106], parmi les plus courant on trouve le modèle
k −  au premier ordre, et le modèle Rij −  au second ordre. On transporte alors
l’énergie cinétique de la turbulence  et soit le taux de dissipation de la turbulence
k, soit chaque terme du tenseur de Reynolds (6 équations). Pour le modèle k−  par





Figure 1.7 – Représentation symbolique de la décomposition du spectre d’énergie en
partie résolue et modélisée, associée au modèle RANS (Source : Sagaut
[106]).
5.2.2 LES
Le principe de la Simulation des Grandes Échelles, ou Larges Eddy Scales [106]
repose sur la simulation des grandes échelles turbulentes, tandis que les plus petites
échelles dissipatives sont modélisées à l’aide de termes dits de sous-maille (SM),
comme illustré sur la figure 1.9.
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Figure 1.8 – Représentation symbolique de la décomposition du spectre d’énergie en
partie résolue et modélisée, associée au modèle URANS (Source : Sagaut
[106]).















































Il faut donc exprimer le terme uiuj comme une fonction de u et u′. En décomposant
linéairement cette moyenne :
uiuj = (ui + u′i)(uj + u
′
j)








Dans le cas où le filtre utilisé est un opérateur de Reynolds,
 u = uu′ = 0 (1.74)
On obtient alors uiuj = u′iu′j + uiuj, ce qui permet d’exprimer une équation sur
l’énergie turbulente résolue q2r = uiui/2, les termes faisant intervenir les échelles de
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Figure 1.9 – Représentation symbolique de la décomposition du spectre d’énergie en
partie résolue et modélisée, associée au modèle LES (Source : Sagaut
[106]).
De la même façon qu’avec une approche RANS de la turbulence, on modélise le
tenseur des contraintes de Reynolds u′iu′j par un tenseur de contraintes visqueuses
de sous-maille avec une viscosité de sous-maille νT . Cette nouvelle variable dans les
équations de Navier-Stokes pose un problème de fermeture que l’on résout par un
modèle de turbulence. L’objectif de ce travail n’étant pas d’élaborer un modèle de
LES, on se contentera ici de tester le modèle le plus simple : le modèle de Smago-
rinsky classique (1.76) [113, 106]. Des modèles plus élaborés tels que le modèle de
Smagorinsky dynamique, ou le modèle de Germano [106] pourront être étudiés et





Dans sa version classique, CS est une constante, dont la valeur est estimée à partir









où CK ' 1.5 est la constante de Kolmogorov. En pratique, ces valeurs de CS et
CK conviennent pour des modélisations de turbulence homogène isotrope en mo-
nophasique, et doivent être révisées pour d’autres configurations d’écoulements. En
particulier pour une application à un cas d’écoulement diphasique avec une phase




Dans le cadre des écoulements diphasiques qui nous intéressent, nous serons
amenés à simuler l’évolution d’interfaces entre phases continues, ce qui rend intrin-
sèquement l’écoulement étudié instationnaire. Pour des raisons de coût en temps de
calcul nous écartons la simulation directe. La modélisation de la turbulence devra
donc être modélisée soit en URANS soit en LES. On se contentera ici de répertorier
différentes idées pour aborder cette modélisation avec l’approche hybride mise en
place.
Pour ce qui est du cas d’écoulements avec interface libres ou phases séparées, la
modélisation des termes turbulents à l’interface est réalisée dans l’approche LIM,
par exemple. Dans les mailles contenant l’interface, on ajoute un flux de diffusion
et un terme de production dans les équations de transport de la turbulence. Ces
termes sont calculés à partir des vitesses de frottement coté gaz et coté liquide,
ainsi que de la distance entre la maille de calcul et l’interface. Pour l’approche ITM,
une méthode similaire pourrait être utilisée si l’on conserve une modélisation de
la turbulence URANS. Le flux de diffusion et de production dans les équations du
transport de la turbulence pouvant, à l’instar du glissement interfacial être calculé à
partir de gradients, plutôt que des trois cellules propre au modèle LIM. L’approche
hybride 2-phases, 3-champs pourrait alors prendre en compte un modèle de transport
de turbulence de type k −  ou Rij −  avec dans chaque champ continu un terme
de dissipation turbulente due à la présence de gouttes ou de bulles dispersées.
Figure 1.10 – Traitement d’un écoulement diphasique avec une méthode de LES hy-
bride (Source Bestion [11]).
Si en revanche le choix est fait de prendre une méthode LES pour la modélisation
de la turbulence, le problème est assez différent. L’approche hybride 2-phases, 3-
champs pourrait inclure une modélisation de la turbulence diphasique dans chaque
champ continu, à supposer que l’on trouve un compromis entre le raffinement de la
LES et la prise en compte des structures dispersées. Par contre, la présence d’une
interface ajoute des parois et des termes de sous-maille pour le modèle de LES.
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Loi de paroi pour la LES Pour éviter de raffiner le maillage près des parois, les
méthodes LES nécessitent l’utilisation de lois de parois. Cela permet de modéliser
la diminution de la viscosité turbulente dans la couche limite plutôt que de simuler
ces échelles. Étant donné l’approche choisie pour la modélisation des écoulements
diphasiques, l’interface des grosses structures résolue peut être considérée comme
autant de paroi internes à l’écoulement. C’est à l’heure actuelle un des problèmes
qui rendent les méthodes LES compliquées à utiliser dans une configuration quel-
conque. En effet, si l’on veut résoudre correctement les couches limites, il faut, soit
fortement raffiner près de toutes les parois, soit utiliser des lois de parois, qui ne
seront certainement pas les mêmes selon que l’on est près de la paroi du domaine
de calcul ou près d’une interface. La fonction d’amortissement de Van Driest (1.78)
est un exemple de loi de paroi très utilisée comme coefficient multiplicateur de la






Cette modélisation reste un sujet ouvert à l’heure actuelle.
Termes sous-maille supplémentaires Outre les termes sous-mailles énoncés
précédemment provenant du filtrage du tenseur de Reynolds, le filtrage des termes
interfaciaux font également apparaître des termes non-résolus dans l’équation de
quantité de mouvement. L’évaluation de ces termes [68, 73, 134] montre l’utilité de
leur prise en compte, la tension de surface sous-maille pouvant être du même ordre
de grandeur que les termes visqueux sous- maille. La modélisation de ces termes
pour le cas de l’atomisation de jet a été proposée par Chesnel et al. [27] et présente
des résultats justifiant l’utilisation de ces termes supplémentaires.
Pour autant, la modélisation de ces termes de sous-maille reste un effort im-
portant à fournir, en plus de la modélisation des couches limites, pour la mise en





Vérification du modèle d’interface localisée
sur des cas analytiques
Au cours de ce chapitre, nous proposons de comparer les résultats de simulations
numériques avec des cas analytiques classiques pour l’étude d’interfaces diphasiques.
Le code NEPTUNE_CFD est doté du modèle de localisation d’interfaces décrit au
chapitre précédent.
1 Étape de compression artificielle
En premier lieu, on vérifie la convergence de l’étape de compression artificielle de
l’interface. Pour cela, on simule des bulles statiques dans un champ de gravitation
nul, pour des domaines à une, deux ou trois dimensions. Les interfaces étudiées sont
toutes dans leurs espaces respectifs des sphères de diamètre 1 cm. Les maillages
consistent en un assemblage de cubes d’arête 1 mm formant selon la dimension de
l’espace étudié, une ligne, un carré ou un cube.
La compression artificielle consiste en la résolution itérative de l’équation (2.1).
Cette résolution peut être réalisée avec différents schémas et méthodes numériques.




+∇α(1− α)n = ε∇ · (∇α) (2.1)
Quel que soit le nombre de dimension du domaine de calcul, la méthode mise en
place consiste à diffuser la bulle initiale puis à appliquer la méthode de compression
artificielle. La diffusion est réalisée par la résolution de l’équation (2.2) avec comme
paramètres ∆τ = 10−5 s et K = 0.1 m2 · s−1, soit une distance caractéristique de
diffusion par itération l0 =
√
K∆τ = 1 mm qui correspond ici au pas du maillage.
∂ϕ
∂τ
= K∇ · (∇ϕ) (2.2)
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Le fait d’avoir l0 = ∆x permet de contrôler la diffusion finale par le nombre d’ité-
ration de résolution de l’équation de diffusion. On compare ensuite les profils obtenus
au profil attendu, c’est-à-dire une bulle dont l’épaisseur d’interface est contrôlée par
le paramètre ε de l’équation (2.1), soit 4 cellules avec ε = ∆x/2.
1.1 Compression 1D
Le maillage consiste ici en une ligne de 50 × 1 × 1 cellules de volume 1 mm3
chacune. Le seuil de convergence (2.3) de l’étape de compression est fixé ici à 10−7.
ncel∑
I







Une première vérification est de comparer les profils obtenus après compression
artificielle de bulles plus ou moins diffusées. Un schéma upwind explicite est utilisé
ici. C’est ce qui est réalisé et présenté au travers des profils de la figure 2.1.
Figure 2.1 – Convergence de la compression artificielle (en rouge) pour cinq taux de
diffusion initiaux, ici 2, 5, 10, 20 et 50 étapes (en vert).
Cette étape de diffusion est itérée entre 10 et 500 fois. On retrouve bien, après
compression, le même profil identifié en rouge sur la figure 2.1. Cela montre que
le profil obtenu après l’étape de compression artificielle ne dépend pas de l’état de
diffusion initial. On compare maintenant les compressions obtenues avec le schéma
upwind et le schéma centré, présentées en figure 2.2.
Figure 2.2 – Comparaison entre le schéma centré (rouge) et upwind (violet), après
convergence de l’étape de compression à partir d’un état diffusé (vert).
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On peut noter l’utilité de la partie diffusive ajoutée par Olsson à l’équation de
compression artificielle, qui permet de stabiliser les schémas non diffusifs tel que
le schéma centré présentant des oscillations (over- et under-shot). En effet, si l’on
compare les deux schémas upwind et centré dans le cas d’une équation sans diffusion
comme cela est présenté en figure 2.3, les conclusions sont bien différentes. Pour le
schéma upwind, on retrouve à convergence la bulle initiale non diffusée. Par contre, le
schéma centré diverge, propageant des amplitudes d’oscillations croissantes. On peut
observer cet effet sur la partie zoomée à droite de la figure 2.3 avec une augmentation
de l’amplitude des over- et under-shot avec le nombre d’itérations de compression.
Il est alors clair que l’étape de compression ne converge plus dans ce cas.
Figure 2.3 – Comparaison entre le schéma centré (rouge) et upwind (pointillés bleus)
pour une compression sans terme diffusif. Le schéma upwind permet de
retrouver la bulle initiale tandis que le schéma centré diverge, propa-
geant des oscillations d’amplitude croissante comme le montre la figure
de gauche, zoom de la zone entourée par un rectangle noir. On peut y ob-
server l’évolution pour 50, 100 et 500 itérations de l’étape de compression
artificielle qui ne converge plus.
On teste alors la vitesse de convergence de l’étape de compression au seuil de
convergence donné en fonction du schéma utilisé. Le seuil de convergence de l’étape
de compression est toujours fixé à 10−7. La quantité αclαcg est ici encore choisie
comme quantifieur de l’interface. Avec l’hypothèse de conservation du volume, on
a toujours αcl + αcg = 1, la modification d’interface à chaque itération peut donc
être évaluée par l’incrément de notre quantifieur, soit δ(αclαcg) = δ(αcg(1− αcg)) =
δαcg(1 − 2αcg). Le rapport (2.4) est calculé à chaque itération de compression ar-
tificielle pour observer l’évolution (convergence ou non) de la quantité d’interface












Sur la figure 2.4, on compare la valeur du rapport (2.4) en fonction du nombre
d’itérations de compression effectuée. On observe d’une part que pour cette équa-
tion de compression (2.1), le fait d’utiliser une résolution explicite ou implicite n’a
que très peu d’incidence sur le nombre d’étapes à effectuer pour atteindre un seuil
de convergence donné. D’autre part, on constate l’efficacité du schéma centré par
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rapport au schéma upwind de Harten [47] lorsque l’on souhaite obtenir un seuil de
convergence très faible (inférieur à 10−4).
Figure 2.4 – Comparaison du rapport de convergence entre les schémas upwind et
centré, en explicite et en implicite, pour un seuil de 10−7.
Pour un seuil plus élevé (supérieur à 10−4), on retiendra que les différentes mé-
thodes se valent.
1.2 Compression 2D
Le maillage consiste cette fois-ci en un carré de 50× 50× 1 cellules cubiques de
volume 1 mm3. En procédant de la même manière que pour le cas unidimensionnel,
on initialise une bulle ronde de diamètre 1 cm que l’on diffuse à l’aide de l’équation
(2.2). La figure figure 2.5 présente la bulle diffusée (à gauche) et la bulle après l’étape
de compression artificielle (à droite).
Figure 2.5 – Bulle diffusée initiale (à gauche), puis après
étape de compression artificielle (à droite).
En haut, on a représenté les isosurfaces de
taux de vide αb = 0.1, 0.3, 0.5, 0.7 et 0.9
pour la bulle diffusée et αb = 0.1, 0.5 et
0.9 pour la bulle recompactée. En bas, on
représente le taux de vide en projection sur
la troisième dimension.
On trace alors les mêmes courbes que précédemment en figure 2.6. De façon sur-
prenante, on remarque que cette fois-ci, le schéma upwind a une vitesse de conver-
gence très faible au-delà d’un seuil de 3.1× 10−5.
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Figure 2.6 – Comparaison du rapport de convergence entre les schémas upwind et
centré, en explicite et en implicite, pour un seuil de 10−7.
1.3 Compression 3D
Le maillage utilisé est un cube contenant 50×50×50 cellules cubiques de volume
1 mm3. Les deux schémas upwind et centré convergent sur cette géométrie comme
le montre la figure 2.8.
Figure 2.7 – Bulle 3D diffusée (à gauche) puis recompactée (à droite) par compression
artificielle. La grille bleue représente l’isosurface α = 0.1 et la surface
jaune l’isosurface α = 0.9.
On vérifie que l’étape de compression artificielle, qui conserve la forme d’une
bulle initialement sphérique (Cf. figure 2.7), conserve également d’autres géométrie
d’interfaces moins symétriques comme, par exemple, une ellipsoïde ou un cube :
49
CHAPITRE II. VÉRIFICATION DU MODÈLE D’INTERFACE LOCALISÉE SUR
DES CAS ANALYTIQUES
Figure 2.8 – Comparaison du rapport de convergence entre les schémas upwind et
centré, en explicite et en implicite, pour un seuil de 10−7.
Figure 2.9 – Bulle ellipsoïdale diffusée (à gauche) puis recompactée (à droite) par
compression artificielle. La grille bleue représente l’isosurface α = 0.1 et
la surface jaune l’isosurface α = 0.9.
Figure 2.10 – Bulle cubique diffusée (à gauche) puis recompactée (à droite) par com-
pression artificielle. La grille bleue représente l’isosurface α = 0.1 et la
surface jaune l’isosurface α = 0.9.
1.4 Conclusion
La première chose que l’on peut noter est l’apport négligeable de la résolution
semi-implicite pour la résolution de l’équation de compression artificielle par rapport
à la résolution explicite.
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On note également la difficulté de convergence du schéma upwind de Harten en
deux dimensions, observation non répétée en trois dimensions et que l’on n’explique
pas. Ce phénomène pourrait être dû à une particularité géométrique du cas à deux
dimensions.
2 Bulle statique
La loi de Laplace ou équation de Laplace-Young (2.5) relie la courbure locale de
l’interface séparant deux milieux à la différence de pression entre ces deux milieux.
Cette différence de pression est communément appelée la pression de Laplace.
Deux milieux non miscibles sont séparés par une interface. Dès que cette interface
est courbée, il y a une différence de pression entre les deux milieux. Cette différence
de pression dépend essentiellement de la tension de surface, qui mesure l’énergie
nécessaire à la création d’une interface. Lorsqu’il n’y a pas transfert de matière au
travers de l’interface et que les deux milieux sont au repos, la différence de pression
entre ces deux milieux intérieur (int) et extérieur (ext) s’écrit :
Pint − Pext = ∆PLaplace = σκ (2.5)
Dans un espace de dimension 3, l’interface est une surface. Sa courbure peut
alors être explicitée en tout point par deux rayons de courbure suivant deux axes










Dans les cas particuliers d’une bulle ronde en deux dimensions, R2 =∞, ou d’une
bulle sphérique en trois dimensions, R2 = R1, l’équation précédente est simplifiée.
2.1 Étude sur maillages réguliers carrés
Dans la description de la méthode de calcul des grandeurs interfaciales au cha-
pitre I, nous avions introduit la fonction couleur c. En pratique dans la description
eulérienne de l’interface mise en œuvre, cette fonction localisant l’interface est di-
rectement issue de la fraction volumique. La régularisation du taux de vide par
diffusion est illustrée en figure 2.11. On calcule la courbure locale à partir de la
fonction couleur pour une bulle ronde non diffusée dans un maillage carré. Si on
prend le taux de vide comme fonction couleur, celui-ci étant binaire (1 dans la bulle,
0 sinon), la courbure est très mal calculée sur la grille carrée. Plus on prend pour
fonction couleur un état diffusé du taux de vide, plus la courbure est régulière le long
de l’interface, et plus on tend vers la valeur attendue de la courbure (ici 100 m−1
pour une bulle ronde de rayon 1 cm). Le nombre d’itérations n correspondant à une
diffusion du taux de vide sur n cellules dans la direction orthogonale à l’interface, il
faudra avoir une diffusion de l’ordre de dix cellules pour obtenir une courbure locale
bien calculée.
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Figure 2.11 – Représentation de la courbure locale calculée dans les cellules traversées
par l’interface (α = 0.5).
Pour étudier les prédictions du modèle dédié aux interfaces localisées décrit au
chapitre I, on simule une bulle ronde en pseudo-2D (une couche de cellules cubiques)
dans un champ gravitationnel nul. On compare alors la pression de Laplace prédite
par le numérique à la valeur théorique. Le domaine est un carré de coté 5 cm au centre
duquel on place à l’instant initial une bulle ronde de rayon 1 cm. Sans champ de
gravitation, la seule force est la force de tension de surface théoriquement équilibrée
sur une interface ronde. Soumise à cette force, la bulle ne doit donc pas bouger, et
sa pression interne doit s’équilibrer à la somme de la pression extérieure et de la
pression de Laplace.
On choisit les propriétés physiques (densités et viscosités) de l’eau et de l’air
respectivement pour la phase liquide et la phase gaz. Le coefficient de tension de
surface utilisé est de 8× 10−2 N ·m−1, la pression de Laplace attendue est donc de
8 Pa.
Figure 2.12 – Visualisation extrudée de la pression de Laplace pour une bulle 2D de
rayon 1 cm sur une grille 64× 64 (25 cm2).
Dans un premier temps, on mène une étude rapide sur l’expression de la courbure
à utiliser parmi les deux écritures (2.7). On utilise trois maillages contenant 32×32,
64× 64 et 128× 128 cellules.








‖∇c‖ ‖∇c‖ − ∇ · (∇c)
]
(2.7)
On observe sur la figure 2.13 une convergence d’ordre 2 pour l’expression κ(1) et
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Figure 2.13 – Étude de l’effet de la méthode de calcul de la courbure sur la pression
de Laplace simulée, avec les expressions (1) et (2).
d’ordre 0.7 pour l’expression κ(2). On utilisera par la suite l’expression κ(1) pour le
calcul de la courbure locale.
On utilise pour cette étude 6 maillages, de tailles respectives 16 × 16, 32 × 32,
64× 64, 128× 128, 256× 256 et 512× 512 cellules. On exprimera le raffinement des
maillages en fonction du nombre de pas d’espace (taille moyenne d’une cellule) par
diamètre de bulle (Cf. table 2.1).
2.2 Reconstruction
Le code de calcul NEPTUNE_CFD est un code permettant d’utiliser des mail-
lages non structurés. Il est donc possible, moyennant des termes de correction pour
les projections d’utiliser des maillages non- orthogonaux. Lorsque le maillage uti-
lisé n’est pas orthogonal, c’est-à-dire que la droite IJ liant deux centres de cellules
voisines n’est pas orthogonale à la face séparant ces cellules (Cf. figure 2.14), ou ne
passe pas par le centre de cette dernière, il faut apporter des corrections aux termes
de projection entre les valeurs aux centres de cellules et les valeurs aux faces. On
construit notamment la projection I ′J ′ de la droite IJ sur la perpendiculaire à la
face passant par son centre F . Avec une approximation à l’ordre 1, on reconstruit
les variables en I’ et en F :
PI′ = PI + II
′ · (∇P )I




Avec ces termes de reconstructions, on peut calculer la courbure locale corrigée
pour des maillages non- orthogonaux :









Dans l’optique de l’utilisation de l’approche à interfaces localisées pour des confi-
gurations industrielles, il est important d’évaluer la précision du calcul des grandeurs
d’interface pour des maillages complexes, donc entre autres, non réguliers. Pour
53
CHAPITRE II. VÉRIFICATION DU MODÈLE D’INTERFACE LOCALISÉE SUR
DES CAS ANALYTIQUES
Figure 2.14 – Introduction des entités géométriques pour les faces internes (à gauche)
et les faces de bord (à droite).
l’étude de bulle statiques, on teste des maillages vibrés et des maillages triangu-
laires. Ces différents types de maillages sont représentés en figure 2.15. Les maillages
vibrés sont obtenus par l’ajout d’un déplacement d’amplitude aléatoire mais borné
aux coordonnées de chaque point interne du maillage cubique. Un découpage des
cubes en deux prismes à bases triangles rectangles nous donne un premier type de
maillage triangulaire. Une seconde famille de maillages triangulaires est obtenue à
l’aide de la triangulation de Delaunay, qui se rapproche d’un maillage composé de
prismes à bases équilatérales.
Figure 2.15 – De gauche à droite : Maillages cubique, cubique vibré avec une amplitude
de 10 %, triangulaire à partir d’un découpage de la maille carrée et
triangulation de Delaunay.
En plus des 6 maillages à grille carrée, on étudiera 12 maillages à grilles vibrées
(6 avec un déplacement maximum de 5% et 6 à 10%), 5 maillages composés de
triangles rectangles, et 4 maillages obtenus par triangulation de Delaunay.
2.3 Courants parasites
L’observation de courants parasites avec l’utilisation de la méthode CSF de
Brackbill et al. est un problème bien connu [59, 86, 103]. Il est donc intéressant
de quantifier les courants parasites inhérents à l’utilisation de la méthode CSF avec
l’approche de localisation eulérienne choisie. On quantifie ici ces courants parasites
en calculant la moyenne sur le domaine de la vitesse locale, évaluée à partir des
vitesses des deux phases liquide et gazeuse (U = αclUcl + αcgUcg), ainsi que le
maximum de cette vitesse sur le domaine.
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Du fait de leur intensité relativement faible, ces courants ne sont pas un problème
pour des cas de suivi d’interface avec une inertie importante. Ce qui sera le cas pour
des écoulements contrôlés par la poussée d’Archimède ou par un débit liquide par
exemple, et donc pour les écoulements étudiés dans ces travaux.
2.4 Résultats
On compare pour les différentes familles de maillage citées précédemment l’erreur
relative sur la pression de Laplace et sur la circularité des bulles, ainsi que les
moyennes et maxima des courants parasites. La circularité ξ de la bulle est définie










dbulle/∆x ∆P ξ ‖U‖ max(‖U‖)
− [Pa] − [m · s−1] [m · s−1]
16× 16 6.4 4.989 1.069 0.00526 0.057
32× 32 12.8 7.5711 1.021 0.00275 0.036
64× 64 25.6 7.897 1.005 0.0038 0.060
128× 128 51.2 7.9193 1.0007 0.0022 0.066
256× 256 102.4 7.9914 0.99965 0.0011 0.057
512× 512 204.8 7.9959 0.9995 0.0004 0.041
Table 2.1 – Pour la famille de maillages cubiques, nombre de cellules par diamètre de
bulle, pressions de Laplace, circularité, moyenne et maximum d’intensité
des courants parasites.
On représente en figure 2.16 ces quatre grandeurs en fonction du paramètre adi-
mensionné pour le raffinement des maillages cubiques, le pas d’espace par diamètre
de bulle. Trois diamètres de bulle sont présentés : 0.5, 1 et 2 cm. Les tracés en échelle
logarithmique permettent d’observer, lorsque c’est le cas, l’ordre de convergence ob-
tenu.
Pour les maillages carrés, on constate une convergence à l’ordre 2 pour la pression
de Laplace et la circularité, et à l’ordre 1 pour la moyenne des courants parasites.
Le maximum de la norme des courants parasites ne présente pas de convergence.
Pour les autres familles de maillages (Cf. figure 2.17), on n’observe pas de conver-
gence. Dans cette figure, les résultats présentés pour la famille de maillage carré
diffèrent de la figure 2.16 du fait de l’ajout des termes correctifs, bien qu’en théorie,
ceux-ci doivent être nuls dans ce cas. Les figure 2.18, 2.19 et 2.20 permettent de
visualiser les courants parasites sur les maillages obtenus par triangularisation de
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Figure 2.16 – De haut en bas et de gauche à droite : erreur relative sur le calcul de la
pression de Laplace, sur la circularité, l’intensité moyenne des courants
parasites, et le maximum de la norme des vitesses parasites en fonction
du raffinement du maillage, exprimé en nombre de cellules par diamètre
de bulle. On présente ces résultats pour trois diamètres de bulles : 0.5
(triangles bleus), 1 (carré rouge) et 2 cm (croix noire).
Delaunay et vibration des maillages carrés. On observe d’une part, que la symmétrie
des courants, classique sur maillages carrés, est complètement déstabilisée, ce qui
était attendu a priori du fait de la perte de la symmétrie des maillages. D’autre part,
l’intensité de ces courants parasites atteint des valeurs beaucoup plus grandes.
Afin de conserver une certaine forme de convergence, il semble donc qu’il vaille
mieux rester en dessous d’environ 50 mailles par diamètres de bulles avec cette
méthode sur maillage quelconque. La perte de convergence sur les maillages carrés
avec l’ajout des termes de corrections des non- orthogonalités est en lien avec les
résultats de Brodère et al. [16]. Il faut également garder à l’esprit que ce cas test de la
bulle immobile dans un champ de gravité nul, bien que très utile pour la vérification
élémentaire de notre implémentation de localisation d’interface, est très loin des cas
beaucoup plus fortement inertiels auxquels aspire notre approche finale.
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Figure 2.17 – De haut en bas et de gauche à droite : erreur relative sur le calcul de la
pression de Laplace, sur la circularité, l’intensité moyenne des courants
parasites, et le maximum de la norme des vitesses parasites en fonction
du raffinement du maillage, exprimé en nombre de cellules par diamètre
de bulle. Les différentes familles de maillage sont présentés pour une
bulle de diamètre 2 cm.
Figure 2.18 – Visualisation des courants parasites pour des maillages cubiques (1024,
4096, 16384 et 65536 cellules).
Figure 2.19 – Visualisation des courants parasites pour des maillages triangulaires de
Delaunay (2456, 9986, 39734 et 159154 cellules).
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Figure 2.20 – Visualisation des courants parasites pour des maillages cubiques et cu-
biques vibrés à 10%.
3 Oscillations de bulles
L’étude précédente concernait le cas de bulles statiques, où seule la seule force
de tension de surface s’exerçait sur une bulle à l’équilibre (rond en 2D, sphère en
3D). On ajoute alors un déséquilibre initial sous la forme d’une perturbation de la
forme de la bulle à t = 0 s. Cette perturbation induit des oscillations résultant de
l’équilibre des forces de tension de surface, amorties par les forces de frottement
visqueux.
3.1 Théorie
Dans le référentiel de la bulle, l’équation qui régit sa forme et sa pression interne













On s’intéresse ici à des petites perturbations dites de mode n, qui peuvent être
écrites dans le cas bidimensionnel :
R = R0 + An cos(nφ) (2.12)
Avec n l’ordre des perturbations (nombre de pics dans le repère polaire), soit ici
2 pour une perturbation elliptique et 4 pour une perturbation carrée, et φ une
abscisse curviligne de l’interface. Dans le cas de fluides incompressibles, pour des










An cos(nφ) + ∂2φ(An cos(nφ))
]
(2.13)
L’équation (2.11) devient alors une équation d’oscillations amorties dont la solution
est de la forme :
R(t) = R0 + A exp(−βt) sin(ω0t+ ϕ) (2.14)
Où R0 et ϕ sont donnés par les conditions initiales, et :
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On simule l’oscillation bidimensionnelle d’une bulle de diamètre 2 cm dans un
domaine de dimension 5×5 cm. On utilise différents maillages, de tailles respectives
45× 45, 64× 64, 91× 91, 128× 128 et 181× 181 cellules. Le pas de temps est fixé
pour chaque maillage, afin de conserver un nombre de Courant inférieur à 0.5, ce
qui en pratique donne des valeurs respectives de 0.5, 0.1, 0.1, 0.05 et 0.01 ms pour
les différents maillages.
3.3 Résultats
On simule des bulles oscillants pour les modes de perturbations n = 2 et n = 4,
soit respectivement une excitation elliptique et carrée. Les simulations sont menées
dans un domaine bidimensionnel de taille 5 × 5 cm2. La phase gaz a les propriétés
de l’air (ρg = 1.29 kg · m−3 et µg = 10−5 kg · m−1 · s−1), la phase liquide a pour
masse volumique ρl = 1000 kg ·m−3 et pour viscosité µl = 10−4 kg ·m−1 · s−1, la
tension de surface est fixée à 80× 10−3 N ·m−2.
On attend donc des oscillations avec une pulsation ω0 pour le mode 2 :
ω0 =
√
(23 − 2)× 80× 10−3
(1000 + 1.29)× 0.013 = 21.895 s
−1 (2.16)
et pour le mode 4 :
ω0 =
√
(43 − 4)× 80× 10−3
(1000 + 1.29)× 0.013 = 69.24 s
−1 (2.17)
La pulsation des oscillations amorties observées en figures 2.22 et 2.23 sont ex-
traites par transformée de Fourier. Elles sont comparées aux valeurs théoriques ω0
(2.15), et reportées en table 2.2 pour une déformation de mode 2 et en table 2.3
pour une déformation de mode 4.
Figure 2.21 – Fraction volumique du gaz à l’état initial perturbé (ellipse) et après
amortissement des oscillations au bout de 3 s.
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Maillage Pulsation ω0 [s−1] Err. rel. sur ω0 [%]
45× 45 19.75 9.8
64× 64 21.54 1.6
91× 91 21.54 1.6
128× 128 21.53 1.0
181× 181 21.21 3.1
Table 2.2 – Pulsations calculées et erreurs relatives par rapport au résultat analytique
sur l’oscillation d’une bulle 2D déformée par une perturbation de mode 2.
Figure 2.22 – Amplitudes des oscillations de l’axe de la bulle pour le cas d’une pertur-
bation initiale de mode 2 (à gauche), et spectre des pulsations obtenu
par transformée de Fourier (FFT) des oscillations amorties (à droite).
Le résultat sur le maillage 45 × 45 n’est pas présenté pour la bulle initialement
carrée car ce maillage, beaucoup trop grossier, ne permet pas de capter correctement
les angles du carré et donc les oscillations.
Maillage Pulsation ω0 [s−1] Err. rel. sur ω0 [%]
64× 64 53.86 22.2
91× 91 62.83 9.2
128× 128 66.33 4.1
181× 181 66.42 4.0
Table 2.3 – Pulsations calculées et erreurs relatives par rapport au résultat analytique
sur l’oscillation d’une bulle 2D déformée par une perturbation de mode 4.
On mesure une erreur relative inférieure à 10 % sur la valeur de la pulsation et
inférieure à 5 % sur la pression finale comparée à la valeur prédite par l’expression
de Laplace (2.5). On remarque dans les table 2.2 et 2.3 une absence de convergence
en maillage pour la pulsation ω0.
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Figure 2.23 – Amplitudes des oscillations de l’axe de la bulle pour le cas d’une pertur-
bation initiale de mode 4 (à gauche), et spectre des pulsations obtenu
par transformée de Fourier (FFT) des oscillations amorties (à droite).
Pour démonstration de faisabilité, l’oscillation d’une bulle dans un domaine 3D
est simulée, avec une perturbation initiale ellipsoïdale (mode 2). Le maillage est
constitué de 50× 50× 50 cellules cubiques. La résolution de l’équation (2.11) en 3D
pour une perturbation d’ordre 2 amène à une solution d’oscillations amorties dont
la pulsation est de la forme :
ω20 =
(n+ 2)(n3 − n)σ
((n+ 1)ρ1 + nρ2)R30
(2.18)
Soit, avec les mêmes propriétés physique que pour le cas 2D présenté précédemment :
ω0 =
√
4× (23 − 2)× 80× 10−3
(3× 1000 + 2× 1.29)× 0.013 = 25.29 s
−1 (2.19)
Ce qui prévoit une période d’oscillation de 124 ms. La période visuellement présentée
en figure 2.24 de 150 ms est donc un résultat tout à fait acceptable.
Figure 2.24 – Oscillation d’une bulle sphérique ayant subit une déformation d’ordre 2
(ellipsoïdale). L’intervalle de temps entre deux images est de 25 ms. La
surface représentée est l’isosurface αcg = 0.5.
Figure 2.25 – Bulle sphérique obtenue après amortissement des oscillations par les
forces visqueuses (ici au bout de 1 s de temps physique).
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On vérifie à l’aide de la figure 2.25 que la bulle tend à reprendre son aspect
sphérique après amortissement des oscillations.
4 Conclusion
Dans ce chapitre, la méthode de localisation d’interface dédiée à la simulation des
larges bulles déformées (ITM) a été vérifiée sur des cas analytiques. La convergence
de l’étape de compression artificielle de l’interface a été testée dans un premier temps,
montrant un comportement correct, en particulier dans le cas tri-dimensionnel qui
est à terme celui qui nous intéresse le plus.
Ensuite, le modèle est testé sur des cas de bulles isolées dans un champ de
gravité nulle. La simulation d’une bulle statique donne de bonnes prédictions des
valeurs de pressions de Laplace, et les cas avec perturbation de la forme initiale de
la bulle montrent de bons accords entre les fréquences d’oscillations théoriques et
numériques. Le retour à l’équilibre de ces bulles perturbées est satisfaisant.
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Modélisation d’interfaces localisées -
Montée de bulles
La validation du modèle sur des cas analytiques, présentée au chapitre précédent
étant satisfaisante, le présent chapitre propose de comparer l’approche à interface
localisée à des résultats expérimentaux. Dans un premier temps, des simulations
de montées de bulles dans des fluides de diverses viscosités seront exposées. Ces
premiers cas très classiques pour la validation de la modélisation d’interfaces nous
permettront de comparer nos résultats à d’autres méthodes numériques.
Compte tenu de l’importance de la coalescence dans les transitions entre les
différents régimes d’écoulements, la modélisation de la coalescence locale est ensuite
étudiée. On abordera la modélisation de panaches de bulles turbulents avec des
modèles deux-phases, deux-champs.
Enfin, bien qu’il n’y ait pas de comparaison expérimentale possible faute de don-
nées, des simulations dans les conditions fluides de l’écoulement dans le générateur
de vapeur sont réalisées, afin d’estimer la faisabilité numérique.
1 Benchmark de Hysing
Le benchmark de Hysing et al. [54, 96] consiste en deux études de montées de
bulles. La première propose un rapport des viscosités de 10, un rapport des masses
volumiques de 10 également et un coefficient de tension de surface de 24.5 N ·m−2,
tandis que la seconde des rapports respectifs de 100 et 1000 ainsi qu’un coefficient de
tension de surface de 1.96 N ·m−2. La gravité est fixée à 0.98 m ·s−2 (soit le dixième
de la gravité à la surface du globe terrestre). Ces propriétés sont récapitulées en
table 3.1, où les masses volumiques ρ sont exprimées en kg ·m−3 et les viscosités µ
en Pa · s.
La géométrie ainsi que les conditions initiales, présentées en figure 3.1, sont iden-
tiques pour les deux cas. Le domaine de calcul est bidimensionnel. Ses dimensions
sont 1 m de large et 2 m de haut. La bulle est initialement ronde, de diamètre 0.5 m,
centrée sur la position (x = 0.5; y = 0.5). Les deux cas ont donc le même nombre de
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Test Case ρ1 ρ2 µ1 µ2 g σ Re Eo ρ1/ρ2 µ1/µ2
1 1000 100 10 1 0.98 24.5 35 10 10 10
2 1000 1 10 0.1 0.98 1.96 35 125 1000 100
Table 3.1 – Propriétés physiques et nombres adimensionnels définissant les cas du
benchmark (source [54]).
Reynolds (35) mais des nombres d’Eötvos différents (respectivement 10 et 125), les
formes de bulles attendues sont donc assez différentes.
Figure 3.1 – Configuration initiale et conditions limites pour les cas tests du bench-
mark (source [54].
Quatre maillages sont utilisés pour le benchmark, composés de 40×80, 80×160,
160 × 320 et 320 × 640 cellules, soit des nombres de cellules par diamètre de bulle
valant respectivement 20, 40, 80 et 160. Les cellules sont cubiques. Les conditions aux
limites sont des conditions de glissement pour les parois verticales et non glissantes
pour les parois définissant le bas et le haut du domaine. Les deux plans parallèles
à (Oxy) sont des symétries pour respecter la géométrie 2D avec une couche unique
de cellule dans la direction z pour tous les maillages.
Il y a trois participants dans le rapport du benchmark. Les premiers utilisent
le code TP2D (pour Transport Phenomena in 2D), qui est un code basé sur une
discrétisation par éléments finis. La résolution de la pression et du champ de vitesse
sont délocalisées avec une méthode de projection discrète. L’interface est suivie par
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une méthode level-set associée à une étape de correction de masse pour assurer la
conservation. Les seconds utilisent le code FreeLIFE (pour Free surface Library
of Finite Element). Le code est basé sur un solveur pour écoulements incompres-
sibles dédié aux problèmes à surfaces libres. L’interface est également suivie par une
méthode level-set associée à une correction de masse. Enfin, le dernier code utilisé
est MooNMD (pour Mathematics and object oriented Numerics in MagDeburg).
C’est un code basé sur une description par éléments finis avec une approche ALE
(Arbitrary Lagrangian-Eulerian).
L’ascension des bulles est suivie sur un temps physique de 3 s. D’après les études
expérimentales de Clift et al. [28] (Cf. figure 3.2), une bulle ayant les paramètres
physiques du premier cas devrait être dans le régime ellipsoïdal (ellipsoidal regime).
En supposant que ces conclusions sont valables pour une bulle 2D, on attend une
bulle restant compacte durant son ascension, la tension de surface jouant un rôle
important dans la forme terminale de la bulle.
Le second cas test est, toujours selon les résultats de Clift et al. [28], entre les
régimes ellipsoïdal, skirted et dimpled ellipsoidal-cap. Un fractionnement de la bulle
est donc possible dans ce cas.
Figure 3.2 – Extrait de la cartographie des régimes de formes de bulles de Clift et al.
(source [28]). Les deux cas test du benchmark sont positionnés (1 et 2 en
bleu).
Afin d’obtenir une comparaison quantitative des résultats des différents codes,
trois quantités sont mesurées sur la bulle en ascension : la circularité de la bulle, la
position du centre de masse de la bulle et la vitesse du centre de masse de la bulle.
La circularité de la bulle ξ est définie par le rapport entre le périmètre de la bulle
ronde initiale et le périmètre de la bulle simulée. La position du centre de masse de
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la bulle au cours de l’ascension de la bulle est évalué par moyenne de la position des
cellules contenant la phase gaz. Avec le formalisme du modèle à deux fluides, cette
moyenne est pondérée par la fraction volumique de la phase gazeuse :





La vitesse d’ascension de la bulle est évaluée de façon similaire par moyenne de
la vitesse de la phase gaz. Une variante revient à utiliser la vitesse d’ascension du






1.1 Cas test numéro 1
Le premier cas du benchmark n’est pas très discriminant pour les codes de calculs
comme le montre la superposition des résultats en figure 3.3.
Figure 3.3 – Superposition des interfaces (α = 0.5) obtenues avec les trois codes du
benchmark et NEPTUNE_CFD.
Pour ce premier cas, on teste la différence entre une modélisation avec les lois
de fermetures présentées au paragraphe I.3, c’est-à-dire la tension de surface et une
condition de non-glissement à l’interface, et le modèle complet qui comprend en plus
l’étape de compression artificielle de l’interface. Chacune de ces méthodes est utilisée
sur les trois maillages comportant respectivement 20, 40 et 80 cellules par diamètre
de la bulle ronde initiale.
1.1.1 Observations
L’étape de comparaison visuelle sur la forme de la bulle au bout de 3 s d’as-
cension ne permet pas d’observer de différences entre les trois codes du benchmark
et notre simulation avec NEPTUNE_CFD (seul le modèle complet est représenté
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sur la figure 3.3). La comparaison quantitative permet de confirmer cette coïnci-
dence comme le montre l’ascension du centre de masse en figure 3.4. On note que
les simulations sur les maillages comportant 40 et 80 cellules par diamètres de bulles
(respectivement tirets et traits pleins sur les figures 3.4, 3.5 et 3.6) donnent des
résultats très proches avec le modèle complet.
Figure 3.4 – Superposition des positions du centre de masse de la bulle obtenues avec
les trois codes du benchmark et NEPTUNE_CFD (modèle complet) pour
le cas test numéro 1.
Sur la figure 3.4, on peut observer une déviation de la position du centre de masse
simulé avec un modèle sans compression (courbes vertes) à partir de 2 s d’ascension
pour les maillages les plus fins, et de 0.5 s pour le maillage grossier. Cela est sans
doute dû à la diffusion progressive de l’interface dans ce cas. Le modèle complet
(courbes rouges) simule la position du centre de la bulle avec un très bon accord
avec les trois autres codes du benchmark pour tous les maillages utilisés. Sur la
figure 3.5, on observe un écart inférieur à 5 % entre le modèle complet et les codes
du benchmark sur la prédiction de la vitesse d’ascension de la bulle. Étant donné
la correspondance observée à la fois sur l’interface et la position du centre de masse
au cours de la simulation, cet écart résulte surtout de la différence entre l’approche
mono- et bi-fluide. En effet, même si l’on impose l’égalité des vitesses à l’interface,
le fait d’intégrer la vitesse du gaz sur toute la bulle fait intervenir toutes les cellules
contenant de la phase gaz, y compris les deux couches de cellules à l’extérieur de
l’interface (celle-ci ayant une épaisseur d’environ 5 cellules), qui sont soumises à une
condition plus faible sur l’égalité des vitesses liquide et gazeuse.
1.1.2 Conclusions
Ce premier cas test permet de valider la cohérence des prédictions numériques de
notre méthode de suivi d’interface implémentée dans NEPTUNE_CFD avec trois
codes utilisant des méthodes level-set ou d’interface tracking.
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Figure 3.5 – Superposition des vitesses globales de la bulles obtenues avec les trois
codes du benchmark et NEPTUNE_CFD pour le cas test numéro 1.
Figure 3.6 – Superposition des circularités obtenues avec les trois codes du benchmark
et NEPTUNE_CFD pour le cas test numéro 1.
1.2 Cas test numéro 2
Pour le cas numéro 2, on teste cette fois-ci différentes méthodes de compression.
Pour comparaison, on conserve un cas sans compression. Seule une étape de com-
pression est réalisée à chaque pas de temps physique dans une seconde simulation,
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enfin, l’étape de compression est menée jusqu’à convergence dans une troisième si-
mulation. On ne présente ici que les résultats obtenus avec le maillage à 80 cellules
par diamètre de bulle qui est le maillage le plus fin utilisé par toutes les méthodes
du benchmark.
1.2.1 Observations
La figure 3.7 permet d’observer que l’on obtient après trois secondes d’ascension
une bulle assez similaire avec les différentes méthodes. En particulier, la forme de
la partie amont de la bulle est quasiment superposable quelque soit le degré de
compression de l’interface. On observe par contre un écart plus important sur la
partie aval de la bulle où la diffusion de l’interface est importante. Dans la méthode
complète, l’étape de compression est itérée en moyenne 5 fois pour atteindre son seuil
de convergence. La réduction de la diffusion de la bulle en aval de sa trajectoire
montre l’importance de l’utilisation d’une méthode de compression artificielle de
l’interface.
Figure 3.7 – Comparaison des interfaces (α = 0.5) obtenues avec les trois simula-
tions sous NEPTUNE_CFD : sans compression, avec une seule itération
de compression et avec la méthode complète, et avec les trois codes du
benchmark.
La figure 3.8 montre l’évolution au cours du temps (intervalle de temps entre deux
images de 0.6 s) de l’interface de la bulle, avec le code TP2D et avec la méthode de
larges interface complète dans NEPTUNE_CFD. On constate sur cette figure que
si les deux codes prédisent un fractionnement de la bulle au même moment (aux
alentours de 2), les parties détachées n’ont pas le même volume.
En procédant de la même façon que pour le cas numéro 1, on compare mainte-
nant quantitativement les résultats des simulations numériques. Sur la figure 3.9, on
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Figure 3.8 – Évolution de l’interface de la bulle au cours de son ascension. Les courbes
noires représentent l’interface simulée avec le code TP2D tandis que les
courbes jaunes et rouges représentent respectivement les isosurfaces αb =
0.1 et αb = 0.9. La simulation dure 3 s physiques, on présente ici différents
temps de simulation représentatifs de l’évolution de la bulle.
constate que l’on retrouve la même ascension jusqu’à la fragmentation de la bulle,
intervenant vers 2.0 s. Un écart plus important peut être mesuré sur la figure 3.10,
même avant fragmentation de la bulle. Comme sur la figure 3.8, on observe qu’au
cours de la simulation la position de l’amont de la bulle, et donc sa vitesse, sont iden-
tiques. Il en résulte que les écarts mesurés sur la vitesse globale de la bulle sont dus,
soit à la méthode d’évaluation de cette vitesse en diphasique ou en monophasique,
soit à la partie diffusée de l’interface qui est plus large dans l’approche bi-fluide.
Comme on pouvait l’observer en figure 3.8, le périmètre de la bulle simulée avec
NEPTUNE_CFD est plus grand que celui prévu par TP2D, il en résulte donc une
circularité plus faible tout au long de l’ascension de la bulle (Cf. figure 3.11).
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Figure 3.9 – Superposition des positions du centre de masse de la bulle au cours du
temps obtenues avec les trois codes du benchmark et NEPTUNE_CFD
pour le cas test numéro 2.
Figure 3.10 – Superposition des vitesses globales de la bulle obtenues avec les trois
codes du benchmark et NEPTUNE_CFD pour le cas test numéro 2.
1.2.2 Conclusions
Les résultats de ce deuxième cas test sont assez concluants concernant la méthode
de localisation d’interfaces mise en place. La prise en compte de la tension de surface
permet d’obtenir une calotte supérieure coïncidant avec les prévisions des autres
codes. La comparaison aux codes du benchmark est satisfaisante du point de vue de
la forme générale de la bulle et de sa vitesse. On note une différence au niveau du
fractionnement des bulles.
En introduction de leurs travaux, Hysing et al. [54] fournissent une comparai-
son de la bulle du cas numéro 2 au bout de trois secondes d’ascension qui en plus
d’inclure les trois codes du benchmark, propose des résultats obtenus avec trois
codes commerciaux : ANSYS CFX®, COMSOL Multiphysics® et FLUENT. Au-
cune information n’est donnée sur les paramètres et les modèles utilisés pour les
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Figure 3.11 – Superposition des circularités obtenues avec les trois codes du bench-
mark et NEPTUNE_CFD pour le cas test numéro 2.
simulations avec les codes commerciaux. La figure 3.12 montre que la dynamique de
la bulle simulée avec NEPTUNE_CFD est en bon accord avec les autres codes.
Figure 3.12 – Simulation numérique d’une bulle ascendante 2D pour six codes diffé-
rents (source Hysing [54]) comparée aux résultats obtenus sous NEP-
TUNE_CFD avec étape de compression artificielle.
2 Expériences de Raymond & Rosant
2.1 Présentation des conditions expérimentales
L’expérience consiste en des lâchers isolés de bulles dont le diamètre est variable.
Quatre fluides (mélanges eau-glycol) sont étudiés, leurs propriétés étant données
par la table 3.2. Des mesures de la forme des bulles ainsi que leur vitesse limite
d’ascension sont fournies.
Le montage expérimental est basé sur une cuve rectangulaire de section 30 ×
20 cm2 et de hauteur 50 cm.
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Série Viscosité [Pa · s] Densité [kg/m3] Tension de surface [N/m]
S1 0.687 1250 0.063
S3 0.242 1230 0.063
S5 0.0733 1205 0.064
S6 0.0422 1190 0.064
Table 3.2 – Propriétés des fluides utilisés pour les cas modélisés des expériences de
Raymond et Rosant [104].
2.2 Modélisation numérique
Afin d’optimiser le coût CPU des simulations, on modélise les montées de bulles
avec l’hypothèse d’une symétrie axiale, ce qui permet d’utiliser une géométrie axi-
symétrique. Les dimensions de la colonne, en particulier son diamètre interne, étant
très grandes devant le diamètre de bulle, on peut considérer la montée de la bulle
comme indépendante de toute interaction avec la paroi. On utilisera donc un do-
maine de calcul de diamètre suffisant pour s’affranchir d’éventuels effets de paroi.
Dans l’hypothèse d’une symétrie axiale, seule une tranche du cylindre total est mo-
délisée, l’angle du domaine est choisi de façon à ce que l’épaisseur des cellules reste
petite devant le pas d’espace du maillage. La grille est carrée dans le plan de l’axe
de symétrie (Cf. figure 3.13).
Figure 3.13 – Grille axisymétrique
utilisée pour la mo-
délisation des expé-
riences de Bhaga et
Weber [13] ainsi que
celles de Raymond et
Rosant [104].
Les travaux expérimentaux de Raymond et Rosant [104] fournissent des mesures
de vitesse limite d’ascension des bulles, ainsi qu’un rapport de forme pour la bulle
une fois cette vitesse atteinte. Expérimentalement, le rapport de forme est calculé
à l’aide de la mesure de la hauteur de la bulle h et de sa largeur w. Dans les
simulations numériques, un domaine d’une hauteur de 12 fois le diamètre de bulle
permet d’atteindre une vitesse d’ascension limite pour les bulles. La hauteur de la





On intègre ensuite le taux de vide dans le plan du maillage, ce qui permet d’accéder
directement au rapport souhaité sous l’hypothèse que la bulle est une ellipsoïde.
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On met en place un test de sensibilité au raffinement du maillage et un autre à
la largeur du domaine de calcul. Ces tests de sensibilité sont réalisés avec un point
expérimental moyen, pour une viscosité du liquide de 0.0733 Pa · s (Cas S5) et une
bulle ayant un diamètre initial de 8 mm.
Six maillages sont utilisés (M2, M3, M4, M5, M6 et M7), avec un paramètre
de pas d’espace h = ∆x/db prenant respectivement les valeurs 1/15, 1/20, 1/25,
1/30, 1/35 et 1/40. La forme finale de la bulle est plus sensible que la vitesse limite
au raffinement du maillage. La figure 3.14 permet d’observer cette différence de
sensibilité : mis à part le résultat sur le maillage M2, les fronts de bulles (à gauche
sur la figure) ont tous progressé à une vitesse similaire malgré les différences de
forme. La forme prédite de la bulle est la même à partir du maillage M5, soit pour
un paramètre de discrétisation spatiale de 1/30.
Figure 3.14 – Études de la forme de la bulle en fonction du raffinement du maillage,
de 15 à 40 cellules par diamètre de bulle (à droite).
Cinq tailles de domaines sont testées, de 2 à 6 fois le diamètre de bulle pour le
rayon du domaine de calcul. Cette fois, c’est la vitesse limite qui est le paramètre le
plus sensible à la dimension du domaine. On observe cela sur la figure 3.15 par le
fait que les bulles ont toutes une forme similaire quelque soit la largeur du domaine
de calcul. La vitesse limite est indépendante de la taille du domaine pour un rayon
de domaine supérieur ou égal à 4 fois le diamètre initial de la bulle.
Ces deux résultats confirment ceux annoncés par Hua et al. [52]. Pour toutes les
simulations de montées de bulles présentées, on utilisera un domaine de rayon 4 fois
le diamètre de la bulle initiale, et de hauteur 12 diamètres de bulles. La finesse du
maillage est fixée par le paramètre h = 1/30.
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Figure 3.15 – Études de la forme de la bulle en fonction de la taille du domaine phy-
sique, rayon du domaine de 2 à 6 fois le diamètre de bulle (à gauche).
Le temps est constant et est fixé de sorte d’assurer que la condition de Courant-
Friedrichs-Lewy soit respectée (nombre de Courant inférieur à 1). Pour chaque li-
quide, on modélise dix montées de bulles de diamètres initiaux variants de 3 à 12mm,
en incrémentant le diamètre d’un millimètre entre chaque simulation.
2.3 Résultats
On ne garde que les simulations pour lesquelles on obtient une bulle de forme
stabilisée qui ne se dissocie pas de l’axe vertical afin de conserver le cadre de si-
mulations axisymétrique. Ce qui explique pourquoi on ne retrouve pas les grands
diamètres pour les liquides les moins visqueux. On obtient alors un total de 33 si-
mulations représentées dans les courbes suivantes. Les figures 3.16 et 3.17 montrent
la comparaison entre les résultats expérimentaux et les simulations respectivement
pour la vitesse limite et le rapport de forme des bulles.
Figure 3.16 – Comparaison entre les mesures expérimentales de vitesses limites (sym-
boles évidés) et les simulations numériques (lignes continues) pour les
quatre expériences S1, S3, S5 et S6 de Raymond et Rosant.
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Figure 3.17 – Comparaison entre les mesures expérimentales de forme de bulles (sym-
boles évidés) et les simulations numériques (lignes continues) pour les
quatre expériences S1, S3, S5 et S6 de Raymond àet Rosant.
Une première observation est la concordance entre les diamètres des bulles mesu-
rés et simulés pour les quatre expériences S1, S3, S5 et S6. Après vérification auprès
de l’un des deux auteurs, une limitation expérimentale était que les bulles devaient
présenter une montée le long de l’axe (Oz) du montage et ne pas présenter d’oscil-
lations, ni se fragmenter. Ainsi, les diamètres supérieurs à 8 mm pour l’expérience
S6 qui se séparent de l’axe et donc perdent la symétrie axiale dans les simulations
n’ont pas étés mesurés expérimentalement.
La vitesse prédite des bulles est en bon accord avec les résultats expérimentaux,
l’écart observé sur la figure 3.16 étant inférieur à 10% pour la plupart des cas, les
autres présentant un écart inférieur à 25%. Les points expérimentaux présentent
eux-même des écarts pouvant aller jusqu’à 20% pour les cas de montée à faible
vitesse. Pour ce qui est de la prédiction de la forme des bulles, on constate sur la
figure 3.17 des écarts inférieurs à 10% pour les expériences S1 et S3 et inférieurs à
23% pour l’expérience S5. Seuls les cas avec des diamètres supérieurs à 6 mm de
l’expérience S6 présentent un écart supérieur à 25%.
3 Expériences de Bhaga & Weber
Les expériences de Raymond et Rosant ont permis de comparer de manière quan-
titative le modèle de suivi d’interface pour les bulles déformables. Cependant, si ces
résultats permettent de mesurer l’efficacité du modèle, ils ne permettent pas de réa-
liser une comparaison visuelle de la forme réelle des bulles, au-delà du rapport de
forme sous l’hypothèse d’un profil ellipsoïdal de celles-ci. C’est justement ce que l’on
vise en simulant les expériences de Bhaga et Weber [13] avec lesquelles sont fournies
des photographies de bulles en ascension dans un liquide visqueux.
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3.1 Présentation des conditions expérimentales
Les expériences de Bhaga et Weber [13] présentent des cas de montée de bulles
dans une colonne contenant un liquide visqueux. La colonne mesure 183 cm de
hauteur et a un diamètre interne de 29.2 cm. Chaque expérience consiste en l’obser-
vation de la forme finale de bulles pour une valeur de viscosité de la phase liquide
(eau sucrée, voir table 3.4). Cette variation de viscosité du fluide est réalisée de
façon à faire varier les nombres de Morton et de Reynolds en conservant un nombre
d’Eötvos constant égal à 116. La densité du fluide varie entre 1314 et 1390 kg ·m−3,
et le coefficient de tension de surface entre 0.0769 et 0.0800 N ·m−1. On dispose de
photographies de l’état stabilisé de chaque bulle (Cf. figures 3.19 et 3.20).
Expérience (a) (b) (c) (d) (e) (f) (g) (h)
Mo 848 266 41.1 5.51 1.31 0.103 4.63× 10−3 8.60× 10−4
Re 2.47 3.57 7.16 13.3 20.4 42.2 94.0 151
Table 3.3 – Nombres adimensionnels pour l’expérience de Bhaga et Weber (source
[13]).
Le volume injecté pour chaque bulle est de 9.3 cm3, soit un diamètre initial
de 26.09 mm avec l’hypothèse d’une bulle initialement sphérique. La viscosité est la
seule propriété physique qui change significativement avec la concentration de sucre.
On approxime donc la masse volumique et le coefficient de tension de surface à leur
valeurs moyennes, soit respectivement ρl = 1350 kg · m−3 et σ = 0.0785 N · m−1.
Ce qui permet de calculer la valeur de la viscosité de chaque cas expérimental à
l’aide du nombre de Morton, ainsi que de déduire du nombre de Reynolds la vitesse
d’ascension limite de chaque bulle. Ces valeurs sont présentées dans la table 3.4.
Expérience (a) (b) (c) (d) (e) (f) (g) (h)
Viscosité [Pa · s] 2.70 2.02 1.27 0.77 0.54 0.28 0.13 0.09
Vitesse limite [cm/s] 19.0 20.5 25.8 29.0 31.1 34.1 34.9 36.8
Table 3.4 – Viscosité du liquide et estimation de la vitesse limite expérimentale des
bulles pour les expériences de Bhaga & Weber.
3.2 Modélisation numérique
Les simulations sont effectuées avec un pas de temps constant. Ce dernier est
fixé en tenant compte de la vitesse limite expérimentale (Cf. table 3.4) et du pas
du maillage, qui permettent de s’assurer que l’on conserve tout au long du calcul
un nombre de courant inférieur à 1 (condition CFL). Le maillage est construit de
la même façon (Cf. figure 3.13) que pour l’expérience de Raymond & Rosant, en
prenant pour référence le diamètre des bulles qui est ici de 26 mm.
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3.3 Résultats
Figure 3.18 – Comparaison entre la vitesse terminale déduite du nombre de Reynolds
expérimental et la vitesse calculée par la simulation numérique.
Figure 3.19 – Superposition des résultats de simulation et des photographies issues
d’observations expérimentales.
On retrouve bien les profils (Cf. figure 3.19) et vitesses expérimentaux (Cf. fi-
gure 3.18) pour les quatre premiers cas ((a) à (d)). Il est à noter que les profils
obtenus numériquement sont dimensionnés avec l’échelle du quadrillage des photos




Figure 3.20 – Superposition des résultats de simulation et des photographies issues
d’observations expérimentales.
Pour ce qui est des cas suivants, on observe sur la figure 3.20 que la forme des
bulles des cas (e) et (f) sont moins bien prédits par la simulation. Les cas (g) et
(h) (ce dernier n’est pas représenté car cela n’avait plus aucun sens) présentent une
fragmentation de la bulle que l’on ne retrouve pas expérimentalement. Une première
idée est de réaliser une simulation en 3D pour voir si l’on obtient la même chose.
Autrement dit, on teste la pertinence de l’utilisation d’un maillage axisymétrique.
On obtient un tore, ce qui conforte l’utilisation du maillage axisymétrique pour
les cas (a) à (f). Une des pistes les plus probable pour expliquer cette forte diffé-
rence de comportement est le fait que l’on modélise ces expériences avec l’hypothèse
d’écoulements laminaires, ce qui ne doit plus être le cas des expériences les moins
visqueuses. Le fait que les images expérimentales (f), (g) et (h) ne présentent plus
une symétrie axiale (le cas (h) étant clairement un cas d’ascension avec une trajec-
toire flottante, ou wobbling bubble), nous laisse penser que cette hypothèse est sans
doute justifiée.
Une deuxième idée peut être d’initialiser non plus une bulle ronde, mais de forme
ellipsoïdale. Hua & Lou [52] montrent que pour un nombre de Reynolds de 14, cela
n’a que peu d’influence sur la forme finale de la bulle, par contre pour Re = 206, une
bulle ronde se scinde en deux alors que pour h/w = 0.85 la bulle reste compacte.
4 Coalescence
La modélisation des expériences de lâchers de bulles dans des fluides visqueux
a montré des résultats satisfaisants. On s’intéresse dans cette partie au comporte-
ment de deux bulles dans une phase de coalescence. La coalescence locale de deux
bulles est un phénomène étudié expérimentalement [19, 25, 87]. La modélisation
de cette coalescence, qui est bien entendu très importante dans notre optique de
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simulation d’écoulements complexes à fort taux de vide, est un sujet sensible pour
les méthodes de capture d’interfaces [25, 48, 90, 131]. Contrairement aux approches
avec maillage de l’interface (maillage mobile ou marqueurs), l’approche Eulérienne
avec une fonction couleur ne présente pas de problème de recombinaison d’interface
puisqu’on ne s’intéresse pas au nombre d’interfaces, et que l’on ne différencie pas
une bulle d’une autre. En revanche, il est primordial de s’assurer que l’étape de
compression artificielle ne vient pas perturber de façon significative le temps carac-
téristique de coalescence. Les résultats de simulation numérique seront comparés à
des observations expérimentales pour des cas de coalescence locale.
4.1 Test de séparation d’interfaces
On simule ici en 1D la reconnaissance par la méthode de compression d’interfaces
diffusées puis re- compactées. On étudie la capacité de la méthode de compression
artificielle en fonction de la distance entre les bulles initiales. Les interfaces sont
initialement diffusées sur une distance caractéristique égale au rayon des bulles, soit
0.5 cm. Le maillage utilisé est une ligne de 50 × 1 × 1 cellules de volume 1 mm3
chacune.
Figure 3.21 – Bulles initiales (bleu), diffusées (vert) et après l’étape de compression
artificielle (rouge). Les distances initiales entre les centres des bulles sont
respectivement de 6, 5, 4, 3, 2.5 et 2.2 fois le rayon des bulles initiales.
On observe sur la figure 3.21 que l’on retrouve après compression, deux interfaces
pour une distance entre les deux bulles jusqu’à 2.5 fois le rayon initial. Ce test
simple permet de s’assurer que l’on ne rencontre pas de problème particulier lié à la
compression de deux interfaces proches. On s’intéresse par la suite à la modélisation
de la coalescence locale en se basant sur des observations expérimentales.
4.2 Expérience de Chen et al.
L’expérience de Chen et al. [25], présente des images expérimentales de la coa-
lescence de deux bulles représentée en figure 3.22. Celles-ci sont injectées successive-
ment dans un liquide au repos. Le montage expérimental est décris dans les travaux
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de Manasseh et al. [76, 77]. Les propriétés du mélange eau-glycérine constituant la
phase liquide sont les suivantes :
ρl = 1220 kg ·m−3, µl = 0.11 kg ·m−1 · s−1 et σ = 0.066 N ·m−1 (3.6)
Figure 3.22 – Photographies de l’expérience de coalescence locale de Chen et al. . Les
deux bulles sont injectées successivement par un injecteur de diamètre
6 mm.
L’expérience ayant une géométrie cylindrique, on modélise la coalescence dans
un domaine axisymétrique. On utilise ici trois maillages comportant respectivement
100× 300, 120× 360 et 140× 420 cellules, soit respectivement 25, 30 et 35 cellules
par diamètre de bulle.
Dans un premier temps, on initialise les deux bulles comme étant déjà dans le
domaine à t = 0 s avec une forme sphérique de diamètre 10 mm. Les figures 3.23 et
3.24 représentent respectivement les simulations avec NEPTUNE_CFD et avec la
méthode VOF de Chen et al. [25].
Figure 3.23 – Simulation numérique de l’expérience de Chen et al. avec NEP-
TUNE_CFD. Sur la partie droite de chaque image, on a représenté les
interfaces obtenues avec les trois maillages 100 × 300 (vert), 120 × 360
(rouge) et 140 × 420 (noir). La partie de droite montre le taux de vide
pour la phase gaz pour le maillage 120× 360.
On observe sur la figure 3.23 que les résultats avec les maillages 120 × 360 et
140×420 sont suffisamment proches pour considérer que le maillage 120×360 fournit
une solution indépendante du raffinement. Cela conforte les résultats trouvés pour
des montées de bulles seules, étudiées au paragraphe 2. Comme il était précisé par
les travaux de Chen et al. [25] et Hasan et Zakaria [48], l’écart entre l’initialisation
de la simulation numérique et l’injection des bulles dans le montage expérimental ne
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Figure 3.24 – Simulation numérique pour la coalescence locale de Chen et al. [25]
(Re = 12, Eo = 5,Mo = 4.1 × 10−3, ρl/ρg = 1000, µl/µg = 100), le
temps adimensionnel τ est défini tel que : τ = t/tref sans que tref ne soit
donné.
laissait pas espérer une comparaison de la forme des bulles lors de la coalescence. On
peut néanmoins observer que l’on prédit par la simulation un temps caractéristique
de coalescence proche de celui observé expérimentalement (environ 30 ms à partir
du moment où la seconde bulle est happée par la bulle de tête).
Pour tenter de se rapprocher des conditions expérimentales et de la forme des
bulles lors du processus de coalescence, on initialise le calcul à partir d’un état où
les deux bulles sont toujours au repos mais possèdent la même forme que sur la
première photographie expérimentale (t = 45 ms sur la figure 3.22). On suit alors
leur évolution superposée aux observations expérimentales à t = 60, 75 et 90 ms.
Figure 3.25 – Le contour α = 0.5 de la bulle en rouge est superposé aux photographies
expérimentales. On peut observer l’écart de vitesses entre les mesures
expérimentales et les prédictions de la simulation numérique, essentiel-
lement dues à l’écart initial.
Les écarts tant sur la forme que pour la vitesse, sont toujours en grande partie
dus aux différences entre les conditions initiales. En effet, si l’on a repris les formes
initiales des deux bulles, la vitesse initiale est, elle, nulle dans tout le domaine pour
la modélisation. On notera en particulier le retard progressif des bulles simulées par
rapport aux bulles expérimentales.
4.2.1 Injection de gaz
Une idée est alors de modéliser l’injection des bulles dans le domaine, afin d’avoir
des vitesses plus réalistes par rapport à l’expérience. Si l’injection de bulles de gaz
par un injecteur à vitesse ou débit connu est réalisable [120], modéliser une entrée
contrôlée par une différence de pression telle que l’injection de gaz de Manasseh et
al. [76] est beaucoup plus complexe. On connaît le diamètre de la sortie de l’injecteur
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(dinjection = 6 mm). Dans un premier temps, on modélise un jet à vitesse constante.
La vitesse d’entrée du jet au niveau de l’injecteur est évaluée à partir des conditions
de l’expérience de Chen et al. .
Figure 3.26 – Jet de gaz avec une vitesse d’entrée de 0.1 m · s−1. L’isosurface
αcg = 0.5 est représentée en blanc. Les images (a), (b), (c), (d),
(e), (f), (g) et (h) représentent respectivement le jet au temps t =
0.05, 0.3, 0.55, 0.8, 1.05, 1.065, 1.08 et 2 s. Certaines bulles se dé-
tachant du jet coalescent ensuite entre elles, comme on peut l’observer
sur les images (e), (f) et (g).
On constate que le jet de gaz simulé se fractionne en bulles qui peuvent alors
coalescer. On ne contrôle pas la taille des bulles se détachant ni la fréquence de
fragmentation du jet. Les coalescences observées comme, par exemple, sur les images
(e), (f) et (g) de la figure 3.26, ont toujours lieu avec un temps caractéristique
du même ordre de grandeur que le temps caractéristique de coalescence observé
expérimentalement.
Dans un second temps, on souhaite injecter des bulles successivement. Cela est
réalisé à l’aide d’une entrée de gaz avec un taux de vide constant égal à 1 et une
vitesse d’injection en forme de créneau. La valeur de la vitesse est fixée à Uinjection =
0.1 m·s−1 sur une durée de 0.05 s, ce qui permet d’injecter dans le domaine une bulle
ayant un volume d’environ 0.7 cm3. Le résultat d’une telle injection est présenté sur
la figure 3.27.
Comme on peut l’observer, le détachement de la bulle à la fin de l’injection n’est
pas correctement modélisé. On observe une traînée de gaz diffus qui semble être
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Figure 3.27 – Injection d’une bulle en 2D-axisymétrique par une vitesse d’entrée du
gaz de la forme d’une fonction créneau.
accroché à l’injecteur. Une courte phase d’injection d’eau consécutive à l’injection
de la bulle est ajoutée. Cette entrée d’eau est réalisée avec la même vitesse que
l’injection de gaz.
Figure 3.28 – Injection de bulles en 2D-axisymétrique avec une vitesse d’entrée du
gaz de la forme d’une fonction créneau suivie d’une courte injection de
liquide.
Cette fois-ci, on est bien capable de réaliser l’injection d’une bulle dans le domaine
de calcul avec localisation de l’interface de la bulle. Les résultats expérimentaux
disponibles consistent ici en quatre photographies de la coalescence de deux bulles.
Si les propriétés du fluide et la taille de l’injecteur sont connus, il nous manque
la valeur de la pression imposée en sortie de l’injecteur et la fréquence d’injection
des bulles. Ce qui ne permet pas d’évaluer précisément la vitesse d’injection et le
volume des bulles. Notre condition aux limites reste donc très incertaine pour la
reproduction des conditions expérimentales.
4.3 Expérience de Brereton et Korotney (1991)
Un autre résultat expérimental de coalescence locale entre deux bulles est proposé
par Brereton et Korotney [19]. Cette expérience a déjà fait l’objet de simulation à




4.3.1 Présentation des conditions expérimentales
Cette expérience a été menée dans deux mélanges liquides de propriétés diffé-









Mo = 2× 10−4
Re = 43
(3.7)
Deux bulles sont lâchées successivement dans le liquide, la deuxième bulle étant
soit dans l’axe d’ascension de la première, soit décalée par rapport à cet axe. Selon les
observations expérimentales, la distance initiale entre les deux bulles n’influence pas
le phénomène de coalescence qui a lieu tant que la seconde bulle "voit" le sillage de
la bulle amont. Effectivement, tant que la seconde bulle est initialement lâchée dans
le sillage de la première, la distance les séparant ne fait que modifier la durée entre
l’initialisation et la coalescence des deux bulles, sans changer la durée du phénomène
de coalescence.
4.3.2 Modélisation numérique
Connaissant le diamètre des bulles injectées, on utilise pour le calcul les propriétés
physiques suivantes, communes aux deux mélanges :
σ = 0.069 N ·m−1
g = 9.81 m · s−2
db = 0.01 m
ρl = 1125.4 kg ·m−3
(3.8)
Étant donné que seuls les nombres d’Eötvos sont identiques, on fait l’hypothèse
que les propriétés des deux liquides ne diffèrent que par la valeur de la viscosité : cas (a) µl = 0.795 kg ·m−1 · s−1cas (b) µl = 0.0524 kg ·m−1 · s−1 (3.9)
Suivant les conditions initiales utilisées par van Sint Annaland et al. [131], la
distance entre les deux centres de bulle est fixée à ∆zcentres = 15 mm, les bulles
ayant un diamètre de 10 mm. Ce qui permet d’observer la coalescence des bulles sur
une hauteur raisonnable pour éviter d’avoir un domaine de calcul de trop grande
dimension. Pour les cas de coalescence oblique, le désaxement initial est de 0.008 m.
Les dimensions du domaine de calcul sont 0.04× 0.04× 0.08 cm3. Les maillages
utilisés contiennent respectivement 80×80×160 et 160×160×320 cellules pour les
cas (a) et (b), soit des pas de discrétisations de ∆x = 5× 10−4 m et 2.5× 10−4 m.
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Figure 3.29 – Comparaison entre les observations expérimentales de Brereton et Korotney et la simulation nu-
mérique avec Neptune_CFD pour des bulles en ascension coaxiales (en haut) et oblique (en bas) :
Eo = 16 Mo = 30 Re = 1. L’intervalle de temps entre deux images est de 30 ms.
Figure 3.30 – Comparaison entre les observations expérimentales de Brereton et Korotney et la simulation nu-
mérique avec Neptune_CFD pour des bulles en ascension coaxiales (en haut) et oblique (en bas) :
Eo = 16 Mo = 2×10−4 Re = 43. L’intervalle de temps entre deux images est de 30 ms. La simulation




Les résultats de la coalescence sont présentés en figures 3.29 et 3.30 respecti-
vement pour les cas (a) et (b). Le fait d’avoir utilisé un maillage plus raffiné pour
simuler le cas le plus visqueux s’explique par la présence dans ce cas d’une pointe
sur la bulle au moment de la coalescence. Cette pointe, que l’on peut observer sur les
photographies expérimentales à t = 0.12 s est très difficile à capter numériquement.
On observe un bon accord visuel entre simulations et résultats expérimentaux. Le
temps caractéristique du phénomène, entre autre, est bien reproduit par la simula-
tion numérique. Avec un intervalle de temps entre chaque image de 30 ms, on peut
évaluer le temps de coalescence à 75 ± 15 ms pour le cas (a) et 45 ± 15 ms pour
le cas (b). Malgré la complexité du phénomène de coalescence et le fait que l’on ne
modélise ni ne simule le drainage du film liquide entre les deux bulles, les formes
tant de la bulle de tête que de la bulle de queue sont satisfaisantes. La comparaison
avec les résultats de simulation présentée par Niceno et al. [90] (Cf. figure 3.30) est
également satisfaisante.
Une comparaison plus quantitative de la forme des bulles est proposée en fi-
gure 3.31. Le rapport de forme est calculé à l’aide de la mesure de la hauteur de la
bulle h et de sa largeur w. Comme on ne peut plus faire ici l’hypothèse d’une forme
ellipsoïdale pour les bulles, on utilise deux techniques pour évaluer les dimensions
des bulles. La première est obtenue en ajustant autour de chaque bulle un pavé, la
seconde, une ellipsoïde.
Figure 3.31 – Comparaison entre les rapports de forme des bulles mesurés sur les phot-
graphies expérimentales et issus des simulations numériques pour les
quatre cas (axiaux et obliques). Les symboles pleins correspondent aux
mesures par des ellipsoïdes et les symboles vides aux mesures par des
pavés.
Á l’exception du cas de la coalescence oblique dans le liquide le moins visqueux
(cas (b)) représenté par les triangles rouges sur la figure 3.31, l’erreur sur la forme des
bulles est globalement inférieure à 25%. Les différences sont principalement dues à
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la différence entre l’initialisation des simulations numériques et l’injection des bulles.
En effet, sur les photographies expérimentales annotées de t = 0 s, les bulles sont déjà
en ascension contrairement aux simulations initialisées avec des bulles sphériques au
repos.
4.4 Conclusion
Ces différentes comparaisons avec les résultats expérimentaux de Chen et al. et
Brereton & Korotney sont satisfaisantes. Le modèle dédié aux larges bulles permet
la simulation de phénomènes de coalescence locale, comparables qualitativement
aux observations expérimentales, malgré des différences importantes sur les condi-
tions initiales. La comparaison quantitative sur l’expérience de Brereton & Korotney
montre elle aussi des résultats en bon accord avec l’expérience, avec un écart sur
la forme des bulles inférieur à 25% lorsque les conditions initiales ne sont pas trop
éloignées.
Notre modèle est donc capable de traiter des problèmes de montées de bulles
isolées ou non, et de suivre deux interfaces qui coalescent.
5 Colonne de bulles - Deen et al.
Les paragraphes précédents ont permis de montrer les capacités du modèle dédié
aux larges bulles à simuler l’ascension d’une bulle isolée ou la coalescence de deux
bulles. Toutes ces simulations ont été réalisées pour des nombres de Reynolds suf-
fisamment petits pour ne pas avoir à modéliser la turbulence. Comme il a déjà été
mentionné en introduction, l’approche mise en place dans nos travaux inclut une
modélisation de la turbulence pour les échelles inférieures à l’échelle de coupure du
modèle, autrement dit, la taille limite entre simulation des interfaces et modélisation
de bulles dispersées. Sans pour autant mettre en place une modélisation fine de la
turbulence, nous proposons dans ce paragraphe de tester une implémentation simple
d’un modèle LES par rapport à une modélisation URANS de la turbulence. L’idée
est dans un premier temps d’identifier les points sensibles relatifs à l’utilisation d’un
modèle LES dans une simulation comprenant à la fois des interfaces et des structures
diphasiques sous-maille (le champ dispersé).
L’expérience de Deen et al. [33] est une colonne de bulles oscillantes dans une cuve
à base carrée. Cette expérience a été modélisée numériquement avec une approche
RANS et LES par Deen et al. [34, 35] et Niceno et al. [38, 88, 89]. Elle devrait
nous permettre de discuter de l’effet d’une modélisation LES dans une simulation
où toutes les structures diphasiques sont traitées en sous-maille.
5.1 Description de l’expérience
Le montage expérimental consiste en une colonne de bulles dans une cuve à
section carrée (15 × 15 cm2), contenant à l’instant initial une hauteur d’eau de
45 cm (noté L sur la figure 3.32). Les bulles sont injectées par une entrée au fond de
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la cuve, composée de 49 trous de 1 mm de diamètre chacun, répartis sur une plaque
de section carrée également (de coté 6.25 mm), centrée par rapport à la cuve. Cette
géométrie de l’injecteur permet l’introduction de bulles d’un diamètre moyen de
4 mm. La vitesse superficielle du gaz est de 5.0 mm · s−1.
Figure 3.32 – Schéma de principe de l’expérience de Deen et al. (source [33]).
5.2 Modélisation numérique
La phase gazeuse est ici modélisée à l’aide d’une approche dispersée. La simula-
tion de cette expérience permet de vérifier l’implémentation de la viscosité turbulente





Étant donné que l’on modélise les bulles, le filtrage spatial du modèle de turbu-
lence de Smagorinsky ne peut être inférieur au diamètre des bulles. Il y a donc une
compétition entre le besoin de raffinement du modèle LES et le modèle de dissi-
pation turbulente induite par les bulles qui risquerait de drainer de l’énergie aux
champs résolus si ddg > ∆filtre SM. Les travaux de thèse de Milelli [78] préconisent
de conserver une marge entre le diamètre des bulles et le filtre spatial du modèle de
Smagorinsky : 1.2 < ∆filtre SM/ddg < 1.8. Cette implémentation de la viscosité tur-
bulente de Smagorinsky est ici comparée aux résultats d’une modélisation URANS
(k −  ou Rij − ). Le modèle Rij −  de Speziale, Sarkar & Gatski (SSG) [115] est
utilisé pour la comparaison.
Deux maillages sont utilisés : un maillage “grossier” (15×15×50, ∆x = 1 cm) et
un maillage “fin” (30× 30× 100, ∆x = 5 mm). Les deux maillages respectent donc
le critère de Milelli. Le pas de temps est pour ces deux maillages respectivement de
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0.01 s et 0.005 s, ce qui pour une vitesse maximale d’environ 0.5 m · s−1 donne un
nombre de Courant de 0.5.
Le champ de bulles dispersées est modélisé à l’aide des lois de fermeture suivantes
pour l’équation de conservation de la quantité de mouvement. La force de traînée
est modélisée à l’aide de l’expression (1.30) fournie par Ishii & Zuber [58]. La masse
ajoutée de Zuber [139] (1.37) est utilisée dans l’hypothèse de bulles sphériques, soit
avec un coefficient de masse ajoutée CA = 0.5. La force de lift est prise en compte
selon l’expression (1.32) de Tomiyama [124] avec un coefficient de lift simplifié CL =
0.5.
Pour ce qui est des conditions aux limites, les parois latérales sont définies comme
des murs, avec une condition de non-glissement pour la phase gaz et de glissement
pour le liquide. La condition de sortie est une condition de Dirichlet sur la pression.
Pour les conditions limites en entrée de la colonne de bulles, les vitesses d’entrée sont
fixées. L’entrée est modélisée par une zone de dimension 3×3 cm, soit respectivement
9 et 36 faces de bords pour les deux maillages. La vitesse d’entrée est calculée à partir
de la vitesse superficielle du gaz mesurée expérimentalement (3.11).
Udg, entrée =
Udg, superficielle ×A colonne
α entréeA entrée
(3.11)
Ce qui pour les dimensions de l’entrée modélisée avec une fraction volumique uni-
taire, fournit une vitesse du gaz de 5.0 mm · s−1.
Les simulations sont menées sur un temps physique de 400 s, le calcul des vitesses
moyennes est démarré après les cent premières secondes de simulation.
5.3 Résultats
Figure 3.33 – Représentation du contour du panache de bulles instantané, à t = 150 s,
avec une modélisation LES (à gauche), URANS Rij −  (au centre), et
URANS k−  (à droite) de la turbulence de la phase liquide. Le contour
représente l’isosurface αdg = 0.05 et est colorisé par la vitesse du liquide.
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La figure 3.33 présente un aperçu de la différence entre les trois colonnes de
bulles simulées avec une modélisation LES, Rij −  et k −  pour la turbulence. Au
moins du point de vue des isosurfaces de αdg, le panache instantané obtenu avec une
modélisation URANS Rij− est plus large qu’avec une modélisation LES, indiquant
une plus grande dispersion latérale des bulles. La modélisation URANS k−  qui ne
présente plus que les larges fluctuations (Cf. figure 3.34) ne sera pas comparée par la
suite. On conserve les vitesses instantanéesUcl,Udg et les vitesses moyennesUcl,Udg
des deux phases. Ce qui nous permet de calculer les fluctuations de la vitesse liquide





La figure 3.34 montre les fluctuations instantanées de la composante axiale de
la vitesse du liquide expérimentales (à gauche, source [35]) et issues de simulations
avec une modélisation URANS et LES de la turbulence. La comparaison avec la
courbe expérimentale montre que les amplitudes des fluctuations semblent correctes,
avec des oscillations comprise dans l’intervalle [-0.1,0.6] m · s−1 pour les mesures
expérimentales et [-0.1,0.6] m · s−1 pour les résultats de simulations.
Figure 3.34 – Vitesses instantanées au centre de la section à une hauteur de 25 cm
entre 100 et 150 s. La figure de gauche, extraite de l’article de Deen et al.
[35], présente les mesures expérimentales et les résultats de simulation
avec une modélisation RANS k−  et LES de la turbulence. La figure de
droite présente nos résultats de simulation avec une modélisation RANS
Rij −  et LES de la turbulence.
Une étude par transformée de Fourier des amplitudes instantanées pour les ré-
sultats de la simulation montrent une différence entre les spectres obtenus en Rij− 
et en LES. La figure 3.35 mets en évidence l’amplitude plus importante des pulsa-
tions supérieures à 5 rad.s−1, pour la simulation avec une modélisation LES de la
turbulence. Ce qui correspond aux périodes de fluctuations inférieures à la seconde.
Cette différence d’ amplitude reste néanmoins trop petite pour conclure à un défaut
de modélisation.
On compare les vitesses moyennes des phases gaz et liquides (figure 3.36), les fluc-
tuations sur les composantes latérales et axiales de la vitesse liquide (figure 3.37),
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Figure 3.35 – Transformées de Fourier des signaux obtenus pour une modélisation
RANS Rij −  (en rouge) et LES de la turbulence (en bleu).
ainsi que l’énergie cinétique turbulente dans le liquide (figure 3.38), à une hauteur de
25 cm au dessus de l’injection des bulles. Les travaux expérimentaux de Deen et al.
[35] présentent des mesures de vitesses obtenues à l’aide de plusieurs techniques : Vé-
locimétrie Doppler à Laser (LDA) et Vélocimétrie par Images de Particules couplée
à de la Fluorescence Induite par Laser (PIV/LIF). Leur publication ne mentionne
pas les erreurs respectives de ces deux méthodes, nous prenons donc l’écart moyen
entre les deux séries de mesures comme intervalle d’erreur, reporté sur la courbe à
l’aide des barres d’erreurs. Pour les fluctuations et l’énergie cinétique turbulente, les
incertitudes expérimentales ne sont pas fournies et ne seront donc pas renseignées
dans les figures 3.37 et 3.38.
Figure 3.36 – Comparaison des vitesses moyennes gaz et liquides calculées pour les dif-
férentes modélisations de la turbulence avec les mesures expérimentales
de Deen et al. [33].
Les vitesses moyennes des phases liquide et gaz, présentées en figure 3.36, montrent
une sur-évaluation de la vitesse moyenne au centre de la colonne pour le cas de mo-
délisation RANS Rij −  de la turbulence par rapport à la modélisation LES.
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Figure 3.37 – Comparaison entre les fluctuations des vitesses calculées pour les diffé-
rents modèles de turbulence et les mesures expérimentales de Deen et
al. [33].
Les fluctuations des vitesses latérales et axiales (Cf. figure 3.37) du liquide, ainsi
que l’énergie cinétique turbulente dans le liquide (Cf. figure 3.38) présentent des pro-
fils de forme similaire aux mesures expérimentales. On observe que les fluctuations
axiales sont plus importantes avec la modélisation RANS Rij −  de la turbulence,
tandis que les fluctuations latérales sont plus importantes avec la modélisation LES.
Figure 3.38 – Comparaison entre l’énergie turbulente calculée pour les différents mo-
dèles de turbulence et les mesures expérimentales de Deen et al. [33].
L’énergie cinétique turbulente calculée avec une modélisation RANS Rij −  est
plus importante et plus proche des résultats expérimentaux qu’avec une modélisation
LES. Ce dernier résultats peut être dû au fait que seul le modèle le plus simple ait été
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utilisé pour la modélisation LES. Malgré des écarts avec les résultats expérimentaux,
les deux modèles de turbulence permettent d’obtenir sur le maillage fin les bons
profils pour la vitesse moyenne, les fluctuations et l’énergie cinétique turbulente.
5.4 Conclusion
La simulation de l’expérience de panache de bulle turbulent de Deen et al. [35]
a permis une première comparaison entre une modélisation RANS Rij −  et une
modélisation LES (modèle de Smagorinsky constant [113]). Les résultats présentés
ci-dessus montrent qu’il n’est pas évident d’avoir une amélioration de la modélisation
de la turbulence en passant d’une modélisation RANS à une modélisation LES. La
modélisation LES pour des écoulements diphasiques est en effet dépendante de la
taille des structures interfaciales, que celles-ci soient modélisées ou simulées.
Ce seul cas ne nous permet pas de conclure sur le choix d’une modélisation de
la turbulence pour notre approche hybride. Il illustre en revanche la complexité de
ce choix à venir, qui dépend des autres modèles physiques comme par exemple de
la taille de coupure entre modélisation et simulation pour les interfaces diphasiques
par exemple.
6 Vers le cas industriel - Conditions GV
Il n’existe pas à notre connaissance de données expérimentales concernant les
mesures locales de diamètres ou de vitesses de bulles en écoulements eau-vapeur
dans les conditions de fonctionnement des générateurs de vapeur. On vérifie dans
cette section que le modèle de localisation d’interface utilisé permet de simuler des
écoulements dans ces conditions de pression et température. Toujours sous l’hypo-
thèse d’adiabaticité, on modélise des écoulements à bulles déformables où les phases
liquide et gazeuse ont respectivement les propriétés physiques de l’eau liquide et de
la vapeur sous une pression de 70 bar et une température de 560 K.
Afin de mieux appréhender les problèmes que l’on pourra être amené à rencontrer,
un essai d’interaction d’une bulle avec un obstacle est conduit.
Enfin, en prévision des longs tubes et de modélisations avec des vitesses fluides
initialement non nulles (conditions GV), un essai de condition périodique est mené.
6.1 Montée d’une bulle isolée
Les conditions moyennes en générateur de vapeur sont décrites en table 3.5.
On en déduit une indication sur la gamme de nombres de Reynolds, Morton et
d’Eötvos que l’on va rencontrer dans des écoulements GV :
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Pression (bar) 73
Température (K) 560
Tension de surface (N ·m−1) 17× 10−3
phase liquide phase gazeuse
Densité (kg ·m−3) 734 38
Viscosité (µPa · s) 90 19





734× [0.001− 0.01][0.1− 1]












9.81× ([0.001− 0.01])2 × 696
17× 10−3 = [0.402− 40.2]
(3.13)
Un premier test est réalisé avec des bulles de diamètre 1 cm. Les résultats obtenus
avec et sans compression sont présentés en figure 3.39. On obtient des vitesses rela-
tives de l’ordre de 0.5 m ·s−1, soit un couple (Re,Eo) = (4 ·104, 40). La classification
de Clift et al. (figure 6), prévoit alors une bulle de type spherical cap.
On observe sur la figure ci-dessus l’effet d’une vitesse de la bulle plus importante,
du fait de la valeur de la viscosité moins élevée de la phase liquide. L’importance
relative de l’étape de compression artificielle est ici beaucoup plus grande que pour
des bulles évoluant dans des liquides plus visqueux, comme le montre la grande
différence entre les bulles avec ou sans étape de compression. Les vitesses plus im-
portantes des bulles et la faible viscosité de la phase liquide provoquent une diffusion
très importante de la bulle si l’étape de compression n’est pas utilisée.
6.2 Interaction d’une bulle avec un obstacle
Toujours dans l’optique d’une modélisation d’écoulements en générateurs de va-
peurs, la capacité du modèle à simuler une interaction entre un obstacle et une bulle
est testée. Dans l’environnement du circuit secondaire en générateur de vapeur, on
rencontrera des obstacles de petite dimension lors du passage des grilles de main-
tient ainsi que le faisceau de tube qui constitue un réseau d’obstacles de l’ordre du
centimètre.
Des tests de faisabilité numérique sont menés pour une bulle de diamètre 1 cm
rencontrant deux obstacles de dimensions différents : 10 × 1 mm et 10 × 5 mm
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Figure 3.39 – Montée de bulle (diamètre 1 cm) sans compression artificielle de l’inter-
face (à gauche) et avec le modèle complet (à droite) à t = 0.25 s.
de large (Cf. figure 3.40). La grille utilisée pour le maillage est cubique, avec un
pas de discrétisation spatiale de 0.5 mm. On constate que la bulle est affectée par
l’obstacle de 5 mm représenté par 10 cellules de large, entraînant une fragmentation
de la bulle, tandis que l’obstacle de 2 cellules de largeur (moins épais que l’interface)
ne fait que traverser la bulle.
Figure 3.40 – Interaction d’une bulle avec un obstacle de largeur 1 mm (à gauche) et
de largeur 5 mm (à droite). L’intervalle de temps entre deux images est
de 0.05 s.
Première conclusion : pour le modèle de large bulle, non seulement, il faudra
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mailler le domaine en fonction de la taille des bulles que l’on souhaite simuler et
non plus modéliser, mais aussi de celle des obstacles avec lesquels ces bulles sont
susceptibles d’interagir (grilles de maintient dans le GV).
De plus, on n’a pas modélisé ici la couche limite sur l’obstacle. Une réflexion sur
la mouillabilité et la prise en compte de la ligne triple pourra être importante dans
l’optique d’un cas en générateurs de vapeur. Sur la figure 3.40, il semble que les
conditions de paroi sans glissement utilisées aient un effet implicite de modélisation
non mouillant.
6.3 Conditions aux limites périodiques
Le pré-processeur de NEPTUNE_CFD permet de préparer des maillages avec
des parois périodiques. La principale difficulté d’utilisation de tels maillages est la
perte des conditions d’entrée et de sortie, c’est-à-dire des conditions de Dirichlet sur
la pression notamment.
Il faut ajouter un terme source Sk dans l’équation de quantité de mouvement.
Pour la continuité de la pression, nécessaire au bon calcul des gradients dans les
cellules de la paroi périodique, l’idée est de compenser le gradient de pression hy-
drostatique. On ramène l’équation de quantité de mouvement à :
∂
∂t
(αkρkUk) = αk∇Tk − αk∇P + αkρkg +
∑
p 6=k










L’équilibre hydrostatique est donc compensé sur le domaine ce qui permet de s’af-
franchir de la discontinuité de pression sur l’axe vertical.
Figure 3.41 – Montée de bulle (diamètre 15 mm) dans une boîte périodique de dimen-
sion 5 cm2. Les lignes de niveau de taux de vide α = 0.1, 0.5 et 0.9 sont
représentées en noir. Les vecteurs vitesses sont représentés en rouge.
Le recours à une boîte périodique permet de s’affranchir de maillage très impor-
tants pour modéliser des écoulements sur de longues distances. Cet outil est donc
potentiellement très utile pour la mise en œuvre de tests rapides.
6.4 Conclusion
Ces tests de faisabilité sont de bon augure pour notre démarche vers une modéli-
sation à deux échelles avec des petites bulles modélisées comme une phase dispersée,
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et les plus grosses simulées pour suivre avec précision leurs déformations et interac-
tions avec les divers obstacles de la géométrie, à l’exemple des grilles de maintient
du faisceau de tube dans le générateur de vapeur.
7 Conclusion
Dans ce chapitre, nous avons présenté une comparaison entre les simulations
numériques utilisant notre modèle de suivi de l’interface des bulles déformées et des
expériences. Nous avons observé un bon accord pour les deux cas du benchmark
de Hysing et al. [54], et ce malgré la différence importante entre notre approche
eulérienne diphasique et l’approche mono-fluide avec une localisation de l’interface
à l’aide d’une fonction level-set ou une méthode avec marqueurs d’interfaces utilisées
par Hysing et al. . Les expériences de montées de bulles dans un liquide au repos
telle que celle de Bhaga & Weber [13] ou de Raymond & Rosant [104] ont permis de
valider notre approche de localisation de l’interface, avec des écarts sur les vitesses
et les formes des bulles inférieurs à 25%.
La simulation du phénomène de coalescence locale donne de très bons résultats,
notamment par rapport à l’expérience de Brereton & Korotney [19]. Ce résultat
important valide l’utilisation de notre méthode pour des cas présentant une fraction
volumique élevée, où les phénomènes de coalescence peuvent être nombreux.
L’expérience de Deen et al. [35] permet de tester les différences entre l’approche
URANS et une approche LES pour la modélisation de la turbulence. Ces résultats
seuls ne permettent pas de trancher pour le choix de la méthode, mais notre approche
complète à trois champs se prête fortement à l’utilisation de la LES, étant donné
l’existence au sein du modèle d’une taille de coupure pour la résolution des interfaces
des structures diphasiques, en dessous de laquelle les bulles sont modélisées à l’aide
d’une approche dispersée.
Enfin, des essais ont été présentés dans les conditions physiques (densités, vis-
cosités et tension de surface) des écoulements en générateur de vapeur. Faute de
données expérimentales locales pour ces conditions, des tests de faisabilité ont été
exposés.
Remarque : Il est intéressant de noter à ce stade que pour des calculs inertiels
de montée de bulles, la répartition en temps CPU est la suivante : environ 90% du
temps CPU est passé dans l’étape de résolution de l’incrément physique (résolu-
tion des équations de Navier-Stokes), et 10% du temps CPU est consacré à l’étape
de compression artificielle, en moyenne par pas de temps. Cette répartition est va-
lable quelque soit le nombre de dimensions du domaine de calcul, pour un seuil de
compression artificielle de 10−3, ce qui en pratique correspond à moins de 10 sous-
itérations de compression par pas de temps.
L’ensemble de ces résultats nous permet de passer désormais à l’étape suivante
dans l’élaboration de notre approche 2-phases, 3-champs. Le chapitre suivant traite
donc directement du couplage entre l’approche exposée et validée jusqu’ici, et de
l’approche dispersée du modèle classique à deux fluides.
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Chapitre IV
Simulations à l’aide du modèle hybride
multichamp
Au chapitre précédent, il a été question, suite à la vérification du modèle mis
en place pour la localisation de l’interface des larges bulles sur des cas analytiques,
de valider cette approche à l’aide de résultats expérimentaux. On s’est également
rapproché des conditions physiques réelles de notre objectif final, c’est-à-dire de
l’écoulement en générateur de vapeur. Faute de résultats expérimentaux dans ces
conditions, la faisabilité numérique du suivi d’interface a été éprouvée.
Dans le présent chapitre, notre démarche consiste à coupler ce modèle de suivi
d’interface avec le modèle de phase dispersée. Dans un premier temps, on s’intéresse
à la réalisation numérique d’un calcul multichamps, sans termes de transfert. Puis
on introduira progressivement le transfert de champ à l’interface et les termes de
création, respectivement du champ gaz continu et du champ gaz dispersé. On s’at-
tellera enfin à un début de validation de l’approche hybride complète sur des cas
expérimentaux.
1 Cas de démonstration
Ce tout premier cas permet de vérifier que numériquement parlant, la cohabita-
tion des deux approches, dispersée et localisée, est effective. Pour chaque champ on
résout une équation de bilan de masse et une équation de quantité de mouvement.
On simule l’ascension d’une large bulle (diamètre 1 cm) dans un mélange d’eau et
de petites bulles dispersées (diamètre 1 mm). L’ensemble possède initialement une
vitesse d’ascension de 2.5 m · s−1. Le domaine de calcul est un plan de dimension
5× 10 cm, maillé par une grille de 100× 200 cellules.
Une première constatation est qu’il n’est pas trivial d’avoir la présence de trois
champs coexistants dans les cellules proches de l’interface où l’on applique l’étape
de compression artificielle. Il apparaît donc nécessaire d’avoir un modèle de coales-
cence/rebond pour les bulles dispersées entrant dans les cellules contenant l’interface.
Dans un premier temps, seule la coalescence est implémentée, mais un modèle com-
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plet permettant le rebond pourra être ajouté. Le modèle de coalescence à l’interface
consiste à transférer toute fraction volumique de gaz dispersé qui entrerait dans les
larges bulles (région où αcg ≥ 0.5) vers le champ continu gaz.
Figure 4.1 – Observation de la fraction volumique pour le gaz continu (à gauche) et
du gaz dispersé (à droite) après 0.5 s d’ascension.
La figure 4.1 montre les fractions volumiques respectives du gaz continu (à
gauche) et du gaz dispersé (à droite) après 0.5 s d’ascension.
Afin d’avoir un point de comparaison pour ce premier test de faisabilité, on simule
l’écoulement d’un mélange diphasique autour d’un cylindre solide dont la position est
fixe. Le même maillage est utilisé. Le mélange diphasique a les même propriétés que
Figure 4.2 – Écoulement d’un mé-
lange diphasique eau-bulles disper-
sées (αdg = 0.2) autour d’un cy-
lindre.
la phase dispersée précédente : diamètre des bulles dis-
persées de 1 mm et vitesse d’ascension du mélange pro-
venant de la vitesse relative de la simulation précédente
entre la large bulle et le mélange diphasique. Malgré les
différences entre les deux simulations provenant essen-
tiellement du fait que la large bulle se déforme au cours
de son ascension, ce qui n’est évidemment pas le cas du
cylindre, on peut observer deux effets communs :
. Une recirculation du champ dispersé
en aval de l’obstacle (large bulle ou cy-
lindre) ;
. Une absence de bulles en amont de
l’obstacle.
L’absence de bulles dispersées en amont de l’obstacle
étant observé avec le cylindre solide, on ne peut donc
pas imputer le modèle de coalescence à l’interface. Les
bulles se concentrent dans les zones dépressionnaires et
inversement leur taux de présence est plus faible dans les zones de surpression, par
exemple, en amont de l’obstacle. Ce premier test est donc tout à fait encourageant
sur l’utilisation du modèle hybride à trois champs, du moins du point de vue de la
faisabilité numérique.
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2 De l’approche dispersée vers le continu
Comme nous l’avons énoncé au paragraphe précédent, nous allons maintenant
nous intéresser à la mise en place des différents termes d’échanges pour l’implé-
mentation d’un modèle à trois champs. L’approche hybride multiphasique proposée
est d’abord testée pour un jet de bulles dispersées impactant une surface libre (Cf.
figure 4.3). Le gaz dispersé est injecté à la base du domaine, le gaz continu peut
sortir du domaine, afin de conserver une pression constante en haut du domaine.
On conserve l’hypothèse précédente : la coalescence est la seule interaction existant
lorsque ces deux champs entrent en collision. On testera cette coalescence seule dans
un premier temps, avant d’ajouter le terme de création de larges bulles déformables.
On reprend ici le design du cas test de Hänsch et al. [46]. Le domaine de calcul
est un pavé de dimensions 0.2×0.5×0.05 m. Initialement, la surface libre est située
à une hauteur de 0.3 m. On injecte un débit de gaz dispersé de forme parabolique
de 5× 10−4 m3 · s−1.
Figure 4.3 – Schéma de principe et condi-
tions aux limites du cas test
proposé par Hänsch et al. pour
un panache de bulles.
2.1 Interaction d’un panache avec une interface
Ce premier cas permet d’éprouver les capacités du modèle de coalescence entre
des bulles dispersées entrant en contact avec une surface libre. La figure 4.4 présente
le taux de vide du champ dispersé auquel on superpose la position de l’interface
entre le champ liquide et le champ gaz continu. Sur la courbe présentant les volumes
respectifs de chaque champ gaz, on distingue deux régimes. Le premier, lorsque
t ∈ [0, 1] s, est la phase d’ascension de la première injection de gaz. Le volume injecté
de gaz dispersé (en rouge) croit linéairement avec le temps tandis qu’à l’inverse, la
condition de Dirichlet sur la pression en haut de domaine "chasse" autant de gaz
continu qu’il ne rentre de gaz dispersé. Après que l’injection de gaz dispersé ait
atteint l’interface entre les deux champs continus, on atteint un second régime, avec
une convergence dans le temps du volume de chaque champ dans le domaine de
calcul. Ceci montre donc que le modèle de coalescence entre les deux champs gaz
à l’interface permet d’obtenir un équilibre entre la masse dispersée injectée et le
transfert du champ dispersée vers le champ continu à l’interface.
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Figure 4.4 – Superposition de la fraction volumique de gaz dispersé et de la position de
la surface libre (à gauche) et évolution temporelle des volumes occupés
par les champs continu et dispersé gaz (à droite). Le panache atteint
l’interface à environ t = 1 s, lorsque la courbe du volume du gaz dispersé
se sépare de celle du débit d’entrée du panache, marquant le début de la
coalescence entre les deux champ gaz.
2.2 Activation de la création de bulles localisées
On active alors le terme de transfert correspondant à la création de larges bulles
(4.1) lorsque la fraction volumique du champ gaz dispersé dépasse la valeur critique
αcrit = 0.3 et que son gradient est supérieur à ‖∇αcrit‖ = 0.1/∆x.
Γcréation cg = αdgαcg
ρg
∆t
Cdg→cgH(αdg − αcrit)H(∇αdg −∇αcrit) (4.1)
où H est la fonction Heaviside, et Cdg→cg une constante. On rappelle que ces termes
de transfert, définis au chapitre I, sont utilisés dans l’équation de bilan de masse mais
aussi de quantité de mouvement de chacun des champs concernés, avec la relation :
Γcréation cg = −Γdisparition dg (4.2)
La figure 4.5 présente la fraction volumique de gaz dispersé et l’interface (iso-
surface αcg = 0.5) du champ de gaz continu. Avec le critère de déclenchement du
transfert du champ gaz dispersé vers le champ gaz continu exprimé en (4.1), les
larges bulles sont initiées en bas du domaine, où le panache est le plus concentré en
bulles, comme on pouvait le prévoir en figure 4.4. Celles-ci grossissent ensuite lors
de leur ascension, du fait du terme de coalescence entre les deux champs gaz.
Il faut bien garder en tête qu’à ce stade, cette simulation ne prouve rien d’autre
que la capacité du code et de la méthode implémentée à traiter des problèmes avec
une double approche pour la phase gaz. Les petites bulles sont modélisées par une
approche dispersée, et les structures de tailles plus importantes, jugées déformables
sont traitées avec une approche d’interface localisée. On montre ici la réalisation
d’un transfert entre les deux approches lorsque celles-ci coexistent localement, et
la faisabilité de la création lors de la simulation, de structures résolues à partir du
champ dispersé.
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Figure 4.5 – Sur la figure de gauche, on juxtapose l’isosurface αcg = 0.5, indiquant la
position de la surface libre et des larges bulles, et la fraction volumique de
gaz dispersé à laquelle on a superposé le champs de vitesse moyen de la
phase gaz ((αdgUdg +αcgUcg)/(αdg +αcg)). Les courbes en pointillés et
en traits pleins représentent respectivement les volumes des deux champs
gaz calculés sans et avec terme de création de large bulle.
3 De l’approche continue vers le dispersé
De manière analogue au paragraphe précédent, on étudie la faisabilité du terme
de création du champ dispersé à partir du champ gaz continu, lorsque celui-ci est
détecté comme sous-résolu.
3.1 Glissement interfacial
Dans un premier temps, l’idée est de modifier localement le terme de traînée, pour
adapter le modèle aux régions où l’interface est sous résolue mais toujours localisée.
On amorce donc la transition vers le modèle dispersé sans pour autant effectuer
de transfert. Dans ces régions sous-résolues, l’objectif est d’ajouter un glissement
interfacial de la même manière que pour une loi de glissement en paroi. La détection
de la sous-résolution de l’interface est réalisée à l’aide du critère sur la valeur de la
courbure et du gradient local de fraction volumique présenté au chapitre I.3.4, (4.3).
CIntrésolution = κ∇αcgdΩ (4.3)
Le cas choisi pour cette étude est le cas numéro deux du benchmark de Hysing et
al. [54] (Cf. chapitre III.1). La simulation de cette bulle en ascension dans un liquide
au repos donnait des résultats dépendant fortement du raffinement du maillage. On
se propose ici de tester si l’ajout d’un glissement interfacial aux endroits les moins
résolus permettrait de rapprocher les résultats obtenus avec un maillage "moyen"
et un maillage "fin", comportant respectivement 80× 160 et 160× 320 cellules. On
détecte une interface comme sous-résolue pour une valeur du critère de résolution
supérieur à ∆x/30, seuil inférieur au seuil de transition de champs défini au chapitre
I, qui permettra d’avoir une transition dans les zones de glissement. Ce qui pour
les maillages utilisés donne des critères respectifs de 4 × 10−4 et 2 × 10−4 m. La
figure 4.6 présente la bulle au bout de 3 s d’ascension. Le modèle de glissement
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est implémenté et les vitesses de glissement sont calculées mais pas utilisées. Les
isosurfaces αcg = 0.1, 0.5 et 0.9 sont tracées en noir. La norme de la vitesse du gaz
est illustrée sur l’image de gauche, tandis que sur l’image de droite est représenté le
critère de résolution (4.3). Le champ de vitesse de glissement calculé est schématisé
par les vecteurs rouges.
On visualise que les zones détectées comme non résolues, où est calculée une
vitesse de glissement, sont bien les zones de potentiels fractionnements. Les vitesses
de glissement calculées sont faibles par rapport à la vitesse du gaz (2.5 ordres de
grandeur). On applique alors ces vitesses de glissement pour les deux maillages.
Figure 4.6 – Représentation du principe de la détection d’interfaces mal résolues.
L’image de gauche présente la vitesse du gaz, tandis que l’image de droite
montre le critère de détection qui repère bien la "jupe" mal résolue de la
bulle, ainsi que les vitesses de glissement pour les zones détectées.
Les interfaces des bulles obtenues sont représentées en figure 4.7 par les isosur-
faces αcg = 0.1, 0.5 et 0.9, tracées en noir. On constate que l’ajout d’un glissement
interfacial réduit fortement les détachements des bulles pour les deux maillages.
Figure 4.7 – Isosurfaces α = 0.1, 0.5 et 0.9 pour les maillages moyen et fin. A gauche
sont présentés les résultats avec le modèle d’interface localisé présenté au
chapitres précédents, à droite les résultats avec l’ajout d’un glissement
pour les interfaces mal résolues.
La détection des interfaces non résolues est donc concluante. De plus, il apparaît
que l’ajout d’un glissement pour les interfaces non résolues peut être une solution
pour éviter les îlots de gaz immobiles observés lors des simulations 2-phases, 2-
champs avec fractionnement, comme par exemple le cas de l’interaction d’une bulle
avec un obstacle (Cf. figure 4.8). Ces îlots, ayant une taille généralement inférieure à
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4 cellules restent immobiles dans le domaine de calcul après leur création du fait des
valeurs aberrantes de la courbure locale, et donc de la force de tension de surface qui
se retrouve supérieure, de plusieurs ordres de grandeur, à toutes les autres forces, y
compris de la force d’Archimède. Nous aborderons ce point en annexe A.
Figure 4.8 – Observation d’îlots
sous-résolus (cerclés en blanc) lors
du fractionnement de la bulle.
3.2 Jet impactant
On choisit là encore un cas test proposé par Hänsch et al. [46]. Il consiste en
l’étude de l’entraînement d’air lors de l’impact d’un jet d’eau sur une surface libre.
Le domaine est bidimensionnel, de dimensions 0.3 × 0.5 m. Le jet entre au centre
du bord supérieur du domaine, comme indiqué sur le schéma de principe du cas
test en figure 4.9. La hauteur d’eau initiale est de 0.4 m. La vitesse d’entrée du
jet est de 1.7 m · s−1, pour une largeur du jet de 16 mm. Le même débit est fixé
comme condition limite de sortie en bas du domaine, afin d’assurer la conservation
du volume de la phase liquide dans le domaine lui-même.
Figure 4.9 – Schéma de prin-
cipe et conditions aux li-
mites du cas test proposé par
Hänsch et al. pour un jet plon-
geant.
3.2.1 Détection des zones sous résolues
Sur la figure 4.10, on observe les valeurs du seuil de détection (4.3) de la sous-
résolution d’une interface localisée. Le calcul présenté n’utilise que l’approche à
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Figure 4.10 – De gauche à droite et de haut en bas ; fraction volumique du champ gaz,
courbe locale, norme du gradient de la fraction volumique et critère de
résolution de l’interface.
interface localisée pour la phase gazeuse. Pour le moment, le transfert vers une
approche dispersée est calculé et observé, mais pas effectif.
Avec un pas du maillage de 2× 10−3 m, le seuil de résolution selon notre critère
∆x/20 défini au paragraphe I.4 est de 10−4 m. On constate sur la figure 4.10 que
l’on détecte bien avec ce critère le film de gaz entre les bulles entraînées et la surface
libre.
3.2.2 Résultats
Le transfert du champ gaz continu vers le champ gaz dispersé est alors appliqué.
La figure figure 4.11 montre l’état de la simulation aux temps physiques t = 0.2 et
1.0 s. La phase gaz continu (en gris) est représentée par son interface (αcg = 0.5) (en
blanc). La fraction volumique de la phase gaz dispersée est dépeinte par une échelle
de couleur.
On reproduit l’entraînement d’une grosse bulle de forme allongée à l’impact
du jet sur la surface libre. Pour avoir un point de comparaison, on reproduit la
simulation avec une approche 2-phases, 2-champs avec une approche d’interface
localisé pour toute la phase gaz. La comparaison au bout de 0.5 s de temps physique
est présentée en figure 4.12. On constate que l’air n’est pas entraîné à la même
profondeur dans l’eau. Le fait que l’interface localisée soit supposée résolue dans
l’approche 2-phases, 2-champs utilisée, et donc sans glissement interfacial, impose
au gaz une vitesse identique à celle du liquide. Dans l’approche hybride 2-phases,
3-champs, en revanche, les parties non résolues de l’interface vont être transférées
au modèle de champ dispersé, qui possède ses propres lois de fermeture. Ce champs
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Figure 4.11 – Simulation avec une approche hybride 2-phases, 3-champs de l’entraine-
ment d’air par un jet plongeant dans une surface libre. Le gaz continu
est en gris, le champ gaz dispersé est colorisé par sa fraction volumique.
Source des photographies expérimentales : Zhu et al. [138].
créé au cours de l’entraînement de gaz par le jet va alors ralentir ce dernier, du fait
de la force de traînée et de la force de masse ajoutée qui vont absorber une partie
de l’énergie cinétique du liquide.
Figure 4.12 – Comparaison de la modélisation avec deux et trois champs pour le cas
du jet plongeant à t = 0.5 s.
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3.3 Conclusion
Dans cette partie, on vient de mettre en place une modélisation hybride 2-phases,
3-champs avec des termes de transferts effectifs entre les deux champs gaz. Le fait
de modéliser un écoulement diphasique présentant une large gamme de taille d’in-
terfaces, tels qu’un jet plongeant ou un panache de bulles interagissant avec une
surface libre, a montré des différences par rapport à une modélisation classique à
2-phases, 2-champs.
Il faut maintenant tester cette nouvelle approche par rapport à des résultats
expérimentaux, afin d’éprouver le paramétrage des termes de transferts entre champs
gaz.
4 Comparaisons expérimentales
Afin de pouvoir discuter au mieux des avantages et des inconvénients de cette
nouvelle approche, nous avons recherché des résultats expérimentaux présentant une
large gamme de taille d’interface. Deux expériences sont apparues comme suffisam-
ment bien décrites et renseignées tant au niveau du montage expérimental que des
mesures réalisées : le panache de bulles turbulent de Castillejos [22], et le jet plon-
geant de Cummings & Chanson [31, 32]. Le problème majeur de ces expériences est
qu’elles sont très compliquées à modéliser.
4.1 Jet de bulles - Castillejos
4.1.1 Description du montage expérimental
Le montage expérimental [22] schématisé en figure 4.14, est une colonne de bulles
dans une cuve cylindrique de diamètre 0.5 m et de hauteur 0.5 m. Un injecteur de
diamètre din = 6.35 mm, centré en bas de colonne, permet l’entrée d’un débit
volumique constant dans la cuve.
Les profils moyens de taux de vide et de vitesse de la phase gaz sont mesurés
à neuf hauteurs différentes : 20, 40, 65, 100, 140, 190, 240, 290 et 350 mm de
l’injecteur. Les bulles ont un diamètre qui peut aller jusqu’à 6 cm à l’injection et
fragmentent pour atteindre moins de 5 mm à la surface de la cuve. Le jet se disperse
pour atteindre en moyenne un diamètre de 0.16 m à la surface de la cuve. On peut
constater sur les instantanés expérimentaux présentés en figure 4.14 la complexité
des structures diphasiques de ce montage expérimental.
4.1.2 Modélisation numérique
On utilise deux maillages issus du découpage du contour de la cuve cylindrique
dans un cube de 100× 100× 100 et 200× 200× 200. Ce qui nous donne un maillage
"grossier" (790, 000 cellules, ∆x = 0.5 cm) et un maillage "fin" (6, 325, 600 cellules,
∆x = 0.25 cm). On teste séparément sur cette expérience le modèle de localisation
d’interface et le modèle de phase dispersée. Cela permet d’avoir un aperçu des limites
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Figure 4.13 – Schéma de principe de l’expérience de Castillejos (source [22]).
Figure 4.14 – Photographies de l’expérience de Castillejos (source [22]).
de chaque modèle dans le cas d’un panache de bulles composé d’une large gamme
de diamètres, avec d’importantes variations du taux de présence du gaz.
La turbulence est modélisée par l’approche LES de Smagorinsky présentée au
chapitre précédent pour le cas du panache de Deen et al. [35]. Le pas de temps des
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simulation est de 10−4 et 5 × 10−5 s respectivement sur le maillage grossier et fin.
Les profils moyens de vitesse et de taux de vide sont calculés sur un temps physique
de 10 s, après 1 s de calcul pour laisser le panache se mettre en place.
4.1.3 Résultats
La figure 4.15 présente les isosurfaces α = 0.5 obtenues avec le maillage fin et la
modélisation 2- phases, 2-champs avec localisation de l’interface (2 phases continues).
On observe une importante fragmentation du panache de gaz après du premier tiers
de la hauteur d’ascension. Le défaut de fragmentation dans la portion basse de la
cuve par rapport aux images expérimentales (Cf. figure 4.14) est sans doute dû au
manque de résolution spatiale au niveau de l’injection, dont le diamètre est modélisé
par 2 cellules. On peut observer près de la surface libre des structures interfaciales
très petites, de l’ordre de quelques mailles. Ces structures sont ici sous-résolues, on
sait donc (Cf. chapitre III) que celles-ci sont mal modélisées.
Figure 4.15 – Isosurface αcg = 0.5 représentant la position du panache à t = 1.0, 5.0
et 10.0 s physiques pour le maillage fin avec une approche d’interface
localisée entre le liquide et le gaz continu. Seul le cylindre central de
rayon 0.08 m est représenté.
Raffiner plus nécessiterait trop de ressources informatiques, le maillage fin conte-
nant déjà plusieurs millions de cellules. Des maillages adaptés, plus raffinés au centre
du domaine tels que ceux présentés en figure 4.16 ont étés testé sans succès, le calcul
divergeant après quelques dixièmes de seconde physiques.
Les courbes présentées en figure 4.17 permettent de comparer les résultats de
l’approche dispersée (en rouge) et de l’approche à interface localisée (en vert) pour le
maillage grossier. Si les profils de taux de vide sont assez similaire près de l’injecteur
(côtes 0.02 0.04 et 0.065 m), le panache modélisé par une approche dispersée ne se
fractionne presque pas, ce qui donne un pic de taux de vide atteignant toujours des
valeurs de 0.6 lors de l’impact avec la surface libre en haut de cuve ; le panache n’est
pas assez dispersé. De même, les vitesses prédites par cette approche dispersée sont
trop importantes et pas assez dispersées dans la direction radiale de la cuve.
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Figure 4.16 – Maillages adaptés à la large géométrie de l’expérience, avec recollement
à gauche et adaptation géométrique à droite.
Figure 4.17 – Comparaison des profils de taux de vide (à gauche) et de vitesses (à droite) moyens expérimentaux
(croix) et simulation sur maillage 100× 100× 100, de haut en bas et de gauche à droite, les hauteurs
des profils sont respectivement de 0.02, 0.04, 0.065, 0.1, 0.14, 0.19, 0.24, 0.29 et 0.35 m.
Les courbes présentées en figure 4.18 compare les résultats de simulation avec
l’approche à interface localisée entre le maillage grossier en vert, et le maillage fin
en bleu. Mise à part au niveau de l’injecteur où les profils de vitesse pour le maillage
sont plus éloignés des résultats expérimentaux, les résultats obtenus sur le maillage
fin sont plus prédictifs du comportement du panache réel. On observe que proche
du panache (côtes 0.24, 0.29 et 0.35 m), les profils de vitesse et de taux de vide
moyen pour le maillage fin ne sont pas tout à fait convergés. Le temps de simulation
de 11 s physique avec un démarrage du calcul des moyennes au bout de 1 s n’est
apparemment pas suffisant. Ce calcul sur le maillage fin prenant déjà une semaine
sur un calculateur de 768 cœurs, nous n’avons pas eu le temps d’effectuer un second
calcul pour obtenir des moyennes convergées en temps.
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Figure 4.18 – Comparaison des profils de taux de vide (à gauche) et de vitesses (à
droite) moyens expérimentaux (croix) et simulation entre le maillage
grossier (en vert) et le maillage fin (en bleu), de haut en bas et de
gauche à droite, les hauteurs des profils sont respectivement de 0.02,
0.04, 0.065, 0.1, 0.14, 0.19, 0.24, 0.29 et 0.35 m.
Parallèlement à cette dernière étude qui nécessite encore d’obtenir des résultats
mieux convergés en temps, nous avons commencé à tester notre approche 2-phases,
3-champs sur ce cas expérimental. Ce type d’expérience est typiquement le genre de
cas que nous souhaiterions pouvoir modéliser avec cette approche, étant donné la
très large gamme de diamètre et la complexité de l’écoulement (Cf. figure 4.14). Il
apparaît en effet beaucoup trop coûteux en temps CPU de résoudre toutes les échelles
d’interfaces présentes, comme on peut s’en apercevoir avec le temps de calcul du cas
précédent alors que nous ne simulons l’injecteur qu’avec 2× 2 cellules.
La figure 4.19 présente les premiers résultats avec l’approche 2-phases, 3-champs
au bout de 1 et 2 s de temps physique sur le maillage fin. Les isosurfaces αcg = 0.5
et αdg = 0.2 sont respectivement représentées en bleu et rouge.
Ces premiers résultats qualitatifs montrent un élargissement du panache lors de
la transition du champ gaz continu au champ gaz dispersé. On n’observe plus sur la
figure 4.19 d’interfaces sous-résolue (fragments bleus) ; elles ont bien toutes été au
fur et à mesure de leur apparition transférées vers la phase dispersée.
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Figure 4.19 – Isosurfaces αcg = 0.5 (en bleu) et αdg = 0.2 (en rouge) à t = 1 et 2 s
pour une modélisation avec l’approche 2-phases, 3-champs complète sur
le maillage fin.
4.1.4 Conclusion
La modélisation de cette expérience a déjà été réalisée par Pigny & Coste [97, 98]
avec une approche 2-phases, 2-champs. L’approche proposée alors présentait des lois
de fermetures dépendantes de paramètres locaux tels que l’évaluation du taux de
vide local afin de détecter la formation de poches et ainsi ajouter la prise en compte
de la tension de surface par exemple. Dans notre approche, nous avons proposé
d’utiliser des modélisations distinctes pour les poches et les bulles sphériques. Les
résultats présentés montrent les limites de simulations avec une approche 2-phases,
2-champs ; l’approche dispersée n’est pas adaptée à la simulation de bulles dont le
diamètre est vingt fois plus grand que la taille de maille (diamètre 6 cm pour un pas
spatial de 0.25 mm), et une approche où toutes les interfaces sont simulées nécessite
dans ce cas un maillage beaucoup plus raffiné.
C’est justement dans ce cas que notre approche hybride 2-phases, 3-champs pré-
sente tout son intérêt. En fonction des structures de l’écoulement diphasique que
l’on souhaite résoudre, on recherche une taille de coupure pour les tailles caractéris-
tiques des interfaces que l’on souhaite simuler et celles que l’on souhaite modéliser
par une approche dispersée supposant leur forme sphérique ou ovoïde. On pallie
donc le manque de raffinement spatial par une modélisation physique pour les bulles
les plus petites. Un premier cas utilisant l’approche 2-phases, 3-champs montre des
résultats visuels encourageants. Il faudrait pousser plus loin cette étude en modi-
fiant les paramètres des transferts de masse entre les deux champs gaz qui pour le
moment ont étés implémentés de manière très simple afin d’obtenir une première
modélisation hybride fonctionnelle. Pour cela, des idées ont déjà été évoquées dans la
description des modèles au chapitre I, et sont récapitulées dans le chapitre suivant,
comme par exemple l’utilisation d’une approche polydispersée pour le champs gaz
dispersé qui devrait permettre l’échange d’information sur le diamètre local lors du
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transfert.
Un deuxième cas expérimental est testé avec notre approche hybride ; une ex-
périence d’entraînement d’air par un jet pénétrant une surface libre. Ce cas, de
dimensions plus raisonnables, et très bien renseigné du point de vue des mesures,
pourrait permettre cette amélioration future du couplage entre champs gaz de l’ap-
proche hybride.
4.2 Jet pénétrant - Cummings & Chanson
4.2.1 Description du montage expérimental
Le montage expérimental de Cummings et Chanson [32] est un jet plongeant dans
une cuve, entraînant une partie de l’air avec lui. La particularité de cette expérience
de jet est sa géométrie plane, qui devrait permettre une simulation dans un domaine
bidimensionnel. La zone d’entraînement des bulles est schématisée sur la figure 4.20.
Figure 4.20 – Schéma de principe de l’expérience de Cummings & Chanson (Source
[32]).
La cuve a une largeur de 0.30 m et contient de l’eau sur une profondeur de 1.8 m.
Le jet, de section 0.269 × 0.012 m, est guidé par une plaque sur une longueur de
0.35 m, avec un angle de 89° par rapport à l’horizontale. L’entrée d’eau est située
à 0.09 m au-dessus du niveau de la surface libre. Les vitesses d’injection vont de
0.3 à 9.0 m · s−1, on choisit le cas Uentrée = 2.0 m · s−1. On dispose de mesures
expérimentales de taux de vide moyens réalisés par une acquisition continue sur
10.0 s, et de mesures de vitesses moyennes, effectuées à l’aide d’une sonde pitot
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(moyenne de quatre acquisition de 5.0 s) et par mesures de conductivité sur 10.0 s.
Nous pourrons donc comparer nos résultats de simulations par rapport aux mesures
à différentes côtes sous la surface : 0.01, 0.05, 0.10 et 0.20 m.
4.2.2 Modélisation numérique
Le domaine de calcul a pour dimensions 1.8 × 1.0 × 0.001 m. Deux maillages
sont utilisés, un premier maillage "grossier" avec un pas spatial ∆x = 0.002 m,
soit 450, 000 cellules, et un second "fin" avec ∆x = 0.001 m soit 1, 800, 000 cellules.
La largeur du jet est donc simulée par 6 et 12 cellules respectivement. Un premier
calcul est lancé sur un temps physique de 9 s, pour établir un régime d’entraînement
d’air et permettre dans un second calcul lui aussi sur 9 s physiques, de calculer
les moyennes de taux de vide et de vitesse. Cette simulation en deux temps est
réalisée avec une approche 2-phases, 2-champs et notre approche hybride 2-phases,
3-champs. La turbulence est modélisée par une approche LES, avec une loi de paroi
de type van Driest près des interfaces résolues. Une difficulté rencontrées lors de
cette simulation est l’importante agitation de l’interface qui a priori n’existe pas
dans le cas expérimental. Une première réponse à ce problème a été de modifier
les conditions aux limites de sortie afin d’atténuer cette agitation, en particulier
l’existence de vagues créées lors de l’impact entre le jet et la surface qui se réfléchissait
à la paroi du domaine. Le principe de cette modification consiste, comme schématisé
en figure 4.21, en une correction du débit sortant en fonction de la hauteur d’eau
réelle constatée sur la paroi opposée au jet. En atténuant les fluctuations de la
hauteur d’eau loin du jet, on corrige le fait de ne pas avoir un domaine de calcul
aussi étendu que la cuve expérimentale.
Figure 4.21 – Schéma de principe de la correction du débit sortant pour amortir la
propagation des vagues générées par l’impact du jet. La condition aux
limites de sortie (condition sur le débit) est indiquée en rouge.
4.2.3 Résultats
Sur la figure 4.22, on compare le taux de vide instantané du gaz pour une simula-
tion avec l’approche 2-phases, 2-champs et 2-phases, 3-champs. Pour le cas 3-champs,
le taux de vide du gaz continu est superposé au taux de vide du gaz dispersé lorsque
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αcg > 0.5. On observe sur ces deux images que l’interface est encore très agitée mal-
gré les précautions utilisées pour les conditions aux limites. On observe également
quelques différences entre les deux approches. Par exemple la diffusion des bulles est
plus importante dans le cas 2-phases, 2-champs (à gauche sur la figure).
Figure 4.22 – Comparaison des taux de vide instantanés pour les modélisations 2-
(à gauche) et 3-champs (à droite) à t = 18 s. Les champs dispersé et
continu sont superposés dans le cas 3-champs.
Les figures 4.23 et 4.24 représentent respectivement les comparaisons pour la
vitesse moyenne et le taux de vide moyen. Les vitesses moyennes sont en bon accord
qualitatif avec les mesures expérimentales. On peut noter que la largeur de jet croît
de manière plus importante sur les mesures expérimentales que dans les prédictions
de la simulation. Les résultats présentent peu de différences entre la modélisation
2-phases, 2-champs et 2-phases, 3-champs.
Concernant le taux de vide moyen par contre, l’écart entre les résultats de simu-
lation et les mesures expérimentales est assez net. La seule observation concluante
est la profondeur de pénétration des bulles entrainées, puisque l’on retrouve la forte
diminution du taux de vide moyen entre les profondeurs de 0.10 et 0.20 m. Les
fluctuations importantes de l’interface dans la simulation perturbent fortement la
moyenne du taux de vide, on aperçoit cet impact par l’existence d’un plateau de
taux de vide moyen sur les courbes à 0.01, 0.05 et 0.10 m de profondeur. On peut
noter que le taux de vide moyen dispersé (en pointillés bleus) qui n’est pas impacté
directement par les fluctuations de l’interface se révèle être assez proche des mesures
expérimentales.
4.3 Conclusion
La simulation de l’expérience de Cummings & Chanson montre des résultats
intéressants malgré les difficultés numériques rencontrées. La vitesse du jet en parti-
culier est en bon accord avec les mesures expérimentales. L’utilisation d’un modèle
de turbulence pour la surface libre devrait permettre d’éviter les fortes fluctuations
de l’interface qui ne sont pas observées expérimentalement. Les profils de taux de
vide moyen seront alors très certainement plus réalistes.
Cette expérience qui présente des mesures de turbulence locale pourra sans doute
permettre d’établir les termes de turbulence à la fois pour la surface libre et pour le
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Figure 4.23 – Comparaison entre les résultats de simulation et les mesures expérimen-
tales de vitesses moyennes pour quatre profondeurs sous la surface :
0.01, 0.05, 0.10 et 0.20 m. Les pointillés rouges représentent la modéli-
sation 2-champs, la ligne bleue la modélisation 3-champs.
Figure 4.24 – Comparaison entre les résultats de simulation et les mesures expérimen-
tales de taux de vide moyens pour quatre profondeurs sous la surface :
0.01, 0.05, 0.10 et 0.20 m. Les pointillés rouges représentent la modéli-
sation 2-champs, la ligne bleue la modélisation 3-champs, les pointillés
bleu représentent la part du champ dispersé dans le mélange.
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mélange diphasique (couplage entre les bulles résolues ou non et la modélisation de
la turbulence).
5 Conclusion
Dans ce chapitre, nous avons mis en œuvre de manière progressive l’approche
hybride 2-phases, 3-champs. Un premier test numérique a permis de vérifier la faisa-
bilité informatique du multichamps. Ensuite, au travers de tests simples, nous avons
construit chaque terme de transfert de façon isolée dans un souci de vérification
unitaire.
Au terme de cette mise en œuvre, nous avons présenté l’approche hybride 2-
phases, 3-champs complète, munie des trois termes de transferts de masse identifiés
au chapitre :
. Le terme d’échange de masse entre les champs gaz dispersé et
continu coexistants localement
. Le terme de création de gaz dispersé par fractionnement du champ
gaz continu
. Le terme de création de gaz continu par coalescence de champ gaz
dispersé.
Cette approche, effective du point de vue numérique et méthodologique, com-
porte des critères de transition entre les différents champs de même nature physico-
chimique, soit la phase gaz ici. La validation de ces critères, qui déclenchent les
transferts de masse et de quantité de mouvement, est à poursuivre.
Deux démonstrations de simulations avec l’approche hybride 2-phases, 3-champs
ont été présentées sur des cas expérimentaux de grandes dimensions (de l’ordre du
mètre). Le cas de Castillejos [22] est aux limites des possibilités d’une modélisation
complètes des interfaces liquide-gaz, et la simulation de toutes ces interfaces né-
cessiterait trop de ressources informatiques. L’approche hybride 2-phases, 3-champs
proposée se place donc comme un compromis avec une simulation des interfaces
déformées couplées à une modélisation physique des bulles sphériques ou ovoïdes.
L’expérience de Cummings & Chanson [31, 32] présente elle aussi un large spectre
de taille pour les structures interfaciales, allant de la surface libre à de très petites
bulles sphériques entraînées par un jet plan impactant la surface. Le traitement de
la surface libre avec notre approche semble montrer un manque de modélisation des
termes de turbulence, sujet que nous avons discuté au paragraphe I.5.2.3. Une fois ce
problème surmonté, cette expérience semble prometteuse pour établir un terme de
transfert du champ gaz continu vers le champ gaz dispersé. Elle présente en effet une
plus grande simplicité d’analyse que l’expérience de Castillejos qui est sans doute
sensible à un plus grand nombre de paramètres (impact du raffinement en maillage
au niveau de l’injecteur).
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Les régimes d’écoulements diphasiques apparaissant au cours de l’ébullition com-
plète en tube vertical sont nombreux : de l’écoulement à bulles dispersées pendant
la phase d’ébullition nucléée à un écoulement de gouttelettes en suspension dans
une phase vapeur en passant par des régimes à poches ou annulaires. La simula-
tion numérique de la transition entre de tels régimes est à l’heure actuelle un des
plus importants challenge de l’étude des écoulements multiphasiques. Parmi toute
les méthodes disponibles dans la littérature, l’utilisation de méthodes multi-échelle
semble être l’une des plus prometteuses dans le cadre d’une utilisation industrielle.
L’approche présentée dans ces travaux propose de découper les deux phases li-
quide et vapeur en un système à quatre champs : liquide continu, liquide dispersé,
vapeur continue et vapeur dispersée. Cette opération permet alors de modéliser de
manière différente les champs dispersés et continus, en requérant en contrepartie
l’implémentation de termes de couplages supplémentaires entre les champs appar-
tenant à la même phase physico-chimique. Nous présentons ici un modèle 2-phases,
3-champs conservant une phase liquide continue, et une phase gazeuse pouvant être
dispersée ou continue, avec une hypothèse d’écoulement adiabatique, qui permet
dans un premier temps d’écarter les échanges de masses dus aux changements de
phases. Le principe est d’utiliser la modélisation eulérienne à deux fluides pour phase
dispersée disponible dans le code NEPTUNE_CFD pour les petites bulles peu défor-
mées (sphériques ou ellipsoïdales) couplée à une méthode de localisation d’interface
pour les larges bulles déformées. Les lois de fermetures utilisées pour chaque champ
gaz sont donc très différentes. L’utilisation d’une approche dispersée pour les bulles
sphériques ou ellipsoïdales, dont les lois de fermeture sont vérifiées et validées dans
la littérature permet de limiter le raffinement en maillage. La localisation de l’inter-
face des larges bulles déformées permet à l’inverse de s’affranchir de l’utilisation de
corrélations pour des formes de bulles complexes ou de lois de fermetures dépendant
du régime de l’écoulement.
Le premier chapitre présente les modèles utilisés. Après la description de la mo-
délisation eulérienne à deux fluides et des lois de fermeture dédiées aux bulles dis-
persées dans le code NEPTUNE_CFD, nous présentons la méthode de localisation
et de traitement de l’interface que nous avons implémentée et mise au point dans le
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code. Les termes de couplage développés pour les transferts entre les deux champs
gaz sont exprimés et discutés, avant d’évoquer la question de la modélisation de la
turbulence avec une telle approche diphasique.
Une première partie de travail consiste à vérifier et valider la méthode de loca-
lisation d’interface. La vérification de l’acuité de la méthode est effectuée à l’aide
de la simulation de cas dont la solution analytique est connue. Dans un premier
temps, on présente ainsi la simulation de bulles statiques soumises à la seule force
de tension de surface (mesures de pressions de Laplace), et de retour à l’équilibre
de bulles perturbées. Dans un second temps, la simulation de cas expérimentaux
de complexité croissante (montée de bulle dans un fluide visqueux, coalescence lo-
cale entre deux bulles, panaches de bulles, entraînement d’air par un jet plongeant),
permet de construire une validation de la simulation des différents effets importants
pour l’étude de régimes complexes telle que l’ébullition en générateur de vapeur. Ces
études font l’objet des chapitres II et III.
Dans le chapitre IV, nous abordons la mise en place concrète de l’approche
hybride multichamp au travers de cas tests simples permettant de construire chaque
terme de transfert de manière isolée dans un souci de vérification unitaire. Au terme
de cette mise en œuvre, nous avons présenté l’approche hybride 2-phases, 3-champs
complète, munie des trois termes de transferts de masse identifiés au chapitre :
. Le terme d’échange de masse entre les champs gaz dispersé et
continu coexistants localement
. Le terme de création de gaz dispersé par fractionnement du champ
gaz continu
. Le terme de création de gaz continu par coalescence de champ gaz
dispersé.
En fonction des structures de l’écoulement diphasique que l’on souhaite résoudre,
on recherche une taille de coupure pour les tailles caractéristiques des interfaces que
l’on souhaite simuler et celles que l’on souhaite modéliser par une approche dispersée
sous l’hypothèse que leur forme soit sphérique ou ovoïde. On remplace donc un
besoin de raffinement spatial par une modélisation physique pour les bulles de forme
connues. Les premières perspectives de cette approche hybride 2-phases, 3-champs
sont discutées au travers d’essai de simulation des expériences de Castillejos [22] et
Cummings & Chanson [32]. Cette approche, effective du point de vue numérique et
méthodologique, comporte des critères de transitions entre les différents champs gaz.
La validation de ces critères, qui déclenchent les transferts de masse et de quantité




Comme nous l’avons vu au cours de ces travaux, la mise en place de l’approche
hybride multichamps 2-phases, 3-champs (qui pourra être étendue à 2-phases, 4-
champs) ouvre la voie à de nombreuses études. Les présents résultats proposent une
mise en place globale de l’approche, pour aboutir à une modélisation effective du
point de vue méthodologique et numérique.
De futures études pourront se donner pour but l’utilisation d’une approche po-
lydispersée pour le champ gaz dispersé, ainsi que le transfert d’information sur le
diamètre local entre les champs gaz. Le transfert du champ dispersé vers le champ
continu serait alors ciblé sur la classe contenant les plus grands diamètres, avec un
critère de transition sans doute basé sur la fraction volumique et le diamètre plutôt
que sur le gradient. Le critère ainsi que le transfert mis en place du champ continu
vers le dispersé ne conserve pas non plus d’information sur le diamètre des bulles,
l’approche simpliste d’un diamètre constant pour la phase dispersée ne le permettant
pas. Dans l’idée d’utiliser une approche tenant compte du diamètre local à l’avenir,
on peut imaginer transférer en plus de la masse une information sur le diamètre
des bulles continues qui passent dans le champ dispersé. Celle-ci pourra être établie
à partir de la courbure locale des fragments sous-résolus. Ce qui, avec une loi de
coalescence/fractionnement pour la phase dispersé, que ce soit dans une approche
polydispersée ou plus simplement une loi de transport de l’aire interfaciale, devrait
permettre d’obtenir un diamètre plus réaliste.
Une autre idée qui n’a pas été explorée est d’appliquer un critère de transition
non plus en local sur les cellules, mais sur un maillage plus grossier ou un stencil
beaucoup plus large. Ces transformations, revenant à prendre une moyenne spatiale
locale, devrait permettre de détecter la présence d’une poche avec une plus grande
flexibilité que l’usage seul de gradients locaux (gradients qui ne vont chercher des
informations que dans les cellules voisines, voire au voisinage étendu).
Comme on l’a vu au paragraphe I.5.2.3, la modélisation de la turbulence pour
une approche couplant approche dispersée et localisation d’interface est un problème
aujourd’hui non résolu. Il sera donc très utile d’approfondir notre compréhension des
méchanismes d’interaction entre les interfaces et la turbulence. Les travaux de La-
rocque et al. [68], Liovic & Lakehal [73], Vincent et al. [134], ainsi que de Chesnel
et al. [27] montrent l’interêt d’une recherche dans ce sens.
L’extension de cette approche à l’étude des surfaces libres est actuellement un
travail en cours, dont les premières étapes sont présentées en annexe A. Dans la
continuité de l’application de la méthode à un champ plus large de régimes d’écou-
lements diphasiques, l’objectif est la mise en place de l’approche hybride 2-phases,
4-champs avec l’ajout d’un champ pour les gouttes dispersées.
Enfin, ces travaux ayant comme objectif premier la modélisation des écoulements
en générateur de vapeur, une des extensions à apporter à la présente approche est
la résolution de l’équation de conservation de l’énergie.
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Communications & visibilité
Au cours de cette thèse, différents travaux ont été présentés et confrontés aux
avis de la communauté scientifique de la mécanique des fluides numériques et des
écoulements multiphasiques. La mise en place du modèle dédié au suivi de l’interface
des larges bulles présentée aux chapitre I, ainsi que son application aux montées de
bulles dans un liquide visqueux ont fait l’objet d’une communication en conférence
internationale :
Multifield hybrid approach for bubble to slug flows
Denèfle, R., Mimouni, S., Caltagirone, J.-P., and Vincent, S.
In Proceedings of 9th Advances in Fluid Mechanics 2012 : AFM’12
(Split, Croatia, june 2012).
Dans le même esprit, l’application du modèle pour les larges bulles à la coales-
cence locale de deux bulles a fait l’objet d’un article, accepté en 2013 :
Hybrid multifield method applied to bubble rising and coalescence
Denèfle, R., Mimouni, S., Caltagirone, J.-P., and Vincent, S.
Int. Jr. of Computational Methods and Experimental Measurements
(accepted in 2013).
La difficulté de la simulation de cas complexes tels que le panache de bulles de
Castillejos [22] a fait l’objet d’une communication en conférence européenne :
Multifield hybrid approach for two-phase flow modelling
Denèfle, R., Mimouni, S., Caltagirone, J.-P., and Vincent, S.
In Proceedings of 9th European Fluid Mechanics Conference : EFMC’9
(Rome, Italie, sept. 2012).
L’implémentation et le test de l’approche 2-phases, 3-champ couplé, a été exposé
en conférence internationale ainsi que lors d’un colloque européen :
A new multifield approach for intermittent two-phase flow regimes
modeling
Denèfle, R., Mimouni, S., Caltagirone, J.-P., and Vincent, S.
In Proceedings of 8th International Conference on Multiphase Flow : ICMF’8
(Jeju, Korea, may 2013).
A Multifield Hybrid Approach for the Modeling of Two-Phase Flow
Regime Transitions
Denèfle, R., Mimouni, S., Caltagirone, J.-P., and Vincent, S.
In Proceedings of Euromech Colloquium 555
(Bordeaux, France, aug. 2013).
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De plus, le modèle implémenté pour le suivi des larges bulles déformables est à





Extension à l’étude des surfaces libres
Ces travaux de thèse ont été réalisés dans le cadre du projet NEPTUNE qui
intègre le code NEPTUNE_CFD. Le modèle pour les larges bulles, décrit au chapitre
I, et validé au chapitre III, a été implémenté dans la version de développement
actuelle du code. Une base de cas de vérification et de validation spécifique à ce
modèle est actuellement mise en place. On trouvera dans cette base certains des cas
dédiés aux larges bulles présentés dans ces travaux.
Une extension du modèle à l’étude des surfaces libre a alors été envisagée. C’est
l’objet des simulations présentées dans cette première annexe.
1 Cas de l’écoulement autour d’un bump
Ce premier cas très simple consiste en l’écoulement autour d’un obstacle arrondi,
ou bump. Dans la base actuelle de validation du code, ce cas est modélisé avec une
approche LIM pour la surface libre. L’idée est ici de vérifier que notre modèle est
également capable de simuler l’écoulement autour de cette marche.
Le cas consiste en un passage d’une marche arrondie par un écoulement jusqu’à
convergence de la simulation vers un état stationnaire. La simulation est initialisée
comme schématisée sur l’image de gauche de la figure 1.1, avec un pavé d’eau en
amont de la marche et une condition sur le débit d’entrée amont.
Figure 1.1 – Initialisation (à gauche) et résultat stationnaire (à droite) pour le cas
d’un écoulement autour d’une marche arrondie simulé avec l’approche
ITM.
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Le maillage est adapté à la géométrie et épouse la forme de la marche, comme on
peut l’apercevoir sur la figure 1.1 au dessus de l’obstacle. Cela permet pour la mo-
délisation avec l’approche standard dédiée aux surfaces libres de NEPTUNE_CFD
(LIM) de conserver une interface quasiment parallèle aux faces du maillages, utile
pour l’approche à trois cellules pour le traitement de l’interface (Cf Chapitre I). On
compare la position de l’interface convergée en temps avec les mesures expérimen-
tales disponibles (base de validation NEPTUNE_CFD) en figure 1.2.
Figure 1.2 – Comparaison pour le cas de l’écoulement autour d’un obstacle arrondi de
l’interface simulée par le calcul convergé en temps (tirets rouges) et les
mesures expérimentales.
Ce premier cas simple permet de positionner notre approche de localisation d’in-
terface comme une méthode intéressante pour la modélisation de surfaces libres. De
plus amples études sont actuellement en cours pour vérifier que cette extension soit
applicable dans le cadre de calculs industriels. Nous allons ici nous contenter de
présenter un cas de vérification classique : l’instabilité de Rayleigh- Taylor [23].
2 Instabilité de Rayleigh-Taylor
Cette seconde étude consiste en un cas de validation classique pour les codes de
CFD diphasique avec localisation d’interfaces. L’instabilité de Rayleigh-Taylor appa-
raît lorsque un fluide "lourd" se déplace vers un fluide "léger". En particulier lorsque
un fluide "lourd" est placé au dessus d’un fluide "léger", la moindre perturbation de
l’interface (impliquant localement ∇µ ∧∇P 6= 0) initie l’instabilité.
2.1 Théorie
Si la déformation initiale de l’interface entre les deux fluides est de forme sinu-
soïdale d’amplitude a0, alors tant que l’on reste dans le cadre de petites amplitudes,
la linéarisation des équations de Navier-Stokes permet d’obtenir l’amplitude de dé-
formation de l’interface a(t) suivante :
a(t) = a0exp(ωt) (1.1)
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donnée au premier ordre avec un nombre d’onde de k.
2.2 Simulation numérique
On simule un domaine bidimensionel de hauteur 5 m et de largeur L = 1 m. La
gravité est fixée à g = −10 m·s−2, les propriétés du fluide "lourd" sont ρ1 = 3 kg/m3
et µ1 = 0.03 Pa.s, celles du fluide "léger" ρ2 = 1 kg · m−3, µ2 = 0.01 Pa · s. La
tension de surface est σ = 0.075 N ·m−2. L’interface est initialisée par une fonction











pour x ∈ [0, L] (1.3)
Le maillage utilisé contient 96× 480 cellules. Le pas de temps constant est fixé à
10−4 s. Les deux phases sont considérées comme continues, les modèles sont donc des
modèles 2-phases, 2-champs. On utilise pour cette simulation trois modèles de lois de
fermetures ; le modèle de large interfaces de la version standard de NEPTUNE_CFD
(LIM), l’approche exposée pour les larges bulles (ITM), et cette même approche
avec la détection d’interfaces mal résolue pour lesquels un glissement est ajouté. En
figure 1.3, on compare l’amplitude simulée à la théorie linéarisée pour t ∈ [0, 1.5] s.
Figure 1.3 – Comparison between different mesh refinements and the theory, variable
time step (initial value : 1 ms except for the more refined : 0.1 ms), with
surface tension.
La figure 1.3 montre une faible différence entre la simulation avec le modèle LIM
et celle avec le modèle ITM. L’écart entre les modèles ITM avec ou sans glissement
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est nul sur cet intervalle de temps. Ce qui indique que pour les petites déformations,
on conserve bien une interface résolue. L’écart par rapport aux prévisions du calcul
analytique est inférieur à 10 % pour tous les modèles.
On sort maintenant du cadre des petites amplitudes. L’amplitude initiale est
accentuée pour arriver à une amplitude initiale égale à un pas spatial, soit 10.4 mm
pour raccourcir le temps de la simulation. La figure 1.4 présente les résultats de
simulation pour les 3 approches LIM, ITM et ITM avec glissement pour 10 s de
temps physique.
Si l’on constate que l’on a toujours une bonne concordance entre l’amplitude
maximale sur les deux premières secondes des simulations, on observe l’apport crucial
de l’étape de compression artificielle contenue dans l’approche ITM. On observe peu
de différences entre la ITM avec ou sans glissement, mis à part une diminution du
nombre d’îlots de fraction volumiques ("bulles" de diamètre inférieur à la maille)
avec l’ajout du glissement interfacial.
3 Conclusion
Ces résultats donnent un aperçu des travaux en cours pour l’extension de la
méthode présentée à l’étude de problèmes à surface libre. Bien que des vérifications
et validations supplémentaires soient nécessaires, on peut d’ores et déjà conclure
quant à l’intérêt de la méthode.
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Figure 1.4 – De haut en bas, simulation d’une instabilité de Rayleigh-Taylor avec les






Dans l’optique de la modélisation des régimes d’écoulement diphasiques eau-
vapeur en générateur de vapeur, il faut ajouter à notre système d’équations les
termes de transferts de masse et de quantité de mouvement dus aux changements
de phase, et résoudre une équation supplémentaire par champ ; la conservation de




+∇ · (αkρkHkUk) = ∇ · (αkUk · (Tk + TSMk ))









Dans une première partie, on présentera ici succinctement les modèles de trans-
ferts thermiques implémentés dans le code NEPTUNE_CFD pour le cas de bulles
dispersées et pour les interfaces libres (LIM).
1 Transferts thermiques interfaciaux
Dans l’équation (2.1), le terme de transfert thermique interfacial Πp→k peut se
décomposer en un terme d’échange de chaleur et un terme de transfert de masse
(2.2).
Πp→k = ζkp(Tp − Tk) + Γp→kH intp→k (2.2)





Le modèle dédié au transfert thermique entre une phase continue et des inclusions
dispersées, en l’occurrence des bulles est donné par les relations suivantes pour la
phase liquide :








(Tsat − Tdg) (2.4)
où f est une fonction de pondération qui peut prendre plusieurs expression : 1, αcl,
αdg ou αdg × αcl
1.2 Modèle de larges interfaces - LIM
Dans les cellules ne contenant pas l’interface, on utilise les modèles de gouttes et
bulles. Pour les larges interfaces, le coefficient d’échange est calculé en fonction de
l’aire interfaciale locale contenue dans la cellule interfaciale (αcg ∈ [0.3, 0.7]), ainsi
que détaillé par Coste [29].




où T+ est obtenu à l’aide d’une loi de paroi T+ = f(y+).
2 Transferts thermiques (conduction)
On cherche ici à étudier numériquement l’évolution thermique d’une boîte conte-
nant à l’instant initial deux compartiments de températures différentes T1 et T2.
2.1 Théorie








Où a est la diffusivité thermique ([a] ≡ m2.s−1). La température, le temps et l’abs-
cisse sont adimensionnés par rapport aux grandeurs du système :
T ∗ =
T − Tf








2. TRANSFERTS THERMIQUES (CONDUCTION)
Avec ces variables adimensionnées, la température initiale est un échelon unitaire.
En séparant les variables t∗ et x∗ et en cherchant une solution sous la forme de série
de Fourier, on obtient la solution analytique suivante :





















Les deux fluides sont choisi identiques et ont les propriétés de l’eau (2.8), les
températures sont fixées respectivement aux valeurs 100 et 200 K.
ρ = 1000 kg.m−3
Cp = 4180 J.kg
−1.K−1
λ = 0.6 W.m−1.K−1
(2.8)
Figure 2.1 – Initialisation du cas pour la conduction thermique à l’interface.
L’étude est menée suivant deux approches : une première monophasique, la
conduction se fera donc au travers des termes volumiques, et une seconde dipha-
sique, dans ce cas la conduction entre les deux zones initiales (Cf. figure 2.1) passe
par un terme d’échange interfacial. Le calcul monophasique permet de vérifier que
le terme de conduction volumique est correct comme le montre la comparaison avec
la théorie en figure 2.2.
Pour le cas diphasique, l’interface est modélisée à l’aide d’une cellule où αcg = 0.5.
On implémente dans un premier temps le coefficient de transfert interfacial λ12,
avec α(1 − α) comme fonction de localisation à l’interface, et ‖∇α‖ comme aire
interfaciale :
ζ12 = α(1− α)‖∇α‖λ (2.9)
On ne retrouve pas les prédictions analytiques dans le cas diphasique. Ce qui
montre qu’il reste un effort de modélisation à fournir pour l’implémentation des
transferts thermiques à l’interface avec une modélisation locale de celle-ci. Des idées
sont à explorer dans la littérature [108], et/ou en s’inspirant de l’implémentation
des modèles existants à l’heure actuelle dans le code NEPTUNE_CFD.
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Figure 2.2 – T ∗ fonction de x∗ pour t = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10} s. Les solutions
analytiques sont en rouge et les résultats numériques en croix noires.
Figure 2.3 – T ∗ fonction de x∗ pour t =
{0.1, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} s. Les solutions ana-
lytiques sont en rouge et les résultats numériques en croix noires.
3 Changement de phase - Ébullition d’une bulle
sphérique
On s’intéresse, au contraire du paragraphe précédent à la partie transfert de
masse des échanges thermiques. Deux approches existent pour les termes couplés de
transferts thermique et massiques entre deux états d’une même phase chimique. La
première, peut être la plus naturelle, consiste à avoir un terme de transfert thermique
et un terme de transfert de masse conservatifs :
∂
∂t
α1ρ1H1 + conv = ζ12 (T2 − T1) + Γ1Hσ
∂
∂t
α2ρ2H2 + conv = −ζ12 (T2 − T1) + Γ2Hσ
(2.10)
La deuxième approche, qui est celle retenue pour le modèle eau-vapeur du code
NETUNE_CFD, consiste à choisir un modèle de transfert spécifique pour chaque
phase (retour à la saturation, large interface, LIM, ...) et d’assurer ensuite la conser-
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vation avec le terme de changement de phase (transfert de masse).
∂
∂t















Pour un premier test, on choisit un modèle de simple retour à la saturation pour
les deux phases, avec un temps de relaxation de 0.01 s et un pré-facteur en α(1−α)
pour la localisation à l’interface :
α1(1− α1)ρ1Cp1
τ1
(Tsat − T1) (2.13)
Figure 2.4 – Visualisation des vecteurs vitesses à l’interface (à gauche) et rayon de la
bulle en fonction du temps à P = 10 bar.
On observe sur la figure 2.4 que l’on est capable avec un terme de changement
de phase très simple de faire croître de manière isotrope une bulle de vapeur saturée
entourée d’un liquide surchauffé. La théorie prédit un rayon de la bulle fonction
de la racine carrée du temps [42, 71, 100]. Dans notre cas, l’utilisation du module
eau-vapeur déjà implémenté dans le code impose l’utilisation de propriétés variables
pour les fluides (ρ, Cp, ...), ce qui diffère des hypothèses permettant de prédire une





En considérant que les propriétés fluides varient peu au cours du calcul, le fait que
l’on ne retrouve pas une évolution selon une loi racine carrée est sans doute dû aux
modèles très simples utilisés (retour à la saturation). Des travaux complémentaires
devraient permettre l’implémentation d’un modèle de changement de phase spéci-





On a montré que la résolution de l’équation de la thermique est fonctionnelle
pour notre modèle dédié aux bulles simulées. Il reste maintenant à implémenter
des modélisations permettant de prendre en compte les termes de transferts ther-
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