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Abstract-A reliability analysis method for computing systems is considered in which the underlying criteria for "success" are based on the computations the system must perform in the use environment. Beginning with a general model of a "computer with faults," intermediate concepts of a "tolerance relation" and an "environment space" are introduced which account for the computational needs of the user and the probabilistic natare of the use environment. These concepts are then incorporated to obtain a precisely defined class of computation-based reliability measures. Formulation of a particular measure is illustrated and results, applying this measure, are compared with those of a typical structure-based analysis.
Index Terms-Error tolerance, fault tolerance, reliability analysis, reliability modeling. 
I. INTRODUCTION
THIS investigation is concerned with analytic methods of assessing the reliability of computing systems. In general, such methods are based on formal models which, at some desired level of abstraction, represent the structure of the systems to be analyzed (see [1] - [4] , for example). Given a particular class of models, the ability to "rely on" a system is then quantified via one or more "reliability measures" (defined on the model class), where the formal meaning of "rely on" is usually expressed in terms of some underlying concept of system "success."
In the discussion that follows, we wish to consider analysis methods that are "computation-based" in the sense that the underlying concept of system "success" is based on the computations the system must perform (in the use environment). This is in contrast to the more usual "structure-based" analysis methods wherein suc-cess criteria specify what is required of the system's structure but can specify computational success only to the extent that it depends on structural success.
The need for computation-based analysis methods thus arises when computational requirements cannot be expressed in strictly structural terms. Computers involved in real-time control and communication processes (e.g., aircraft computers [5] ) typically have this property. Also computation-based analysis methods will generally be needed to evaluate reliability parameters such as "coverage" [3] which, by definition, concern some aspect of a system's computational integrity.
The purpose of the following investigation is to establish, in general and formal terms, the kinds of things that should be considered when developing models and measures for computation-based reliability analyses. To begin the investigation, the structure of a computing system is represented by a state-transition model that is just complex enough to permit a precise formulation of system behavior. A general concept of "fault" is then introduced and, given some fault, it is shown how the structure and behavior of the faulty computer relates to that of the fault-free computer. It is shown further how such "computers with faults" admit to the formulation of computation-based success criteria, where a computation of some possibly faulty computer is viewed as a "success" if it is "within tolerance" of the desired (error-free) computation. In other words, what is regarded as a successful computation (in the use environment) is formally specified by a "tolerance relation" on the set of all computations.
Finally, it is shown how "reliability" (probability of success) can be precisely formulated for an arbitrary tolerance relation, thereby defining a whole class of reliability measures that differ according to the nature of their associated tolerance relations.
Throughout the paper a running example of a readonly memory (ROM) is used to illustrate the various concepts that are introduced and, in the end, to compare the results of a particular computation-based analysis with those of a typical structure-based analysis.
II. COMPUTERS WITH FAULTS
To determine, in precise terms, just what computational and environmental properties should be accounted for in computation-based reliability analysis, it is convenient to view a digital computer as a rather general type of system which, at discrete points in time, receives input data that, in turn, effect changes in the system's internal state. It will be assumed that-time is represented by the natural numbers, i.e., the time base is the set T = 10,1,2,9.... It will be further assumed that the state set is "coordinatized" where a subset of the coordinates represent the values of those state variables that are observable as output variables.
The transition structure of such a system may vary with time because faults (structural failures) occur or because the system is reconfigured in an attempt to recover from a fault. At a given instant of time the structure is fixed, however, and is described by a transition function which determines the state of the computing system at time i + 1, given the state at time i and the input received at time i. Formalizing this notion, we have:
Definition 1: A (formal) computer is a system C = (X,Q,A) where X is a finite, nonempty set, the input set of C, Q is a finite, nonempty set, the state set of C, A is a sequence of functions A = (60,962,-..)
where bi: Q X X Q, the transition function of C at time i (i C T). Thus a computer, as defined above, is a discrete-time, finite-state, time-varying system whose structure at time i is described by transition function bi. In particular, if q E Q is the state of C at time i and a E X is the input received at time i then bi(q,a) is the state of C at time i + 1. In case structure does not vary with time, that is, bi+ = bi, for all i E T (2.1) then C is time-invariant. Thus if C = (X,Q,A) is timeinvariant, A is uniquely determined by 60 and C can alternatively be regarded as a (state) sequential machine with (fixed) transition function 6 = bo.
Note that, in the above formalization of structure, there is no explicit representation of just how the state set is coordinatized (although we have assumed that it is) and just which coordinates correspond to output variables. The reason for this is that the precise nature of the output function (determined by this coordinatization) is accounted for later when we introduce the concept of a "tolerance relation" (see Section III).
To where 6 is the "fault-free" transition function. To describe 6, if with each "address" a E X we associate a word c(a) E Y, the desired "content of location a," then for all q C Q, 6(q,a) = (a,c(a)). In so representing the ROM, the interpretation of an input a C X is the binary-coded address of the memory location to be read. The interpretation of a state (a,c) E Q is a memory location (represented by the address of that location) along with the 32-bit word stored in that location. The interpretation of the transition function a is the normal, fault-free operation of the ROM, i.e., when the ROM is in some state q and is presented with address a, its next state is the location addressed by a, along with the contents of that location.
Returning to the general model introduced above, the most appropriate view of a computer's behavior is "string manipulation," that is, a string of successive input symbols gives rise to a string of successive states of the system. To describe this process in more detail, beginning in some initial state qo (determined by the program to be executed and by stored data) at some initial time i, C receives an input sequence of symbols aoal *--an-1 where aj G X is interpreted as the input received at time i + j. In response to this input sequence, there results a sequence (trajectory) of states qoqlp..qn where qj E Q is interpreted as the state of C at time i + j. Thus the "state-behavior" of C may be viewed as a function from T X X* into Q+ where T is the time base, X* is the set of all finite-length sequences of input symbols (including the null sequence A), and Q+ is the set of all finite-length sequences of states. More precisely, if C (X,Q,A) and q E Q, the state-behavior of C in q is a function aq: T X X* Q+ defined inductively as fol-
where] = i + lg(x) and q' is the final state of aq (i,X). (lg(x) denotes the length of sequence x.) It is easy to verify that this formal notion of statebehavior captures the intuitive notion discussed above.
Note that aq maps input sequences of length n into state trajectories of length n + 1. In particular, for example, if C is the ROM described above, q is some state of the ROM at time 10, and addresses ao, a,, and a2 are applied at times 10, 11, and 12, respectively, then aq(10,aoala2) = q(ao,c(ao)) (al,c(al))(a2,c(a2)). Having established the concepts of "computer" and "state-behavior," we adopt a concept of "computation" that is somewhat more general than usually considered. Since computational "success" may depend on initial conditions (where and when the computation is performed) and on the nature of the input data, we regard a computation as consisting of four things: an initial state q, an initial time i, an input sequence x, and a state sequence y. More precisely, a computation (over X and Q) is a quadruple (q,i,x,y) where q C Q, i C T, x C X* and y C Q+ such that lg(y) = lg(x) + 1. Accordingly, q, i, x, and y are referred to as the initial state, initial time, input sequence, and state trajectory (respectively) of the computation. Relative to a particular computer C, a computation of C is a computation of the form (q,i,x,aq(i,x)). The fundamental question of deciding whether a computer is a "success in its use environment" will be based on the nature of such computations. However, even more basic than the notion of a computational error is the concept of a "fault," that is, a transient or permanent change in computer structure that may, in turn, cause errors.
In terms-of the concepts of a "representation scheme" and a "system with faults" [6] , [7] , the "specification class" & and "realization class" I? that we wish to consider is the class of all computers (as defined above), that is, both & and] ? are equal to the class 0 = {CI C is a computer}.
Moreover, we will restrict our attention to faults that occur during the use of a computer (as opposed to faults that occur during the design process) and so, in the representation scheme (@,@,p), p is taken to be the identity function. In this representation scheme, a "computer with faults" will be defined as follows.
The "fault-free" specification, that is, the description of the underlying system as it exists before any physical failures occur, will be assumed time invariant [see condition (2. The interpretation of (,r,r,i) is a physical failure that occurs between time i and time i + 1. r is the transition function that the failing system exhibits while the failure is taking place and ir is the transition function that the system exhibits after the failure has taken place. Thus, if f = (r,ir,i) is a fault of computer C = (X,Q,A), that is, the content of the memory location b is altered after time i.
Returning to the general model, by combining Definitions 1 and 2, we obtain the following specialization of a "system with faults." In keeping with our earlier interpretations of these objects, if (C,F,O) is a computer with faults, C will be referred to as the fault-free computer and if f is not a null fault, Cf will be referred to as faulty. Note, however, that a faulty computer (in the sense just defined) may or may not continue to perform its computations successfully, depending on the user's view of "success." This distinction is made more precise in the section that follows.
III. TOLERANCE RELATIONS FOR COMPUTATIONS
Given the class of computers with faults (over some specified input set X and state set Q), we now consider the basic issue raised at the outset of this discussion, namely, the formulation of computation-based success criteria. Although such criteria could be formally specified in a variety of ways, the following general formulation appears to be the most reasonable.
We view a particular computation realized by some possibly faulty computer as being a "success" if it is "within tolerance" of the desired (error-free) computation. In these terms, what is regarded as a successful computation (in the use environment) is specified by a "tolerance relation" on-the set of all possible computations. In general, such a relation can be formally defined as follows.
Definition 4: If U is the set of all computations (over X and Q), a tolerance relation a-is a reflexive relation on U.
The reflexive condition of the definition says simply that every computation is within tolerance of itself. Accordingly, the strongest tolerance relation is the relation of equality; the weakest is the relation a-= U X U where every computation is within tolerance of every other computation. The latter says that anything the computer does is acceptable and therefore represents a theoretical extreme as opposed to a practical one.
It should also be noted that the concept of tolerance, as defined above, is general enough to permit tolerable deviations in initial state, initial time and input as well as tolerable deviations in the state trajectory. Thus, for example, if (q,i,x,y) were the desired computation and a delay of up to 5 time steps could be tolerated then (q,i+j,x,y)o(q,ix,y), (1 < j < 5).
However, the purpose of the present investigation can be adequately served by examining how internal causes (faults) affect the state trajectory of a computation and neglecting external causes that might affect initialization, timing, and input.
To illustrate the notion of a tolerance relation, consider the ROM described in Section 11(2.2). Given c')(a',,c'1)...(a',,c',,) If a computation of Cf is a cr-failure, we will say it is caused by f. In case f can cause no a-failures, then f is a-tolerated. When the tolerance relation is understood, we will drop the reference to a and refer to a computation u as simply a "success" or, in the opposite case, a "failure."
To illustrate this notion of computational success, suppose C is the ROM described in Section II(2.2), a is the tolerance relation for the ROM (3.1), and f = f(b,100) is a fault occurring at time 100 that alters the contents of memory location b, where b is some fixed address in X [see (2.6)]. Then there are several conditions under which a computation u = (q,i,x,y) could be a a-success. For one, if the computation terminates at or before time 100 (i.e., i + lg(x) < 100) it is certainly a a-success. For another, if the initial state q = (a,c) is such that a 9 b and the input sequence does not contain an occurrence of address b then, for any initial time i, u is a a-success. Finally, if i < 100 and x = aoal...a, such that for all j > 100 -i, aj # b then u is again a a-success. On the other hand, if the input sequence x contains at least one occurrence of address b that occurs after time 100 then, clearly, u is a a-failure.
IV. RELIABILITY MEASURES
Having established what we mean by computationbased "success," let us see how this concept might be used in defining meaningful reliability measures. In general, a "reliability measure" is a function from some class of systems into some set of numbers (or product set of numbers) whose value, for a given system, reflects the ability to rely on the system in some specified use environment. When viewed in this way, the concept of a reliability measure includes such measures as "meantime-to-failure," "availability," "coverage," etc., as well as the measure "probability of success" (in the use environment). What we wish to examine now is how such reliability measures might be formulated in terms of the computation-based success criteria developed in the previous section. The investigation will focus on the measure "probability of success," although other measures of the type mentioned above could be dealt with in a similar fashion.
In general, to formulate the measure "probability of success" where, as earlier, success means "4success in the use environment," the probabilistic nature of both the system and the environment must be taken into account. In classical structure-based formulations, the environment is usually described by a single parameter t (the duration of time that the system is utilized) and assumed to be deterministic (i.e., it is assumed that t has a known fixed value when evaluating probability of success). However, when other aspects of the environment are considered, it is more realistic to regard the environment as probabilistic.
To formalize this view, if (C,F,O) is a computer with faults where C = (X,Q, A), the environment of C can be represented by a probability space (E, 6,PE) (4.1)
where E = Q X T X X* 6 = IE'lE' C El (the "events" on E), PE:
[0,1] is a probability measure.
Here, an element (q,i,x) in the sample space E describes an environment wherein the computer is to realize a computation with initial state q, initial time i, and input sequence x. The interpretation of the probability measure PE is the usual one, that is, if E' C then PE(E') = the probability that the (experienced) environment is in the event E'. As for the probabilistic nature of the faults of C, it can be represented by a second probability space (F, 5,PF)
where F is t,he set of faults of C, i = IF'IF' C Fj, PF:57 S-[0,1] is a probability measure. Again the interpretation of PF is the usual one, that is, if F' y then PF(F') = the probability that the (experienced) fault is in the event F'.
Given the spaces (E, 6,PE) and (F, 7,PF), the probabilistic nature of both the environment and the faults of Note that (4.3) expresses an underlying assumption that environmental events are independent of faults, which we feel is quite reasonable. If G' C 9, the interpretation of P(G') is the probability that the (experienced) environment and fault have descriptions e and f, respectively, such that (e,f) E G'. A probabilistic framework has now been established for a formal definition of "probability of success in the use environment" or what we will refer to simply as "reliability." where the value of R, for computer C is R,(C). Thus the above definition yields a whole class of reliability measures that differ according to the choice of a tolerance relation a.
V. ANALYSIS OF A READ-ONLY MEMORY
To illustrate the application of computation-based reliability measures, let us suppose the system to be analyzed is the read-only memory described in Section 11 (2.2). Suppose further that the physical failures of concern are memory cell failures that permanently alter the content of a memory location (or possibly several locations in the case of multiple failures). Single failures of this type are represented by the (single) faults described in Section III (3.1).Accordingly, if null faults of the form f = (06,i) are also included where 6 is the transition function of the fault-free ROM, then the fault set F of the ROM is the set of all (multiple) faults f = (f(blil), f(b2,i2),---, f(bm,im)) where i <i2 <*--< em [see Section II, definition (2.5)].
As for the underlying tolerance relation, let us suppose that no teadout errors can be tolerated. Then the appropriate tolerance relation a is the one described earlier in Section III (3.1).
Regarding the environment of the system, let us suppose the ROM is part of an aircraft computer where it receives slowly changing address updates at the rate of 1 per min. (Time i will be interpreted as the ith min.) Let us suppose further that as inputs change, the likelihood of repeating a given address is negligible. Then, for a mission duration of t minutes (where t < 1024), the environment of the ROM is described by a probability space (E, ,PE), where E and e are as defined in (4.1), and PE is subject to the condition that, whenever PE(J(qJ,aoa1 = e-32Xi -e-32X(i+l) The probability of a multiple fault can be formulated in a similar manner.
We now have enough information to determine the reliability of C according to the measure Rg. By definition, R,(C) is the probability P(H) of the event H consisting of all tuples (q,i,x,f) such that the computation (q,i,x,%f(i,x)) is a a-success. We note first that P({(q,i,x,f)J) will be 0 if i # 0, lg(x) 5'x t or the sequence x has repeated addresses (since PE(J(q,i,x)}) = 0 under these conditions). Thus we need only consider tuples (q,i,x,f) such that i = 0, x = aoal...at-1,and aj P ak if] P k. In this case, it follows that the computation u = (q,0,x,af(0,x)) is a a-success if and only if, for each time i (0 < i < t -1) and for allj such thatO <j < i, the fault f(ai,j) does not occur in the sequence f. This will ensure that, for each time i, the (i+1)th state of af (O,x) has the same Y-coordinate as the (i+l)th state of a,q(0,x). Moreover, since ai occurs exactly once in the sequence x,no fault f(ai,j) with j > i, will cause a c-failure at a later time. Thus, if we let Fx= f (q,0,x,af(0,x)) is a cr-successf, Comparing formulas (5.1) and (5.2), the latter says that ROM's failure rate is constant whereas the computation-based analysis says the failure rate increases with time. However, even with maximum utilization (t = 1024), the rate is only half that given by the structurebased analysis.
To obtain a more concrete comparison, if the memory cell hazard rate is 10-7 failures per hour and the utilization interval is 10 hours (which might be required of a long-range aircraft), then X = 10-7/60, t = 600 and substituting in (5.1) R.(C) = e-9.616X10-3 = 0.9904.
On the other hand, 'substituting these (5.2) same values in R(C) = e-3.2768X1O-2 = 0.9680. Thus, by accQunting for the ROM's computational environment, in this case a computation-based analysis predicts a probability of failure which is two orders of magnitude less than that predicted by a structure-based analysis. Judging by other examples we have looked at, this kind of difference is typical. In other words, structure-based measures will often yield a more pessimistic view of a computer's reliability than is warranted by the computational needs of the user.
VI. CONCLUSION
The intent of this investigation has been to establish, in general and yet precise terms, just what should be accounted for if a reliability analysis is to accurately reflect the computational needs of the user. In particular, we have said that such an analysis should account for computational errors that the user regards as "tolerable." Moreover, the tolerance relation should account for the initial state, initial time, and input of a computation (as well as its output) since what constitutes a tolerable output error will generally depend on the nature of the initial conditions (where and when the computation is performed) and the input data. Finally, given that a computation is a "success" when it is "within tolerance" of the desired error-free computation, "probability of success" likewise depends on the nature of the initial state, initial time and input, referred to collectively as the "environment" of the computation. Accordingly, a computation-based analysis should account for the probabilistic nature of this environment.
Our investigation has shown how, in theory, each of these items can be accounted for. Moreover, if a computing system and its environment are relatively simple to describe, the theory can be applied directly to obtain a computation-based reliability measure (as was the case for a read-only memory). However, if a system is even moderately complex, only partial information regarding its structure, potential faults, tolerable computational errors, environment, etc., will generally be available. This suggests that further studies of computation-based reliability analysis should focus on specific types of systems placed in specific types of use environments. Here, guided by what we have observed in the general case, one would seek to derive specific formulations of computation-based measures in terms of information which is known to be available.
