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DISEÑO DE UN CONTROLADOR DE MEMORIAS DRAM EN VIIDL
II1~.Daniel Francisco G6mcz flrudo
dgolllc¡()027@yahotu:olll
¡'-(l(,I/I((/(1 de Ingcllieda Elc('lrrJllic(I dc lo Ullil'efsit/ad Nacio1/al Mayor de
San MlI/TW", Lilllll, PertÍ
H,csllrncn : La actualización dc las (IJNAM) llIemorias din<Ímicas es lIllO dc los lemas
menos cnh:ndidos por los diseñadores electrónicos. debido en parte. a la diversidad dc
méludos y formas c.:xistcnlcs para llevarla a caho. Existen dos formas (h: realizar la
actualización. en forma distribuida y en forma de r.íl'aga (lJII,..\"I); amhas pueden ser llevadas
a cabo medianle diferentes métodos: con una aclualil.:tci(lIl dc solo RAS (/?ow Adtlres,,"
.)'rrohe), actualizaci6n dc CAS (COltflll/l ¡\ddrcsJ Sfro!Jc) anles uc RAS y actualil.i1ción tipo
oculto. Adelll.ís hay que tener en clll;nla que para poder reducir las dimcnsiones del
cllcapsulado I<ls mcmorias din~ílllicas prescnLan un Ims dc dircccioncs l1Iuhiplcxado, por lo
,ual también sc n:quicrc quc clcontrolador I"caliL'c la dccOllilkación de sus dire¡;eiones.
Este artículo presenta la teoría gcneral de los controladores dc memoria din;ímicas, las
m<Íqllinas de cstados, los diagramas dc ticmpo y las cl'uaciones usadas en el I'LD
(Dispositivo Lógico Programable) e implemclltadas en VHDL (Very lIigf¡ Spl'cd Inll'grated
Circl/ir,\', VHSIC lIordll'ore /Jescripliofl 1.fl11gl/agd para probar el prototipo diseñado,
Ahstraet : DRAM rcfrcsh is one 01' Ihe topic misllndcrslood by eleclronic dcsigners due lo
lhe man)' ways refresh can be accomplishetL There are two lllcal1S 01' perrorming rerresh.
dislributcd ami burst; and both can be m:complishcJ by various ways: ROR (Ras Only
Rel'rcsh). CBR (Cas Before Ras) amI hiddcn rerresh. Bcsidcs. it must be taken imo l:OUIlI
Ih:1t in order lo rcdul:e (he dimellsion 01' DRAM packages. lhe addrcss bus in Ihe DRAl\1s
have becn Illultiplcxcd: thus. it is also requircJ Ih~1tthe DRAM controllcr performs aJdress
decoding. This papel" contains general DRAM c(1111rollel' theory. slate machinc defínitions.
liming diagrams and Ihe PLD cqualions implclllenlcti in VHDL llsed lo test Ihe prototypc
dcsigned.
P"I"hr", CI",,", : DRAM. AClualizaci<Ín. RAS. CASo ROR. CflR. R¡¡raga.
1. FUNllMIENTO TEORICO
DRAM es un acrónimo de "f),rlltllllic /?oll/doll ¡leees Mell/o!',r" (Memoria din,ímica dc :Il:CCSOaleatorio). El
termino diniÍlllico indil:;l que para que la memoria mantenga los datos requiere que estos SL':lIlactualizados del1\ro
de UIl cierto periodo dc tiempo. así cuando estas memorias son desenergizadas pierden los datos que guardan, El
termino aCl:CSOaleatorio im.lil:<Ique cada l:clda cn la mcmoria puede scr leída o escrita en l:ualquier ordcn.
Los datos en una mcmoria DRAM cs{¡ín organilados en celdas de memoria donde cada l:elda contiene un
número espccilico de bils. por ejemplo una DRAM de lMx4 hit tiene 4 bils por celda. donde ,ada celda uc
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memoria tiene una única dirección determinada por una dirección dc fila y una dirección de columna. Debido a
que las celdas de memoria csl<Íncompuestas por transistores y condensadores integrados. y la carga en dichos
condensadores solo pueden ser mantenidos duran le unos pm:os milisegundos. las DRAM deben ser actualizadas
periódicamente. El transistor integrado funciona como un conmutador que puede ser utilizado para controlar el
flujo de corriente entre el corte y saturación. En una DRAM cada transistor cor.mula un único bit, si el transistor
esta saturado y la corriente puede fluir. entonces es un 1 lógico, si está en corte, entonces es un cero lógico. El
condensador se utiliza para mantener la carga. pero esta carga, como ya se ha dicho. ~e pierde rápidamente.
perdiendo el dato. Para solucionar este problema se tiene que añadir un circuíto de actualizaci6n que lea el valor
antes de que desaparezca completamente la carga y vuelva a escribir una versión nueva de ella. La velocidad oc
actualización esta expresadu en nanosegundos y es la figura representativa de la velocidad de la DRAM y
depende del diseño de la celda de memoria y de la tecnología utilizada en su fabricación.
Las DRAM son fabricadas utilizando un proceso similar al cmpleado en la fabricación de microprocesadores. es
decir, un substrato de silicio es insolado con patrones que forman los transistores y condensadores que
almacenan cada bit. Su fabricación no es complicada debido a que esta formado por una serie de estructuras
simples y repetitivas que no requieren complejidad de fabricación; y es más barata que una SRAM "Stalic
RAM" (Memoria Estática no volátil) porque utiliza la mitad de transistores. En la actualidad cada celda de
memoria además de los transistores y condensadores para almacenar los bits de información. tienen circuitos de
soporte que en general incluye. ver Fig. 1:
Amplificadores para la señalo caga detectada en una celda de memoria.
Direcciones lógicas para seleccionar filas y columnas.
Selección de la dirección de la lila *(RAS#) y selección de la dirección de columna (CAS#) para escoger la
celda de memoria deseada. Estas señales de sclección.también sin'en para iniciar y terminar las operaciones
de lectura y escritura,
Circuito para escribir y leer la información almacenada en las celdas de memoria,
Habilitador lógico de salida para prevenir que los datos aparezcan en las salidas a menos que sea
específicamente deseado.
Contadores o registros inlernos para mantener una secuencia dc actualizaci6n. utilizados en la actualización
de CAS antes de RAS.
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figura l. Diagrama de bloques de una memoria DRAM
[ProlOpapas. 19<)~1Para evitar que la informJci<Ín contenida en las (;cldas de memorias se pierdan es necesario:
Leer la tensión de cada celda; amplificarla y cargar el condensador otra ve l. con el voltaje original
A este proceso que debe ser repetido periódicamente se denomina actualización. Las DRAl\1 permiten actualizar
wdas las celdas dc una fila en una sola opcracitlll. Esta necesidad dc actualizar las memorias se debe a que
ILikn. 1993] la carga se degrada después dc 5 a \O milisegundos. por lo cual se la debe actualizar
periódicamente cada 2 milisegundos como medida de seguridad. En la actualidad estos tiempos son mucho
mayores y varían con la memoria utilizada. ya que dependen dr.: la tecnología y del método de fahricación
utilizado en la construcción de las celdas de memorias.
En la Fig. I las celdas de las DRAi\1 est<Ín organizadas en Ulla matriz cuadrada de I024x 1024. en general estos
arreglos son rectangulares. esto quiere decir que el número de filas y columnas no es necesariamente el mismo;
aunque siempre que se selec<.:iona una l11a. se puede decir. que se selecciona una página; la cual tiene un ancho
igual al número de columnas dcl arrcglo.
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s
e
1
e
e
e
i
Ó
n
d
e
f
• Celda de m;:npw. seleccnm.d.a.
Arreglo de una memolia DRAM
Figura 2. Arreglo de una memoria en celdas
~ Pagina
Esta geometría de la matriz cs importante para determinar el número de ciclos requeridos para actualizar
complcu.lJncntc una DRA1\-1 dehido a que seleccionando una página se puede actualizar por completo todas sus
columnas en un línico cielo de lectura. por lo que. el número de ciclos de actualización necesarios para actualizar
completamente una DRA~1 esta determinado por el número de paginas que esta tenga o lo que es igual al
número de filas dc la matriz.
Además, debido a que el bits de direcciones de las DRA~ls est~ín multiplexados. una mcmoria de IMx4 bits por
ejemplo. no tendrá 20 pines para direccionar todns iJs celdas de memoria sino que presentara solamente 10
pines. Así. para lograr la selección de una celda de memoria se tiene que proveer los 10 primcros bits panl
seleccionar una fila; para 10 cual se coloca a nivel lógico cero el pin de selección de filas RAS#. una vez
seleccionada la fila o p,ígina de trabajo, se selecciona la columna deseada con los 10 siguicntes bits. Para la
selección de columna es necesario activar el pin de selección de la columna. CAS# a nivel lógico cero. [Barry.
1995] De est:l manera la celda de memoria seleccionada corresponde a la intersección de la fila y columna
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proporcionada COIllO se muestra en la Fig. 2. Por lo lanto en nuestro ejemplo dicha celda conlcndd 4 bits por
tratarse de una memoria de 1Mx4 bits, es t1ccir. primero se colocan en los 10 pilles de direcciones de la memoria
las direcciones dc fila (Ao.A9), y luego son almal'cnat!os en un registro interno de fijas cuando la señal RAS#
pasa a nivel lógico cero, luego las siguientes direcciones AJO-A!9 se colocan en los mismos 10 pilles dc dirección
y son almacenados en un registro interno de columnas cuando la scilal CAS# se envía a nivel lógico cero; como
se presenta en el diagrama dc tiempos correspondiente al ciclo de lectura de una memoria EVO DRA;\I en la
Fig.3.
El acrónimo EDO viene de "Extended Data Ouput" y significa que las salidas en el bus de datos permanecerán
validas (estar<Ín latchcadas) hasta que el siguiente ciclo de lectura 6 escritura utilice el hus de dalos; esta
permanecía de los datos en el bus DQ, ver rig. 3, se proporciona para que el microprocesador no tenga que estar
esperando a que la memoria DRAM proporcione los datos, sino que vaya ejecutando otras instrucciones
sabiendo que cuando requiera los datos buscados estos le estarán esperando en el bus DQ. Este tipo de memoria
EDO es una mejora de las memorias FP,\. (Fast Page Mm/e) en las cuales, el dato solo permanecía durante un
tiempo en el hus DQ y luego pasaba a alta impedancia; teniendo que estar el microprocesador siempre esperando
a la memoria, generando ciclos muertos de reloj y degradando el rendimiento del sistema.
RAS' V1H- \ rV1L-
CASO
VIH- ,,\ rV1L- ,,,,,,,
ADDR VIH-~ ROW XM/#ZX ( COlUMN (A) XZ/$il17;/ZVIL- ,,,
\ ,,,,,
'~00 V1OH- OPEN VAllO DATA(A)VIOl-
WE#
OE# VIH-VIL -. _
Figura 3. Diagrama de tiempos de una EDO DRAM
En el diaorama se observa que el bitS de direcciones de la DRAi\'. al estar multiplexado primero recibe la
direcci6n de tila deseada, la cual debe estar presente antes y después del naneo de bajada de la señal de control
RAS#; después de recibir la dirección de lila se recibe la direcci6n de columna, la cual es validada .en el flanco
de bajada de la señal de control CAS#. El pil/ 01£# (0111'11/ El/aMe) ulilizado para ~onlrolar las salidas DQ del
bus de datos [Micron. 19971 en la mayoría de los sistemas esta conectado a nJvc~ loglco cero d_Cbld~ a que ',as
señales RAS# y CAS# controlan eorreelamente todos los estados del bus DQ. debido a que la senal \\ E# (1V,.,~e
EI/ab/e) esta en nivel lógico 1, que corresponde a un ciclo de leelUra. en donde los datos validos se dan despues
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tlcl naneo de bajada de CAS#. El ciclo de escritura de una DRAM es similar al de lectura con la diferencia que
\VE# estn a nivel lógico cero y los pilles I>Q se comportan <;01110entradas.
Hasta ahora sólo hemos visto como deben trabajar las señales de control RAS#. CAS# y 'VE# en un ciclo
normal de trabajo de una DRAM, ya sea en lCl:tura o escritura. pero ¿cómo deben trabajar en un ciclo de
actualización"!. Para responder esta pregunta. primero dehemos tener en cuenta que las DRAM son referidas
como de dos tipos. de [:-"Ikron. 19lJ7] actualización estándar y de actualización extendida. Todas las DRAM
tienen un tiempo en el cual su contenido debe ser <ll:tualizado y si no son acluali/.ados dentro de dicho tiempo los
daros t:ontcnidos en sus celdas de memoria se pueden perder. A cste tiempo limite se Ic ,onoee eomo tiempo de
aClUalización: y junto con el número de p¡íginas {Í el número total de cidos de actualización llevados a cabo en
dicho ticmpo determinan cl tipo de memoria utili/aJa. así. si al dividir el ticmpo en cl cual se debe actualizar
completamente la memoria en[re el número de ciclos de actualizaci6n que se deben ejecutar se obtiene 15.6 s,
se trata de una memoria de actualizaci¡ín estándar, si el n:sultado es 125 JI s, se traLa de una memoria de
actualización extendida. En la tabla I se lista algunas DRAM esti.índares y sus respectivas especificaciones de
actualización.
Como se puede observar en la labia l. la mayoría de las memorias son de tipo estándar, las cUi.llesa pesar de
tener diferentes tiempos de actu::tlización. tamaños y número de paginas tienen una misma taza de actualización
(Re/res/¡ [(afe). Este valor constante de la taza dc m:tualizaci6n nos indica que podemos diseñar un controlador
que ejecute un cido de actualización cada 15.6 JI s; a esta forma de actualizar la memoria se le conoce COIllO
actualizadón distrihuido: y consiste en realizar varios ciclos de i.H.:tualización.donde cada actualización est;l
igualmente espaciado y son llevados a cabo cad::t 15.6 f.1 s, de tal forma que todas las filas serán actualizadas
dentro del tiempo de actualizaci<'Snespecificado por la memoria. así la memoria de 4Mx I de la tabla I ejeculará
un único actualizaci6n cada 15.6 f.1 s. Pero esta no es la única forma de actualizar una DRAM. tamhién se puede
realizar un a<.:lualil.ación tipo draga. la cual consiste en realizar una serie de actualizaciones. una tras otra.
accediendo i.ltodas las filas en dicho ciclo de actualizaci6n. lintel. 19971 Durante la actualización ninguna otra
petición es atendida quedando el bus de datos de la DRAM en alta impedancia. Es decir todas las filas son
actualizadas una tras otra dentro del tiempo de aclualizaci6n establecido para la memoria. así en la tabla l. para
la misma memoria de 4Mx 1 por ejemplo. esto significa que los 1024 ciclos necesarios para actualizar todas las
celdas de memoria son realizados uno tras otro antes Je cada 16ms.
Tabla 1. Tiempos de refrescos para diferentes mcmorias DRAM
REfRESH NUMBEROf REfRESH
ORAM TIME CYClES RAH
4 Meg x 1 16ms 1,024 15.6~s
256Kx 16 Bms 512 15.6~s
256Kx 16 64ms 512 125ps
(l version)
4 Meo x 4 32ms 2.046 15,6~IS
(2K)
4 Meg x 4 64ms 4,096 15.6ps
(4K)
En la Fig. -l se puede apreciar la diferencia entre la actualización distribuida y la actualización tipo ráfaga; la
actualización distribuida es la más común de las dos formas de i.lctualización y generalmente implica que el
controlador permite que el ciclo actual de lectura ó escrilUra sea completado e inmediatamente después realiza la
actualización de los datos, y no acepta ninguna petición de leClllra ó escritura durante dicho proceso.
ELECTRÓNICA UNMSM N° 7, Agosto 200 I
T..-.._
64
()¡~lrtllJU!d
Pelrt"lh
[~;Il pIJ!<t"1':'p"e?!Il:5
,,'''''oj!lhC)~
n n ~ ~ ~ ~
!n~~mm
,,
r:¡"Qjllo:":t trile lo
CQ"I'1.,~I,,"1l;!I,Wl vllOrllIO'''~
Figura 4. Comparación entre el refresco en ráf<lga y el distrihuido.
La ventaja de la actualización distrihuida permite diseñar un controlador sin preocuparnos del tiempo dc
actualización, ya que esta se realizad caJa 15.6uJ. <ll:tualizando completamente los datos de la memoria antes
del tiempo de actualización especificado.
Sin importar la forma de actualizaci6n que se utilií:c. ya sea de ráfaga ó distribuido, la actualización puede ser
llevado acabo de tres formas distintas, utilizando un actualización de solo RAS, de CAS antes de RAS. y
actualización oculta.
En la actualización de solo RAS, referido en adelante como ROR (Ras O"ly Refresh), se selecciona una fila
activando la señal RAS#, esto selecciona una pagina cntera de mcmoria siempre y cuando la señal de CAS#
permanezca desactiva; luego se realiza la actualización dc todos los datos de la pagina seleccionada mediante un
ciclo de lectura. para lo cual se lleva la señal \VE# a I lógico. Este proceso se debe llevar a cabo para todas las
filas, para que todas las celdas de memoria de la DRAi\'l regenercn su contenido. IfVlicnJn. 19971 En este tipo oc
actualización, es [uncidn del controlador proveer las direcciones a scr actualizadas y asegurar que todas las filas
son actualizadas dentro del tiempo apropiado.
Es importante mantener la señal de CAS# desactivada. nivel Idgico cero, durante la actualización ROR para
seleccionar de esta manera una página completa. y poder actualizar las celdas de memoria de dicha pagina con
una lectura; la lectura realizada en el ciclo de actualización es interna ya que debido a que la señal de CAS# esta
desactivada el bus de datos estará en alta impedancia, esto se puede apreciar en la siguiente figura.
V
ADDR v:r
CASLJI
ardC .•••SHp
One refresh cycle when RAS# falls
\
'oc
~ .. ~
lA.SR (RAH
:wd=' ==:=w===t:WJ1l!ffiW'/$J1l!ff/J1/PI!P'ff//ffmc
'1o
rt
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o Vo< -------
Figura 5. Diagrama dc tiempos en la actualización tipo ROR.
ELECTRÓNICA UNMSM W 7. Agosto 2001
65
La fila a actualizar debe proveerse a través de los pines de direcciones, para ello, el controlador debe utilizar un
contador externo que genere todas las filas a actualizar, por lo tanto, debemos tener en cuenta el número de
ciclos de actualizaciones necesarios para regenerar totalmente el contenido de la memoria. Además. dependiendo
del tipo de actualización utilizado necesitaremos un contador que genere un actualización cada 15.6 Ji s f1 para
el tipo distribuido, o un contador que active una ráfaga de actualizaciones antes del tiempo de actualización
limite.
En la actualización de CAS antes de RAS, referido en adelanle como CRR (Cas Before Ras), la señal de CAS#
se activa (O lógico) y luego se debe activar la señal de RAS#. Cada ciclo de actualiz.ación se realizara en el
naneo de bajada de la señal de RAS#, mientras CAS# se mantenga activa. La señal \VE# debe estar en alto en el
Danco de bajada de RAS#.
"'o . 'n •• I.
.---1 ~
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1 ~l
RA.':o, VII'-v~ _
One refresh cycle
\
00
11 oPEN'----
- lWf1P IIIVIflt'
"'''"~t1/$//1/$)- W$$j'$/frlfffr¡)-
Figura 6. Un ciclo de refresco CBR
En este caso el bus de datos (DQ) también se mantendrá en alta impedancia durante la actualización. En la Fig. 6
se observa que la señal de CAS# va a 1 lógico y luego a cero lógico, antes de la señal de RAS#. para una serie de
actualizaciones continuos (tipo ráfaga) esto no es necesario. pudiéndose mantenerse la señal de CAS# activa baja
.durante todo el ciclo de actualización. esto se observa mejor en la Fig. 7, en donde se realizan tres
actualizaciones CBR en forma continua. En la misma figura se muestra que es posible tener la señal \VE# en
nivel lógico cero, pero para que se produzca la actualización es necesario que \VE# este en 1 lógico (lectura),
antes y después del Danco de bajada de la señal de RAS#.
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Figura 7. Actualización CBR tipo draga
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bn la actualización CBR se aprovecha el contador interno de actualización de la DRAl\f. Este contador es
inicializado a una cuenta en forma aleatoria cuando la memoria es energizada. y su cuenta se incrementa
automáticamente cada vez que se realiza un actualización CBR; de esta forma no es necesario utilizar un
contador externo y el controlador no necesita proveer la dirección de la fila a actualizar, lo cual es un beneficio
en aplicaciones donde la potencia juega un papel importante ya que no es necesario gastar corriente adicional en
conmutar las líneas de direcciones en el bus. Este contador interno no puede ser reseleado manualmente. sino
que cuando el contador llegue a su cuenta máxima, automáticamente se inicializará y empezará nuevamente a
contar.
La ventaja de implementar un actualizaci6n tipo CBR respecto a un actualización tipo ROR, no s610 está en el
ahorro de potencia y en la simplificaci6n del diseño del controlador, sino también en que realizando un
actualizaci6n CBR de forma distribuida a una taza de actualización de l5.6us se puede trabajar con diferentes
tipos de DRAM sin tener que preocuparse en el problema de la actualizaci6n.
n. DISEÑO DE UN CONTROLADOR EDO DRAM
El controlador de memorias es un sistema secuencial encargado de generar las señales que permiten utilizar
correctamente la memoria EDO DRAM. Para realizar el diseño del controlador debemos primeramente definir
cuales son las señales de entrada y salida del sistema. Así, en una primera aproximación tenemos que el
controlador de memorias EDO DRAM requiere como entradas:
El bus de direcciones. ADDR.
La señal de control de lectura/escritura del microprocesador, WR#.
La señal del reloj, CLK.
y como salidas:
La señal de RAS#.
La señal de CAS#.
La señal de control de lectura/escritura WE#.
El bus de direcciones multiplexado.
Se puede observar que el bus de datos no se considera en el diseño del controlador. Esto se debe a que aunque la
memoria utiliza el bus de datos, el controlador de memorias en ningún momento ejerce un control directo sobre
él. En las Fig. 5, 6 Y7 se mostraba el ciclo de actualización de una memoria dinámica mediante ROR y CBR, en
dichas gráficas se observa que el bus de datos se encuentra en alta impedancia durante la actualización; pero no
es el controlador de memorias el que produce que el bus de datos pase a alta impedancia; sino las señales de
RAS# y CAS# generadas durante el ciclo de actualización. Es por esto que podemos descstimar cualquier
control del bus de datos en el diseño del controlador de memorias.
De los requisitos de entrada y salida anteriormente establecidos podemos realizar un pnmer esquema del
controlador a diseñar.
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Figura 8. Entradas y Salidas del controlador a diseñar
Pero el controlador así representado aún no nos da una amplia información del diseño que debemos realizar. para
detallar má-o;;en su arquitectura debemos tener en cuenta las tareas que debe realizar dicho controlador. Así
podemos mencionar entre sus funciones básicas:
La multiplexación del bus de dirección, en filas y columnas.
La generación de las señales de RAS# y CAS# para el ciclo de escritura y lectura de la EDO DRAM.
La generación de las señales de RAS# y CAS# para el ciclo de actualización, teniendo en cuenta que estas
señales dependen del tipo de actualización a implementar. ya sea ROR ó CBR.
Asegurar que la señal \VE# pcrnlanecerá en nivel lógico uno (lectura) durante el periodo de actualización de
la memoria.
Asegurar que toda las celdas de memoria sean actualizadas antes del tiempo de actualización limite.
De las funciones básicas establecidas se desprende la necesidad de asegurar que la señal \VE# se encuentre en el
nivel lógico 1 durante la actualización y que sea igual a WR# durante el trabajo normal de la memoria; esto se
puede lograr haciendo uso de un multiplexor cuya señal de control sea manejada por el circuito de actualización
del controlador. Este circuito debe asegurar que el multiplexor seleccione el nivel lógico I para la señal WE#,
mientras la memoria es refrescada para asegurar la lectura y también asegurar que toda la memoria sea
completamente actualizada antes del tiempo límite. Además en el caso de que la actualización sea ROR hay que
tener en cuenta que se debe tener un contador externo que genere las direcciones de memoria a actualizar, y
deben ser estas las que lleguen al bus de direcciones de la DRAM.
ADDRFiIa
ADDRCoI•u,,
••,
,,,,,
-- 1
REF
,.- ...f:: Co:nta.dor,,
RASI1
CASI Gnd
UnidAd
d.
Control
UnidAd
d.
Refresco
,,,,,,,,,,
~------------------_.--------------------------~
1-----------------------------------------------1, ', Control de ED O DRAM ', ',
WR"
CLK
ADDR
Figura 9. Diagrama de Bloques del controlador
En el esquema mostrado las líneas punteadas significan que s610 son necesarias en el caso de utilizar un
actualización tipo ROR. Además se observa que se utilizan dos señales internas MUX y REF#, la señal de
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MUX sirve para multiplexar el bus de direcciones y generar las direcciones de filas y columnas. y la señal de
REF# para indicar que se está llevando a cabo la actualización de la memoria.
Haciendo un análisis de las figuras anteriormente mostradas se puede comprobar que hasta el momento no se
había presentado ninguna señal de reloj; esto se debía a que las memorias utilizadas son ,.asincronas y su
funcionamiento responde únicamente a las señales de cntrada presentes. El controlador en cambio necesita de
una señal de reloj con la cual sincronizar las señales de control generadas RAS# y CASI, así como para
temporizar las líneas de dirección y multiplexarlas en direcciones de filas y columnas (lVIUX).
Observemos nuevamente los ciclos de lectura y escritura de la memoria dinámica pero esta vez sincronizadas
con el flancn de subida de una señal de reloj, ver Fig. 10 Y Fig. 11.
T, l, l, T,
I T,[CLK I
RAU [ , '\ In
ADDR [ FiU \ Colunml n
CA.~# [ \ Ir'
WEiI [
DQ [ ( H
o( read >
Figura la. Diagrama de tiempo para un ciclo de lectura.
T, l, T, T,
I
T,
CLK [ II
lWlij [ ~ InI •
ADDR [ Fil. \ ~ Columna I n
[ I \ InCAS#
[~ IWEiI
DQ [-{ H
I
e \'IriIe >
Figura 11. Diagrama de tiempo para un ciclo de escritura .
• En la actualidad ya existen memorias sincronas basadas en el protocolo ¡2c
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Como se puede apreciar tanto en el ciclo de escritura como el de lectura las señales de RAS#, CAS# y ADDR
son iguales; además la señal ADDR de) bus de direcciones nos indica que primero se deben proporcionar las
filas y luego las columnas. Esto requiere de una señal que multiplexe el bus de direcci6n en direcciones de filas y
columnas según el diagrama de tiempos de la señal ADOR. Como señal de control para multiplexar y
temporizar las direcciones utilizamos la señal inlerna MUX generada por la unidad de control. En las Fig. 10 Y
I I se observa que se necesitan 4 pulsos de reloj para completar un ciclo de trabajo de la memoria, observar en la
Fig. 10 que en el 410 pulso de reloj, en un ciclo de lectura, la memoria utiliza el bus de dato DQ; y en el ciclo de
escritura (Fig. 11) en el 410 pulso de reloj el microprocesador está terminando de utilizar el bus de datos DQ. Se
denomina entonces latencia del sistema al número de ciclos de reloj que se tiene que realizar para obtener la
respuesta deseada en el sistema, esto significa que en nuestro diseño tendremos una latencia de 4 debido a que
cada petición de lectura o escritura demorará siempre 4 ciclos de reloj en ejecutarse.
2.1 Viseiio de la unidad de Control
La unidad de control como se puede apreciar en la Fig. 9 tiene como entrada la señal de reloj CLK y como
salidas las señales de control RASI, CASI y MUX. El diagrama de tiempos de las señales de salida se muestran
en la Fig.l2, en donde las señales RAS# y CAS# representan a RASI y CASI. Esta diferencia de notación se
utiliza para distinguir entre las salidas de la unida de control y la salidas del sistema (controlador de memorias).
T, T. T. ., T, T,
[
,
CLK
RAS# [ \
MUX [ \
CAS#
[ , 1\
Figura 12. Diagrama de tiempos de la unidad de Control.
De donde podemos obtener la siguiente tabla de estados para la unidad de control.
Tabla 2. Estados de la unidad de control
~~cou~u ESTADO
MUX RASI CASI MUX RASl CASI
I I 1 I O I
I O 1 O O I
O O I O O O
O O O I 1 1
I 1 1 I O I
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Expresando dicha tabla en diagrama de estados tendremos
IIIUX = !
RASI=l
CASI = 1
l\IUX = 1
RASI=O
CASI = 1
1I1UX= O
RASI=O
CASI=O
S3
IIIUX = O
RASI=O
CASI=!
Figura 13. Diagrama de estados de la unidad de control.
Del diagrama de estados se observa que la unidad de control a diseñar es una máquina de estados MOORE, la
cual cambia de estado con el flanco de subida del reloj (ver Fig. 12). ESla máquina de estados se puede describir
con el leguaje de descripción de hardware VHDL, ver apéndice I.
La simulación de dicho programa es mostrada en la siguiente figura.
UL'K
.ul J
mu)(
Figura 14. Simulación de la máquina de estados de la unidad de control.
La unidad de conlrol diseñada nos proporciona el control de la memoria mediante las señales RASI y CASI
durante los ciclos de lectura y escritura, pero no durante el ciclo de actualización. Antes de ver como debemos
construir las señales para el ciclo de actualización, terminemos con el ciclo normal de trabajo, diseñando el
buffer del bus de dirección.
2.2 DiseJ10 del circuito de multiplexación
La dirección de la celda de memoria en la que se escribirá ó de la cual se leerá un dato, son separadas por la
señal MUX de la unidad de control, en direcciones fila y columna; pasando al bus de dirección de la memoria
sólo en un ciclo normal de trabajo. Cuando se realiza la actualización de la memoria este bus debe estar en alta
impedancia. Si la actualización es de tipo ROR se debe tener en cuenta que el sistema debe proporcionar las
líneas de dirección a actualizar, para ello se puede utilizar un contador que las genere y un buffer para
almacenarlas. Se utiliza la señal generada por el circuito de actualización (petición de actualización) para
determinar cual de los buffers estará activo y cual en alta impedancia. Así durante la actualización funcionará el
buffer del conlador y durante el ciclo de trabajo el buffer del bus de direcciones.
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ADDRFiIa
ADDRCol
,,
------~:kContador
ADDR
Buffer y Mux d. ED O DRAM
Figura 15. Diagrama del circuito de multiplexación.
En donde las líneas punteadas muestran las conexiones que son solo necesarias para una actualización tipo ROR.
Desarrollemos el diseño del circuito considerando que estamos ulili7.ando un actualización tipo ROR, para ello
el contador debe generar todas las líneas de direcciones de la memoria a actualizar, es decir el contador debe
realizar tantas cuentas como lilas tenga la memoria. Así para una memoria de 64kx8 con una matriz cuadrada de
28 filas y 28 columnas tendremos que utilizar un contador de 8 bits. Dicho contador debe activarse solamente
cuando se realice la petición de actualización, REF# (Re/res/¡ Request) activo bajo. generada por el circuito de
actualizaci6n. Cuando se realiza la petición de actualización se debe activar el buffer del contador y desactivar el
buffer de las líneas de direcciones.
Además debemos tener en cuenta si se trata de un actualizaci6n tipo burSl ó un actualizaci6n distribuido. En un
actualización distribuido se realiza un solo actualización cada 15.6 liS Ycuando llega a su máxima cuenta vuelve
a empezar, en cambio en la actualizaci6n tipo ráfaga donde se realizan varios ciclos de actualización seguidos es
necesario mantener el contador desactivado mientras no se realiza actualización, esto se logra manteniendo
activa la señal de limpiado del contador, forzando a cero el contador hasta que no se produzca la petición de
actualización, REF# a nivel lógico cero. En la tabla 3 se puede observar el resumen de dicho funcionamiento.
Tabla 3. Estados de las señales de multiplexación en el ciclo de trabajo y actualización.
CICLO REF# CONTADOR Buffer Contador Buffer direcciones
Trabaio l OOh Alta imnedaneia activo
Actualización O activo activo Alta imoedaneia
Hasta este punto se ha descrito el lineamiento general de la etapa de multiplexación pero aun queda por ver que
señal se utilizara como reloj del contador. En realidad, esta selecci6n no implica un gran problema sino mas bien
un simple análisis del funcionamiento del circuito. El circuito de control tiene una latencia de 4, y las señales
generadas por dicho circuito que sirven exclusivamente para el ciclo de trabajo de la memoria se deben adaptar y
utilizar para el ciclo de actualización de la memoria; de aquí se deduce que el contador para actualizar una
página de la memoria debe incrementar su cuenta cada 4 pulsos de reloj. Según esto podemos utilizar cualquiera
de las señales generadas por la unidad de control como señal de reloj, debido a que tiene la frecuencia deseada.
Pero antes, debemos tener en cuenta que la menor dirección de fila en la memoria es OOh,y está página también
debe ser actualizada: para esto, se inicia el ciclo de actualización con la señal de REF# en activo bajo, el
contador empieza en OOhy se mantiene en esa cuenta durante 4 pulsos de reloj, mientras se generan las señales
de actualización, luego incrementa su cuenta para actualizar la pagina Olh, y así sucesivamente hasta terminar la
actualización de la memuria en la página FFh. Luego se desactiva la señal REF# con activo alto y regresa al
ciclo normal de trabajo de la memoria. Las cuentas se han incrementado en el final de cada ciclo de actualización
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para permitir que la primera pagina sea refrescada. De esta forma se puede utilizar como señal de reloj para el
contador la señal negada de RAS] proveniente de la unidad de control, la cual incrementara el contador en su
naneo de bajada.
El programa se muestra en el apéndice II y su simulación en la siguiente figura.
hddrlnlUJj
P:rrnIiTII
Fdil~nl2JJI
~.rtRrinllJll
ai:l n 1
túdd~1!1Jail
wrn rilll¥J.I
Pdd~ñi7í~1
E~ñ]'EI8J'¡ _
ai:ldñh~ 1----------------------------------e¡¡;¡¡;ti.Píll _
~r;II(1.11~ _
ídil"n1l211 _
~n(kljJi--------------------enl~u1------'L _
¡;,¡iJUITlikrn~ _
rwIIIN--l~---
mJl
a roullllU1~ _
t~dd.;~lflm _
fi~i!ill:ír~~-----------------------
m!@!~q~1 _
[niffOlIll5JtrI ~---
"..rou~~~.U------ -----==========-. _
.dqroull
Figura 16. Simulación de la unidad de multiplexación y actualización.
En donde ADDRIN es el bus de direcciones de entrada y ADDROUT es el bus de direcciones multiplexado que
se obtiene a la salida del sistema de actualización. En la Fig. t 6 se observa que mientras REF# está en 1 lógico,
la señal que se obtiene como salida del bus ADDROUT corresponde a las direcciones multiplexadas de filas y
columnas. Cuando MUX está en nivel lógico 1 pasan las filas y cuando eSlá en O lógico pasan las columnas al
bus ADDROUT. Además mientras REF# se manlenga en 1 lógico el contador permanecerá limpio, quedando en
cero, pero cuando REF# pasa a O lógico se activa el ciclo de actualización y el contador; pasando su valor al
buffer conectado al bus ADDROUT. Su valor es usado para aClualizar completamente una fila en la actualización
lipo ROR.
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2.3 Dise/io del circuito de actualización
El circuito de actualización se encarga <..legenerar la señal de petición de actualización REF# y de adaptar las
señales de control RASl, CASI y \VE# para generar las señales de control RAS#, CAS# y \VR# que sirven
para controlar la memoria tanto en el ciclo de trabajo como en el de actualii'.Jción.
Este circuito antes del tiempo limite dc actualización genera la petici6n de actualización y mantiene dicha
petición hastn que toda la memoria sea complctamcnlc refrescada. La actualización utilizada es del tipo ROR
por ráfaga; por lo que se tiene que actualizar toda la memoria en una sola petición de la señal REF. Para poder
hacer esto el circuito solamente debe utilizar un contador que temporice el tiempo en el que puede trabajar y el
tiempo necesario para actualizar toda la memoria antes de que sus datos se pierdan.
Tiempo de refresco limite
Tiempo necesario para
refrescar toda la memoria
Tiempo de refresco limite
4ms
X cuentas
Tiempo necesario para
refrescar toda la memoria
Figura 17. Tiempos de trabajo y de actualización dc la memoria DRAtvl
La mcmoria 64Kx8 bits utilizada tiene una pagina dc 8 bits, lo cual C0l110ya se ha indicado requiere un contador
de 8 bits que genere las 256 líneas de actualización y como cada ciclo de actualización tiene una latencia de 4, cl
tiempo necesario para actualizar la mcmoria es de 4x256 por el periodo del reloj. Es decir se requieren 1024
cuentas para actualizar completamente la memoria. Adcmi.Ís en la actualización por ráfaga se requiere tener en
cuenta el tiempo limite de actualización característico dc cada mcmoria, ver tabla 1. Para una mcmoria EDO de
64kx8bits este tiempo es de 4ms lTexas instrumenl. 1996J.
4ms::; Ttrabajn + T¡¡CIU¡¡lizacióJl
4ms:'> (X+1024)xPeriodo_reloj
Entonces cada 4ms la memoria debe scr completamente refrescada, de donde los X primeros ciclos de reloj serán
utilizados para el trabajo normal de la mcmoria y los 1024 ciclos finalcs para la actualización de la mcmoria.
Como se pucde apreciar según este planteamiento aparentcmente faltarían datos para poder determinar los
valores de X y Período_reloj, esto se dehe a que no se esta utilizando las cspecilicaciones de las memorias, por
ejcmplo nosotros sabemos que nuestro sistema tienc una latencia de 4, entonccs conociendo el tiempo del ciclo
de lectura o escritura (tRe 6 t\••..c respectivamcnte) podemos determinar la frecuencia del reloj. Para la memoria
utilizada de 64Kx8bits el tRCes de 600ns, por lo cual.
600ns = 4xPeriodo_reloj
Frec_reloj = 6.6667 MHz
Sustituyendo la frecuencia del reloj en la primera ecuación observamos que el ciclo dcl controlador esta formado
por 26668 cuentas de las cuales X = 25644 están dedicadas al ciclo normal de trabajo de la memoria y las Olras
1024 al ciclo de actualizaci6n.
Tcncr las 26668 cuentas significa que debemos implemcntar un contador que cuente de O (OOOOh) hasta 26667
(682BI1) dentro de ese "tiempo" se deben realizar las 1024 cuentas necesarias para la actualización. Por ejemplo
las podelllos realizar desde la cuenta 25642 (642Ah) hasta la cuenta 25642 + ¡023 (6829h).
ELECTRÓNICA UNMSM N" 7, Agosto 200 I
74
Durante esas 1024 cuentas dedicadas a la actualización de la memoria la señal eREF# debe eslar activa es decir
en O lógico, para indicar que estamos en un ciclo de actualización. La señal de CASI debe pasar a 1 lógico, la
señal WE proporcionada por el CPU también debe pasar a l lógico para asegurar un ciclo de lectura, la señal de
RASl proporcionada por el circuito de conlrol permanece igual ya que se ajusta al diagrama de tiempo necesario
especificado por la actuali7.ación ROR. En la tabla 4 se muestra un resumen de estas especificaciones.
Tabla 4. Señales generada'i durante los ciclos de trabajo y actuali7.aci6n de la DRAM
CICLO REF# CAS RAS WE
Trabajo 1 CASI RAS l WR
Actualización O l RAS 1 l
Observando esta última tabla se puede notar que se trata de un multipl.exor simple 6 a 3 conLrolado por la señal
REF#.
El diseño realizado se puede describir en VHDL como se muestra en el apéndice IIl. Y la simulaci6n de dicho
programa nos da como resultado para el ciclo de trabajo:
Figura 18, Diagrama del controlador en el ciclo de trabajo,
y para el ciclo de actualización (REF# activo bajo)
Figura 19. Diagrama del controlador en el ciclo de actualizaci6n .
• observar que la señal REF# es representada en el programa como REF, esto se debe a que el VHDL no pucde
utilizar el sfmbolo # como parte del nombre de una señal
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111.VARIANDO EL DISEÑO PARA OTRAS MEMORIAS YIO TIPOS DE ACTUALIZACIÓN
En el diseño anterior se realizó un controlador para memorias dinámicas EDO de 64Kx8 bits con un tiempo de
ciclo de lectura tRe:; 60005 utilizando una actuali7.ación ROR por ráfaga. Pero ese mismo diseño se puede variar
para realizar cualquier otro modo de actualización, ya sea ROR tipo distribuido, CBR por ráfaga ó CBR tipo
distribuido, y para cualquier otra memoria con especificaciones distintas.
Para ayudar a entender se realizara unas pequeñas variaciones al programa para adaptar el diseño realizado. a
una memoria EDO de Texas [Texas, 96] TMS418169 de 1024Kxl6bits utilizando un aClualización ROR tipo
distribuido. Esta memoria liene una cspccificaci6n de I024KxJ6bils lo cual marca la pauta para nuestro primer
cambio, el nuevo bus de direcciones será de 20 líneas, por lo cual habrá que variar el diseño de la unidad de
multiplexación. La unidad de control no requiera variación alguna ya que sigue generando las señales para el
cielo de trabajo de la memoria. El circuito de actualización debe ser modificado para realizar la petición de
actuali7..ación cada 15.6u5 para realil.ar un actualil..ación distribuido. Con este lineamiento de los cambios a
introducir se empe7..arael nuevo diseño.
3./ Diseño de la unidad de multiplexación
El nuevo programa debe multiplexar el bus de direcciones de 20 a 10. Si mantenemos la actuali7..ación ROR, el
contador deberá generar las direcciones a actualizar, por lo cual se debe ver si la memoria tiene un arreglo
cuadrado ó rectangular. siendo esta geometría de la matriz la que determina el número de páginas a actualizar y
por ende el modulo del contador a utilizar.
1'lnq .nd Conlrol
AO • ./. •. ---10 _., Column OooodoA'
Cotu",n" s.n..Amp!mtn
• ••••• M9ul1«a ".. ......, mKAnay
nolCAnay R :l>I' .....,A' •. w .
o o
o o •_.
" •••••••• •••••••••• d•
.. '.
110a•••••o
1"of~••••••••
000-0015
10 -:'
Figura 20. Diagrama de bloques de la memoria TMS418169.
Se observa que la memoria tiene una matriz cuadrada de 1Ox1O, es decir tiene 10 filas y 10 columnas, esto
significa que debemos generar con el contador 210 direcciones a actualizar y para ello requerimos un contador
modulo 10.
Un cambio adicional a tener en cuenta es que al realizar un actualización tipo distribuido el contador no debe ser
limpiado cada vez que termine un ciclo de actuali7..ación, sino que este debe seguir aumentando la cuenta en cada
cielo hasta que llegue a la cuenta máxima y vuelva a empezar.
El programa en VHDL de la unidad de multiplexación se muestra en el apéndice IV.
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3.2 Diseiio del circuito de actualización
En esta etapa se desea implementar una actualización tipo distribuido y ya no una actualización tipo ráfaga. para
ello debemos realizar la petición de actualización cada 15.6u5. En este diseño ya no interesa el tiempo límite de
actualización de la memoria, si es cada 4ms 16m5 Ó 32ms debido a que se trata de una actualización distribuida.
y el cálculo del módulo del contador se realiza teniendo en cuenta el tiempo de lectura 'Re = 150ns, y como
sabemos que la actualización dura 4 ciclos de reloj. entonces tenemos:
Frec_reloj = 4/150ns = 26.667Mhz
Esta frecuencia de reloj nos indica la máxima frecuencia con la cual se puede utilizar la memoria, pudiendo ser
menor, pero para menores frecuencias de reloj se tendrá una respuesta menos rápida de la memoria. Ahora para
determinar el número de ciclos que debe estar trabajando la memoria antes de realizar una petición de
aCLualización, se debe calcular:
x = 15.6/1s*26.667Mhz = 416 cuentas
Entonces el contador debe realizar 416+4 cuentas, es decir 420 cuentas, para ello necesitamos un contador
modulo 9 que realice cuentas desde Ohasta 419. Por lo tanto el contador debe funcionar como sigue:
de 000000000 a 110011 I11 (de Oa 415) son los 15.6/1s en los cuales REF# = 1, la memoria esta eo ciclo de
trabajo. .
de 110100000 a 110100011 (de 416 a 419) son los 150lls necesarios para realizar la actualización, aquí
REF#= O.
El nuevo programa en VHDL para el circuito de actualización se muestra en el apéndice V.
Cuando se implementa el diseño en la memoria TMS418169 se observa que dicha memoria presenta dos señales
de CAS (UCAS y LCAS) ver la siguiente figura.
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Figura 21. Encapsulado de la memoria TMS418169 de Texas.
Esta aparente complejidad no es mas que eso, aparenLe, ya que las señales de CAS generalmente se dividen en
dos para poder controlar en forma independiente el b/ls de datos, es decir LCAS para DQO-DQ7 y UCAS para
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DQ8 a DQ 15. Si se quiere acceder a los 16 bits de datos en forma simultanea la señal de CAS generada por
nuestro sistema simplemente se conecta a ambas LeAS y veAS a la vez.
IV. IDEAS Y SUGERENCIAS
La variación presentada anteriormente no es la única que se puede realizar. por ejemplo si se quiere implementar
un actualización CDR podemos añadir <l nuestro sistema de control una unidad de actualización la cual este
conFormada por una m<Íquina de estados l\'100RE que genere las señales RAS2 y CAS2 necesarias para el ciclo
de actualización. Estas señales serian multiplexadas en el circuito de actualización con las señales CASI y RASl
(generadas por la unidad de control) para generar las señales RAS y CASo
CLK
WR#
t MUX
I
~
Unidad RASI
do CASI
Co:nttol
M
U
Unidad RAS2 X
do r'"
Refresoo V••
~
l? Co_l
do REl1I - - --P""
R.effésoo
RAS#
CAS#
WE/I
Figura 22. Diagrama simplificado del controlador DRAM
La máquina de estados para la unidad dc actualización se diseña de la misma manera que se diseño la unidad de
control. Es decir revisando el diagrama dc tiempos de las señales RAS y CAS para el ciclo de actualización.
Se pueden realizar olras modificaciones a la unidad de control, como la dc generar ciclos de lectura y/o escritura
tipo ráfaga. en la que se debe notar la diferencia entre una lectura y una actualización ráfaga. Cuando hablamos
dc una lccrura ráfaga significa que en una sola operación de lectura se pueden acceder a varias posiciones
consecutivas de memoria reduciendo la latencia del sistema. En nuestro actual diseño tenemos una latencia dc 4,
si queremos realizar varias Iccturas a posiciones de memorias consccutivas demoraremos igual en cada caso, por
cjcmplo 4 lecturas tendrán una latencia de 4-4-4-4, si se ha comprendido bien el funcionamiento de las memorias
dinámicas se intuirá que csta latcncia se puedc disminuir ya quc para direccionar 4 posiciones de memoria
consecutivas solo se requieren los 2 bilS menos significativos del bus de direcciones que correspondcn a las
direcciones de columnas en el diseño. Es decir para realizar este mélodo de acceso no requerimos generar una
nueva señal de RAS para realizar la 2d3, 3m Ó 4'3 lectura ya que la pagina seleccionada es la misma en lodos los
casos. pudiendo disminuir la latcncia del sistema a un 4-3-3-3. Esta latencia la podemos mejorar aun mas si es
que se tiene en cuenta que no es necesariamente necesario generar nuevas señales de CAS para cada lectura
consecutiva. ya que son solo los 2 úILimos bits los que varían ¿por qué debemos generar un nuevo CAS si de las
10 líneas del bus son solo 2 las que varían? Visto desde esta forma podemos reestructurar el arreglo de la
mcmoria en 4 arreglos indepcndientes en donde todas comparten el mismo RAS y CAS pero donde los 2 últimos
bits de direcciones no están multiplexados sino que son utilizados para habilitar 1 de los 4 arreglos de memoria,
reducicndo de esta manera la latencia a 4-2-2-2. En la actualidad esta técnica es muy utilizada en la fabricación
de bancos dc memoria para su utilización en los ordenadorcs.
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V. CONCLUSIONES
El diseño de un controlador de memoria dinámica no requiere de una gran complejidad, sino de un simple
estudio de su funcionamiento. Principalmente su diseño consiste en generar las señales apropiadas de control
para la utiJización de la memoria durante el ciclo de lrabajo y actualización.
La necesidad de señales de control durante el ciclo de trabajo se debe a que las memorias dinámicas tienen el bus
de dirección multiplexado, por lo cual es necesario crear una etapa que brinde a la memoria primero las
direcciones de filas y luego de columnas. El ciclo de actuali7.ación es necesario debido a que las memorias
dinámicas están construidas con condensadores cuya carga se degrada cada 5rns, por lo cual es necesario
asegurar que su contenido sea refrescado periódicamente para que no pierda sus datos.
En ambos casos. sea en el ciclo de trabajo ó actualización, las señales que se deben generar son RAS, CAS y
WE, y se entenderá que se esta en el ciclo de trabajo ó actualización según el diagrama de tiempo de dichas
señales.
Para el ciclo de trabajo solo hay un diagrama de tiempos. pero para el ciclo de actualización se pueden tener
hasla 3 diferentes diagramas de liempo:
El de un actualización ROR (aclUalización de solo ras)
El de un actualización C8R (actualización de cas anles de ras)
La actualil.ación Hidden Rerresh
Cada una de estas tres formas de actualización se puede realizar mediante dos maneras distintas:
Mediante un actualización distribuido
Mediante un actualización por ráfaga
En el presente trabajo," sc ha realizado el diseño "de un controlador de memorias con actualización ROR
utilizando actualización distribuido y ráfaga; y se deja planteado una alternativa de solución para la
implementación con actualización eRR.
La utilización de memorias dinámicas no debe estar solamente limitada a su uso dentro de una computadora.
también debe ser utilizada en aplicaciones con microcontroladores en donde se requiera almacenar
temporalmente grandes cantidades de información. Para ello el diseño realizado propone una interfaz económica
y sencilla entrc la memoria DRAM y el microcontrolador.
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APÉNDICE!.
library ieee;
use ieee.std_logic_II64.alI;
entity unidad_control is port(
dock: in std_Iogic;
rasl,casl,mux: out std_logic);
end unidad_control;
architecturc bchavioral of unidad_control is
type state is (sO,s l ,s2,s3);
signal d: state:=sO;
begin
__Unidad de control genera señales mux rasly casI
A: process (dock)
begin
ir (dock='I' and dock'event) then
case d is
whcn 50=>
d<=sl;
when si =>
d<=s2;
when 52 =>
d<=s3;
when 53 =>
d<=sO;
end ca~e;
end ir;
end process A;
8: process (d)
begin
case d is
when sO=>
mux<='l';
casl<='l';
ras 1<='1';
when 51 =>
mux<='l';
,as1<='O';
casl<='l';
when 52 =>
ras 1<='0';
ELECfRÓNICA UNMSM
79
N" 7, Agosto 200 1
80
mux<='O';
casl<='I';
when 53 =>
cas 1<='0';
ra5) <='0';
mux<='O';
end case;
end process B;
end behavioral;
APÉNDICE n.
library ieee;
use ieee.std_logic_1 164.all;
use work.sld_arilh.all;
entity muxbuff is port (
•rcf,mux.c1kras 1: in sld_logic;
addrin: in std_logic_vector(l5 downlo O);
addrout: out std_logic_ veclor(7 downto O));
cnd muxbuff;
architecture behavioral of muxbuff is
signal notclkras 1: std_logic;
signal address: std_logic_ vector(? downlo O);
signal q: std_logic_ vector(? downto O);
alias addrow: std_logic_veclor(7 downto O) is addrin (15 downlo 8);
alias addcol: std_Iogic_ veclor(7 downlo O) is addrin (7 downto O);
bcgin
notclkras 1<;not clkrasl;
~- Contador_linea_actualización
conlador: proccss (ref,nolclkras 1)
bcgin
ifrcf;'j' then
q <; X"OO";
elsif (notclkras I;'0' and notclkras I'event) then
q<;q+l;
cnd if;
end process contador;
-- mux 16 a 8 de las líneas de dirección de entrada
mux: process (mux)
begio
if mux;'O' then
address<;addcol;
elsif mux;'I' then
address<=addrow;
end if;
end process mux;
• La señal es activa bajo y debería escribirse REF# pero el VHDL no soporta el símbolo #
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__buffer de las direcciones multiplexadas y del contador_linea_actualización
addrout(O)<=address(O) when ref='I' else q(7); _: actualización
addrout(l )<=address(l) when ref=' 1, else q(6); --"aleatorio"
addrout(2)<=address(2) when ref='I' else q(5); -- pines invertidos
addrout(3)<=address(3) when ref='!' el se q(4);
addrout(4)<=address(4) when ref='!' else q(3);
addrout(5)<=address(5) when ref=' I , else q(2);
addrout(6)<=address(6) when ref=' 1, else q(I);
addrout(7)<=address(7) when ref=' l' else q(O);
. end behavioral;
APÉNDICE III.
library ¡cee;
use ieee.std_Iogic_II64.all;
use wark.std_arith.all;
entity refreq is port(
c1ock,wr,ras 1,eas 1: in std_logic;
ref: buffer std_logic;
ras,cas,we: out std_logic);
end refreq;
architeclure behavioral of refreq is
signal res: std_logic;
signal q: std_logic_ vector( 14 downto 0):="000000000000000";
begin
A: process (clock,q,res)
begin
if (clock='O' and c1ock'event) then
if res='!' then
q<="OOOOOOOOOOOOOOO";
res<='Q';
cisc
q<=q+l;
end if;
if q=" 110100000101011" then --cuenta de 0001h hasta 682Bh
res<=='l ';
end if;
end if;
end proccss A;
B: process (q)
begin
ifq>="IIOOIOOOOIOIOIO" then --si q>=642Ah y
ifq<="llOIOOOOOIOIOOl" then -- q<=6829h
ref<='O'; --ref es O
cisc
rcf<=' 1'; --sino ref es 1
end if;
cisc
rek=') ';
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end if;
end process B;
-- mux 6 a 3 de las lineas de control
C: process (rel)
begin
if ref='O' then
ras<=rasl;
cas<='l ';
we<;;;;' 1';
elsif ref='I' then
ras<=rasl;
cas<=casl;
we<=wr;
end if;
end process C;
end behavioral;
APÉNDICE IV.
library ¡eee;
use ieee.std_logic_ll64.all;
use work.std_arith.all;
entity muxbuff is port (
ref,mux.c1kras 1: in std_logic;
addrin: in std_logic_ vector(l9 downto O);
addrout: out std_logic_ vector(9 downto O));
end muxbuff;
architecture behavioral of muxbuff is
signal notclkras 1: std_logic;
signal address: std_Iogic_vector(9 downto O);
signal q: std_logic_ vector(9 downto O);
alias addrow: std_logic_ vector(9 downto O) is addrin (19 downto 10);
alias addcol: std_logic_ vector(9 downto O) is addrin (9 downto O);
begin
notclkras l<=not c1kras 1;
-- Contador_linea_actualización
contador: process (ref,notclkras 1)
begin
if (ref='O' and (notclkrasl='O' and notclkrasl 'event» then
q<=q+l;
end if;
end process contador;
-- mux 20 a 10 de las líneas de dirección de entrada
mux: process (mux)
begin
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if mux='O' then
address<=addcol;
elsif mux=' l' then
address<=addrow;
end if;
end process mux;
-- buffer de las direcciones multiplexadas y del contador_linea_actualización
addrout(O)<=address(O) when ref='!' else q(9); -- actualización
addrout( I )<=address( 1) when ref='!' else q(8); --"aleatorio"
addrout(2)<=address(2) when ref=' l' else q(7); -- pines invertidos
addrout(3)<=address(3) when ref='I' else q(6);
addrout(4)<=address(4) when ref='!' else q(5);
addrout(5)<=address(5) when ref='I' else q(4);
addrout(6)<=address(6) when ref=' I , else q(3);
addrout(7)<=address(7) when ref='!' else q(2);
addrout(8)<=address(8) when ref='l' e1se q( 1);
addrout(9)<=address(9) when ref='l' else q(O);
end behavioral;
APÉNDICEV.
Iibrary ¡cee;
use ieee,std_logie_! 164,all;
use work.std_arith.all;
entity refreq is port(
clock,wr,ras l,cas 1: in std_logic;
ref: buffer std_logic;
ras,cas,we: out std_logic);
end refreq;
architcclure behavioral of refreq is
signal res: std_logic;
signal q: std_logic_vector(8 downto 0):="000000000";
begin
A: process (clock.q,res)
begin
if (clock='O' and clock'event) then
¡fres='}' then
q<="OOOOOOOOO";
res<='Q';
elsc
q <=q +.1;
end if;
ifq="IIOIOOOII"then --cuenta de I hasta 419
res<=' 1';
end if;
end if;
end process A;
B: process (q)
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begin
if q>=" 11O100000" then --si q>=4l6 y
if q<=" 110 1000 11" then -- q<=419
re[<='O'; --ref es O
else
ref<='l'; --sino ref es 1
end if;
else
ref<='l';
end if;
end process B;
-- mux 6 a 3 de las lineas de control
C: process (rel)
begin
if ref='O' then
ras<=rasl ;
cas<='l ';
we<='l';
elsif ref=' l' then
ras<=rasl;
cas<=casl;
we<=wr;
end if;
end process C;
end behavioral;
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