Abstract. We present an implementation of an EC cryptographic library targeting three main objectives: portability, modularity, and ease of use. Our goal is to provide a fully-equipped library of portable source code with clearly separated modules that allows for easy development of EC cryptographic protocols, and which can be readily tailored to suit different requirements and user needs. We discuss several implementation issues regarding the development of the library and report on some preliminary experiments.
Introduction
Cryptographic systems based on elliptic curves were introduced independently by Koblitz [15] and Miller [20] in 1985 as an alternative to conventional public key cryptosystems such as RSA [23] and DSA [14] . The main advantage of elliptic curve (EC) cryptosystems is that they use smaller parameters (e.g., encryption key) than the conventional cryptosystems. The reason is that the underlying mathematical problem on which their security is based, the EC discrete logarithm problem (ECDLP), appears to require more time to solve than the analogous problem in groups generated by prime numbers on which the conventional cryptosystems are based. For groups defined on ECs (where the group elements are the points of the EC), the best algorithm for attacking this problem takes time exponential in the size of the group, while for groups generated by prime numbers there are algorithms that take subexponential time. This implies that one may use smaller parameters for the EC cryptosystems than the parameters used in RSA or DSA, obtaining the same level of security. A typical example is that a 160-bit key of an EC cryptosystem is equivalent to RSA and DSA with a 1024-bit modulus. As a consequence, smaller keys result in faster implementations, less storage space, as well as reduced processing and bandwidth requirements. There are many important decisions that one should make before starting implementing an elliptic curve cryptosystem (ECC). These include the type of the underlying finite field, the algorithms for implementing the basic algebraic operations, the type of the elliptic curve to be used as well as its generation, and finally the elliptic curve protocols. The fields usually used are either prime fields (denoted by F p , where p is a prime) or binary fields. Selecting a prime field (which will be our concern here) implies proper choice of p, since all basic operations will be modulo that prime and the security of the system will depend on its size. The larger the prime, the more secure but slower the cryptosystem. The basic algebraic operations of the EC group that must be implemented are addition of points on an EC, and scalar multiplication (multiplication of a point by an integer). The latter is the operation upon which the ECDLP is based. There should also be a way for generating secure elliptic curves and create random points in them. The generation of such curves can be accomplished with three methods, namely the point counting method (see [3] ), the method based on the constructive Weil descent [8] , and the Complex Multiplication method (see [3] ). The latter two methods build ECs of a suitable order (where order refers to the number of elements in the group defined by the EC), i.e., the order satisfies certain conditions, necessary for the cryptographic strength of the EC. The former method does not necessarily produce ECs of a suitable order. Once all these basic operations have been implemented, one can start developing cryptographic protocols.
Several studies have been conducted in the past and many papers have been written on software implementations of ECCs. The majority of them focuses either on the efficient implementation of the basic algebraic operations (see e.g., the excellent surveys of [18] and [19] ), or on the efficient implementation of a single protocol for one particular finite field. For example, in [4] a nice study of the performance of the Elliptic Curve Discrete Signature Algorithm (ECDSA) over prime fields is presented using the NIST recommended ECs, while in [10] a similar study is presented regarding binary fields.
In this paper, we present an implementation of an EC cryptographic library targeting three main objectives: portability, modularity, and ease of use. Our goal is to provide a fully-equipped library of portable source code with clearly separated modules which allow for the easy development of EC cryptographic protocols, and which can be readily tailored to suit different requirements and user needs. The library has been implemented in ANSI C using the GNUMP [9] library. We have chosen prime fields as the underlying field of our implementations, because of their simplicity in representation and in performing algebraic operations. Our library includes all the basic operations of an EC group, several cryptographic protocols based on ECs (including the EC Discrete Signature Algorithm -ECDSA), and the Complex Multiplication (CM) method for generating secure elliptic curves. The implementation of the latter method included several engineering challenges due to the fact that it heavily relies on the ability to perform unlimited precision computations on complex numbers, and in addition requires the use of special trigonometric and exponentiation functions.
The reason for high precision stems from a crucial step of the method, namely the construction of the so-called Hilbert or Weber polynomials. The GNUMP library for high-precision floating point arithmetic lacks both an implementation of the required functions as well as of high-precision complex number arithmetic, and hence we had to implement them from scratch. For the implementation of the functions, we had to resort to their Taylor series expansion and study the interrelationship between the precision of basic complex number (floating point) arithmetic and the number of terms in the Taylor series necessary to produce correct results. Clearly, the number of terms depended on the required precision. Another problem was that the roots of the Hilbert polynomials are absolutely necessary in order to find the EC, but their construction is a considerably high burden, because of the very high precision they require. On the other hand, the construction of Weber polynomials does not require such a high precision and consequently turns out to be incredibly faster (cf. Section 5), but their roots are not appropriate for the CM method. Hence, we had to find a practical way to transform Weber roots to the roots of the corresponding Hilbert polynomial (something that was not adequately addressed in the bibliography).
At the current stage of the library, we are making no claims that the implemented algorithms are the best or fastest possible (they certainly are not, although preliminary experiments are rather encouraging). We hope, however, that our work will be valuable to those interested in developing easily protocols based on elliptic curve cryptography by providing, in a nutshell, basic and advanced cryptographic primitives and by uncovering many of the pitfalls and their treatment, inherent in their implementation. Our library is publicly available from http://www.ceid.upatras.gr/faculty/zaro/software/ecc-lib/.
To the best of our knowledge, there are two other libraries which offer primitives for EC cryptography: LiDIA [16] and MIRACL [21] . Both are efficient, general purpose, number-theoretic libraries implemented in C++ that offer a vast number of cryptographic primitives. Although there seem to exist implementations of EC cryptographic protocols (e.g., ECDSA) and EC generation methods (CM method) based on these libraries, these implementations are either not publicly offered (LiDIA) , or are partly provided (MIRACL).
Basic Concepts of Elliptic Curve Algebra
In this section we review some basic concepts regarding elliptic curves and their definition over finite fields. The interested reader may find additional informations, for example, in [3, 25] . We also assume some familiarity with elementary number theory (see e.g., [5] ).
The elliptic curves are usually defined over binary fields F 2 m (m ≥ 1), or over prime fields F p , p > 3. The case p = 3 for prime fields requires separate attention but it is, generally, not difficult to transfer results obtained for F p , p > 3, to the case p = 3. In our library we use elliptic curves defined over prime fields.
An elliptic curve (EC) over the prime field F p , denoted by E(F p ), is the set of points (x, y) ∈ F p (represented by affine coordinates) which satisfy the equation
where 4a 3 + 27b 2 = 0 (this condition guarantees that Eq. (1) does not have multiple roots in F p ), along with a special point denoted by O, called the point at infinity. An addition operation + is defined over E(F p ) such that (E(F p ), +) defines an Abelian group, called the EC group, with O acting as its identity. The addition operation on E(F p ) is defined as: P + Q = O, if P = −Q; P + Q = Q, if P = O; and P + Q = R, otherwise, where, if P = (x 1 , y 1 ) and Q = (x 2 , y 2 ), then the coordinates of the point R = (x 3 , y 3 ) are given by
A fundamental operation of cryptographic protocols based on EC is the scalar (or point) multiplication, i.e., the multiplication of a point P by an integer k (an operation analogous to the exponentiation in multiplicative groups), that produces another point Q = kP (the point resulting by adding P to itself for k times). Several algorithms exist for the fast and efficient implementation of the scalar multiplication operation. Most of them are based on the binary representation of the integer k.
The order m of an elliptic curve is the number of points in E(F p ). Hasse's theorem (see e.g., [3, 25] ) gives upper and lower bounds for m that are based on the order p of F p :
The order of a point P is the smallest positive integer n for which nP = O. Application of Langrange's theorem (stating that the exponentiation of any group element to the power of the group's order gives the identity element) on E(F p ), gives that mP = O for any point P ∈ E(F p ), which in turn implies that the order of a point cannot exceed the order of the elliptic curve.
Generation of Elliptic Curves and the Complex Multiplication Method
Many of the security properties of elliptic curve cryptosystems depend on the order of the EC group and this is determined by the generated EC. If this order is suitable, i.e., it obeys some specific good properties, then there is a guarantee for a high level of security. The order m of an EC is called suitable, if the following conditions are satisfied:
1. m must have a sufficiently large prime factor (greater than 2 160 ).
The above conditions ensure the robustness of cryptosystems based on the discrete logarithm problem for EC groups (ECDLP), since it is very difficult for all known attacks to solve this problem efficiently, if m obeys the above properties. ECDLP asks for determining the value of t when two points P, Q in E(F p ) are given such that P is of order n and Q = tP , where 0 ≤ t ≤ n − 1.
As it was mentioned in the introduction, there are three methods for generating ECs: the point counting method (see [3] ), the method based on the constructive Weil descent [8] , and the Complex Multiplication (CM) method (see [3] ). The point counting method does not necessarily construct an EC of suitable order, but it may achieve this by repeated applications of the method. The other two methods construct ECs of a suitable order. In [8] it was shown that the method based on the constructive Weil descent suffers from a major drawback that is not easy to handle: it samples from a very small subset of the set of possible elliptic curves. For this reason, we didn't implement this particular method in our library. We only implemented the CM method and compared it to an implementation of the point counting method given in [12] . The point counting method is based on Schoof's algorithm for the exact counting of rational points on an elliptic curve (see [3] for details as well as some improvements on Schoof's algorithm). In the rest of this section we shall briefly review the CM method.
A High-Level Description of the CM Method
The Complex Multiplication method generates an EC of a suitable order and also computes the coefficients a, b which determine the EC. The method starts by creating an EC of a suitable order and then proceeds to determine the coefficients a, b. To accomplish the latter, the roots of the so-called Hilbert or Weber polynomials have to be computed. Each root of such a polynomial determines two possible elliptic curves. However, only one of them has the desired suitable order.
Let E(F p ) be an elliptic curve of order m defined over the prime field F p . Hasse's theorem (Eq. (2)) implies that the quantity Z = 4p − (p + 1 − m) 2 is positive, and that it exists a unique factorization Z = Dv 2 , where D is a squarefree positive integer and v is some integer. In addition, there exists an integer u such that:
where u satisfies m = p + 1 ± u. We say that D is a CM discriminant for the prime p and that E(F p ) has a CM by D. The Complex Multiplication method takes as input some discriminant D. The basic steps of the method are as follows:
1. Pick a random prime p and check whether Eq. (3) has a solution (u, v), with u, v integers. One algorithm that can be used to solve this equation in u, v is Cornacchia's algorithm [6] . If there is no solution, then another prime p is chosen and the step is repeated. The prime number p is going to be the order of the underlying finite field F p . 2. There are only two possible orders for the group E(F p ), namely m = p+1−u and m = p + 1 + u. Check whether (at least) one of them is suitable. If this is the case, then proceed to Step 3 (m is the order of the elliptic curve that we will generate). Otherwise, return to Step 1. 3. Construct either the Hilbert or the Weber polynomial, using the discriminant D. It should be noted that both types of polynomials lead to the construction of the same elliptic curve. 4. Compute the roots (modulo p) of either polynomial (this is accomplished by using a slight modification of Berlekamp's algorithm [2] ). To further proceed, however, the roots of the Hilbert polynomial are required. If in Step 3 the construction of the Weber polynomial was chosen, then transform their roots (cf. Subsection 3.2) to the roots of the corresponding Hilbert polynomial (constructed using the same discriminant D). From every (Hilbert) root, two elliptic curves will be generated, but only one has the desired order m. Given a root j, the first curve is given by the equation 3 , where c is any quadratic non-residue in F p . 5. Since only one of the curves has the required suitable order m, we can find the particular one using a simple procedure that is based on Langrange's theorem (for any group point P , it should hold that mP = O): repeatedly pick random points P on each elliptic curve, until a point is found for which mP = O. Then, we are certain that the other curve is the one we seek.
The Hilbert and Weber Polynomials
One major difficulty associated with the construction of Hilbert and Weber polynomials for a given discriminant D, denoted by H D (x) and W D (x) respectively, is the need for implementing high precision, complex arithmetic. Especially for the Hilbert polynomials, whose coefficients can become huge for large values of D, the need for high precision is more apparent. On the other hand, the Weber polynomials have smaller coefficients than the equivalent Hilbert polynomials, and their construction requires less time. Due to space limitations, we cannot provide the (rather lengthy) definitions of these polynomials, but will give an example of the two polynomials for D = 292 in order to get an idea on the size of the coefficients and hence on the required high precision.
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In our library, we have implemented both Hilbert and Weber polynomials, mainly in order to perform a comparative study of how their requirements for time and precision scale in connection with certain parameters such as the discriminant D.
If in
Step 3 of the CM method we choose to implement the Weber polynomials, we must transform their roots into the roots of the corresponding Hilbert polynomials (generated from the same discriminant D). A detailed analysis of how this transformation can be carried out is partly presented in [26] , where a different representation of the polynomials is used. By working out the details and taking into account the representation of polynomials that we use, we came up with an easy to implement transformation.
Implementation Considerations
In this section, we will discuss several implementation issues regarding the development of our library. Our major design goals were to develop a portable, modular, and easy-to-use library. Before designing the library components, several decisions had to be made regarding the choice of the field on which to base the library, its size, as well as the libraries for generating and performing arithmetic with large numbers (e.g., primes).
To address portability, we have chosen to implement our library in ANSI C, using the (ANSI C) GNU Multiple Precision arithmetic library [9] for integer and floating point arithmetic with infinite precision.
We have chosen prime fields F p mainly due to their simplicity in representation and in performing the basic algebraic operations. For the representation of numbers in F p , we use the representation of large numbers provided by GNUMP. GNUMP represents integers and floating point numbers using a number of units called limbs, each consisting of 32 bits (with 2 limbs being the minimum precision required for any computation). Although GNUMP supports infinite precision computations with integers, we had to enhance it with some useful integer functions such as factorization, primitive root location, etc, which were not provided 1 . We also had to augment GNUMP's floating point capabilities with implementations of the basic complex number algebraic operations (addition, multiplication, exponentiation, and squaring) as well as with a high precision floating point implementation of functions such as cos(x), sin(x), exp(x), ln(x), arctan(x) and √ x required by other modules of the library (e.g., by the one which implements the Complex Multiplication method) and which are not offered by GNUMP. We implemented these functions using their Taylor series expansion, suitably truncated for our computation needs.
To address modularity, we have built the library around a set of modules that are organized in a bottom-up fashion. There are four major modules: the Kernel, the EC operations module, the EC generation module, and the Applications module. The software modules of our final design, along with the most important components that they include and their relationships, are shown in Figure 1 . The Kernel includes several components that perform the basic algebraic operations as well as trigonometric and exponentiation function computations using infinite precision integer and floating point arithmetic. In addition, it includes components that implement a number of more advanced (and complicated) operations, that we had to build from scratch using the primitives of the basic operations. These advanced operations include components for the manipulation of integer coefficients in polynomials (algebraic operations), and finding roots of polynomials modulo a prime number. All the components in the kernel form the core of our library and they are independent of components in other modules, at a higher level, which use them. This means that they can be optimized independently in order to tune the performance of the basic and advanced arithmetic operations.
The EC operations module includes several components that implement the elliptic curve related algebraic operations. We have a component in which the elliptic curve data type is defined (which is an array composed of two infinite precision numbers representing the coefficients a and b in Eq. (1)) along with the structure of a curve point (represented as a pair of two infinite precision integers). There are also components that generate random points on elliptic curves, perform addition of two points of the EC, perform scalar multiplication, and create a base point in the EC.
The EC generation module is one of the most important and algorithmically challenging of our library. It is composed of a number of components, including Cornacchia's algorithm [6] for solving a special class of Diophantine equations, that implement the Complex Multiplication (CM) method using both Hilbert and Weber polynomials. Two main issues had to be addressed in the implementation of the CM method: (i) the implementation of complex, high precision, floating point arithmetic as well as the use of special mathematical functions (the handling of this issue was carried out by resorting to the Taylor series expansion of these functions as was discussed in the Kernel module); (ii) the demand for increased floating point arithmetic precision as the value of the discriminant D increases. For example, the construction of the Hilbert polynomial H 40 (x) required a precision of 2 limbs (and 19 terms in the Taylor series expansion), while the construction of the polynomial H 292 (x) required a precision of 5 limbs (and 90 terms in the Taylor series expansion). To determine the required precision, we start with some initial value and then check whether the resulting polynomial is computed correctly. If not, the precision is increased and the process is repeated.
The Applications module contains a number of cryptographic primitives and high level protocols based on elliptic curves including the Diffie-Hellman key exchange protocol, public/private key generation, data encryption, the Elliptic Curve Digital Signature Algorithm (ECDSA) as well as a simple one-pad encryption scheme. One may easily build a richer set of cryptographic protocols using the operations offered by the other modules of the library with only knowledge the interface with these functions (calling convention and required parameters).
The modular structure reflects the distinct nature and physical separation of the software modules of our library. It is easy to replace one method by another (perhaps more efficient), by simply implementing the new method and plugging it into our library; or one may discard, for example, the complex multiplication code and produce ECs with another method, or use a concrete, precomputed set of elliptic curves such as the ones proposed by NIST (see [7] ).
Experiments
In this section we report on the performance of the basic components of our library based on some preliminary experiments we conducted. The experiments were carried out on a Pentium III (933 MHz) with 256 MB of main memory, using the GNU multiple precision library, and the ANSI C gcc-2.95.2 compiler. In the following, let p denote a prime, |p| its size, and let p |p| denote a prime p of size |p|. We conducted experiments on three different fields with representative prime sizes, namely F p175 , F p192 , and F p224 . Note that Hasse's theorem (Eq. (2)) as well as the first suitability condition (cf. Section 3), imply that |p| must be at least 160 bits long.
We first considered the times required by the scalar multiplication operation and by the EC cryptographic protocols included in the library. We note that no attempt has been made for code optimization, or hard-coding (e.g., writing parts of the library in assembly, etc) as is customary in implementations of EC cryptographic protocols (see [18, 19] ). The CPU times are shown in Table 1 . As it was expected the timings increase as the size of the field increases.
We next turn to the evaluation of the CM method. To evaluate its efficiency we made an experimental comparison with the point counting method (cf. Section 3). The goal was to investigate the relationship between the time required by repeated applications of the point counting method in order to achieve an EC of suitable order, and the burden of constructing the polynomials in the CM We started with the point counting method for which we conducted several experiments. For each experiment we first generated a random prime number p, and subsequently we generated uniformly at random two integers a and b such that 1 ≤ a, b ≤ p. These two numbers represent the coefficients in the equation of the elliptic curve (Eq. (1)). We then used an implementation of Schoof's algorithm from [12] to find the order of the curve. In all experiments we conducted, we observed that this is a rather time consuming method having a big variance both w.r.t. the number of repetitions to construct a suitable curve and w.r.t. to the time required. The fastest experiment took 1 repetition and 25 minutes to construct a suitable EC, while the slowest took 21 repetitions and more than 3 hours.
We next experimented with the CM method. Recall that the only input to the CM method is the discriminant D. For our experiments, we have chosen three representative values for D, namely 40, 292, and 472, that produce Hilbert and Weber polynomials of degree 2, 4, and 6, respectively. In Table 2 , we report on the outcomes of our experiments for |p| = 192 (similar timings were reported for |p| = 175). It turns out that the most time consuming step concerns the construction of Hilbert or Weber polynomials (Step 3 of the CM method). In the tables, we report on the number of repetitions to find a suitable order (i.e., number of repetitions required by Steps 1 and 2), on the time required to construct the Hilbert (T [H] We would like to make two comments: (1) The construction of the polynomials may seem as a drawback in a first place. However, notice that both Hilbert and Weber polynomials depend only on D (and not on p). This implies that one can generate off-line the polynomials for the various values of D considered, and have them handy for the generation of an EC using the CM method. This is a major advantage of this method, and hence the important times are the one appearing in the last two columns of each table. (2) Constructing Weber poly- nomials and then transform their roots to those of the corresponding Hilbert polynomial is incredibly faster than constructing directly Hilbert polynomials. We conclude by commenting on the efficiency of our implementation of the CM method. We are aware of three other implementations. In [12], a (publicly available) implementation in C++ is given that uses the MIRACL library [21] . The implementation follows the IEEE standard defined in [11] . It is different from ours as it takes as input a prime p and then decides D. Moreover, this implementation uses only Weber polynomials and proceeds with a different method to construct the EC, by avoiding the conversion of Weber roots to Hilbert roots. In [1] and [24] two other (non-publicly available) implementations are given which follow a method similar to ours. The former is implemented in C++ using the LiDIA 2.0 library [16] ; the latter uses the NTL library [22] . Preliminary experiments we performed with the implementation in [12] showed that our implementation was by a factor of 1.5 slower, while in some cases (e.g., D = 40) it was slightly faster. We believe that this is acceptable, given the fact that no effort regarding any kind of optimization has been made.
Concluding Remarks
We have presented the implementation of a library that supports the construction of robust elliptic curve cryptosystems based on F p , with p a prime larger than 3. The library includes implementations of the basic algebraic operations as well as a variety of cryptographic protocols. One of the strengths of our library is that it includes an implementation of the complex multiplication method for producing elliptic curves of suitable order that ensures robustness of cryptosystems based on ECDLP. We believe that the portability and modularity of the library can be exploited in order to develop more complex protocols as well as to address efficiency issues. The later is a target which we next plan to attack.
