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SOMMAIRE
L’identité et la réactivité cellulaires sont établies, maintenues et modulées grâce à l’or-
chestration de programmes transcriptionnels spécifiques. Les éléments régulateurs, des ré-
gions particulières de la chromatine responsables de l’activation ou de la répression des
gènes, sont au coeur de cette opération. Ces dernières années, de nombreuses études ont
révélé le rôle central des enhancers dans ce processus. En effet, des centaines de milliers
d’enhancers seraient éparpillés dans le génome humain, majoritairement dans sa portion
non-codante, et contrairement au promoteur, leur activation varierait selon le type ou l’état
cellulaire ou en réponse à une stimulation physiologique, pathologique ou environnemen-
tale. Les enhancers sont, en quelque sorte, des carrefours où transitent une multitude de
protéines régulées par les signaux intra- et extra-cellulaires et un dialogue s’établit entre
ces diverses protéines et la chromatine. L’identification des enhancers ainsi qu’une com-
préhension de leur mode de fonctionnement sont donc cruciales, tant au plan fondamental
que clinique.
La chromatine joue un rôle indéniable dans l’activité des éléments régulateurs, tant par sa
composition que par sa structure, en régulant, entre autres, l’accessibilité de l’ADN. En
effet, l’ADN des régions régulatrices est bien souvent masqué par un nucléosome occlusif,
lequel doit être déplacé ou évincé afin de permettre la liaison des protéines régulatrices,
notamment les facteurs de transcription (FTs). Toutefois, la contribution de la composition
de la chromatine à ce processus reste incomprise. Le variant d’histone H2A.Z a été identi-
fié comme une composante de la chromatine aux régions accessibles, dont des enhancers
potentiels. Toutefois son rôle y est inconnu, bien que des études récentes suggèrent qu’il
pourrait jouer un rôle important dans la structure de la chromatine à ces régions.
Par ailleurs, un lien étroit existe entre H2A.Z et la voie de signalisation des oestrogènes
(notamment la 17-β -estradiol (E2)). Ainsi, H2A.Z est essentiel à l’expression de plusieurs
gènes cibles de l’E2. Les effets de l’E2 sont en partie exercés par un FT, le récepteur alpha
des oestrogènes (ERα), lequel se lie à l’ADN suite à son activation, et ce majoritairement à
des enhancers, et permet l’établissement d’un programme transcriptionnel spécifique. Cette
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thèse vise à définir le rôle d’H2A.Z aux enhancers, et plus particulièrement son influence
sur l’organisation des nucléosomes aux enhancers liés par ERα .
D’abord, mes travaux effectués à l’échelle du génome ont démontré qu’H2A.Z n’est pré-
sent qu’à certains ERα-enhancers actifs. Cette particularité a fait en sorte que nous avons
pu comparer directement les enhancers actifs occupés par H2A.Z à ceux non-occupés, afin
de mettre en évidence sa relation à l’environnement chromatinien. Étonnamment, il est ap-
paru qu’H2A.Z n’introduit pas une organisation unique ou particulière des nucléosomes
aux enhancers.
Par ailleurs, nos résultats montrent qu’H2A.Z joue un rôle crucial dans la régulation de
l’activité des enhancers. En effet, nous avons observé que suite à leur activation par l’E2,
les enhancers occupés par H2A.Z recrutent l’ARN polymérase II (ARNPII) et produisent
un transcrit. Ils recrutent également RAD21, une composante du complexe cohésine im-
pliqué, entre autres, dans des interactions chromosomiques entre enhancers et promoteurs.
De façon intéressante, nous avons mis en évidence que ces trois évènements, connus pour
leur importance dans l’activité des enhancers, sont dépendants d’H2A.Z. Ainsi, la présence
d’H2A.Z à l’enhancer pourrait permettre un environnement chromatinien favorable à trois
aspects clés de l’activité des enhancers : la présence de l’ARNPII, la transcription et la for-
mation d’une boucle d’interaction, et par la suite, de par la proximité enhancer-promoteur
ainsi créée, augmenter la concentration d’ARNPII à proximité du promoteur favorisant
l’expression du gène cible. Un tel rôle central d’H2A.Z dans l’activité d’enhancers spéci-
fiques pourrait participer à un mécanisme épigénétique ciblé de la régulation de l’expres-
sion des gènes.
Mots clés : enhancer, H2A.Z, transcription, nucléosome, récepteur alpha des oestrogènes
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CHAPITRE 1
INTRODUCTION GÉNÉRALE
1.1. Organisation du génome
Ces dernières années, les avancées technologiques en génomique ont permis l’identification
de la séquence complète de l’ADN de plusieurs génomes, dont celui du génome humain,
tout en permettant l’étude de différents processus cellulaires à l’échelle du génome. De
fait, le monde scientifique est embarqué dans l’ère du "big data" et croule maintenant sous
une avalanche de méga-données, en grande partie grâce au projet ENCODE (Encyclopedia
of DNA Elements), qui vise à caractériser tous les éléments fonctionnels encodés dans le
génome humain et qui a publié à ce jour ∼6900 ensembles de données génomiques, et au
Roadmap Epigenomics Project, qui a publié en 2015 ∼2800 ensembles de données prove-
nant de tissus et de cellules humaines saines ou pathologiques. On parle même maintenant
de sciences ou de technologies "omiques". À titre d’exemple, la transcriptomique, l’étude
de l’ensemble des ARNs produits lors de la transcription d’un génome, et l’épigénomique,
l’étude des modifications non-génétiques du génome appelées modifications épigénétiques.
C’est donc une période extrêmement dynamique et prolifique en découvertes dans plu-
sieurs domaines de recherche et la façon d’appréhender certaines questions de recherche
en est même modifiée vers une vision beaucoup plus intégrative des systèmes. Malgré tout,
pour beaucoup de processus biologiques nous sommes encore loin d’une compréhension
complète des mécanismes sous-jacents, notamment ceux contrôlant l’organisation et l’ex-
pression du génome. Or, l’organisation influence tous les processus impliquant l’ADN, et
donc son expression, et l’expression du génome régit, entre autres, le développement et le
maintien des fonctions cellulaires de même que les réponses adaptatives à l’environnement
interne et externe. Ainsi, une meilleure compréhension des différents niveaux d’organi-
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sation du génome et des mécanismes dynamiques contrôlant l’expression des gènes est
essentielle afin d’approfondir notre compréhension des fonctions du génome autant dans
les phénomènes physiologiques que physiopathologiques.
1.1.1. Le nucléosome
Le nucléosome (Fig. 1.1a) est un complexe nucléoprotéique responsable du compactage de
l’ADN à l’intérieur du noyau. Sa répétition le long du génome forme la structure primaire
de la chromatine, qualifiée de structure en collier de perle. Chaque nucléosome ("la perle")
est formé par l’enroulement de l’ADN double brins autour de l’octamère d’histones, pe-
tites protéines basiques constituant le noyau central du nucléosome. Cet octamère contient
deux molécules de chacune des histones, H2A, H2B, H3 et H4, organisées en quatre hé-
térodimères : deux dimères H3-H4 associés en un tétramère au centre du nucléosome et
deux dimères H2A-H2B situés de part et d’autre de ce tétramère, l’un associé à l’entrée et
l’autre à la sortie du nucléosome. L’assemblage du nucléosome survient de façon ordonnée,
soit la déposition de (H3-H4)2, puis celle des dimères H2A-H2B, et est couplé à la répli-
cation de l’ADN. De plus, les histones interagissent avec l’hélice d’ADN par des liaisons
ioniques impliquant les résidus lysines (K) et arginines (R) des histones et les groupements
phosphate de l’ADN. Ainsi, l’ADN fait environ 1,65 tours (correspondant à ∼147 paires
de bases (pb)) autour de l’octamère d’histones, ce qui génère une suite successive de nu-
cléosomes, où chaque nucléosome est connecté au suivant par 10 à 90 pb d’ADN de liaison
formant la fibre de chromatine, un filament d’environ 11 nm de diamètre (Fig. 1.1b) (Luger
et al., 1997; Davey et al., 2002).
Le nucléosome ne sert pas uniquement de structure de compactage, mais également d’élé-
ment de régulation. En effet, puisqu’il compacte l’ADN, le nucléosome agit également
comme une barrière physique ou occlusive masquant certaines séquences d’ADN et en lais-
sant d’autres accessibles. Son positionnement le long du génome détermine donc quelles
séquences d’ADN sont accessibles à la liaison par d’autres protéines (Fig. 1.2). Ce posi-
tionnement n’est ni laissé au hasard, ni statique, puisque le nucléosome possède certaines
préférences de séquences et que des complexes protéiques, appelés complexes de remode-
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FIGURE 1.1 – Schémas des différents niveaux de compactage de l’ADN. (a) Le nucléosome.
Figure adaptée de (Jiang and Pugh, 2009). (b) Les différents niveaux d’organisation du génome.
Figures adaptées de (Maeshima et al., 2010).
lage de la chromatine dépendants de l’ATP (CRC-ATP), peuvent moduler de façon spéci-
fique certaines régions du génomes en évinçant ou repositionnant un nucléosome (section
1.4). Par conséquent, des cellules identiques répondant à des stimuli différents ou différents
types cellulaires partageant un même génome peuvent ainsi posséder une structure primaire
différente (Valouev et al., 2011).
D’autres caractéristiques du nucléosome l’amènent à être un élément central de la diversité
dans la structure primaire et la fonction de la chromatine à une région spécifique du gé-
nome. De fait, sa composition peut différer du nucléosome canonique décrit plus haut, et
ce, de façon dynamique ou non, ce qui peut altérer ses propriétés physiques ou sa recon-
naissance par d’autres protéines. À titre d’exemple, les histones subissent plusieurs mo-
difications post-traductionnelles (MPTs) (section 1.2.5), notamment, l’acétylation (ac) et
la méthylation (me) (Fig. 1.1a), établies par des complexes protéiques possédant une acti-
vité enzymatique (Kouzarides, 2007). Notamment, des histones acétyl-transférases (HAT)
ajoutent un groupement acétyl, alors que histones dé-acétylases (HDAC) l’enlèvent, et les
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FIGURE 1.2 – Illustration de la relation entre le positionnement des nucléosomes et l’acces-
sibilité de l’ADN. Figure adaptée de (Slattery et al., 2014).
histones méthyl-transférases (HMT) ajoutent un groupement méthyl, alors que les histones
dé-méthylases (HDM) l’enlèvent. Par ailleurs, les histones canoniques peuvent être rem-
placées par des variants d’histones (Fig. 1.1a) (section 1.5). Ces variants sont encodés par
des gènes distincts, possèdent une séquence en acides aminés distincte, et, contrairement
aux histones canoniques, sont exprimés tout au long du cycle cellulaire. Ils peuvent donc
prendre la place de celles-ci lors de leur éviction, amenant un changement ponctuel dans la
composition du nucléosome (Talbert and Henikoff, 2010). Ces changements épigénétiques,
i.e. non-génétiques, héritables ou dynamiques, participent à la régulation des fonctions du
génome. Ainsi, la façon dont les MPTs des histones et l’incorporation des variants d’his-
tones modifient les propriétés du nucléosome et créent des environnements chromatiniens
fonctionnels et spécifiques sont des domaines de recherche qui intéressent les scientifiques
depuis longtemps, et qui, à l’ère des "omiques", connaissent un fort essor. Aussi, autant
l’identification du positionnement des nucléosomes que celle de sa composition, de même
que leurs déterminants, sont importants pour la compréhension des fonctions et de la régu-
lation du génome.
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1.1.2. Les niveaux d’organisation supérieurs du génome
L’élucidation des niveaux d’organisation supérieure du génome, i.e., le chromosome et
les domaines chromosomiques, ainsi que leur arrangement en 3 dimensions (3D) dans le
noyau, est également cruciale à la compréhension du rôle central de la chromatine dans
les fonctions du génome. Ainsi, le compactage de l’ADN est davantage augmenté par le
sur-enroulement du filament de 11 nm. Toutefois, la structure obtenue demeure toujours
controversée. Certaines évidences suggèrent la formation d’une fibre de 30 nm (Fig. 1.1b),
stabilisée par l’histone H1 (Kruithof et al., 2009; Dorigo et al., 2004), bien que celle-ci
n’ait pu être observée in vivo (Maeshima et al., 2010, 2014). Récemment, une structure
alternative a été proposée suite à l’observation de chromatine native par cryo-microscopie
électronique. À de fortes concentrations en nucléosomes, telles que celles retrouvées in
vivo, les interactions entre différentes fibres de nucléosomes (inter-fibres) seraient prédo-
minantes et conduiraient à l’entremêlement de ces fibres. Dans cette situation, la formation
de la fibre de 30 nm (intra-fibre) serait défavorisée. Ainsi, le filament de 11 nm serait replié
de façon irrégulière et désordonnée (Fig. 1.1b), une conformation qui permettrait davan-
tage de dynamisme (Maeshima et al., 2010, 2014). Par la suite, cette fibre de chromatine se
replierait en domaines d’environ 1 mégabase (Fig. 1.3a) (Cremer and Cremer, 2010). Cette
organisation serait retrouvée autant dans les chromosomes interphasiques que mitotiques.
Ainsi, tous les processus impliquant l’ADN, tels que la liaison de protéines à l’ADN, la
transcription, la réparation de l’ADN et la recombinaison surviennent dans ce contexte de
compactage, dont l’influence est évidemment non négligeable. La Fig. 1.3b illustre com-
ment la chromatine pourrait être accessible à la transcription dans cette situation.
L’organisation spatiale du génome à l’intérieur du noyau est également un facteur par-
ticipant aux fonctions du génome. Les techniques qui sont principalement utilisées pour
l’étudier sont le FISH (hybridation fluorescente in situ) et le 3C (Chromosome Conforma-
tion Capture) ou ses dérivés. La technique de FISH permet la visualisation, au microscope
à fluorescence, d’un chromosome entier ou d’une région génomique grâce à l’utilisation de
sondes fluorescentes spécifiques (Volpi and Bridger, 2008). Le 3C, développée par Dekker,
permet quant à lui la détection des interactions chromosomiques entre deux locus (Dekker
et al., 2002). Cette technique repose sur l’utilisation du formaldéhyde, qui assure un pon-
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FIGURE 1.3 – Les chromosomes interphasiques. (a) Illustration de l’organisation des terri-
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(Lieberman-Aiden et al., 2009). (b) Modèle illustrant la façon dont les protéines pourraient avoir
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Figures adaptées de (Maeshima et al., 2010).
tage ADN-protéines et protéines-protéines permettant de capturer les fragments de chro-
matine qui interagissent ensemble, d’enzymes de restriction, qui permettent de raccourcir
ces fragments d’ADN et d’en connaître les extrémités, et d’une ligation, qui permet de lier
ensemble les fragments d’ADN qui sont à proximité l’un de l’autre. Ainsi, chaque produit
de ligation correspond à une interaction physique entre deux régions génomiques (ou deux
fragments de restriction). Ces interactions sont ensuite analysées par PCR (Polymerase
Chain Reaction) en utilisant des amorces spécifiques au locus à l’étude, ce qui nécessite de
suspecter les régions d’interaction. Des variantes de cette technique applicables à l’échelle
du génome, utilisant soit les puces d’ADN ou le séquençage à haut débit comme moyen de
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détection ont également été développées, notamment, le 5C (3C-carbon copy, combinant
le 3C et la technique d’amplification dépendante d’une ligation (LMA) (Dostie and Dekker,
2007)), le Hi-C (incluant une étape de marquage à la biotine permettant la purification de
toutes les interactions génomiques (Lieberman-Aiden et al., 2009)) et le ChIA-PET (Chro-
matin Interaction Analysis using Paired-End Tag sequencing, combinant les techniques
d’immunoprécipitation de la chromatine (ChIP), de 3C et de Paired-End Tag Sequencing
(Fullwood et al., 2009)).
Ainsi, il a été démontré par FISH et par Hi-C, que chaque chromosome interphasique pos-
sède un territoire chromosomique distinct (Fig. 1.4, gauche) (Bolzer et al., 2005; Cremer
and Cremer, 2010; Lieberman-Aiden et al., 2009), mais qu’un chevauchement entre chro-
mosomes voisins est possible lorsque certaines portions de chromosomes surgissent des
territoires (Branco and Pombo, 2006). Le Hi-C a également permis de mettre en évidence
l’organisation interne des chromosomes à l’échelle du mégabase (Lieberman-Aiden et al.,
2009). Selon ces résultats, la conformation de la chromatine serait en accord avec un mo-
dèle fractal, qui rend possible un compactage élevé et sans noeud, tout en laissant suffi-
samment de flexibilité à la fibre pour se plier et se déplier durant les différents processus
nucléaires. Ainsi, la chromatine ne serait pas emmêlée, mais plutôt organisée en répétition
de territoires et de sous-territoires (Fig. 1.3a). Par ailleurs, la reconstruction 3D d’un noyau
d’hépatocyte, à partir d’images 2D provenant d’une combinaison des techniques d’ultra-
microtomie et de microscopie électronique à balayage, a permis de confirmer le modèle
selon lequel la chromatine serait, en quelque sorte, une éponge perméabilisée par l’espace
interchromatien (Fig. 1.4, droite) (Rouquette et al., 2009). Ainsi, les chromosomes seraient
séparés par l’espace interchromatinien, un réseau libre d’ADN qui invaginerait dans les
territoires chromosomiques et serait en communication avec les pores nucléaires (Cremer
and Cremer, 2010). En ce qui concerne le positionnement des chromosomes à l’intérieur
du noyau, il semble se produire de façon non-aléatoire (Cremer and Cremer, 2010). Ainsi,
de façon très simplifiée, les chromosomes riches en gènes semblent être majoritairement au
centre du noyau alors que ceux pauvres en gènes seraient à la périphérie. De plus, la posi-
tion d’un chromosome par rapport aux autres serait spécifique au type cellulaire, bien que
le mécanisme en jeu n’ait pas encore été clairement identifié. Finalement, certains gènes
ou groupes de gènes hautement transcrits surgissent sous forme de boucle chromatinienne
à l’extérieur de leur territoire, un phénomène qui serait relié à l’activité du ou des gènes
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FIGURE 1.4 – Les territoires chromosomiques. Image des territoires chromosomiques présents
dans un noyau interphasique de fibroblaste humain, obtenue par la méthode de FISH (gauche).
Reconstruction 3D d’un noyau d’hépatocyte (en jaune, la chromatine et en rose, l’espace interchro-
matinien) (droite). Figures adaptées de (Meaburn and Misteli, 2007) et (Rouquette et al., 2009).
(Kupper et al., 2007; Mahy et al., 2002).
1.1.3. Organisation du noyau
Le noyau interphasique est très organisé (Fig. 1.5) (Misteli, 2005). Il possède des com-
partiments nucléaires, régions visibles au microscope et différentes de leur environnement
par leur morphologie ou leur fonction. Ces compartiments sont généralement riches en
protéines et ne sont pas délimités par des membranes. On retrouve le nucléole, les com-
partiments riches en facteur d’épissage (nuclear speckles), les corps de Cajal, les PML bo-
dies (Promyelocytic Leukemia Nuclear Bodies) et les granules interchromatiniens. Bien que
certains de ces compartiments aient une fonction propre, telle qu’un site d’activité ou un
réservoir protéique important pour la disponibilité de certains facteurs à leur site d’action,
la fonction de plusieurs de ces compartiments demeure inconnue. Il a également été pro-
posé que certains d’entre eux pourraient n’être qu’un amas protéique non fonctionnel. Par
ailleurs, les domaines formés par la chromatine font également partie des compartiments
nucléaires. De façon très simplifiée, il existe deux types de domaines chromatiniens : l’eu-
chromatine, constituée de chromatine moins condensée et active, se retrouvant davantage
au centre du noyau et l’hétérochromatine, constituée de chromatine condensée et inactive,
se retrouvant davantage à la périphérie du noyau, en contact étroit avec la membrane nu-
cléaire. La technique de Hi-C a également permis de mettre en évidence ces deux types de
domaines chromatiniens, ouvert (généralement moins condensé et riche en gènes) et fermé
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FIGURE 1.5 – Illustration de l’organisation nucléaire d’une cellule de mammifère. Figure
adaptée de (Lanctot et al., 2007).
(plus condensé et pauvre en gènes) (Fig. 1.3a) (Lieberman-Aiden et al., 2009).
Finalement, le mécanisme par lequel l’organisation spatiale du noyau est établie demeure
inconnu. Cependant, plusieurs études suggèrent que le génome et les compartiments nu-
cléaires s’organisent de façon autonome et stochastique (Misteli, 2009, 2008). Ce modèle
stipule que l’arrangement des chromosomes, des gènes et des compartiments nucléaires
serait régi par la somme de toutes les interactions (fonctionnelles ou non) subies par une
région génomique donnée ou par la somme de toutes les interactions présentes à l’intérieur
du noyau. Ainsi, chaque interaction impose une contrainte à la région ciblée, contribuant
ultimement à la localisation de chaque chromosome, de chaque gène et de chaque compar-
timent par rapport aux autres. De plus, il est important de souligner que tous les processus
nucléaires, y compris l’organisation, sont hautement dynamiques (Soutoglou and Misteli,
2007). Ainsi, la fibre de chromatine est mobile à l’intérieur du noyau. Un locus peut explo-
rer son environnement nucléaire immédiat par des mouvements pouvant couvrir une région
de 0,5 à 2 µm de diamètre. En revanche, son mouvement est limité par son association avec
des structures nucléaires (Chubb et al., 2002).
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1.1.4. Les interactions chromosomiques
Dans les dernières années des études ont démontré qu’il existe des interactions intra-
chromosomiques (cis-interactions, boucles) et inter-chromosomiques (trans-interactions,
ponts). Ces interactions, identifiées par 3C ou ses dérivés pourraient participer, entre autres,
à l’organisation du génome et à la régulation de la transcription. Ce dernier aspect sera
discuté à la section 1.3.3. La façon dont ces interactions chromosomiques se forment est
encore très peu comprise. Toutefois, certaines étapes sont inhérentes à ce processus, no-
tamment, le mouvement de la fibre de chromatine, sa collision à une autre fibre et la sta-
bilisation de l’interaction. Le mouvement de la fibre de chromatine serait influencé par
son niveau de flexibilité, lequel serait, sur de courte distance, régit par les propriétés phy-
siques de la fibre de chromatine, i.e., 10 kb étant le minimum pour le repliement d’une
fibre nucléosomale sans interruption et 0,5 kb pour celui de l’ADN libre de nucléosomes
(Rippe, 2001), ou par certaines MPTs des histones, notamment, l’acétylation (Li et al.,
2006) ou par l’action de certaines enzymes telles les hélicases (Ishihara et al., 2006). Alors
que la stabilisation de l’interaction impliquerait des interactions protéine-protéine, à titre
d’exemple, de plus en plus d’évidences pointent vers la protéine CTCF (CCCTC-binding
factor) comme un des piliers de l’organisation 3D du génome (Ohlsson et al., 2010b,a;
Zlatanova and Caiafa, 2009; Phillips and Corces, 2009). Ainsi, l’organisation du génome
implique divers paliers qui affectent et sont affectés par les différents processus nucléaires
et qui, dans l’ensemble, restent encore très peu compris.
1.2. Régulation de la transcription
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1.2.1. Généralités
L’établissement et le maintien des fonctions biologiques demandent une orchestration pré-
cise de l’expression des gènes. On appelle transcription le processus très complexe et fine-
ment réglé où l’ADN est transcrit par les ARN polymérases en séquence d’ARNs, le trans-
criptome. À ce jour, une grande diversité d’ARNs a été identifiée, notamment des courts
et des longs, des codants et des non-codants, des polyadénylés et des non-polyadénylés,
des cytosoliques et des nucléaires (Djebali et al., 2012). En fait, le projet ENCODE a ré-
cemment permis de mettre en évidence que bien que seulement ∼3% du génome code
pour des protéines, ∼40% du génome serait transcrit à un même moment dans une cellule
donnée et ∼75% du génome humain serait transcrit à un moment ou l’autre du développe-
ment cellulaire ou lors d’une stimulation particulière, ou dans un type cellulaire spécifique
(Djebali et al., 2012). De plus, ∼40% du transcriptome serait unique à un type cellulaire
donné. Cette grande variabilité dans l’expression du transcriptome, d’un type cellulaire à
l’autre ou d’une condition cellulaire à l’autre, sous-entend une grande plasticité dans les
mécanismes de régulation de la transcription, dont la compréhension est primordial à l’ap-
préhension des fonctions du génome, et ce, autant dans les processus physiologiques que
physiopathologiques. Cette compréhension doit se faire à plusieurs niveaux, notamment,
la contribution de la séquence d’ADN, l’identification des éléments régulateurs impliqués
ainsi que leurs modes de fonctionnement, l’identification des protéines impliquées et leurs
rôles, l’influence de la structure de la chromatine, ainsi que l’impact de la composition de la
chromatine, et finalement la façon dont ces différents aspects se combinent et s’organisent
afin de permettre l’expression d’une région particulière du génome, et ce à un moment pré-
cis. Dans cette thèse, je me suis intéressée à ces divers aspects en me concentrant sur la
régulation de la transcription des gènes dirigée par l’ARN polymérase II (ARNPII).
En réponse à un stimulus, l’activation ou la répression de la transcription des gènes se
produit de façon spécifique. On parle alors de gènes inductibles par opposition aux gènes
house-keeping, dit constitutifs. Un même stimulus peut réguler de multiple gènes simul-
tanément, on parle alors de programme transcriptionnel. Celui-ci doit pouvoir s’établir au
moment opportun et retourner à l’état basal en l’absence de stimulation. Plusieurs mé-
canismes sont impliqués dans cette régulation, dont le recrutement des facteurs de trans-
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cription (FTs) à l’ADN. Ceux-ci peuvent agir comme activateur ou répresseur selon les
co-facteurs qu’ils recrutent et/ou leur effet sur la chromatine et/ou leurs effets sur le re-
crutement de la machinerie transcriptionnelle et l’initiation de la transcription dépendante
de l’ARNPII (Li et al., 2007). Le recrutement spécifique des protéines impliquées dans la
régulation de la transcription s’effectue à différents éléments régulateurs chez l’humain :
le promoteur central, le promoteur proximal et les éléments régulateurs distants, appelées
enhancers (Fig. 1.6) (Fuda et al., 2009). Le promoteur central est situé autour du site d’ini-
tiation de la transcription (TSS), le premier nucléotide qui est transcrit, et fournit les indica-
tions à l’assemblage du complexe de pré-initiation de la transcription (PIC), constitué des
facteurs généraux de transcription (FGTs : TFIIA, TFIIB, TFIID, TFIIE, TFIIF et TFIIH)
et de l’ARNPII. Il contient plusieurs motifs impliqués dans le recrutement de la machine-
rie transcriptionnelle de base, tels que la boîte TATA (reconnu par TBP, une sous-unité de
TFIID), l’initiateur (aussi reconnu par TFIID), l’élément BRE (reconnu par TFIIB), bien
que ces motifs ne soient pas toujours présents (Sandelin et al., 2007). Le promoteur proxi-
mal est quant à lui généralement localisé 100 à 200 pb en amont ou en aval du promoteur
central et contient, habituellement, des sites de liaison pour des FTs (FT-SLs) nécessaires
à l’assemblage du PIC et au recrutement du complexe Médiateur, un méga-complexe de
+/- 26 sous-unités dont une des fonctions serait de faire le pont entre les FTs et l’ARNPII
(Allen and Taatjes, 2015). Les enhancers (section 1.3) contiennent également des FT-SLs,
mais, contrairement aux promoteurs, sont souvent situés plusieurs kilobases (kb) du ou
des gène(s) qu’il régule, majoritairement dans des régions non-codantes, et ce autant en
amont qu’en aval. Ils peuvent aussi être situés à l’intérieur de leur gène cible ou d’un autre
gène. Ainsi, bien que leur existence soit connue depuis longtemps (Banerji et al., 1981),
leur identification a longtemps représenté un défi considérable et était très limitée avant
l’avènement des techniques de séquençage à haut débit. Depuis, diverses techniques appli-
cables à l’échelle du génome et basées, entre autres, sur leur profil épigénétique ont permis
de les identifier (Heintzman et al., 2007, 2009). Les enhancers permettent également la
plasticité nécessaire à une régulation de la transcription dépendante du contexte. En effet,
tandis que l’utilisation des promoteurs varie peu, celle des enhancers varie selon le type
ou l’état cellulaire (Heintzman et al., 2009). Le mode de fonctionnement des enhancers
n’est pas encore tout-à-fait compris, mais le consensus actuel est qu’ils sont un regrou-
pement de séquences d’ADN capables de lier une vaste gamme de FTs, et qui, une fois
liés, vont permettent, entre autres, le recrutement du complexe Médiateur, ainsi que celui
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de co-régulateurs, aidant ultimement au recrutement de l’ARNPII au promoteur (Maston
et al., 2006). Finalement, il existe une autre classe d’éléments régulateurs, les insulator, qui
empêcherait la régulation inappropriée d’un gène par une région génomique voisine (Raab
and Kamakaka, 2010). Bien que les mécanismes en jeu soient incompris, les insulator exer-
ceraient cette fonction en bloquant l’interaction entre un enhancer et un promoteur ou en
formant des barrières à l’étalement de la chromatine répressive. La protéine CTCF et/ou
ses partenaires d’interaction seraient impliqués dans ces mécanismes de protection. Ainsi,
une compréhension complète des mécanismes moléculaires responsables de l’expression
d’un programme transcriptionnel spécifique passe nécessairement par l’identification des
éléments régulateurs responsables.
Promoteur
central
Promoteur
proximal
ARNPII
Enhancer
Enhancer
Enhancer
Insulator
H2A.Z-H3.3
H3K4me1/me2 H3K4me1/me2H3K4me3
H3K4me1
H3K27ac
H2A.Z-H3.3
H3K4me1 H2A.Z-H3.3
FT-SL
FT-SL
FIGURE 1.6 – Les éléments régulateurs. Figure adaptée de (Ong and Corces, 2011).
Les processus cellulaires dépendent donc de l’établissement de programmes transcription-
nels complexes, impliquant l’activation, la répression et l’inactivation de la transcription,
qui doivent survenir à des moments précis. L’information nécessaire à cette régulation fine
est encodée dans le génomemais également dans l’épigénome, lesquels doivent être "lus" et
"interprétés". Ainsi, l’orchestration de l’expression des gènes dans un type cellulaire donné
est déterminée par les FTs et co-facteurs présents ("les interprètes"), par l’organisation par-
ticulière de son génome en chromatine et par sa composition ("le chef d’orchestre" décidant
quelle partition sera lue). L’acquisition d’une meilleure compréhension de la façon dont
un FT particulier contrôle un programme transcriptionnel donné passe donc d’abord par
une connaissance approfondie de ces interactions avec l’ADN, ainsi que des mécanismes
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épigénétiques qui les régulent. Durant ma thèse, je me suis intéressée à la régulation de
la transcription par le récepteur alpha des oestrogènes (ERα) (section 1.2.2), un FT faisant
partie de la grande famille des récepteurs nucléaires (NRs), contenant entre autres, le récep-
teur de la vitamine D (VDR) et les récepteurs des hormones thyroïdiennes (TRs). Ceux-si
sont qualifiés de modèle inductible puisque leurs actions sont modulées par un ligand, i.e.,
les oestrogènes (ex : la 17β -estradiol (E2), pour ERα), la vitamine D (pour VDR) ou les
hormones thyroïdiennes (pour les TRs) (Aranda and Pascual, 2001), ce qui en fait des outils
très puissants pour étudier la transcription dans un contexte dynamique.
1.2.2. Le récepteur alpha de l’oestrogène, un modèle transcriptionnel inductible
Plusieurs caractéristiques des NRs en font des outils de choix pour étudier les mécanismes
de régulation de la transcription de façon dynamique : leur activité est, pour la plupart, ré-
gulée par un ligand ; leur liaison à l’ADN est hautement régulée et ils peuvent agir comme
activateur ou répresseur. Par ailleurs, étant donné leurs rôles essentiels dans le développe-
ment embryonnaire et le maintien de fonctions spécialisées dans les cellules différentiées
ainsi que leurs implications dans plusieurs pathologies, une connaissance approfondie de
leur mode de régulation est fondamentalement souhaitable. D’ailleurs, ces caractéristiques
en font également des cibles pharmacologiques de choix dans le traitement de diverses ma-
ladies (Huang et al., 2010).
Les NRs possèdent six domaines fonctionnels (désignés de A à F) dont l’organisation est
conservée parmi les NRs (Fig. 1.7) (Ruff et al., 2000). La région N-terminale (domaine
A/B) contient, entre autres, une région activatrice (AF-1) importante pour l’activation de
la transcription indépendante du ligand. Le domaine de liaison à l’ADN (DBD, domaine
C), constitué de deux doigts de zinc, est responsable de la liaison à l’ADN et de la dimé-
risation. Le domaine D est un domaine charnière. Le domaine de liaison du ligand (LBD,
domaine E) permet la liaison du ligand, lie certains co-régulateurs et contient des régions
importantes pour la dimérisation ainsi qu’une région activatrice (AF-2) essentielle pour
l’activation de la transcription en présence du ligand. Les NRs peuvent se lier à l’ADN
directement, via la reconnaissance d’une séquence spécifique d’ADN appelée élément de
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FIGURE 1.7 – Schéma des domaines fonctionnels des NRs. Figure adaptée de (Ruff et al., 2000).
réponse ou motif, ou indirectement, via d’autres FTs, et ce sous forme de monomère, d’ho-
modimère ou d’hétérodimère (Ruff et al., 2000).
ERα est un des NRs responsables des rôles physiologique et physiopathologiques de l’E2.
Cette hormone, majoritairement produite par les follicules ovariens sous le contrôle de l’axe
hypothalamo-hypophysaire, est cruciale pour le développement et le maintien des fonctions
sexuelles. Elle agit également au niveau de la plupart des systèmes physiologiques, tels que
cardio-vasculaire, musculaire, osseux, immunitaire et nerveux. Il n’est donc pas étonnant
de voir son implication dans plusieurs pathologies, notamment, l’ostéoporose, les maladies
vasculaires et le cancer du sein (Deroo and Korach, 2006). À titre d’exemple, dans environ
70% des cas de cancers du sein, les cellules tumorales expriment ERα et sont dépendantes
de l’E2 pour leur prolifération. Ces cancer sont qualifiés de hormono-dépendants et l’une
des façons de les traiter est de contrer les effets mitogéniques du couple ERα/E2 en utili-
sant des ligands pharmacologiques de ERα , tel que le tamoxifen, un antagoniste inhibant
le programme transcriptionnel dépendant de l’E2. Des lignées cellulaires mammaires can-
céreuses, dont les cellules MCF-7 (Michigan Cancer Foundation-7) (Brooks et al., 1973;
Levenson and Jordan, 1997) qui m’ont servi de modèle d’étude, sont couramment utilisées
dans l’étude des mécanismes de régulation de la transcription, et plusieurs des connais-
sances actuelles sur le mode de régulation de l’E2 et de ERα en découlent.
Le modèle classique d’initiation de la transcription par ERα stipule que, une fois lié à
l’E2, ERα est transloqué du cytoplasme, où il était séquestré par des protéines chape-
ronnes, au noyau, où il se fixe à l’ADN, entre autres, par la reconnaissance d’un élément de
réponse appelé ERE, un palindrome de 15 pb -AGGTCANNNTGACCT-, afin d’influen-
cer l’expression de ces gènes cibles. ERα peut également lier l’ADN via d’autres motifs
non-canoniques (Tang et al., 2011) ou via d’autres FTs, notamment FoxA1 (Carroll et al.,
2005), AP2γ (Tan et al., 2011) et PBX1 (Magnani et al., 2011). Ensuite les mécanismes
de base de régulation de la transcription dont les concepts sont communs à la plupart des
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FTs, entrent en jeu (Fig. 1.8). Ceux-ci comprennent le recrutement par des interactions
protéines-protéines de complexes de co-activateurs et de complexes adaptateurs, tels que
le complexe Médiateur et des CRC-ATP. Le but est de faire le lien entre ce qui se produit
à l’enhancer, au promoteur proximal et au promoteur central et de modifier la composi-
tion et/ou l’organisation de la chromatine pour la rendre permissive à la transcription, le
tout afin d’unir les efforts pour faciliter le recrutement du PIC au promoteur (Fuda et al.,
2009). L’ARNPII doit ensuite passer en phase d’élongation, l’étape responsable de la syn-
thèse de l’ARNm, et pour ce faire, le domaine C-terminal (CTD) de sa sous-unité Rpb1,
une répétition de l’heptapeptide Tyr-Ser-Pro-Thr-Ser-Pro-Ser, doit être phosphorylé, sur la
sérine 5 par CDK7, une sous-unité de TFIIH, puis sur la sérine 2 par P-TEFb. De façon
intéressante, tous les acides aminés du CTD peuvent subir des MPTs, ce qui permettrait de
dicter les fonctions de l’ARNPII et la liaison de d’autres protéines nécessaires à la trans-
cription de l’ARNm (Egloff and Murphy, 2008; Buratowski, 2009). En résumé, le degré
de transcription d’un gène donné dépend de la combinaison particulière, à un moment pré-
cis, du recrutement de ERα , de co-régulateurs, de d’autres FTs, de CRC-ATP, de FGTs
et de l’ARNPII aux éléments régulateurs du gène. Toutefois, cette description abrégée des
différents mécanismes de base impliqués dans la régulation de la transcription est une sim-
plification faussement statique des phénomènes réels et ne tient pas compte de toutes les
variations ou alternatives qui existent entre les types cellulaires et entre les gènes.
1.2.3. Des alternatives au modèle classique
Les concepts servant à expliquer les mécanismes impliqués dans la régulation de la trans-
cription amènent une compréhension biaisée de l’expression génique de par leur vision
statique. En effet, bien que les mécanismes en jeu ne soient pas entièrement compris, la
régulation de la transcription est un processus très dynamique, particulièrement le mouve-
ment des FTs et de la machinerie transcriptionnelle ainsi que l’initiation de la transcription
de certains gènes (Hager et al., 2009). L’étude de la mobilité des FTs par la technique de
FRAP (Fluorescence Recovery After Photobleaching) a démontré leur diffusion rapide à
travers le noyau (Phair and Misteli, 2000; Stenoien et al., 2001a; Phair et al., 2004). Ainsi,
un FT peut parcourir entièrement le noyau en quelques secondes ou minutes et ce, sans
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FIGURE 1.8 – L’initiation de la transcription par l’ARNPII. Figure adaptée de (Weake and
Workman, 2010).
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aucune dépense énergétique de la cellule. Aussi, les FTs ont la propriété de se lier de façon
transitoire à la chromatine (Mueller et al., 2008). Comme les séquences régulatrices sont
souvent situées dans des régions où la chromatine est qualifiée d’accessible (Fig. 1.2), le
balayage rapide du génome ainsi que l’initiation fréquente de contacts fonctionnels ou non
avec la chromatine permettraient aux FTs de trouver efficacement leurs séquences de liai-
son spécifique à travers le génome (Hager et al., 2009).
De plus, il a été démontré que la transcription de certains gènes se fait de façon dynamique
et cyclique (Metivier et al., 2003; Reid et al., 2003; Saramaki et al., 2009; Stavreva et al.,
2009). Ainsi, au cours de son activation, l’activité du gène oscille entre actif et inactif. À
titre d’exemple, l’activation de la transcription de TFF1, un gène cible de ERα , se produit
avec une périodicité de 40 à 60 minutes, en présence d’E2 (Metivier et al., 2003, 2006). De
plus, une étude détaillée de la cinétique du recrutement protéique par des ChIP montrent
également une association cyclique de ERα et de l’ARNPII, au promoteur du gène TFF1,
qui concorde avec son activation. Le recrutement des complexes de co-activateurs, pos-
sédant une activité HAT, tels, p300/CBP et GNC5, et HMT, tels, PRMT1 et CARM1 est
également cyclique et alterne avec le recrutement de complexes de co-répresseurs, possé-
dant une activité HDAC, tels, HDAC1 et 7. La présence de CRC-ATP, tel SWI/SNF, qui
altèrent l’organisation spatiale des nucléosomes, précède et termine les cycles. Ces mul-
tiples actions initiées par la liaison de ERα permettent dans un premier temps de stabiliser
les nucléosomes dans une position préférentielle où le ERE et la boîte TATA, initialement
cachés par deux nucléosomes appelés respectivement NucE et NucT, deviennent exposés
momentanément grâce à un déplacement latéral des nucléosomes. Ensuite, le recrutement
de co-activateurs, en alternance avec celui de co-répresseurs, permet l’alternance entre une
chromatine active et une chromatine répressive, et l’action des CRC-ATP permet l’alter-
nance entre une configuration des nucléosomes permissive et une rébarbative à la trans-
cription, le tout permettant l’oscillation de l’activité du gène. Une illustration résumant ces
divers phénomènes est présentée à la Fig. 1.9. Ainsi, l’initiation de la transcription par ERα
au promoteur apparaît comme un processus cyclique, ordonné et séquentiel. Toutefois, bien
que ce processus ait été décrit à trois autres gènes (Metivier et al., 2006) la généralisation
de ce phénomène à l’ensemble des gènes régulés par ERα reste à confirmer, et plus impor-
tant encore, le rôle des enhancers dans ce phénomène doit être défini.
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FIGURE 1.9 – Régulation cyclique du gène TFF1 par ERα . (a) Le recrutement de ERα , des
co-régulateurs et de la machinerie transcriptionnelle de base au promoteur de TFF1 (haut) et le
dynamisme des nucléosomes associés (bas), suite à une stimulation à l’E2. Schéma fondé sur des
résultats de ChIP effectués dans les cellules MCF-7. Figure adaptée de (Metivier et al., 2006). (b)
Schéma illustrant les nucléosomes NucE, associé à un ERE, et NucT, associé à une boîte TATA,
tous deux situés au promoteur de TFF1. Figure adaptée de (Reid et al., 2009).
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Par ailleurs, l’induction génique décrite dans les paragraphes précédents fait référence à un
modèle "déterministe", i.e. séquentiel et ordonné, où chaque événement dépend du ou des
précédents (Coulon et al., 2013). Un autre modèle, dit "aléatoire", existe et est plus cohé-
rent avec la mobilité des FTs et leur court temps de résidence sur l’ADN, ainsi qu’avec
l’aspect stochastique de la transcription (Coulon et al., 2013). Toutefois, la contribution
ainsi que la frontière entre ces deux modèles ne sont pas définies. D’autre part, en plus de
la régulation lors de l’initiation de la transcription, la régulation de l’expression des gènes
peut se faire lors de l’élongation ou peut se jouer au niveau de la stabilité, du transport ou de
la traduction de l’ARNm (Maston et al., 2006). Finalement, les divers mécanismes impli-
qués dans la transcription sont habituellement étudiés dans une population de cellules. Or,
l’étude de l’expression génique dans des cellules individuelles a révélé une grande varia-
bilité de l’expression parmi une population de cellules (Raj and van Oudenaarden, 2008).
Il est donc important de garder en tête que le comportement moyen de l’ensemble de la
population ne reflète peut-être pas toujours celui des cellules individuelles, même si pour
l’instant l’utilisation de populations cellulaires reste la méthode la plus utilisée.
Par ailleurs, plusieurs autres phénomènes transcriptionnels s’ajoutent à cette liste et viennent
complexifier le tableau. À titre d’exemple, il a été démontré que l’utilisation d’un seul
TSS, situé au promoteur central, est minoritaire comparativement à l’utilisation de plu-
sieurs TSSs, répartis sur environ 50 à 100 pb (Carninci et al., 2006). Environ 10% des
gènes du génome humain sont bi-directionnels, c’est-à-dire, que leurs promoteurs sont po-
sitionnés face à face, mais chacun sur le brin opposé (Trinklein et al., 2004). Dans certains
cas, ces gènes contiennent des éléments régulateurs communs et sont co-exprimés. De plus,
plusieurs gènes sont associés à plusieurs promoteurs, appelés promoteurs alternatifs, utili-
sés dans différents contextes ou types cellulaires (Kimura et al., 2006). Aussi, en plus du
modèle classique de recrutement par un FT des diverses protéines responsables de l’établis-
sement des MPTs des histones, des séquences d’ADN spécifiques, des ARNs non-codants
et la méthylation de l’ADN peuvent également être impliqués (Greer and Shi, 2012). Fi-
nalement, le modèle traditionnel de recrutement et d’activation de l’ARNPII, décrit dans
les paragraphes précédents, est fondé particulièrement sur des études effectuées chez l’or-
ganisme modèle Saccharomyces cerevisiae (levure). Bien que celui-ci demeure vrai pour
plusieurs gènes retrouvés chez les eucaryotes supérieurs, chez ces derniers, l’ARNPII peut
également être présente au promoteur des gènes avant leur activation, en attente du signal
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approprié pour enclencher l’élongation (Kim et al., 2005; Muse et al., 2007; Core et al.,
2008; Nechaev et al., 2010). Ainsi, il existe quatre états transcriptionels de l’ARNPII : ini-
tiatique, actif, en pause et poised (Brookes and Pombo, 2009). L’ARNPII initiatique est
celle fraîchement recrutée au TSS. Elle est hypo-phosphorylée et concourt à l’un des trois
autres états. L’état actif quant à lui s’identifie par la présence de l’ARNPII phosphorylée sur
la sérine 5 et la sérine 2 du CTD à travers la région codante et est associé à des MPTs des
histones particulières, H3K4me3 et H3K36me3. Pour sa part, l’état de pause est observé à
plusieurs promoteurs de gènes inactifs et actifs, et dans ce cas l’ARNPII, phosphorylée sur
la sérine 5, est engagée transcriptionnellement et est associée avec un court transcrit d’ARN
naissant, mais est arrêtée 30-60 nucléotides après le TSS par des facteurs négatifs de l’élon-
gation (NEFL) (Adelman and Lis, 2012). D’autres régulateurs, tel que P-TEFb, doivent être
recrutés pour permettre une élongation productive de la région codante en ARNm. Les ré-
centes études à l’échelle du génome indiquent qu’environ 30% des gènes utilisent ce type
de régulation, particulièrement ceux inductibles régulés par un signal et nécessitant une
activation transcriptionnelle rapide (Adelman and Lis, 2012). Finalement, l’état poised est
présent, entre autres, à des gènes impliqués dans le développement et est caractérisé par la
présence d’ARNPII phosphorylée sur la sérine 5. Ces gènes, réprimés par les protéines du
groupe Polycomb (PcG), tel PRC2, sont qualifiés de bi-valents et leurs TSS contiennent à
la fois H3K4me3 et H3K27me3. Cet état permettrait au gène d’être activé plus rapidement
(Brookes and Pombo, 2009).
1.2.4. La liaison des facteurs de transcription à l’ADN
Un des éléments centraux de la régulation de la transcription est l’action des FTs. En effet,
ceux-ci influencent l’identité de la cellule ainsi que ses réponses aux divers stimuli intra-
ou extra-cellulaires en régulant de façon dynamique l’expression du génome. La reconnais-
sance et la liaison des FTs à des régions précises du génome font partie des événements
cruciaux de cette régulation. La technique de ChIP, fondée sur l’utilisation d’anticorps spé-
cifiques pour isoler les protéines liées à l’ADN in vivo permet d’identifier ces régions. Sa
combinaison au séquençage à haut débit (ChIP-sequencing ou ChIP-seq) permet d’identi-
fier les FT-SLs à l’échelle du génome. Des algorithmes de recherche de motifs permettent
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également d’extraire la ou les séquence consensus ou motifs associés. Ceci a permis d’élar-
gir nos connaissances sur le mode de liaison des FTs et de soulever plusieurs particularités
étonnantes. Entre autres, la plupart des FT-SLs sont très éloignés de leurs gènes cibles.
À titre d’exemple, plus de 95% des ERα-SLs sont situés à plus de 1 kb d’un promoteur
(Carroll et al., 2006). De plus, le nombre de sites de liaison d’un FT dans le génome est
grandement supérieur au nombre de gènes qu’il régule, suggérant que plusieurs sites sont
nécessaires pour réguler un même gène ou que certains sites sont accessoires ou non fonc-
tionnels, i.e. n’ont pas d’effet sur la transcription. De plus, plusieurs sites de liaison poten-
tiels ne sont pas occupés in vivo, suggérant qu’il existe un processus de sélection et que
d’autres variables que la séquence d’ADN influencent la liaison des FTs à l’ADN. À titre
d’exemple, seulement 0,3% des sites de liaison potentiels du récepteur à la progestérone
(PR) seraient liés par PR dans les cellules T47D (Ballare et al., 2013). De plus, plusieurs
sites de liaison de p53 ayant une forte affinité de séquences prédites ne sont pas liés in
vivo par p53, alors qu’ils ont la capacité d’induire fortement un gène rapporteur in vitro
(Nili et al., 2010). Le fait que, une fois sortie de leur contexte chromatinien ces séquences
soient fonctionnelles, suggère que d’autres variables que la séquence seule influenceraient
la réelle occupation d’un FT-SL dans le génome. Ainsi, des mécanismes épigénétiques
pourraient être responsables de contrôler l’accès ou de marquer ces régions. L’étude de la
liaison de certains FTs sous divers contextes, mais dans une même lignée cellulaire, ou
dans divers types cellulaires, suggère également l’existence de mécanismes spécifiques de
contrôle. En effet, pour un FT donné, il existe des sites de liaison partagés, et donc indépen-
dant du contexte ou du type cellulaire, et des sites de liaison spécifiques. Ainsi, l’ensemble
de ces résultats suggère que même l’identification la plus complète d’un réseau de FT-SL
donné n’est pas suffisante pour déduire l’activité de chacun des sites de liaison et soulève
la question à savoir quelles sont les caractéristiques de la chromatine qui permettraient de
distinguer un FT-SL fonctionnel d’un non-fonctionnel dans un contexte cellulaire donné ?
Tout d’abord, la structure de la chromatine, particulièrement son degré d’accessibilité, ren-
dant possible ou non la liaison du FT à l’ADN (qu’un motif spécifique soit présent ou
non), est une des influences majeures du taux d’occupation d’un site et peut même servir
à prédire l’activité d’un FT-SL (Thurman et al., 2012; Natarajan et al., 2012). De plus, la
composition de la chromatine, particulièrement des combinaisons de certaines MPTs des
histones (section 1.2.5) pouvant être associées aux éléments régulateurs, peut permettre de
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prédire l’activité d’un FT-SL donné (section 1.3) (Creyghton et al., 2010; Rada-Iglesias
et al., 2011; Zentner et al., 2011). Ainsi, les FT-SLs offrent un terrain riche pour explorer
les propriétés tant structurales que chimiques de la chromatine et leurs fonctions. Notons
toutefois que comme ces aspects sont inter-reliés, l’attribution des rôles respectifs est déli-
cate.
1.2.5. Les modifications post-traductionnelles des histones
Les cellules doivent répondre à de multiples stimuli, de façon transitoire ou permanente et
souvent de façon coordonnée. Elles doivent également avoir la possibilité de se rappeler de
ceux-ci. Ceci demande une grande plasticité dans les mécanismes de régulation de la trans-
cription. Les changements épigénétiques, notamment les MPTs des histones, permettent
cette souplesse d’adaptation, et ce, sans modifier l’information génétique. En effet, ce sont
les queues N-terminales des histones, surgissant à l’extérieur des nucléosomes, et la partie
globulaire des histones, la charpente autour de laquelle l’ADN est enroulé, qui en sont la
cible et qui servent de plateformes d’intégration et de conservation des divers signaux intra-
et extra-cellulaires (Kouzarides, 2007; Freitas et al., 2004). À titre d’exemple, les résidus
lysines des histones sont sujets notamment à la méthylation (me ; mono, di ou tri), l’acéty-
lation (ac) et l’ubiquitination, alors que les résidus arginines à la méthylation et les résidus
sérines, thréonines et tyrosines à la phosphorylation. Les effets des MPTs des histones
peuvent être intrinsèques, i.e., qui affectent directement les propriétés physiques du nu-
cléosome, tel que le contact ADN-histone ; extrinsèques, i.e., qui ont un effet direct sur les
niveaux d’organisation supérieures de la chromatine, tel que les contacts entre nucléosomes
ou entre les fibres de nucléosomes ; ou être dirigés par divers effecteurs recrutés grâce aux
MPTs. Dans ce cas et selon l’hypothèse du code histone, la MPT sert de second signal
(Campos and Reinberg, 2009). Ces effets sont non-exclusifs. À titre d’exemple, l’acétyla-
tion pourrait affecter directement les propriétés physiques du nucléosome en neutralisant
les charges positives des histones, affectant ainsi ses interactions avec l’ADN chargé néga-
tivement ce qui pourrait avoir comme effet de rendre la chromatine plus accessible, tout en
servant de plate-forme de liaison pour des protéines spécifiques (Kouzarides, 2007).
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L’hypothèse du code histone, proposée par Allis et ses collaborateurs (Strahl and Allis,
2000; Jenuwein and Allis, 2001) il y a une quinzaine d’années, stipule que les MPTs des
histones permettent le recrutement de protéines qui reconnaissent une ou des modifications
spécifiques. À leur tour, ces protéines auront un effet sur la chromatine, soit en ajoutant ou
supprimant une MPT, soit en liant et interprétant celles déjà présentes. Ainsi, il existerait
un langage, formé par la combinaison de différentes MPTs des histones, relié à l’activité
de la région génomique et transcrit en fonctions biologiques. Ceci fait référence au concept
"d’écrivain, d’effaceur et de lecteur" (Fig. 1.10) (Taverna et al., 2007). À titre d’exemple,
les HATs, qui ajoutent un groupement acétyl, et les HMTs, qui ajoutent un groupement
méthyl, sont des "écrivains", alors que les HDACs, qui enlèvent le groupement acétyl, et
les HDMs, qui enlèvent le groupement méthyl, sont des "effaceurs". Les "lecteurs" seraient
les protéines qui lient et interprètent ces modifications grâce à leurs domaines spécialisés.
À titre d’exemple, l’acétylation est reconnue par les bromodomaines et la méthylation est
reconnue, entre autres, par les domaines PHD fingers et les chromodomaines (Patel and
Wang, 2013). Ces protéines font souvent partie de gros complexes multi-protéiques conte-
nant plusieurs activités catalytiques. On peut donc y retrouver, par exemple, à la fois un
"lecteur" et un "écrivain". De plus, une joute s’installe entre les "écrivains" et les "effa-
ceurs" rendant les MPTs des histones dynamiques, et affectant, non seulement, la séquence
des évènements nécessaires à la transcription mais également la structure chromatinienne.
Le recrutement alterné et cyclique entre des HATs et des HDACs observé au promoteur de
TFF1 (Fig. 1.9a) illustre bien ce phénomène (Metivier et al., 2006).
Depuis l’hypothèse du code histone, de nombreux efforts ont été mis afin d’identifier les
divers types de MPTs des histones et leur localisation, ainsi que les divers domaines pro-
téiques impliqués spécifiquement dans leur reconnaissance. Le ChIP, utilisé depuis plus de
25 ans (Solomon et al., 1988) pour explorer la distribution des protéines et des MPTs des
histones à des régions particulières du génome, s’est imposé commeméthode de choix pour
identifier la composition de la chromatine à l’échelle du génome. Ainsi, les technologies du
ChIP-chip (ChIP couplé à une hybridation sur puce d’ADN) et du ChIP-seq ont permis de
tester et de généraliser des phénomènes observés à des gènes spécifiques, mais aussi de car-
tographier une myriade de MPTs des histones et leurs nombreuses combinaisons possibles
dans divers contextes et divers types cellulaires. À titre d’exemple, l’acétylation, toutes his-
tones ou résidus confondus, est associée à l’expression des gènes, alors que la méthylation
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FIGURE 1.10 – Illustration du concept "d’écrivain, d’effaceur et de lecteur". Figure adaptée
de (Hojfeldt et al., 2013).
est autant associée à l’activation qu’à la répression de la transcription, e.g. H3K36me3 est
généralement associée à l’expression des gènes, alors que H3K27me3 et H3K9me3 à la
répression (Barski et al., 2007). De plus, les MPTs des histones peuvent être localisées à
différents endroits du génome, e.g. H3K4me3 est majoritairement situé au promoteur des
gènes, tandis que H3K36me3 est présent dans la région transcrite (Barski et al., 2007).
Plusieurs études ont tenté d’identifier les diverses combinaisons possibles de MPTs des
histones associées aux éléments régulateurs et à leur activité. Une étude notable est celle
de Ernst et Kellis (2010) décrivant 51 combinaisons particulières de MPTs des histones,
regroupées en 5 "états chromatiniens" selon leurs fonctions biologiques potentielles : pro-
moteurs, transcrits, intergénique actif, répressif et répétitif. Cette interprétation est appuyée
sur diverses informations connues, e.g. le niveau d’expression de la région génomique, son
degré de conservation, son niveau d’accessibilité, la présence de motifs particuliers. À titre
d’exemple, l’état promoteur, contient 11 sous états de régions promotrices potentielles, al-
lant de fortement transcrits à réprimés et chevauchant dans 40-89% des cas un TSS connu.
Ces états contiennent la plus haute fréquence de H3K4me3, bien que sa présence ne corrè-
lerait pas à celle de l’expression des gènes, suggérant davantage un rôle aux lecteurs dans
l’interprétation et la fonction de cette marque. Les différences majeures entre l’état associé
à une forte expression et celui associé à une faible expression sont une diminution de la
fréquence de l’ARNPII et de l’acétylation de H3, tel que H3K9ac, H3K27ac, H3K18ac. Ce
genre d’études associatives est donc très utile pour identifier des grandes généralités asso-
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ciées à une MPT des histones particulière ou à une combinaison de MPTs. Toutefois, elles
ne permettent pas d’identifier directement la fonction des MPTs des histones, qui pour la
plupart, reste méconnue.
Ainsi, les MPTs des histones, les "écrivains, les effaceurs et les lecteurs" font équipe avec
les FTs afin de diriger les différents programmes transcriptionnels spécifiques aux divers si-
gnaux reçus par la cellule, permettant autant la différentiation et le maintien des organismes
vivants que la reprogrammation cellulaire en réponse aux changements environnementaux.
La chromatine, par sa composition ou ses modifications épigénétiques, apparaît comme un
élément central de cette régulation dynamique, où l’amplification ou la fin d’un signal peut
s’effectuer. Ainsi, une meilleure compréhension du rôle de chacune des MPTs des histones
présentes aux éléments régulateurs apparaît nécessaire.
1.3. Les enhancers, les maîtres de l’expression du génome
1.3.1. Généralités
Un des grands défis de la biologie moléculaire moderne est de comprendre comment, en
utilisant un même génome, un eucaryote pluricellulaire s’est développé en un ensemble de
cellules spécialisées et comment ces cellules peuvent, par la suite, répondre et s’adapter
à une multitude de stimuli externes et internes. Un tel processus évolutif et adaptatif est
possible grâce à l’orchestration spatio-temporelle de programmes transcriptionnels spéci-
fiques à chaque type et état cellulaire. Ces dernières années, plusieurs études ont révélé le
rôle primordial des enhancers dans cette régulation spécifique de l’expression des gènes.
Ainsi, le génome humain contient des centaines de milliers d’enhancers potentiels (EN-
CODE, 2012), mais certains seraient actifs que dans un tissu ou type cellulaire particulier
ou à un moment précis ou en réponse à une stimulation physiologique, pathologique ou
environnementale (Fig. 1.11).
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FIGURE 1.11 – Schéma représentant l’utilisation variable des enhancers, responsable de la
régulation spécifique de l’expression des gènes dans chaque type cellulaire. Figure adaptée de
(Lam et al., 2014).
La sélection des enhancers actifs dans un type cellulaire ou à un moment particulier né-
cessite l’action de certains FTs, appelés facteurs pionniers, tels que FoxA, PU.1 et AP1,
capables de lier leur motif de reconnaissance même si la chromatine est compactée, per-
mettant ainsi d’ouvrir, de marquer ou de préparer la chromatine à ces régions (Heinz et al.,
2015). Par la suite ou de façon coordonnée, d’autres FTs spécifiques viennent lier ces ré-
gions permettant la régulation des gènes associés à l’identité cellulaire ou à certaines fonc-
tions dynamiques, notamment des FTs activés par des signaux intra- ou extra-cellulaires,
à titre d’exemple ERα activé par l’E2. Ainsi les sites de liaison pour un facteur pionnier
donné dans les cellules A qui diffèrent de ceux dans les cellules B sont enrichis en FTs-
spécifiques distincts qui sont importants pour la régulation de programmes transcriptionnels
spécifiques aux cellules A. À titre d’exemple, une liaison différentielle du facteur pionnier
FoxA1, un FT commun aux cellules répondants à l’androgène (les LNCaP) ou à l’E2 (les
MCF-7), amène une liaison spécifique du récepteur des androgènes (AR) dans les LNCaP
ou de ERα dans les MCF-7 et permet l’établissement des programmes transcriptionnels
spécifiques à chacun (Fig. 1.12) (Lupien et al., 2008). Toutefois, les mécanismes molécu-
laires en jeu dans l’établissement de ce répertoire d’enhancers uniques, spécifiques à un
type ou état cellulaire, et sa réactivité aux signaux demeurent encore peu compris, mais des
facteurs épigénétiques pourraient être impliqués. À titre d’exemple, il a été démontré que la
liaison de FoxA1 à des FoxA1-SL est inhibée lors de la sur-expression de LSD1, une HDM
de H3K4 (Lupien et al., 2008), suggérant que la méthylation de H3K4 pourrait participer
d’une façon ou d’une autre à la sélection des enhancers.
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FIGURE 1.12 – Liaison différentielle de FoxA1 permettant selon le type cellulaire le recru-
tement de ERα ou de AR et l’établissement de programmes transcriptionnels spécifiques à
chacun. Figure adaptée de (Ong and Corces, 2012).
La première description d’un enhancer remonte au début des années 1980 lorsqu’il a été
observé qu’une région du génome du virus simien 40 (SV40) pouvait augmenter la trans-
cription d’un gène humain (Banerji et al., 1981). Par la suite, les enhancers ont été défi-
nis comme des séquences d’ADN pouvant activer la transcription de son ou ses gène(s)
cible(s), et ce indépendamment de leur localisation ou orientation par rapport au(x) TSSs
cible(s) (Blackwood and Kadonaga, 1998). Toutefois, des grands défis attendaient les bio-
logistes dans l’identification des enhancers. Notamment, les enhancers sont dispersés dans
la partie non-codante du génome représentant environ 98% de celui-ci, et donc autant dire
que l’on cherche une aiguille dans une botte de foin. Toutefois, les récentes avancées tech-
nologiques, tant en génomique (particulièrement la combinaison des techniques de ChIP et
de séquençage à haut débit), qu’en bio-informatique, ainsi que les efforts mis par le consor-
tium ENCODE afin d’annoter et d’identifier les composantes épigénétiques associées aux
éléments régulateurs ont permis de localiser et de caractériser des réseaux d’enhancers dans
plusieurs type cellulaires et sous divers contextes.
1.3.2. L’identification et la caractérisation des enhancers
L’identification des enhancers comporte divers défis. En effet, aucune séquence consensus
ou code particulier dans l’ADN ne permet de localiser les enhancers à partir de la séquence
d’ADN seule. Néanmoins, c’est tout de même la séquence d’ADN, ou plutôt la conserva-
tion intra-espèce de régions non-codantes, qui a permis dans un premier temps de prédire
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avec succès des enhancers potentiels (Bejerano et al., 2004; Pennacchio et al., 2006; Visel
et al., 2008). Toutefois, il est rapidement apparu que l’utilisation de la génomique com-
parative comportait plusieurs limitations. Notamment, la séquence de certains enhancers
n’est pas conservée (ENCODE, 2007; Blow et al., 2010; ENCODE, 2012) et elle ne per-
met pas de prédire l’activité de l’enhancer in vivo, i.e. dans quel(s) contexte(s) ou type(s)
cellulaire(s) l’enhancer sera actif, une information qui est capitale dans l’étude de la fonc-
tion des enhancers. Ainsi, afin de faire une identification complète du réseau d’enhancers
actifs, d’autres approches ont dû être développées.
Le groupe de Bing Ren a été parmi les premiers à utiliser les MPTs des histones pour
identifier les enhancers (Heintzman et al., 2007). En utilisant des données de ChIP-chip
de différentes MPTs des histones dans les cellules HeLa, ils ont mis en évidence une di-
chotomie dans le niveau de méthylation de la lysine 4 de l’histone H3 (H3K4) entre des
promoteurs et des régions distales d’un TSS, considérées comme des enhancers poten-
tiels par leur enrichissement en p300, une HAT connue pour lier les enhancers (Wang
et al., 2005; Metivier et al., 2003). Les enhancers sont ainsi marqués par la mono-me
(H3K4me1) et les promoteurs par la tri-me (H3K4me3). Plusieurs études ont par la suite
utilisé ces critères pour caractériser les enhancers dans divers modèles. À titre d’exemple,
55 000 enhancers potentiels ont ainsi été cartographiés à l’échelle du génome dans deux
lignées cellulaires différentes (Heintzman et al., 2009). Ces enhancers sont, pour la plu-
part, situés loin d’un TSS et enrichis en H3K27ac, p300 (responsable de l’acétylation de
H3K27 (Jin et al., 2011b)) et MED1, une sous-unité du complexe Médiateur. De plus, la
plupart de ces enhancers sont uniques à chacune des lignées et sont situés à proximité des
gènes spécifiquement exprimés dans celle-ci, mettant en évidence une grande variabilité
dans l’utilisation des enhancers d’un type cellulaire à l’autre et révélant le rôle principal
des enhancers dans l’expression des gènes dépendant du type cellulaire (Figs. 1.11 et 1.12).
Toutefois, l’utilisation seule de H3K4me1 pour identifier les enhancers comporte certains
désavantages. D’abord, les régions enrichies en H3K4me1 sont souvent très étendues, ren-
dant difficile l’identification exacte de l’élément régulateur. De plus, certaines évidences
suggèrent que H3K4me1 ne marquerait pas que les enhancers actifs dans un type ou
contexte cellulaires. En effet, certaines régions enrichies en H3K4me1 se sont avérées in-
actives lorsque testées dans un système de gènes rapporteurs, la méthode classique utili-
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sée pour valider les enhancers in cellulo ou dans des modèles transgéniques (Heintzman
et al., 2007, 2009). De plus, à des FT-SLs inductibles, H3K4me1 est déjà présent avant
la liaison du FT activateur (Heintzman et al., 2009). Ainsi, H3K4me1 ne permettrait pas
non plus de prédire l’activité de l’enhancer in vivo. De fait, un classement des enhancers,
fondé sur l’expression des gènes proximaux et permettant de séparer les enhancers en po-
tentiellement actifs ou inactifs/pauses, révèle que les enhancers actifs seraient enrichis en
H3K4me1 et H3K27ac ou en H3K27ac seul et que les enhancers inactifs/pauses seraient
enrichis en H3K4me1 seul ou en H3K4me1 et H3K27me3 (Creyghton et al., 2010; Rada-
Iglesias et al., 2011; Zentner et al., 2011). Ces études, effectuées dans des cellules souches
embryonnaires murines ou humaines, des cellules à différents stades de différentiation et
des cellules différenciées ont également permis de faire le lien entre une acquisition ou une
perte de H3K27ac, au cours de la différentiation, à des enhancers initialement marqués
par H3K4me1 et l’activation ou la répression de gènes spécifiques au stade de développe-
ment concerné, indiquant qu’H3K27ac permet d’identifier les enhancers actifs et prédire
leur activité in vivo. Toutefois, comme H3K27ac est également détecté aux promoteurs des
gènes actifs (Ernst et al., 2011), l’utilisation de H3K4me1 ou de l’annotation des gènes
demeurent nécessaires lors de son utilisation pour l’identification des enhancers actifs.
p300 permet également d’identifier les enhancers (Heintzman et al., 2007, 2009; Visel
et al., 2009; Rada-Iglesias et al., 2011), et ce de façon beaucoup plus ciblée que H3K4me1
ou H3K27ac. Toutefois, tout comme H3K4me1 seul, la présence de p300 ne permet pas de
prédire l’activité de l’enhancer contrairement à H3K27ac (Creyghton et al., 2010; Rada-
Iglesias et al., 2011; Visel et al., 2009) et l’enrichissement de p300 n’est pas observable
à tous les enhancers identifiés (Heintzman et al., 2007, 2009). Néanmoins, des enhancers
identifiés par p300 dans différents isolats de tissus murins ont, lors d’essais utilisant un
système de gènes rapporteurs dans des souris transgéniques, prédit l’activité spécifique de
l’enhancer dans chacun de ces tissus in vivo (Visel et al., 2009). D’autres marqueurs can-
didats, sans être exclusif aux enhancers, permettraient d’identifier les enhancers actifs de
façon beaucoup plus ciblée que l’utilisation des MPTs des histones, notamment, l’ARNPII,
détectée aux enhancers chez la souris et la drosophile (Kim et al., 2010; Santa et al., 2010;
Bonn et al., 2012) et le complexe Médiateur, détecté aux enhancers chez la souris (Kagey
et al., 2010). Toutefois, l’ARNPII ne serait pas présente à tous les enhancers actifs (Bonn
et al., 2012; Mousavi et al., 2013) et la littérature ne permet pas de conclure pour l’instant
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si le complexe médiateur y est toujours présent.
Les enhancers ont également comme caractéristique commune d’être associés à des régions
de faible occupation par des nucléosomes (Thurman et al., 2012). Ces régions présentent
une hyper-sensibilité à la digestion par des nucléase à ADN, tel la Deoxyribonuclease I
(DNase I), qui dégrade plus facilement l’ADN accessible que l’ADN pris dans un nucléo-
some (Gross and Garrard, 1988). Les enhancers sont donc qualifiées de régions hypersen-
sible à la DNase I (DHS). Diverses techniques adaptées à l’échelle du génome exploitent
cette caractéristique de la chromatine afin d’identifier les enhancers potentiels, notamment
le DNase-sequencing (Crawford et al., 2006; Boyle et al., 2008) et le Formaldehyde Assis-
ted Isolation of Regulatory Elements (FAIRE) (Giresi et al., 2007). Toutefois, en plus de
partager cette caractéristique avec d’autres éléments régulateurs, tel les TSSs et les insu-
lators (Boyle et al., 2008), les enhancers actifs la partagent également avec les enhancers
inactifs/pauses (Rada-Iglesias et al., 2011; Zentner et al., 2011). Aussi, bien que l’identi-
fication des DHS soit utile pour délimiter précisément les FT-SLs à l’intérieur des larges
domaines d’enhancers (Boyle et al., 2011; Neph et al., 2012), une combinaison avec, par
exemple, H3K27ac ou l’annotation des gènes doit être utilisée pour prédire les enhancers
actifs potentiels.
De plus, il pourrait exister différentes sous-population d’enhancers. En effet, en utilisant,
entre autres, le profil combiné de 38 MPTs des histones, Ernst et Kellis (2010) ont mis
en évidence des "états chromatiniens", dont un qualifié de "intergénique et actif" et cou-
vrant environ 18% du génome. Cet état se divise en 11 sous-états, dont certains seraient des
enhancers potentiels, présentant des différences dans leur composition. À titre d’exemple,
H3K9ac est enrichi à seulement l’un de ces sous-états. De plus, la présence d’H3K4me3
à certains des états intergéniques ainsi qu’à des enhancers potentiels dans d’autres études
(Barski et al., 2007; Pekowska et al., 2011; Ernst et al., 2011; Hu et al., 2013), suggère
qu’il pourrait exister une sous-population d’enhancers enrichis en H3K4me3, remettant
en question l’élimination systématique des régions enrichies en H3K4me3, sur laquelle
l’identification des enhancers est fondée. Aussi, dans une étude récente effectuée chezDro-
sophila melanogaster (Drosophile), des enhancers actifs non enrichis ni en H3K4me1 et ni
en H3K27ac ont été identifiés (Bonn et al., 2012). Toutefois, la vigilance est de mise lors
de l’interprétation de profils combinatoires, particulièrement les conclusions portant sur
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l’absence d’une marque particulière. En effet, contrairement à certaines études (Creyghton
et al., 2010; Rada-Iglesias et al., 2011), Bonn et al. (2012) ont observé une co-occupation
systématique de H3K27ac et H3K4me1 aux régions enrichies en H3K27ac. Selon eux, la
différence pourrait provenir d’une profondeur de séquençage insuffisante lors des études
précédentes, faisant que seules les régions ayant le plus fort signal sont détectées. Ceci
vient soulever l’importance de connaître si oui ou non la saturation du signal des données
de ChIP-seq a été atteinte lors de la caractérisation des enhancers à l’échelle du génome,
or cette information est rarement disponible. D’autres études sont donc nécessaires afin de
déterminer si le profil épigénétique des enhancers est plus complexe et comprend diffé-
rentes sous-populations d’enhancers, ou si les différences proviennent d’une interprétation
erronée des données de séquençage.
Aussi, les études effectuées dans des modèles de différentiation ont permis de mettre en
évidence l’acquisition, la perte ou le statu quo des MPTs des histones aux enhancers au
cours de la différentiation. Ainsi, H3K27ac serait dynamique et H3K4me1 majoritairement
statique (Creyghton et al., 2010; Rada-Iglesias et al., 2011; Zentner et al., 2011). Toutefois,
très peu d’études se sont attardées au dynamisme de ces marques épigénétiques dans des
cellules différenciées exposées à un stimuli transcriptionnel. À priori, il semblerait que les
FTs se lient à des régions où H3K4me1 serait déjà présent (Heintzman et al., 2009; Ghis-
letti et al., 2010; Wang et al., 2011). De plus, la majorité des régions qui recrutent les FTs
sont déjà et restent accessibles (John et al., 2008, 2011; Joseph et al., 2010; He et al., 2012;
Thurman et al., 2012; Gertz et al., 2013). Malheureusement, le dynamisme de H3K27ac
n’a pas été étudié dans ces études, nous empêchant de conclure sur la réactivité de cette
marque et sa possible contribution à l’établissement d’une réponse transcriptionnelle alter-
native.
Par ailleurs, comme dans la plupart des cas la classification de l’activité de l’enhancer est
une mesure indirecte fondée sur l’activité du gène le plus proche, prédit comme étant la
cible de l’enhancer, la validité de l’utilisation de MPTs des histones particulières pour pré-
dire l’activité de l’enhancer de novo doit être approfondie. À titre d’exemple, la corrélation
entre la présence de H3K27ac à des enhancers potentiels et l’expression positive des gènes
à proximité a permis de classé ces enhancers comme "actifs" et de qualifier H3K27ac de
marqueur de l’activité (Creyghton et al., 2010; Rada-Iglesias et al., 2011; Zentner et al.,
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2011). Toutefois, quelques régions classées comme actives ce sont avérées inactives in vivo
lors d’essais utilisant des gènes rapporteurs. Une façon de contourner cette problématique
et d’identifier des marqueurs robustes de l’activité serait d’étudier des enhancers dont la
réelle activité in vivo est connue. Ainsi, si on se fie aux résultats obtenus chez la drosophile,
où 144 enhancers dont l’activité est connue ont été étudiés, H3K27ac est effectivement un
bon a priori pour cartographier des enhancers actifs (Bonn et al., 2012). Toutefois, certains
enhancers actifs ne sont pas enrichis en H3K27ac. Il demeure donc pertinent et nécessaire
de valider davantage le lien entre la composition de la chromatine et l’activité de l’enhancer
à de vrais couples enhancer/gène cible étant donné que le marqueur "idéal" ou "général"
des enhancers et de leur activité, s’il existe, n’a pas encore été identifié.
1.3.3. Le fonctionnement des enhancers
Nous avons vu que l’activation de la transcription d’un gène est le résultat de plusieurs évè-
nements clés, tels que la liaison de FTs spécifiques, le recrutement du complexe Médiateur,
l’assemblage du PIC et la transition vers l’élongation de l’ARNPII initiatrice. La contribu-
tion des enhancers à ces divers processus est encore peu comprise. Le modèle ayant le plus
d’évidence in vivo, est celui où une interaction physique se crée entre l’enhancer et le pro-
moteur grâce à la formation d’une boucle de chromatine (Fig. 1.13). Plusieurs hypothèses
ont été émises concernant le rôle de ces interactions chromosomiques : un regroupement
d’éléments régulateurs dans un centre d’activité servant à augmenter la concentration lo-
cale de protéines et ainsi obtenir une transcription plus efficace (Tolhuis et al., 2002), un
mécanisme de livraison pour diverses protéines telles, l’ARNPII et les facteurs généraux
de transcription (Vieira et al., 2004), une relocalisation vers (ou une association à) un com-
partiment nucléaire riche en ARNPII, appelé réservoir de transcription (Marenduzzo et al.,
2007). Le fait que l’ARNPII (Kim et al., 2010; Santa et al., 2010), le complexe Médiateur
(Kagey et al., 2010) et certains FGTs (Koch et al., 2011), soient détectés aux enhancers et
le fait que les TSSs impliqués dans une boucle d’interaction avec un enhancer soient plus
exprimés que ceux non impliqués dans une interaction (Sanyal et al., 2012), soutiennent
ces modèles, mais il demeure évident que d’autres études sont nécessaires afin d’éclaircir
le mécanisme par lequel les interactions entre éléments régulateurs et promoteur modulent
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la transcription. De plus, la façon dont l’interaction chromosomique entre enhancer et pro-
moteur se forme et comment l’enhancer choisit le bon promoteur restent peu décrit.
Une difficulté dans la recherche du fonctionnement des enhancers est de leur allouer le bon
gène cible lorsque celui est inconnu, i.e. lorsque le réseau d’interactions n’est pas identi-
fié. La plupart du temps, le gène le plus proche est choisi. Toutefois, il pourrait s’avérer
que cette méthode n’est pas un bon a priori. En effet, il a été démontré récemment grâce à
la méthode de 5C que seulement 7% des interactions se produiraient avec le TSS le plus
proche (ou 22% si seulement les TSSs actifs sont considérés) et seulement 27% des élé-
ments distaux qui interagissent le font avec le TSS le plus proche (47% si TSSs actifs)
(Sanyal et al., 2012). De plus, le réseau d’interaction ne se limiterait pas à des interac-
tions 1 pour 1 entre enhancer et promoteur. En effet, ∼4 éléments distaux interagissent en
moyenne au même moment avec un TSS et 2,5 TSSs interagissent en moyenne avec des
éléments distaux (Sanyal et al., 2012). La cartographie des interactions chromosomiques
liées par l’ARNPII montre également que la majorité des promoteurs sont impliqués dans
des interactions chromosomiquesmultiples (Li et al., 2012). Une des façon de contourner le
problème, en dehors d’une recherche exhaustive des interactions, est d’utiliser la méthode
développée par McLean et al. (2010), qui permet de définir un domaine régulateur pour
chaque gène, lequel peut avoir des paramètres fixes ou être fondé sur des données expéri-
mentales (Fig. 1.14). Ainsi, tous les enhancers se retrouvant sur ce domaine sont associés
à ce gène, et puisque les domaines peuvent se chevaucher, un enhancer peut être associé
à plusieurs gènes. Cette technique est plus performante que celle du gène le plus proche
pour identifier des fonctions biologiques spécifiques associées à un réseau de FT-SLs lors
d’analyses fondées sur le Gene-Ontology (GO), indiquant sa supériorité dans l’estimation
du ou des gène(s) cible(s) lorsque celui- ou ceux-ci est/sont inconnu(s).
1.3.4. La transcription aux enhancers
Depuis les 5 dernières années, des études ont mis en évidence la présence de l’ARNPII aux
enhancers ainsi que son implication dans la transcription d’une nouvelle classe d’ARNs
non-codants, les ARNs associés aux enhancers ou eRNAs (Kim et al., 2010; Santa et al.,
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FIGURE 1.13 – Schéma représentant l’activation de la transcription par les enhancers grâce
à la formation d’une boucle d’interaction chromosomique. Figure adaptée de (Herz et al., 2014).
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FIGURE 1.14 – Schéma représentant les domaines régulateurs selon la définition établie par
McLean et al. (2010) Un domaine principal est d’abord associé à chaque gène. À titre d’exemple,
celui-ci pourrait s’étendre de 5 kb en amont du TSS à 1 kb en aval. Puis, ce domaine est étendu dans
les deux directions jusqu’aux domaines principaux des gènes adjacents, sans dépasser une certaine
distance maximale, par exemple 1000 kb. Les enhancers (e) se retrouvant sur ce ou ces territoires
leur sont ensuite associés. Figure adaptée de (McLean et al., 2010).
2010). Jusqu’à tout récemment, aucun consensus n’existait quant aux caractéristiques des
eRNAs et même, une certaine confusion subsistait dans la littérature. Ceci est peut être
dû à la difficulté de séparer les eRNAs des autres ARNs non-codants (Natoli and Andrau,
2012). Toutefois, en 2014, des données de RNA-sequencing ont permis de mettre en évi-
dence que la plupart des eRNAs seraient majoritairement courts (avec une médiane 346 nt),
non-épissés, nucléaires et non-polyadénylés (Andersson et al., 2014). Ils sont également
instables et dégradés par l’exosome. De plus, leur expression serait majoritairement bi-
directionnelle (Andersson et al., 2014), quoique certains eRNAs uni-directionels aient été
décrits (Natoli and Andrau, 2012; Hah et al., 2013; Li et al., 2013). Par ailleurs, l’ARN-
PII phosphorylée sur la sérine-2 et H3K36me3, tous deux associés à l’élongation, sont
généralement absents des enhancers transcrits (Natoli and Andrau, 2012). Toutefois, le
rôle des eRNAs demeure méconnu. Sont-ils un sous-produit de l’activation des enhancers,
le résultat de collisions aléatoires entre l’ADN et l’ARNPII (aussi appelé bruit de fond
transcriptionnel) ou au contraire sont-ils au centre d’une régulation spécifique participant à
l’activité de l’enhancer (Natoli and Andrau, 2012) ? Influencent-ils la fonction des enhan-
cers, et si oui, de quelle façon ? Ainsi, la découverte des eRNAs a soufflé un certain vent
de renouveau sur le paysage, déjà bien complexe, des enhancers en ouvrant la voie à des
nouvelles hypothèses quant au fonctionnement des enhancers. Notamment, que le proces-
sus de transcription en lui-même pourrait être important pour maintenir l’accessibilité de la
chromatine aux enhancers et permettre la liaison des FTs et autres protéines ou que l’eRNA
en lui-même serait une molécule fonctionnelle impliquée dans la transcription, soit loca-
lement, soit à distance (Natoli and Andrau, 2012). Bien que ce domaine d’étude soit très
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récent, certaines études ont déjà permis d’amener des éléments de réponse à ces questions.
Ainsi, la présence d’eRNAs aux enhancers serait associée à l’activité des enhancers, ou du
moins à ces déterminants. À titre d’exemple, la présence d’eRNAs aux ERα-SLs est as-
sociée à une chromatine accessible et à l’enrichissement de H3K4me1 (Hah et al., 2013)
et H3K27ac (Li et al., 2013). Toutefois, ce ne sont pas toutes les régions transcrites qui
le sont, ni toutes les régions enrichies en H3K4me1 et H3K27ac qui sont transcrites (An-
dersson et al., 2014). Par ailleurs, tout comme H3K27ac, une corrélation peut être établie
entre la présence de eRNAs à des enhancers potentiels et l’expression positive des gènes
à proximité (Kim et al., 2010; Santa et al., 2010; Hah et al., 2013; Li et al., 2013; Mou-
savi et al., 2013). Aussi, les enhancers qui sont impliqués dans une boucle d’interaction
avec un promoteur, considéré un bon indice de l’activité de l’enhancer et du gène, sont
plus susceptibles d’avoir un eRNA que ceux qui ne le sont pas (Sanyal et al., 2012; Hah
et al., 2013). Ainsi, la transcription aux enhancers pourrait être utilisée pour identifier les
enhancers actifs. De fait, une meilleure validation des enhancers potentiels lors d’essais
fonctionnels a pu être obtenue en 2014 en utilisant la transcription aux enhancers comme
méthode d’identification plutôt qu’en utilisant des MPTs des histones ou les DHS en l’ab-
sence de transcription (Andersson et al., 2014). De plus, la transcription aux enhancers
pourrait permettre de distinguer entre un FT-SL fonctionnel d’un non-fonctionnel (Hah
et al., 2013; Li et al., 2013), mais d’autres analyses sont requises afin d’évaluer à quel
point cette technique serait supérieure à l’utilisation de H3K27ac.
Par ailleurs, la transcription de certains eRNAs est régulée de manière dynamique (Santa
et al., 2010; Hah et al., 2013; Li et al., 2013), suggérant que la régulation des eRNAs pour-
raient être une composante importante de la fonction des enhancers. À titre d’exemple, la
transcription de certains eRNAs situés aux enhancers liés par ERα augmentent après un
traitement à l’E2 (Hah et al., 2011, 2013; Li et al., 2013). Toutefois, une première évi-
dence du rôle des eRNAs dans l’activité des enhancers vient de l’utilisation du mécanisme
d’interférence par ARN (ARNi) qui, en diminuant certains eRNAs spécifiquement, dimi-
nue l’expression du gène cible (Mousavi et al., 2013; Lai et al., 2013; Lam et al., 2013; Li
et al., 2013). Ce type d’approche, en dégradant le eRNA déjà transcrit, permet de séparer
l’effet du transcrit per se de celui du processus de transcription aux enhancers. Ainsi, le
eRNA agirait à titre de messager pour réguler la transcription de son gène cible. Toutefois,
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il semblerait que les eRNAs pourraient utiliser divers mécanismes pour arriver à leur fin.
Notamment, certaines évidences supportent un rôle des eRNAs dans l’établissement et/ou
le maintien des boucles d’interaction chromosomiques entre enhancers et promoteurs (Lai
et al., 2013; Li et al., 2013). À titre d’exemple, Li et al. (2013) se sont concentrés sur
deux loci régulés par ERα où, suite à l’activation par l’E2, des boucles d’interactions dy-
namiques se forment entre le promoteur et l’enhancer lié par ERα et exprimant un eRNA.
L’inhibition de ces eRNAs entraîne une diminution des boucles d’interactions. De plus, le
fait que des immunoprécipitations protéine-ARN (RIP-qPCR) révèlent une association in
vivo entre des eRNAs et des sous-unités du complexe cohésine, RAD21 et SMC3, connu
pour son implication dans les boucles d’interactions entre enhancers et promoteurs (Ka-
gey et al., 2010; Schmidt et al., 2010), que l’inhibition de eRNAs spécifiques réduise le
recrutement de la cohésine aux enhancers associés, et que l’inhibition de RAD21 entraîne
la perte des interactions enhancers/promoteurs testées suggèrent qu’une association eRNA-
cohésine pourrait être impliquée dans ce processus. Ainsi, une fois transcrit, le eRNA pour-
rait être incorporé dans la boucle d’interaction entre l’enhancer et le promoteur, permettant
sa stabilisation, via entre autres le recrutement du complexe cohésine, ce qui permettrait une
transcription optimale du gène (Fig. 1.15). Toutefois, ce mécanisme ne serait pas généralisé
car d’autres études ne montrent aucun effet de l’inhibition d’un eRNA sur le recrutement
de RAD21 (Mousavi et al., 2013) ou sur la formation de boucles d’interactions entre pro-
moteurs et enhancers (Hah et al., 2013). Mousavi et al. (2013) ont, quant à eux, mis en
évidence un autre mécanisme de régulation de l’expression des gènes pas les eRNAs. Dans
ce cas, les eRNAs étudiés à deux enhancers permettraient l’établissement de l’accessibilité
de la chromatine ainsi que le recrutement de l’ARNPII aux promoteurs des gènes cibles.
Toutefois, la façon dont les eRNAs contribueraient à l’un ou l’autre de ces mécanismes de-
meure tout à fait nébuleuse.
1.3.5. Des enhancers latents
Dans les cellules différenciées, un réseau d’enhancers spécifiques a été établi et est main-
tenu, entre autres, grâce à l’action de FTs pionniers et de FTs spécifiques. Ce répertoire peut
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FIGURE 1.15 – Modèle illustrant le rôle possible des eRNAs et de la cohésine dans la stabili-
sation de la boucle d’interaction entre enhancer et promoteur. Figure adaptée de (Redmond and
Carroll, 2013).
ainsi être exploité par d’autres FTs activés par des signaux intra- ou extra-cellulaires afin
de modifier l’expression de leurs gènes cibles. Or, en 2013 un nouveau type d’enhancers
a été identifié, les enhancers latents (Ostuni et al., 2013). Ceux-ci sont le résultat d’une
reprogrammation de la chromatine suite à un stimuli et reflètent une certaine plasticité
de la chromatine et des mécanismes de régulation des enhancers. Contrairement aux en-
hancers pré-existants, les enhancers latents ne sont pas marqués dans les cellules non-
stimulées par le FT pionnier Pu.1, ni par des marqueurs connus des enhancers, tels que
H3K4me1, H2K27ac, p300 ou l’ARNPII. De plus ces régions ne sont pas accessibles et
ne présentent pas de transcription en l’absence de stimulation. Elles ne semblent pas, non
plus, maintenues dans un état répressif, tel que démontré par l’absence des marques répres-
sives H3K27me3/me2 ou H3K9me3. Ainsi, aucun des marqueurs actuellement connus des
enhancers ne permettent d’identifier ces enhancers latents avant leur activation. Contraire-
ment au modèle classique, le facteur pionnier Pu.1 n’aurait pas la capacité de lier seul ces
régions. Une coopération avec des FTs activés spécifiquement par le stimuli serait néces-
saire, expliquant, en partie, pourquoi ces régions ne seraient pas pré-définies. Les enhancers
latents sont enrichis à proximité des gènes induits par le stimuli les ayant révélés, suggé-
rant leur importance fonctionnelle. Une autre particularité de ces enhancers, est que si les
cellules arrêtent d’être exposées aux stimuli, les enhancers latents perdent toute marque
d’activation, mais certains conservent H3K4me1 ce qui permettrait une réponse plus ra-
pide lors d’une seconde ronde de stimulation. Ainsi, H3K4me1 servirait en quelque sorte
de mémoire moléculaire. Ces enhancers ont été identifiés dans des macrophages provenant
de moëlle osseuse de souris et ont été activés par divers agents inflammatoires. Or, comme
les macrophages sont connus pour avoir la capacité d’acquérir divers phénotypes fonction-
nels selon leur environnement (Lawrence and Natoli, 2011), cette plasticité dans le réseau
d’enhancers pourrait aussi être vue comme une sorte de différentiation ou de spécialisation
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cellulaire. Ainsi, la question de savoir si une réelle reprogrammation dynamique des en-
hancers existe dans les cellules différentiées reste à approfondir.
1.3.6. Des super-enhancers
À ce jour, des milliers d’enhancers potentiels ont été décrits dans différents types cellu-
laires (ENCODE, 2012), mais il reste à élucider combien d’enhancers fonctionnels ou ac-
tifs sont réellement nécessaires à la régulation de l’expression du génome dans une cellule
et un contexte donné. En 2013, le groupe de Richard A. Young a mis en évidence un petit
groupe d’enhancers, appelés "super-enhancers", qui pourrait à lui seul expliquer la majo-
rité de l’expression génique propre à chaque type cellulaire (Whyte et al., 2013). Ces super-
enhancers ont initialement été identifiés dans des cellules souches embryonnaires murines,
mais ont pu également être détectés dans des cellules différentiées et des cellules cancé-
reuses (Whyte et al., 2013; Hnisz et al., 2013; Lovén et al., 2013). Les super-enhancers se
caractérisent par un regroupement d’enhancers enrichis en FTs importants pour l’identité
cellulaire (ex : Oct4, Sox2 et Nanog dans les cellules souches) et un fort enrichissement
du complexe Médiateur. De plus, des analyses de GO montrent que ces quelques centaines
enhancers sont généralement situés à proximité de gènes associés à l’identité cellulaire.
Toutefois, bien que le concept de super-enhancers est très attrayant, particulièrement pour
cibler rapidement les régions régulatrices et les gènes les "plus importants" pour le contrôle
de l’identité cellulaire dans un contexte donné, il demeure toujours controversé, notamment
en ce qui a trait aux méthodes utilisées pour identifier et caractériser ces super-enhancers
(Pott and Lieb, 2015). De plus, plusieurs questions restent en suspend. Notamment, est-ce
que les super-enhancers sont réellement un nouveau type d’enhancers avec un mode de
régulation distinct de celui connu jusqu’à ce jour ou sont-ils seulement un regroupement
d’enhancers contenant de "forts" enhancers ? Autrement dit, est-ce qu’un super-enhancer
a une activité qui surpasse celle de la somme des enhancers individuels qui le constitue ?
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1.3.7. La dérégulation des enhancers
De par leur implication centrale au processus de régulation de la transcription, il n’est pas
étonnant que la dérégulation des enhancers puisse être impliquée dans diverses patholo-
gies. On peut penser, notamment, à des altérations génétiques qui viendraient perturber le
fonctionnement, l’activité ou la localisation des enhancers. À titre d’exemple, on peut ci-
ter une mutation non-codante dans un motif de liaison d’un FT qui, en venant perturber
sa liaison à l’enhancer, empêcherait l’établissement ou la réactivité de l’enhancer, ou en-
core à une mutation codante amenant une perte de fonction d’un effecteur des enhancers
("écrivain, effaceur ou lecteur"), ou encore à une translocation faisant apparaître un en-
hancer actif à proximité d’un gène qui ne devrait pas être activé ou à une délétion d’un
enhancer essentiel (Smith and Shilatifard, 2014). Des exemples de ces types d’altérations
sont retrouvés dans la littérature. Ainsi, chez certains patients atteints de β -thalassémie,
une maladie causant une forte anémie due à une déficience dans la synthèse d’une ou des
chaînes formant l’hémoglobine, une suppression de la région régulatrice du locus de la
β -globine est observée. Une translocation d’un enhancer actif à proximité du locus MYC,
un oncogène, peut également être observée chez des patients atteints du lymphome de
Burkitt. MLL3/MLL4 (Mixed-Lineage Leukemia Protein 3/4, KMT2B/C) des HMTs res-
ponsable du dépôt de H3K4me1 aux enhancers et UTX (Lysine (K)-Specific Demethylase
6A, KDM6A), une HDM membre du complexe MLL3/MLL4/COMPASS connue pour dé-
méthyler H3K27me3 aux enhancers (transition de inactif à neutre ou actif), sont toutes
deux fréquemment mutées dans plusieurs types de cancers (Herz et al., 2014). Finalement,
l’identification aux enhancers de polymorphismes nucléotidiques (SNPs) et leur associa-
tion à diverses pathologies est un domaine de recherche en expansion ces dernières années
et on commence à peine à comprendre comment des SNPs dans des régions non-codantes
pourraient contribuer au développement de maladies. À titre d’exemple, un lien fonction-
nel entre un SNP associé au cancer du sein et la liaison de FoxA1 a récemment été établi
(lari et al., 2012). Dans ce cas, le SNP favoriserait la liaison de FoxA1 à proximité du gène
TOX3, considéré un suppresseur de tumeur, entraînant une diminution de son expression.
Ainsi, les altérations génétiques peuvent affecter l’établissement ou l’activité des enhan-
cers de multiples façons et, sachant que plus de 80% des SNPs associés à des pathologies
identifiées par GWAS (Genome Wide Association Study, permettant d’identifier les variants
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génétiques associés à des phénotypes pathologiques) sont retrouvés dans les régions non-
codantes du génome (Heinz et al., 2015), l’état actuel des connaissances ne représente fort
probablement que la pointe de l’iceberg .
Un autre aspect encore peu exploré de la dérégulation de l’activité des enhancers concerne
les altérations épigénétiques. En 2012, en comparant les régions génomiques enrichies en
H3K4me1 dans des cellules épithéliales saines du côlon et dans différentes lignées cellu-
laires isolées de tumeurs colorectales (TCR) primaires, Akhtar-Zaidi et al. (2012) (Annexe
III) ont mis en évidence des milliers de régions génomiques différentiellement enrichies
en H3K4me1, les VEL (Variant Enhancer Locus). Ainsi, certains enhancers sont perdus et
d’autres acquis au cours de la carcinogénèse. Leur modèle, récapitulatif de la tumorigenèse
colorectale, a permis de mettre en évidence que ces changements dans l’épigénome des cel-
lules TCR évoquent un mécanisme général et reproductible de la carcinogenèse colorectale
et non pas le résultat d’évènements aléatoires. En effet, 197 VEL sont communs à toutes les
lignées TCR étudiées, alors que 2604 VEL acquis et 2047 VEL perdus sont détectés de fa-
çon significative dans les lignées étudiées. De plus, les gènes sur-exprimés dans des lignées
de cellules TCR sont préférentiellement associés aux VEL acquis, alors que les gènes ré-
primés sont fortement associés aux VEL perdus. De façon intéressante, les auteurs révèlent
que ces VEL acquis ou perdus reflètent une caractéristique universelle des cancers, soit la
perte du caractère de différenciation des cellules. En effet, les VEL perdus sont caractéris-
tiques des cellules normales du côlon, alors que les VEL acquis sont non spécifiques. Ainsi,
les cellules cancéreuses ont acquis un réseau d’enhancers habituellement présents dans
d’autres types cellulaires, et ont perdu la signature chromatinienne associée au phénotype
caractéristique des cellules normales. Ces changements épigénomiques résument donc la
perte de différenciation observée dans les cellules cancéreuses et pourraient donc s’avérer
être un phénomène général et conducteur de la carcinogénèse. Toutefois, d’autres études
sont nécessaires afin de déterminer les différences dans les mécanismes de régulation entre
les cellules normales, pré-cancéreuses et cancéreuses, ce à quoi que les projets ENCODE
et Roadmap Epigenomics contribueront certainement dans les prochaines années. Ainsi,
plusieurs questions nécessitent un approfondissement. Notamment, est-ce que ces chan-
gements dans l’état de la chromatine surviennent également en réponse aux traitements
administrés pour contrer les tumeurs et, si oui, sont-ils impliqués dans l’établissement de
la résistance observée à ces traitements ? Qu’en est-il des bouleversements épigénomiques
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induits par les carcinogènes environnementaux ?
Finalement, une convergence entre les mécanismes de dérégulation épigénétiques et gé-
nétiques pourrait être en jeu. En effet, des SNPs, associés au risque de développement du
cancer colorectal et enrichis dans des régions enhancers marquées par H3K4me1 spéci-
fiques aux cellules normales, ont été détectés dans des régions de VEL acquis ou perdus
dans les cellules TCR. À quel point ces SNPs influencent les remaniement épigénomiques
du réseau d’enhancers associés à la carcinogénèse demeure pour l’instant inconnu. Une
meilleure compréhension des mécanismes sous-jacents est nécessaire et ouvrira certaine-
ment la voie à de nouveaux outils de diagnostic, mais également de prévision et de suivi de
la réponse aux traitements.
1.3.8. De l’identification au fonctionnement
Ainsi, un long chemin a été parcouru depuis la découverte des enhancers il y a maintenant
plus de 30 ans. Qui aurait cru à cette époque que nous serions capable de prédire, à partir
de certaines caractéristiques de la chromatine, des enhancers fonctionnels à l’échelle du
génome ? Toutefois, une annotation complète des enhancers dans chaque type et condition
cellulaire possibles est loin d’être achevée. De plus, de nombreuses questions demeurent en
suspens qui nous empêchent de comprendre clairement comment les enhancers régulent la
transcription. Ainsi, bien que les MPTs des histones soient d’un grand secours pour identi-
fier les enhancers, quelles sont leurs fonctions et comment sont-elles établies, maintenues
et retirées et comment cela participe à la régulation de la transcription ? Comment la liaison
des FTs aux enhancers affecte la composition de la chromatine et vice versa ? Comment
les FTs "choisissent" les enhancers nécessaire à l’expression de programmes transcriptio-
nels spécifiques ? Comment la spécificité entre les enhancers et promoteurs est établie dans
chaque contexte et type cellulaire ? Quels sont les enhancers importants dans un contexte
donné, quels sont les dérégulations qui les affectent et quelles en sont les répercussions
sur la régulation des gènes. Quel est le rôle des eRNAs ? Une réponse à ces questions nous
permettrait également d’appréhender les conséquences de certaines variations génétiques
ou épigénétiques sur l’expression des gènes, et qui sait, peut-être d’ouvrir la voie à des
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approches thérapeutiques ciblant l’activité des enhancers.
1.4. Le positionnement des nucléosomes
1.4.1. Généralités et définitions
L’identification du positionnement précis des nucléosomes le long du génome est impor-
tante pour comprendre les différents processus cellulaires qui demandent la liaison de pro-
téines à l’ADN, particulièrement celle des FTs qui est impliquée dans la régulation de la
transcription. De fait, l’enroulement de l’ADN autour des histones a d’importantes consé-
quences sur son accessibilité, puisque l’ADN situé entre les nucléosomes est beaucoup plus
accessible que celui pris dans le nucléosome, alors que l’ADN situé près de l’entrée ou de la
sortie du nucléosome est généralement plus accessible que celui situé prêt du centre (Polach
and Widom, 1995; Anderson and Widom, 2000). Ainsi, les séquences d’ADN importantes
pour la liaison des protéines peuvent se retrouver masquées et inaccessibles selon leur posi-
tionnement par rapport aux nucléosomes (Fig. 1.2). Toutefois, divers mécanismes existent
pour surmonter cet obstacle et rendre de façon dynamique la chromatine permissive à la
liaison. De plus, le fait que certaines régions du génome possèdent des nucléosomes bien
positionnés, i.e. situés au même endroit à travers une population de cellules (Fig. 1.16 à
gauche), par opposition à un positionnement aléatoire, i.e. traduit par une distribution im-
précise à travers une population de cellules (Fig. 1.16 à droite), sous-entend qu’il existe des
facteurs qui déterminent et maintiennent le positionnement des nucléosomes et donc, que
celui-ci pourrait être important pour l’activité de cette région. Ainsi, certaines régions du
génome possèdent une organisation de nucléosomes particulière et commune, par exemple
le TSS est généralement libre de nucléosome (RLN) et une série de nucléosomes bien po-
sitionnés est observée de part et d’autre de cette RLN (Lee et al., 2007; Weiner et al., 2010;
Schones et al., 2008; Valouev et al., 2011). L’absence de nucléosome au TSS est généra-
lement associée avec la transcription du gène (Schones et al., 2008; Valouev et al., 2011).
Ainsi, l’étude de l’organisation nucléosomale d’une région génomique dans un contexte
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cellulaire donné apporte d’importantes informations sur l’activité de cette région.
Nucléosomes
bien posionnés  
Nucléosomes
au posionnement 
aléatoire
FIGURE 1.16 – Illustration du positionnement précis et en phase (gauche) et imprécis (droite)
des nucléosomes à travers une population de cellules. Figure adaptée de (Jiang and Pugh, 2009).
Plusieurs termes ou mesures sont utilisés afin d’estimer ou de décrire l’organisation des
nucléosomes. Tout d’abord, on parle de nucléosomes en phase lorsque plusieurs nucléo-
somes bien positionnés sont distribués l’un à la suite de l’autre (Fig. 1.16 à gauche, deux
nucléosomes sont dit en phase). De plus, le taux d’occupation par les nucléosomes est
obtenu en calculant le nombre de séquence ou la densité de nucléosomes à une région don-
née et reflète l’accessibilité de l’ADN indépendamment de l’organisation des nucléosomes
(Fig. 1.17) (Kaplan et al., 2010). Alors que le positionnement des nucléosomes mesure la
localisation de chaque nucléosome par rapport à la séquence génomique et son degré de
variabilité ou "focus" dans la population de cellules à une position consensus donnée (Fig.
1.17) (Kaplan et al., 2010). Dans les prochaines sections, un aperçu général de la façon
dont ces différentes notions sont étudiées, des règles les définissant ainsi que leur influence
sur la transcription seront abordés.
1.4.2. Les méthodes utilisées pour identifier le positionnement des nucléosomes
L’inaccessibilité relative de l’ADN nucléosomal est à la base de plusieurs méthodes ser-
vant à identifier la structure et le positionnement des nucléosomes. Durant mon doctorat,
je me suis intéressée à la technique exploitant les propriétés de la nucléase micrococcal
(MNase) (Annexe I), considérée comme la méthode de choix pour interroger l’organisation
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FIGURE 1.17 – Illustration des notions d’occupation et de positionnement des nucléosomes à
travers une population de cellules. Région libre de nucléosome (RLN). Figure adaptée de (Pugh,
2010).
des nucléosomes (Telford and Stewart, 1989). Cette enzyme digère spécifiquement l’ADN
exposé, tel que l’ADN de liaison retrouvé entre les nucléosomes, libérant ainsi l’ADN pro-
tégé périodiquement par les nucléosomes. L’utilisation de conditions de digestion appro-
priées est cruciale afin d’obtenir majoritairement le "noyau du nucléosome" sans ADN de
liaison ni d’histone H1, tout en minimisant la sous- et la sur-digestion. Habituellement, la
taille des fragments d’ADN ainsi isolés est visualisée sur un gel d’électrophorèse, telle une
échelle de bandes séparées par environ 150 pb correspondant aux fragments de mono- di-
et tri-nucléosomes. Par la suite, les fragments d’ADN d’environ 147 pb associés aux mo-
nonucléosomes sont purifiés, puis diverses techniques peuvent être utilisées afin d’extraire
le taux d’occupation et le positionnement. Ces dernières années les approches génomiques,
notamment l’hybridation sur puce d’ADN (MNase-on-chip) et le séquençage d’ADN à haut
débit (MNase-sequencing ou MNase-seq) sont privilégiées pour identifier la population de
fragments d’ADN et ainsi décortiquer la structure primaire de la chromatine. Mentionnons
que la technique de séquençage est généralement supérieure à celle des puces d’ADN puis-
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qu’elle offre une résolution à la pb près et permet de mesurer le positionnement et le taux
d’occupation, alors que les puces permettent seulement d’évaluer l’occupation.
Certains biais sont toutefois observés suite à une digestion de l’ADN par la MNase. No-
tamment, il a été démontré que la MNase digère préférentiellement certaines séquences
d’ADN nu plutôt que d’autres, mettant en doute la validité de cette approche. En effet, la
MNase coupe d’abord les régions où A et T s’alternent et sont précédées par un G ou C
(par exemple GTAT) (Horz and Altenburger, 1981; Flick et al., 1986). Ceci pourrait biaiser
les résultats du taux d’occupation et/ou la précision du positionnement de certaines régions
génomiques par rapport à d’autres. Toutefois, cette préférence de coupure est accentuée à
des températures basses de digestion et domine le résultat d’une sous-digestion (Telford
and Stewart, 1989). De même, la sur-digestion peut affecter le résultat obtenu à certaines
régions génomiques, en particulier, le taux d’occupation des nucléosomes dans les régions
promotrices (Weiner et al., 2010; Xi et al., 2011). Ainsi, la sur-digestion d’un échantillon
par rapport à un autre peut mener à la fausse interprétation qu’une condition expérimentale
mène à la perte de nucléosomes aux promoteurs. La sélection des fragments d’ADN selon
la taille, une étape usuelle dans la préparation des échantillons à séquencer, pourrait égale-
ment accroître ce biais. En effet, les régions riches en A/T et protégées par un nucléosome
seraient davantage sensibles à une coupure interne par laMNase, se retrouvant ainsi exclues
ou sous représentées dans la population de fragments sélectionnés et destinés à l’analyse
du positionnement, par rapport aux régions riches en G/C (Chung et al., 2010). Toutefois,
Kaplan et al. (2010) ont proposé que le biais de séquence serait accentué dans l’ADN nu
servant de contrôle à la majorité des expériences cherchant à vérifier la préférence de cou-
pure de la MNase, exagérant ainsi l’effet réel sur la chromatine. En effet, l’ADN nu ne
dispose d’aucune protection à la dégradation. Les conditions de digestion doivent donc être
modifiées par rapport à celles utilisées avec la chromatine pour empêcher la dégradation
complète de l’ADN. Ainsi, une faible concentration de MNase est utilisée, une condition
favorisant la préférence de coupure. De plus, l’utilisation de techniques alternatives à la
MNase pour l’étude du positionnement, telles que la DNase activée par une caspase (Allan
et al., 2012), les empreintes à laDNase I (Hesselberth et al., 2009), les methyltransférases à
ADN, tel leNOMe-seq (Nucleosome Occupancy and Methylome sequencing) (Jessen et al.,
2004; Kelly et al., 2012), et le FAIRE (Hogan et al., 2006) confirme les résultats obtenus
avec la technique de MNase et valide son utilisation pour l’étude du positionnement des
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nucléosomes. Toutefois, puisque les biais observés seraient majoritairement dus aux condi-
tions expérimentales, une digestion adéquate est cruciale afin d’obtenir des résultats valides
et reproductibles.
1.4.3. Les facteurs déterminant le positionnement des nucléosomes
Le positionnement des nucléosomes à l’échelle du génome a été identifié chez plusieurs
organismes modèles, dont l’humain (Schones et al., 2008; Valouev et al., 2011). Toutefois,
notre compréhension générale des facteurs déterminant le positionnement des nucléosomes
est fortement influencée par les études effectuées chez la levure. Aussi, bien que je me sois
intéressée au cours de ma thèse au positionnement des nucléosomes dans des cellules hu-
maines, certaines notions identifiées chez la levure ou d’autres organismes modèles seront
tout de mêmementionnées lorsque l’information n’est pas encore disponible pour l’humain
ou lorsqu’elles sont nécessaires à la compréhension du phénomène décrit. Ainsi, les com-
posantes génomiques favorisant ou défavorisant la formation des nucléosomes, et ce autant
en cis (i.e. la séquence de l’ADN), qu’en trans (par exemple la liaison et ou l’action de cer-
taines protéines), les conséquences fonctionnelles de l’organisation des nucléosomes sur
les actions se produisant à l’échelle de l’ADN et vice versa, et les variations ou alternatives
possibles seront abordées dans les prochaines sections.
1.4.3.1. L’influence de la séquence d’ADN
La préférence de l’octamère d’histones pour certaines séquences d’ADN est connue depuis
longtemps (Drew and Travers, 1985; Satchwell et al., 1986). Toutefois, sa réelle contribu-
tion à l’organisation des nucléosomes in vivo demeurait, jusqu’à tout récemment, un sujet
de controverse (Segal et al., 2006; Kaplan et al., 2009; Valouev et al., 2008; Zhang et al.,
2009). Les approches génomiques utilisées au cours des dernières années ont ainsi permis
d’éclaircir certains malentendus en plus d’amener une meilleure compréhension du rôle de
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la séquence d’ADN dans l’organisation des nucléosomes. Deux approches génomiques ont,
entre autres, été utilisées pour déterminer l’influence intrinsèque de la séquence d’ADN sur
le positionnement des nucléosomes in vivo. D’abord, des modèles informatiques permettant
de prédire le taux d’occupation et/ou le positionnement des nucléosomes ont été élaborés
à partir de cartographies de nucléosomes obtenues in vivo (Segal et al., 2006; Ioshikhes
et al., 2006; Lee et al., 2007; Field et al., 2008; Yuan and Liu, 2008; Peckham et al., 2007;
Gupta et al., 2008). Leur validation sur une autre partie de l’ensemble de données initiale
ou sur le génome d’une autre espèce permet d’identifier les régions dont l’organisation est
guidée par l’ADN. Une autre approche consiste à comparer la cartographie obtenue in vivo
et celle obtenue in vitro suite à la reconstitution de chromatine à partir d’ADN génomique
nu et d’octamères d’histones purifiées (Kaplan et al., 2009; Zhang et al., 2009; Tillo et al.,
2010; Valouev et al., 2011). Puisque seule la séquence d’ADN influence l’organisation des
nucléosomes lors de la reconstitution in vitro, il est dès lors aisé d’identifier sa contribution
in vivo. Dans l’ensemble, ces deux approches indiquent que la séquence d’ADN prédit cer-
tains aspects de l’organisation des nucléosomes observée in vivo.
Tout d’abord, la séquence d’ADN est indicatrice du positionnement en rotation (ou angu-
laire) des nucléosomes, i.e. l’orientation locale de l’ADN par rapport à la surface protéique
de l’octamère d’histones. Les travaux du laboratoire de Travers (Drew and Travers, 1985),
portant, entre autres, sur le rôle de la flexibilité de l’hélice d’ADN comme contrainte à
son enroulement autour de l’octamère d’histones, ont grandement contribué à l’émergence
de ce constat. Par la suite, plusieurs études sont venues le confirmer en plus d’étayer la
compréhension du phénomène (Ioshikhes et al., 1996; Lowary and Widom, 1998; Segal
et al., 2006; Field et al., 2008; Boyle et al., 2008; Shivaswamy et al., 2008; Brogaard et al.,
2012; Gaffney et al., 2012; Winter et al., 2013). Ainsi, une périodicité de ∼10 pb dans la
présence de dinucléotides AA/AT/TA/TT est observée dans l’ADN enroulé autour de l’oc-
tamère d’histones. Ces séquences se retrouvent en contact avec les histones, où le sillon
mineur de l’ADN fait face à l’octamère, une interaction qui se produit environ toutes les
10 pb. La plus grande flexibilité des ces dinucléotides ainsi que leur capacité à supporter la
compression engendrée par la petitesse du rayon interne pourrait expliquer ce positionne-
ment préférentiel (Olson and Zhurkin, 2011). Une périodicité de∼10 pb de séquences plus
rigides riches en dinucléotides CC/CG/GC/GG est aussi observée lorsque le sillon mineur
est exposé vers l’environnement extérieur (Satchwell et al., 1986; Segal et al., 2006; Albert
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et al., 2007; Gaffney et al., 2012). Elle vient également s’intercaler de façon déphasée de
5 pb à celle des séquences riches en A/T, reflétant autant la structure de la double hélice
d’ADN que les contraintes imposées par l’enroulement de l’ADN autour de l’octamère
d’histones. L’octamère d’histones n’a donc pas de domaine de liaison à l’ADN spécifique,
mais des différences dans la flexibilité de l’ADN affectent son affinité pour certaines sé-
quences et donc contraint le positionnement angulaire des nucléosomes. Néanmoins, les
modèles n’utilisant que le patron périodique ne réussissent pas à prédire le positionnement
en translation, i.e. indiquant où l’octamère d’histones est localisé le long de l’ADN (Hu-
ghes and Rando, 2014). De fait, si ce patron périodique se répète plusieurs fois à une région
génomique donnée et en l’absence d’autres contraintes, des positions situées à 10 pb l’une
de l’autre auront une probabilité semblable d’être occupées par un nucléosome produisant
ainsi un décalage en phase de +/- 10 pb dans la précision du positionnement en translation
à travers la population de cellules (i.e. positionnement aléatoire) (Gaffney et al., 2012).
De plus, jusqu’à tout récemment la présence du patron périodique avait surtout été étudiée
sous forme de signal moyen à travers l’ensemble des nucléosomes bien positionnés, empê-
chant de conclure sur sur sa réelle présence dans les nucléosomes individuels (Jiang and
Pugh, 2009). Toutefois, une étude récente utilisant des données génomiques de digestion à
la DNase I, a permis de révéler que la périodicité peut être détectée à des loci individuels et
que ces régions de stabilité angulaire couvriraient environ 30% du génome (Winter et al.,
2013).
Une meilleure prédiction du positionnement en translation des nucléosomes est obtenue
lorsque la contribution des séquences favorisant et défavorisant la formation du nucléo-
some, i.e. pro- et anti-nucléosomales, est considérée (Peckham et al., 2007; Lee et al.,
2007; Field et al., 2008; Yuan and Liu, 2008; Tillo and Hughes, 2009; Kaplan et al., 2009).
En effet, les séquences de poly(A/T) sont intrinsèquement rigides, résistent à l’enroulement
(Drew and Travers, 1985; Satchwell et al., 1986; Nelson et al., 1987; Suter et al., 2000; Iyer
and Struhl, 1995; Field et al., 2008) et sont associées in vivo aux RLN retrouvées aux pro-
moteurs des gènes et régions régulatrices chez la levure (Iyer and Struhl, 1995; Suter et al.,
2000; Lee et al., 2007; Field et al., 2008). Elles permettent donc de prédire une faible
occupation contrairement aux régions riches en G/C qui prédisent une forte occupation.
Toutefois, la plupart de ces études ont été effectuées chez la levures, dont le génome diffère
de celui de l’humain entre autres pas son contenu en G/C. Néanmoins, des études récentes
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ont pu confirmer l’existence du patron de périodicité (Gaffney et al., 2012) et l’importance
des séquences pro- et anti-nucléosomales (Tillo et al., 2010; Valouev et al., 2011; Kundaje
et al., 2012) dans le positionnement des nucléosomes en rotation et en translation dans les
cellules humaines. En outre, certaines particularités, propres aux cellules humaines, ont été
identifiées, révélant une plus grande complexité dans l’influence de la séquence d’ADN sur
le positionnement des nucléosomes.
Tout d’abord, Tillo et al. (2010) ont observé que, contrairement à la levure, les régions
régulatrices des cellules humaines ne contiennent pas le signal d’exclusion nucléosomale
poly(A/T). Elles sont plutôt riches en G/C, prédisant une forte occupation par les nucléo-
somes in vitro, et sont généralement occupées in vivo par des nucléosomes. De plus, Va-
louev et al. (2011) ont observé, autant in vitro que in vivo, que la séquence occupée par le
centre des nucléosomes bien positionnés est riche en G/C, alors que les séquences situées
de part et d’autres sont riches en A/T. Ces résultats ont mené au modèle suivant : la région
centrale riche en G/C attirerait la formation du nucléosome, mais ne serait pas suffisante
pour permettre son positionnement précis. Ce seraient les régions situées de part et d’autre
et riches en A/T qui permettraient de restreindre la position du nucléosome. Cette combinai-
son de séquences, permettant un fort positionnement des nucléosomes, est qualifiée de "site
conteneur" (Fig. 1.18). Leur contribution à l’organisation du génome n’a pas été quantifiée
dans cette étude, mais nous pouvons déduire qu’elle serait limitée puisque la proportion de
nucléosomes bien positionnés in vivo (positionnement en translation) est estimée à seule-
ment 9-20% des nucléosomes totaux (Valouev et al., 2011; Gaffney et al., 2012). Des "sites
conteneurs" ont également été mis en évidence dans des nucléosomes adjacents aux sites
de liaison de certains FTs (Kundaje et al., 2012), suggérant leur importance dans l’organi-
sation des nucléosomes aux régions régulatrices dans les cellules humaines.
Par ailleurs, une exception à la corrélation entre le contenu en G/C d’une région et son oc-
cupation in vivo par les nucléosomes est observée aux promoteurs situés dans des régions
riches en G/C et en di-nucléotides CpG, appelées îlots CpG (ICG) (ce type de promoteur
est absent de la levure). En effet, ces régions, bien que prédites pour être occupées par des
nucléosomes, sont paradoxalement libres de nucléosome in vivo (Tillo et al., 2010; Va-
louev et al., 2011), comme si quelque chose permettait de contourner ce signal intrinsèque.
Ceci suggère que d’autres facteurs que la séquence d’ADN seraient impliqués dans le po-
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FIGURE 1.18 – Schéma décrivant le phénomène des sites conteneurs. La région centrale riche
en G/C favoriserait la présence d’un nucléosome, mais ne permettrait pas son positionnement en
translation précis (gauche). Les régions adjacentes riches en A/T défavoriseraient la présence d’un
nucléosome, contraignant le nucléosome à une position précise. Figure adaptée de (Valouev et al.,
2011).
sitionnement des nucléosomes à ces régions. Toutefois, certaines nuances ont été amenées
récemment par une étude qui a revisité ces données. En effet, en classant les promoteurs
des gènes selon leur contenu en G/C, Fenouil et al. (2012) ont observé une corrélation in
vitro/in vivo entre le contenu en G/C et l’occupation par les nucléosomes pour les promo-
teurs les plus riches en G/C, contenant majoritairement des ICG. Ces promoteurs ne sont
pas occupés par des nucléosomes autant in vitro que in vivo, suggérant que la séquence
elle-même dicterait l’exclusion des nucléosomes. Cette relation aurait été masquée dans
les études précédentes par l’analyse du signal moyen à travers une population de promo-
teurs hétérogènes. Ainsi, deux mécanismes co-existeraient. L’un, où la forte densité de G/C
(ICG) servirait de signal intrinsèque d’exclusion à l’incorporation de nucléosomes. Ce mé-
canisme pourrait être important pour la régulation de l’expression du génome puisque les
gènes house keeping exprimés de façon ubiquitaire sont généralement associés avec des
promoteurs ICG (Saxonov et al., 2006) et plus de 50% des promoteurs humains sont situés
dans des ICG (Illingworth and Bird, 2009). L’autre, où l’implication de facteurs externes
serait nécessaire afin de contourner la présence de nucléosomes aux promoteurs de gènes
non-ICG et contenant des séquences pro-nucléosomales riches en G/C. Celui-ci pourrait
être davantage important pour la régulation de l’expression des gènes spécifiques au tissu
ou au contexte cellulaire (Saxonov et al., 2006). D’autres observations suggèrent l’im-
plication de facteurs externes dans l’organisation des nucléosomes. À titre d’exemple, la
longueur moyenne de l’ADN de liaison varie entre différents types cellulaires provenant
d’un même individu et donc partageant un même génome ou entre différents états trans-
criptionnels d’un même gène (Valouev et al., 2011). De plus, un espacement régulier des
nucléosomes est observé à partir de nucléosomes isolés in vivo, mais pas à partir de nucléo-
somes provenant de chromatine reconstituée in vitro (Valouev et al., 2011). Donc bien que
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la séquence d’ADN régisse certains aspects du positionnement des nucléosomes, d’autres
facteurs externes sont nécessaires.
1.4.3.2. L’importance des facteurs agissant en trans
Une évidence flagrante de l’importance des facteurs agissant en trans sur le positionne-
ment des nucléosomes in vivo provient des études de reconstitution de la chromatine in
vitro effectuées chez la levure. En effet, pour obtenir in vitro un assemblage similaire à
celui observé aux promoteurs des gènes in vivo, l’apport d’ATP et d’extraits cellulaires est
nécessaire (Korber and Horz, 2004; Zhang et al., 2011). Ainsi, des facteurs dépendant de
l’ATP permettraient de contourner la préférence liée à la séquence d’ADN et joueraient
un rôle crucial dans le positionnement, l’espacement et le taux d’occupation adéquats des
nucléosomes à une région donnée. On peut penser, entre autres, aux CRC-ATP qui utilisent
l’énergie de l’ATP afin de modifier les interactions physiques entre l’ADN et les histones,
notamment, par le déroulement de l’ADN ainsi que le déplacement latéral des histones, par
l’éviction complète ou partielle des histones ou encore par la déstabilisation ou l’altération
de la composition de l’octamère d’histones, tel le remplacement des histones canoniques
par des variants (Clapier and Cairns, 2009). Ces effets des CRC-ATP ont été bien carac-
térisés chez la levure. Ainsi, la suppression de certains CRC-ATP, tels que CHD1, INO80
and ISW1, mène au déplacement des nucléosomes vers des régions où la séquence est in-
trinsèquement plus favorable à celles occupées dans les cellules normales (van Bakel et al.,
2013), indiquant qu’ils favorisent la préférence de séquence. À l’inverse, certains CRC-
ATP, tel que SWI/SNF, évincent les nucléosomes des régions défavorables, agissant ainsi
en trans afin d’augmenter la préférence de séquence (Tolkunov et al., 2011). Par ailleurs,
chaque famille de CRC-ATP aurait une préférence pour certains groupes de gènes et pour
des positions spécifiques par rapport à la topologie des promoteurs et des gènes, et éton-
namment, une certaine directivité régirait leurs actions (Yen et al., 2012). À titre d’exemple,
les nucléosomes adjacents à la RLN située au promoteur sont dirigés vers ou à l’opposé de
la RLN dépendamment du CRC-ATP impliqué. Ainsi, ISW2, considéré comme un CRC-
ATP répressif, déplace les nucléosomes vers le RLN, alors que INO80, CHD1, ISWIb et
SWI/SNF en éloignent les nucléosomes. À quel point ce phénomène serait relié à leur ef-
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fet favorable/défavorable envers la préférence de séquence reste pour l’instant inconnu. De
plus, l’existence et l’importance de ces divers mécanismes restent à être confirmées chez
l’humain.
Chez l’humain, plusieurs observations, notamment sur les effets de la transcription sur le
positionnement des nucléosomes, suggèrent également que des mécanismes agissent en
trans afin de modifier le positionnement des nucléosomes. Ainsi, le taux d’occupation et
l’espacement entre les nucléosomes sont moindres chez les gènes transcrits que non trans-
crits (Valouev et al., 2011), suggérant que les cycles d’éviction/incorporation des nucléo-
somes durant la transcription perturbent l’architecture de la chromatine. De plus, l’organi-
sation des nucléosomes aux promoteurs des gènes est typique de leur état transcriptionnel.
Ainsi, les promoteurs des gènes actifs possèdent une RLN d’environ 150 pb située devant
le TSS et une série de nucléosomes bien positionnés qui émanent de cette région (envi-
ron deux avant la RLN, position -2 et -1 du TSS, et environ cinq après, position +1 à +5),
appelée "organisation canonique" (Fig. 1.19 (Schones et al., 2008; Valouev et al., 2011).
Cette architecture simplifiée est déduite du profil moyen des nucléosomes à travers l’en-
semble des promoteurs actifs. Les promoteurs des gènes inactifs ont, quant à eux, une
RLN beaucoup moins prononcée voir absente et peu de positionnement des nucléosomes à
l’exception du nucléosome à la position +1 du TSS (Schones et al., 2008; Valouev et al.,
2011). Ces résultats suggèrent que pour passer de l’état inactif à actif, une réorganisation
des nucléosomes doit être effectuée aux promoteurs des gènes, incluant l’éviction et le re-
positionnement des nucléosomes.
Région libre de 
nucléosome TSS
FIGURE 1.19 – Modèle de l’organisation canonique des nucléosomes aux TSSs. Figure modi-
fiée de (Sadeh and Allis, 2011).
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Des analyses corrélatives suggèrent un rôle de l’ARNPII et/ou de la transcription dans le
positionnement en translation des nucléosomes aux promoteurs. En effet, une corrélation
est observée entre l’organisation des nucléosomes autour du TSS et la présence de l’ARN-
PII. Les gènes exprimés qui ont le plus haut taux d’ARNPII ont davantage des nucléosomes
bien positionnés (Schones et al., 2008). De plus, le positionnement en translation du nu-
cléosome +1 par rapport au TSS diffère entre les gènes actifs (+40 pb) et inactifs (+10
pb) et ce décalage correspond à l’espace occupé par l’ARNPII aux gènes actifs (+10 pb).
Toutefois, le positionnement en translation du nucléosome +1 aux gènes en pause serait
similaire à celui des gène inactifs, bien que l’ARNPII soit liée aux promoteurs (Schones
et al., 2008), suggérant davantage l’implication du processus de transcription ou de d’autres
facteurs (peut-être dépendant de la forme active de l’ARNPII) que celle de l’ARNPII seule.
De plus, des analyses fonctionnelles pointent vers un rôle mitigé de l’ARNPII et/ou de la
transcription.
Ces études, effectuées chez la levure, la souris, l’humain et la drosophile (Drosophila me-
lanogaster), aident à comprendre l’effet de l’ARNPII et/ou de la transcription sur le po-
sitionnement adéquat des nucléosomes aux promoteurs des gènes. De plus, chez la levure
un positionnement des nucléosomes fidèle à la préférence de séquence observée in vitro
est observé in vivo aux promoteurs des gènes suivant l’inactivation de l’ARNPII (Weiner
et al., 2010). Ainsi, le taux d’occupation augmente dans la RLN et le positionnement en
translation des nucléosomes aux positions +1, +2, +3 se déplace vers la région codante,
soutenant l’implication de l’ARNPII, ou du moins de la transcription (Weiner et al., 2010).
Au contraire, une étude effectuée chez la souris et l’humain démontre peu d’effet de l’in-
hibition de l’ARNPII, par l’utilisation d’α-amanitine, sur le taux d’occupation de la RLN
(Fenouil et al., 2012). L’organisation adéquate des nucléosomes aux promoteurs des gènes
serait plutôt dirigée par le contenu en G/C-ICG, et celui-ci pourrait même dicter, en contrô-
lant la taille de la RLN, le positionnement de l’ARNPII par rapport au TSS (devant, dessus
ou après) (Fenouil et al., 2012). En effet, les promoteurs ICG, autant ceux occupés que non-
occupés par l’ARNPII, ont une RLN constitutive dont la taille corrèle avec celle de la région
ICG (Fenouil et al., 2012). Ces résultats soutiennent un établissement de l’organisation des
nucléosomes, particulièrement de la RLN, indépendant de la présence de l’ARNPII ou de
la transcription aux promoteurs ICG. Néanmoins, l’ARNPII pourrait jouer un rôle dans la
précision du positionnement en translation des nucléosomes bordant la RLN, particulière-
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ment le nucléosome à la position +1 (Fenouil et al., 2012) et pourrait influencer la présence
de la RLN aux promoteurs non-ICG (Vavouri and Lehner, 2012).
Il est important de noter que ces études ne font pas la distinction fonctionnelle entre les
deux mécanismes de régulation de la transcription, à savoir la régulation du recrutement de
l’ARNPII et le contrôle de l’ARNPII en pause. Or, ce dernier semble impliqué dans l’archi-
tecture des nucléosomes aux promoteurs. En effet, des résultats obtenus chez la drosophile
suggèrent un rôle préventif de l’ARNPII en pause sur l’occupation des nucléosomes autour
du TSS (Gilchrist et al., 2010). Ainsi, les gènes recourant le plus au mécanisme de pause
ont une RLN plus prononcée que les autres gènes, alors que leur séquence d’ADN favorise-
rait une occlusion par les nucléosomes. La diminution de l’expression de NELF (negative
elongation factor), un complexe protéique responsable du maintien de l’ARNPII en pause
(Kwak and Lis, 2013), diminue la présence d’ARNPII aux promoteurs des gènes en pause,
augmentant l’occupation par les nucléosomes dans la RLN et modifiant le positionnement
en translation des nucléosomes qui bordent la RLN favorisant l’occupation de la RLN. La
perte du mécanisme de pause entraîne donc une ré-organisation répressive des nucléosomes
dirigée par la séquence d’ADN. Cependant, la présence ou non d’ICG dans les promoteurs
n’a pas été analysée dans ces études, nous empêchant de conclure complètement sur la
contribution de chacun des mécanismes. Néanmoins, deux mécanismes semblent co-exister
pour la formation de la RLN, l’un indépendant de la présence de l’ARNPII, majoritaire-
ment retrouvé chez les gènes house keeping, contenant probablement des promoteurs ICG,
et l’autre dépendant de l’ARNPII en pause, majoritairement retrouvé chez les gènes haute-
ment régulés, contenant probablement des promoteurs non-ICG, mais riches en G/C.
Une autre façon de comprendre le rôle de la transcription dans l’organisation des nucléo-
somes est de l’étudier dans les modèles inductibles ou de différenciation cellulaire, qui im-
pliquent des changements profonds dans l’expression du génome. Ainsi, durant l’embryo-
genèse chez le poisson zèbre (Zebrafish) très peu de changements dans le taux d’occupation
ou le positionnement en rotation des nucléosomes sont observés à l’échelle du génome,
mais des changements majeurs dans le positionnement en translation (Zhang et al., 2014).
En effet, plusieurs nucléosomes bien positionnés apparaissent à des milliers de régions gé-
nomiques durant l’activation du génome, particulièrement aux promoteurs où l’organisa-
tion canonique se forme, et ce indépendamment de la séquence d’ADN, de la transcription
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ou de la liaison de l’ARNPII. Ce serait plutôt la composition de la chromatine qui pourrait
être en cause dans ce cas-ci. En effet, la majorité des promoteurs qui ont acquis l’orga-
nisation canonique au cours de la différentiation ont également acquis H3K4me3. Il est
cependant impossible de conclure si l’établissement de H3K4me3 survient avant ou après
l’acquisition de l’organisation canonique. Toutefois, la corrélation quantitative entre le si-
gnal de H3K4me3 et la qualité de l’organisation, et le fait que des promoteurs non occupés
par l’ARNPII mais enrichis en H3K4me3 possèdent l’organisation canonique, sont des ar-
guments en faveur d’un rôle possible de la composition et/ou des "écrivains, effaceurs, et
lecteurs" dans l’organisation de la structure de la chromatine. Cette relation pourrait ne
pas être spécifique au modèle de différentiation puisque dans des cellules différenciée hu-
maines, l’espacement moyen entre les nucléosomes diffère selon la composition locale de la
chromatine, i.e l’espacement observé dans l’euchromatine associée aux régions régulatrices
(H3K4me1, H3K27ac) est moindre que dans l’hétérochromatine (H3K27me3, H3K9me3)
(Valouev et al., 2011). Cette influence possible de la composition de la chromatine sur
le positionnement des nucléosomes, quoique non surprenante, reste largement méconnue.
Sachant qu’un nombre incroyable de MPTs des histones et de variants d’histones a été
identifié, que d’autres restent certainement à être découverts, que ces modification peuvent
être dynamiques et que le nombre théorique de combinaisons possibles est vaste puisque
chaque nucléosome contient deux copies de chacune des histones, son étude n’est toutefois
pas simple.
Un autre facteur agissant en trans sur le positionnement des nucléosomes est la liaison des
FTs à l’ADN. En effet, la corrélation entre l’occupation nucléosomale prédite in vitro et la
réelle occupation in vivo diminue lorsque le taux d’occupation par un FT augmente (Gaff-
ney et al., 2012). Les FTs pourraient, entre autres, compétitionner avec l’octamère d’his-
tones pour la liaison à l’ADN ou lier l’ADN enroulé ou momentanément déroulé autour
de l’octamère, empêchant ou décalant ainsi le positionnement du nucléosome à cet endroit
du génome. Dans ce cas, on peut penser aux facteurs pionniers. Ainsi, le modèle classique
de la relation entre les FTs et la chromatine stipule que la liaison des FTs à l’ADN est res-
treinte par la présence d’un nucléosome et, une fois lié, deux nucléosomes bien positionnés
seraient situés de part et d’autre du FT. Un mécanisme externe serait donc nécessaire, par
exemple l’action de CRC-ATP ou de facteurs pionniers, pour permettre la liaison du FT.
Il est toutefois difficile de discerner pour l’instant si le repositionnement des nucléosomes
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aux sites de liaison des FTs est la cause ou la conséquence de la liaison du FT et si le FT en
lui-même est suffisant ou si des co-facteurs sont nécessaires. Il demeure néanmoins qu’un
mécanisme en trans agit au niveau des régions occupées par les FTs et qu’il existe une re-
lation complexe entre la liaison des FTs à l’ADN et la structure de la chromatine. Celle-ci
sera discutée en détail à la section suivante.
La contribution des facteurs agissant en cis et en trans sur le positionnement des nucléo-
somes n’est donc que partiellement comprise et leur étude individuelle ne permet pas
d’avoir une vision globale de ce processus dynamique. Par exemple, le positionnement
des nucléosomes à une séquence donnée peut être influencé par la séquence d’ADN, mais
cette préférence peut être favorisée ou défavorisée par la liaison de certaines protéines,
qui à leur tour vont permettre le recrutement d’autres protéines ayant une activité de re-
modelage et/ou de modification de la composition de la chromatine et ainsi influencer le
positionnement. De plus, l’influence du positionnement d’un nucléosome par rapport aux
nucléosomes adjacents reste à être définie parmi deux possibilités, à savoir, l’indépendance
ou la dépendance. Le modèle de dépendance appelé positionnement statistique (Kornberg
and Stryer, 1988) est celui ayant le plus d’évidence dans la littérature et concorde avec
l’existence des nucléosomes en phase qui émanent de la RLN et l’augmentation graduelle
de l’imprécision de leur positionnement à travers la population de cellules plus la distance
par rapport aux RLN augmente. Il stipule que le fort positionnement d’un nucléosome, par
la séquence d’ADN (ex : les sites conteneurs (Valouev et al., 2011; Kundaje et al., 2012))
et/ou par des facteurs en trans (ex : un FT (Fu et al., 2008) ou un CRC-ATP (Yen et al.,
2012)), est suffisant pour forcer le positionnement des nucléosomes adjacents en empê-
chant les mouvements latéraux, i.e. dans une cellule donnée, deux nucléosomes ne peuvent
se chevaucher. Ainsi, ce nucléosome agirait comme une barrière contraignant le position-
nement des nucléosomes adjacents sans recourir à un mécanisme en cis ou en trans pour
ces derniers. Toutefois, bien que ce modèle puisse concorder avec les observations aux
éléments régulateurs où les nucléosomes bien positionnés sont majoritairement observés,
d’autres régions du génome pourraient recourir au modèle d’indépendance, où les nucléo-
somes sont positionnés de façon aléatoire.
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1.4.4. La structure de la chromatine aux sites de liaison des facteurs de transcription
et aux enhancers
Il existe une relation complexe et dynamique entre la liaison des FTs à l’ADN et la structure
de la chromatine, cette dernière étant responsable de réguler l’accessibilité de l’ADN. En
effet, puisque le nucléosome, en compactant l’ADN, agit comme un obstacle répressif, son
positionnement par rapport aux FT-SLs influence l’accessibilité de l’ADN et donc la liaison
des FTs à l’ADN (Fig. 1.2). Ainsi, il est traditionnellement accepté que, à l’exception des
facteurs pionniers, pour qu’un FT lie son FT-SL celui-ci doit être accessible (Slattery et al.,
2014). De fait, la vaste majorité des sites occupés par les FTs sont situés dans des DHS
(Thurman et al., 2012). On considère donc la structure de la chromatine aux FT-SLs et aux
enhancers comme étant libre de nucléosomes, et le modèle classique stipule que, à moins
que le FT-SL soit situé dans l’ADN de liaison entre deux nucléosomes, un mécanisme ex-
terne permet de dérouler, d’évincer ou de repositionner le nucléosome occlusif au FT-SL
pour permettre la liaison (Fig. 1.20a). Ainsi, une fois lié, le FT est bordé de part et d’autre
par deux nucléosomes bien positionnés. Ce phénomène a été bien décrit pour le facteur de
transcription CTCF (Fu et al., 2008; Cuddapah et al., 2009; Valouev et al., 2011). La Fig.
1.20b montre le profil symétrique moyen typique obtenu autour de l’ensemble des sites
CTCF, où l’on remarque aussi l’opposition entre l’accessibilité à la DNase I et le position-
nement des nucléosomes.
Récemment, une étude, effectuée à l’échelle du génome et utilisant le récepteur des an-
drogènes (AR) comme modèle transcriptionel inductible et le signal de H3K4me2 pour
déduire le positionnement aux AR-SL avant et après la liaison de AR, a mis en évidence le
modèle classique de réorganisation des nucléosomes aux enhancers. En effet, suite à son
activation, la liaison de AR à l’ADN implique le départ d’un nucléosome central au site
de liaison, lequel serait bordé par deux nucléosomes symétriques enrichis en H3K4me2 et
bien positionnés (Fig. 1.20c) (He et al., 2010). De plus, une modélisation fondée sur ce
profil dynamique permet d’identifier des enhancers connus liés par AR, en plus de prédire
d’autres enhancers potentiels. De façon intéressante, le nucléosome central et "sortant" se-
rait enrichi en H2A.Z, un variant d’histone détecté fréquemment aux enhancers (Barski
et al., 2007; Jin et al., 2009; Ernst and Kellis, 2010) et connu pour son instabilité (Jin et al.,
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FIGURE 1.20 – Modèle classique d’organisation des nucléosomes aux FT-SLs. (a) Schéma
montrant la transition de occlusif à permissif dans l’organisation des nucléosome aux FT-SLs. Fi-
gure modifiée de (Voss and Hager, 2014). (b) Profil symétrique des nucléosomes aux CTCF-SL.
Figure adaptée de (Valouev et al., 2011). (c) Schéma illustrant la réorganisation des nucléosomes
aux enhancers liés par AR. Figure adaptée de (Ong and Corces, 2011).
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2009), ce qui pourrait faciliter son éjection précédant la liaison de AR. Toutefois, dans une
autre étude du même groupe, ni le profil symétrique de H3K4me2 ni son dynamisme n’ont
pu être détectés aux ERα-SLs (He et al., 2012) suggérant que ce mécanisme pourrait ne pas
être généralisé à tous les NRs. D’ailleurs, BRG1, une sous-unité du CRC-ATP SWI/SNF
connue pour son rôle dans le repositionnement des nucléosomes aux enhancers (Hu et al.,
2011), est présente autant aux enhancers actifs que inactifs (Rada-Iglesias et al., 2011),
suggérant que le positionnement des nucléosomes aux enhancers et son dynamisme pour-
raient être plus complexes que ce que propose le modèle classique. Ainsi, d’autres études
sont nécessaires afin de définir quelle est l’influence d’une liaison dynamique des FTs lors
de l’activation de la transcription sur le positionnement des nucléosomes aux enhancers.
1.4.5. Des alternatives aux modèles classiques
En 2012, les modèles d’organisation canonique des nucléosomes aux promoteurs et aux
FT-SLs ont été remis en question grâce à l’utilisation d’une nouvelle méthode, CAGT
(Clustered AGgretation Tool) (Kundaje et al., 2012). Celle-ci permet de séparer le signal
associé au taux d’occupation par les nucléosomes en sous-groupes distincts partageant un
même positionnement des nucléosomes, et ce, indépendamment de l’intensité du signal.
Ces analyses font appel aux méthodes de clustering non-supervisé, afin d’isoler les dif-
férents profils, et de clustering hiérarchique agglomératif, afin de combiner ensemble les
profils similaires. Ainsi, une vingtaine de profils différents ont été identifiés autour d’un
ensemble de TSS (Fig. 1.21a) dans les cellules K562 et GM12878 et aucun ne correspond
à l’organisation canonique identifiée à partir du profil moyen des nucléosomes aux promo-
teurs des gènes actifs (Fig. 1.19), où des nucléosomes bien positionnés émanent de part
et d’autre de la RLN. Au contraire, les différents positionnements des nucléosome iden-
tifiés sont asymétriques, i.e. les nucléosomes bien positionnés sont situés soit avant, soit
après le TSS. Le modèle canonique serait donc un artefact des méthodes usuelles fondées
sur l’analyse du signal moyen. Par ailleurs, une nuance est également apportée à la rela-
tion entre l’expression génique et l’organisation des nucléosomes aux promoteurs. En effet,
bien que les sous-groupes qui présentent le plus fort positionnement soient ceux les plus
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exprimés, tel que observé précédemment (Schones et al., 2008), il ne semble pas y avoir de
relation claire entre le taux d’expression génique et la topologie avant/après ou l’asymétrie.
D’autres études sont toutefois nécessaires afin de déterminer la signification biologique
de ces différents profils d’organisation des nucléosomes et d’approfondir si un lien existe
entre eux et la transcription des gènes associés ou la liaison des protéines impliquées dans
la transcription.
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FIGURE 1.21 – Les principaux profils du positionnement des nucléosomes autour des TSSs
(a) ou des FT-SLs (b) dans les cellules K562. Figure adaptée de (Kundaje et al., 2012).
Une vingtaine de profils différents ont également été identifiés autour d’un ensemble de
FT-SLs, et plus de 90% sont asymétriques (Fig. 1.21b) (Kundaje et al., 2012). Ainsi, bien
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que le profil symétrique (modèle classique, Fig. 1.20) existe, il ne serait qu’une exception
observée à certains FTs, tel que CTCF où il avait déjà été identifié (Fu et al., 2008) et où il
représenterait ∼60% des sites (Kundaje et al., 2012). En outre, la structure asymétrique de
la chromatine autour des FT-SLs sous-entend que ces régions possèderaient une orientation
spécifique, tel le sens de la transcription pour les TSSs, dont l’établissement et la fonction
demeurent inconnus jusqu’à ce jour. Ainsi, la structure locale de la chromatine aux FT-SLs
seraient plutôt hétérogènes et asymétriques. Toutefois, comme ce modèle remet en ques-
tion les conclusions de la majorité des études effectuées jusqu’à maintenant, notamment
celle de He et al. (2010) parue dans la revue Nature Genetics et amplement citée et reprise
comme modèle général par la suite (Ong and Corces, 2011), où une modélisation fondée
sur le profil symétrique de H3K4me2 permet d’identifier des enhancers connus liés par
le récepteur des androgènes (AR) et de prédire d’autres enhancers, d’autres analyses sont
nécessaires afin d’éclaircir la nature artificielle du profil symétrique.
Une autre étude publiée en 2012, cette fois chez la levure, a également montré la perti-
nence de s’attarder au positionnement des nucléosomes sans recourir à des analyses du
signal moyen du taux d’occupation (Zaugg and Luscombe, 2012). D’abord, les promo-
teurs peuvent être classés en "fermés" et "ouverts" selon la taille de leur RLN. Les promo-
teurs "ouverts" sont enrichis en gènes exprimés ("ON", indépendamment du niveau d’ex-
pression), contrairement aux promoteurs fermés qui sont enrichis en gènes non-exprimés
("OFF"). De plus, les promoteurs "ouverts" et "ON" ont des nucléosomes -1 et +1 mieux
positionnés et plus occupés que les promoteurs "ouverts" et "OFF". En revanche, pour les
promoteurs "fermés", le nucléosome +1 est bien positionné que dans la catégorie "ON"
et le positionnement du nucléosome -1 reste toujours aléatoire peu importe l’état trans-
criptionnel "ON" ou "OFF". De façon intéressante, les promoteurs "fermés" ont davantage
de FT-SLs, chevauchant majoritairement le nucléosome -1, que ceux "ouverts", suggérant
qu’une compétition transitoire entre FTs et nucléosomes pourrait contribuer au position-
nement aléatoire de ce nucléosome et expliquant comment ces promoteurs "fermés" pour-
raient quand même permettent une transcription "ON".
Une des plus importantes remises en question des modèles canoniques de positionnement
des nucléosomes aux régions régulatrice provient des récentes études où il a été démontré
que les régions accessibles peuvent en fait être associées à un fort taux d’occupation par
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les nucléosomes (Tillo et al., 2010; Nili et al., 2010) et un fort degré de renouvellement des
histones (Mito et al., 2007), mais également être occupées par des nucléosomes instables
contenant les variants d’histones H3.3 et H2A.Z (section 1.5) (Jin and Felsenfeld, 2007;
Jin et al., 2009; Henikoff et al., 2009). Cette réalité serait passée inaperçue car ces nucléo-
somes présents aux régions accessibles seraient, soit plus sensibles à la sur-digestion par la
MNase (Weiner et al., 2010; Xi et al., 2011), soit plus sensibles aux concentrations de sels
habituellement utilisées (Jin and Felsenfeld, 2007; Jin et al., 2009; Henikoff et al., 2009) et
auraient tendance à être perdus durant la préparation de la chromatine si cette dernière n’a
pas subi un pontage au formaldéhyde. Ces résultats suggèrent que, plutôt que d’être libres
de nucléosome, les régions régulatrices pourraient être le théâtre d’un processus continu où
la composition particulière de la chromatine, permettant une structure locale dynamique, et
où l’instabilité des nucléosomes présents seraient essentielles au maintien de l’accessibilité
de la chromatine.
1.5. H2A.Z
1.5.1. Généralités
Les variants d’histones, contrairement aux histones canoniques, sont synthétisés tout au
long du cycle cellulaire et sont incorporés dans les nucléosomes indépendamment de la
réplication (Talbert and Henikoff, 2010). Ainsi, l’ajout ou le retrait d’un variant d’histone
à une région particulière et un moment précis demande une régulation spécifique de cette
région et nécessite l’action de protéines chaperones et de CRC-ATP. Cette opération, en
plus de créer un environnement chromatinien ponctuel particulier, sous-entend que le nu-
cléosome sera momentanément partiellement ou totalement déroulé (Talbert and Henikoff,
2010), ce qui pourrait créer une fenêtre d’opportunité pour la liaison de protéines liant
l’ADN. Plusieurs variants d’histones ont été identifiés, notamment des variants de l’his-
tone H3, H3.3 et CenH3, et des variants de l’histone H2A, H2A.Z, H2A.X, H2A-Bbd et
macroH2A. Au cours de ma thèse, je me suis intéressée à H2A.Z, encodé par le gène
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H2AFZ (H2A Histone Family, Member Z).
Plusieurs évidences indiquent qu’H2A.Z joue un rôle important et distinct de H2A (Zla-
tanova and Thakar, 2008). H2A.Z est hautement conservé au cours de l’évolution, son
absence est létale chez les métazoaires et il partage seulement ∼60% de sa séquence avec
H2A. Ainsi, des différences structurelles existent entre le nucléosome contenant H2A et
celui contenant H2A.Z. Celles-ci pourraient lui conférer des propriétés particulières, no-
tamment au niveau de sa stabilité (section 1.5.3). À titre d’exemple, une perte de trois
ponts hydrogène entre H2A.Z et H3 pourrait amener une déstabilisation de l’interaction
au sein même du nucléosome entre le dimère H2A.Z-H2B et le tétramère (H3-H4)2. Par
ailleurs, le dimère H2A.Z-H2B contient une surface d’interaction supplémentaire pour les
interactions protéine-protéine, ce qui suggère que le nucléosome contenant H2A.Z pourrait
attirer à des régions particulières des "lecteurs-effaceurs" ou des "lecteurs-écrivains" spéci-
fiques. Il faut noter que H2A.Z est impliqué dans des processus biologiques extrêmement
variés, tels que la condensation de l’hétérochromatine, la ségrégation des chromosomes et
la réparation de l’ADN, mais ce sont ses implications dans la transcription ainsi que dans
le positionnement des nucléosomes qui m’ont particulièrement intéressées.
1.5.2. La distribution d’H2A.Z
H2A.Z est enrichi à des endroits particuliers du génome, autant dans l’euchromatine que
dans l’hétérochromatine (Zlatanova and Thakar, 2008). En 2007, un premier ChIP-seq de
H2A.Z chez l’humain a été effectué en utilisant de la chromatine native provenant de cel-
lules T CD4+ (Barski et al., 2007). Les résultats montrent un enrichissement de H2A.Z
aux promoteurs des gènes, tel que démontré précédemment chez la levure (Zlatanova and
Thakar, 2008), mais également, aux régions enrichies en CTCF et à des régions DHS,
considérées comme des enhancers potentiels. H2A.Z est également enrichi à des FT-SLs
(Gevry et al., 2007, 2009; John et al., 2008). De plus, en 2009 un intriguant phénomène a
été observé. Ainsi, en plus de son incorporation spécifique, H2A.Z semble également in-
corporé de façon aléatoire dans le génome, un phénomène qui serait relié à l’activité trans-
criptionnelle de la région et qui pourrait expliquer comment H2A.Z s’accumulerait dans
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l’hétérochromatine et serait absent des régions activement transcrites (Hardy et al., 2009).
Ainsi, deux mécanismes pourraient être responsables de la localisation d’H2A.Z dans le
génome, une incorporation ciblée et une incorporation non-ciblée couplée à une éviction
ciblée. Toutefois, bien que des protéines responsables de l’incorporation et de l’éviction
d’H2A.Z aient été identifiées, la façon dont H2A.Z est spécifiquement ciblé à certains en-
droits du génome et non pas à d’autres et le rôle biologique de l’incorporation non-ciblée
restent pour l’instant incompris.
Ainsi, des complexes protéiques sont responsables de l’échange spécifique entre H2A-H2B
et H2A.Z-H2B dans la chromatine. Chez la levure, la chaperone Chz1 (Luk et al., 2007)
et le CRC-ATP Swr1 incorpore H2A.Z (Mizuguchi et al., 2004), alors que chez l’humain,
deux orthologues de Swr1 peuvent effectuer cette opération, SRCAP (Ruhl et al., 2006) et
p400 (Gevry et al., 2007) membre du complexe p400/TIP60, mais aucune chaperone spé-
cifique de l’incorporation de H2A.Z n’a été identifiée pour l’instant. Par ailleurs, le CRC-
ATP Ino80 est capable d’évincer H2A.Z et de catalyser l’échange entre H2A.Z-H2AB et
H2A-H2B chez la levure (Papamichos-Chronakis et al., 2011) et l’humain (Alatwi and
Downs, 2015). Étonnamment, Swr1 peut également catalyser la réaction inverse, soit retirer
H2A.Z, quand H3K56ac est présent (Watanabe et al., 2013), suggérant que des mécanismes
épigénétiques pourraient être responsables du ciblage d’H2A.Z, mais, l’existence d’un tel
mécanisme n’a toujours pas été identifié chez l’humain. Par ailleurs, en 2014 des études
ont permis l’identification d’une chaperone spécifique de l’éviction de H2A.Z, ANP32E
(Obri et al., 2014; Mao et al., 2014), présente dans le complexe p400/TIP60, mais pas dans
le complexe SRCAP (Obri et al., 2014). De façon intéressante, cette chaperone semble
avoir un rôle important aux régions régulatrices (Obri et al., 2014). En effet, l’invalidation
de ANP32E dans des fibroblastes embryonnaires de souris (MEFs ANP32E−/−) amène
une augmentation du signal moyen de ChIP-seq H2AZ aux TSSs, suggérant une accumu-
lation d’H2A.Z à ces régions, et entraîne l’apparition de nouvelles régions enrichies en
H2A.Z et distales des TSSs. Étonnament, 42% de ces nouvelles régions seraient enrichies
en H3K4me1 et H3K27ac (en l’absence de H3K4me3) dans des MEFs wt, suggérant que
l’un des rôles de ANP32E pourrait être de permettre le départ d’H2A.Z aux enhancers
une fois ceux-ci activés. Aussi, ces résultats soutiennent également une implication fonc-
tionnelle d’H2A.Z aux enhancers. Ainsi, plusieurs complexes semblent responsables du
ciblage spécifiques d’H2A.Z dans le génome. Toutefois, les mécanismes en jeu et l’im-
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plication des complexes dans des fonctions précises d’H2A.Z demeurent pour l’instant
méconnus. Autrement dit, qu’est-ce qui attire ces complexes à des régions particulières du
génome ? Comment SRCAP et p400 se divisent le travail ?
Finalement, des facteurs épigénétiques pourraient également affecter la distribution d’H2A.Z.
En effet, une relation antagoniste entre la méthylation de l’ADN et H2A.Z a été identifiée
aux TSSs, dans les gènes et dans les transposons chez Arabidopsis thaliana (Zilberman
et al., 2008) et chez la souris (Conerly et al., 2010). Ainsi, H2A.Z est absent des régions
hyper-méthylées et est présent dans les régions hypo-méthylées. De plus, une perte ou un
gain de la méthylation de l’ADN, causé par l’inhibition d’une méthyl-transférase, ou une
perte d’H2A.Z, causé par l’inhibition de Swr1, amène respectivement les changements in-
verses dans la distribution d’H2A.Z ou dans celle de la méthylation de l’ADN, suggérant
que la méthylation empêche l’incorporation d’H2A.Z dans le génome et que H2A.Z pro-
tège l’ADN de la méthylation. Toutefois, il reste à déterminer à quel point cette relation
prend part à la localisation d’H2A.Z dans le génome et son implication dans les divers
processus physiologiques ou physiopathologiques. De plus, est-ce que d’autre facteurs épi-
génétiques sont impliqués dans l’inclusion et/ou l’exclusion génomique d’H2A.Z ?
1.5.3. H2A.Z et la stabilité des nucléosomes
La stabilité du nucléosome, ou son habileté à être plus ou moins facilement "démantelé"
ou déplacé, est régi par les interactions histones-histones et histones-ADN au sein du nu-
cléosome et de la fibre de chromatine et influence les divers processus liant l’ADN. Ainsi,
l’incorporation d’un variant d’histone ayant une structure différente, tel H2A.Z, peut gran-
dement influencer ces interactions et donc sa stabilité. Toutefois, la question de la stabilité
du nucléosome contenant H2A.Z est toujours sujet à la controverse (Zlatanova and Thakar,
2008; Bonisch and Hake, 2012). En effet, certaines études ont observé une stabilisation du
nucléosome suite à l’incorporation d’H2A.Z (Thambirajah et al., 2006; Park et al., 2004),
alors que d’autres une déstabilisation (Suto et al., 2000; Abbott et al., 2001). Cette confu-
sion pourrait provenir de l’utilisation d’H2A.Z provenant de divers organismes, de celle de
chromatine native et recombinante, de différentes séquences d’ADN lors de l’assemblage
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de la chromatine in vitro ou de ses partenaires histones (Bonisch and Hake, 2012). Dans
l’ensemble, le consensus est qu’H2A.Z stabiliserait le nucléosome in vitro, et le déstabili-
serait in vivo (Weber and Henikoff, 2014). Cette différence pourrait être due à la présence
in vivo de MPTs, de nucléosome hétérotypique (i.e. contenant 1 dimère H2A-H2B et 1 di-
mère H2A.Z-H2B) et de variants d’histones, tel H3.3.
De fait, les nucléosomes contenant à la fois H2A.Z et H3.3 sont sévèrement déstabilisés in
vivo (Jin and Felsenfeld, 2007; Jin et al., 2009). En effet, une façon de vérifier la stabilité
intrinsèque des nucléosomes est de mesurer leur sensibilité à la dissociation en solution de
force ionique croissante, les dimères H2A-H2B se dissociant plus facilement que le tétra-
mère (H3-H4)2 au delà de 0,5 M de NaCl. Or les nucléosomes contenant H2A.Z et H3.3
sont ultra-sensibles à la concentration en sel et les dimères H2A.Z-H2B en sont dissociés
avec aussi peu que 80 mM de NaCl. Ces nucléosomes instables sont enrichis aux TSSs
des gènes actifs, aux sites CTCF et aux régions intergéniques DHS considérées comme
des enhancers potentiels, particulièrement dans les régions qualifiées précédemment de
RLN. Ainsi, il est tentant de spéculer que l’instabilité intrinsèque du nucléosome contenant
H2A.Z-H3.3 joue un double rôle aux régions régulatrices : un rôle de gardien, en empê-
chant cette région d’être couverte par un nucléosome canonique plus stable, et un rôle de
facilitateur, en contribuant à maintenir leur accessibilité pour permettre facilement la liai-
son des protéines régulatrices au moment opportun.
1.5.4. H2A.Z et la transcription
H2A.Z aurait des rôles positifs et négatifs sur la régulation de l’expression des gènes. À
titre d’exemple, chez la levure, H2A.Z est enrichi à ∼60% des promoteurs des gènes, par-
ticulièrement des gènes inductibles non-induits, réprimés ou à leur état basal (Guillemette
et al., 2005; Li et al., 2005; Millar et al., 2006), où il semble préparer la chromatine à la
transcription. En effet, suite à sa suppression, une induction réduite des gènes est observée.
Chez l’humain, bien que la présence d’H2A.Z aux promoteurs ait initialement été associée
à l’expression des gènes (Barski et al., 2007), des études subséquentes ont révélé la pré-
sence d’H2A.Z aux promoteurs de gènes actifs et inactifs (Ernst and Kellis, 2010; Gevry
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et al., 2007, 2009), suggérant un rôle plus complexe et nuancé d’H2A.Z aux promoteurs.
Toutefois, la façon dont H2A.Z pourrait avoir des rôles positifs et négatifs dans la régula-
tion de la transcription reste pour l’instant incomprise. Une hypothèse intéressante est celle
ou les MPTs d’H2A.Z permettraient de dicter ces fonctions répressives ou activatrices,
probablement en attirant des "lecteurs-écrivains ou -effaceurs" répressifs ou actifs. Des ré-
sultats supportent cette hypothèse. Ainsi, l’acétylation de H2A.Z, H2A.Zac, est associée
spécifiquement aux promoteurs des gènes actifs, alors qu’H2A.Z non acétylé est associé
aux gènes inactifs (Valdes-Mora et al., 2012). De plus, H2A.Z est ubiquitiné dans l’hété-
rochromatine (Sarcinella et al., 2007). Une hypothèse complémentaire à la précédente est
celle où H2A.Z faciliterait la liaison de différentes protéines liant l’ADN ayant une activité
répressive ou activatrice selon le cas (Weber and Henikoff, 2014). Le fait qu’H2A.Z aide au
recrutement de l’ARNPII au promoteur (Adam et al., 2001; Hardy et al., 2009; Gevry et al.,
2009), un phénomène qui sera décrit dans les prochains paragraphes, et interagisse égale-
ment avec HP1α , une protéine impliquée dans le silencing (Fan et al., 2004), supportent
cette hypothèse. Toutefois, le fait que H2A.Z puisse être localisé dans les nucléosomes bor-
dant la RLN aux TSSs (Schones et al., 2008; Jin et al., 2009), mais également à des FT-SLs
situés dans le promoteur des gènes (Gevry et al., 2007, 2009), où il pourrait avoir des rôles
distincts, pourrait également avoir amené une confusion dans l’identification du rôle spéci-
fique d’H2A.Z aux promoteurs. Aussi, un des défis dans l’identification du rôle d’H2A.Z
dans la transcription est de discerner entre son rôle direct, induit par les propriétés intrin-
sèques du nucléosome contenant H2A.Z, ou indirect, induit par les protéines qu’il recrute,
qui pourraient être soit activatrice ou répressive, ou par le positionnement des nucléosomes
contenant H2A.Z et son effet inhérent, qui pourrait être soit occlusif ou permissif, sur l’ex-
position de régions régulatrices. Un mélange de ces effets pourrait également être en jeu.
Les connaissances actuelles sur ces divers aspects de l’influence possible d’H2A.Z seront
introduites dans les prochains paragraphes.
D’abord, plusieurs évidences montrent qu’un des rôles d’H2A.Z aux promoteurs serait
de recruter l’ARNPII. Ainsi, chez la levure, H2A.Z, contrairement à H2A, interagit avec
la sous-unité Rpb1 de l’ARNPII (Adam et al., 2001). De plus, l’invalidation de HTZ1
(htz1∆), le gène qui code pour H2A.Z chez la levure, entraîne une diminution du recru-
tement de l’ARNPII aux promoteurs de 10/10 gènes testés. Chez l’humain, des résultats
de ChIP-chip (chromosomes 19 et 22) montrent une corrélation entre la présence d’H2A.Z
69
aux TSSs et celle de l’ARNPII, autant à des gènes transcrits que non-transcrits et enrichis
en ARNPII en pause (Hardy et al., 2009). De plus, une diminution d’H2A.Z, induite par
ARNi, entraîne une diminution du signal moyen de ChIP-chip de l’ARNPII aux TSSs des
gènes et une diminution de la quantité totale d’ARNPII associée à la chromatine (Hardy
et al., 2009), et empêche le recrutement de l’ARNPII à 2/2 gènes testés par ChIP-qPCR
(Hardy et al., 2009; Gevry et al., 2009).
En plus de son rôle dans l’initiation de la transcription, plusieurs évidences montrent qu’H2A.Z
serait également impliqué dans l’élongation. En effet, le taux d’élongation de l’ARNPII
dans le gène GAL10p-VSP13 est ∼25% plus lent chez la levure htz1∆ (Santisteban et al.,
2011). De plus, chez la drosophile, une anti-corrélation existe à l’échelle du génome entre
la présence d’H2A.Z et celle d’ARNPII qualifiée de "stagnante", i.e. une ARNPII qui, ayant
rencontré la barrière physique qu’est le nucléosome, recule/arrête jusqu’à ce que le nucléo-
some soit suffisamment déstabilisé ou évincé pour permettre la poursuite de l’élongation,
suggérant que la présence d’H2A.Z facilite le passage de l’ARNPII à travers le nucléo-
some (Weber et al., 2014). Ce type d’ARNPII est surtout enrichi devant le nucléosome +1
situé juste après le TSS, une région fortement enrichie en H2A.Z, mais également dans le
corps des gènes où H2A.Z est également détecté. Suite à la diminution de l’incorporation
d’H2A.Z, induite par l’utilisation de ARNi contre H2A.Z ou contre une sous-unité de Swr1,
un augmentation de l’ARNPII "stagnante" est observée à ces régions. Toutefois, la façon
dont H2A.Z contribue à diminuer le phénomène de barrière reste inconnue, mais étonnam-
ment, la présence d’H2A.Z corrèle avec une plus grande rétention du tétramère (H3-H4)2.
Les auteurs ont donc proposé le modèle suivant : la présence du dimère H2A.Z-H2B, ou
plutôt son éviction plus facile lors du passage de l’ARNPII permettrait à l’ARNPII élonga-
trice de surmonter plus rapidement l’effet de barrière, et ce sans démanteler complètement
le nucléosome. Ainsi, contrairement aux nucléosomes canoniques, supposés plus stables et
qui doivent être complètement évincés, le passage de l’ARNPII à travers des nucléosomes
contenant H2A.Z entraînerait la formation de tétrasomes. Le fait qu’H2A.Z soit également
enrichi chez l’humain dans le nucléosomes +1 (Schones et al., 2008) et dans le corps des
gènes, où il semble évincé par la transcription (Hardy et al., 2009), suggère que le rôle
d’H2A.Z comme facilitateur de l’élongation pourrait être conservé chez l’humain. Ainsi,
l’étroite collaboration entre H2A.Z et l’ARNPII aux promoteurs fait d’H2A.Z un régula-
teur extrêmement important de la transcription, et ce, probablement autant par ses effets
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directs que indirects.
La présence d’H2A.Z à des enhancers potentiels et à des FT-SLs (Barski et al., 2007; Gevry
et al., 2007; John et al., 2008; Jin et al., 2009; Gevry et al., 2009; Ernst and Kellis, 2010;
He et al., 2010) suggère un rôle encore plus large d’H2A.Z dans la transcription. Toute-
fois, celui-ci a été très peu caractérisé. Pour l’instant, et tel que discuté précédemment, le
modèle le plus répandu est que l’instabilité engendrée par la présence d’H2A.Z au sein du
nucléosomes pourrait faciliter la liaison des FTs aux enhancers. Quelques récentes études
abondent dans ce sens. Notamment, la présence d’H2A.Z dans le nucléosome central à 5/5
AR-SLs et son départ supposé lors de la liaison de AR ((Fig. 1.20c) et section 1.4.4) (He
et al., 2010). Toutefois, la généralisation de ce mécanisme à l’ensemble des FT-SLs ou
enhancers et le rôle d’H2A.Z, à savoir si H2A.Z est requis pour le recrutement des FTs,
n’ont pas été établis. Par ailleurs, au cours de la différentiation des cellules souches em-
bryonnaires murines (SEm) en progéniteurs hépatiques (PHm), 16% des régions acquérant
le facteur pionnier FoxA2 dans les PHm sont pré-enrichies en H2A.Z dans les SEm, mais
pas dans les PHm, et 84% de ces régions sont libres de nucléosome dans les PHm, mais pas
dans les SEm (Li et al., 2012). De façon intéressante, une augmentation du taux d’occupa-
tion des nucléosomes aux FoxA2-SL testés est observée suite à la diminution d’H2A.Z par
ARNi, suggérant que la présence d’H2A.Z précède et participe à la perte des nucléosomes,
ce qui faciliterait la liaison de FoxA2. Malheureusement, l’effet sur la liaison de FoxA2
n’a pas été étudié, empêchant de conclure sur le rôle possible d’H2A.Z comme facilitateur
de la liaison des FTs. Finalement, le fait qu’à certains FT-SLs, H2A.Z soit présent avant
et après l’activation, alors qu’à d’autres H2A.Z serait seulement présent avant la liaison du
FT (John et al., 2008; Gevry et al., 2009), suggère que plusieurs mécanismes pourraient
être en jeu.
Finalement, H2A.Z pourrait influencer la transcription en régulant le positionnement des
nucléosomes aux éléments régulateurs. En effet, des études initiales montrent que des nu-
cléosomes contenant H2A.Z adoptent une position différente des nucléosomes canoniques
in vitro (Fan et al., 2002; Thakar et al., 2009). De plus, chez la levure, 90% des nucléo-
somes contenant H2A.Z sont considérés bien positionnés (Albert et al., 2007), H2A.Z est
présent, entre autres, dans les nucléosomes -1 et +1, les deux nucléosomes bien positionnés
bordant la RLN aux TSSs (Raisner et al., 2005; Guillemette et al., 2005) et la présence
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d’H2A.Z corrèle positivement avec l’organisation canonique aux TSSs (Guillemette et al.,
2005). Aussi, le nucléosome +1 des htz1∆ montre une modification de son positionnement
en translation de 20 pb à 1/1 gène testé (Guillemette et al., 2005). Par ailleurs, chez l’hu-
main la présence d’H2A.Z aux TSSs serait beaucoup plus étendue. Le profil moyen des
nucléosomes contenant H2A.Z montre un enrichissement aux nucléosomes bien position-
nés -3, -2, +1, +2 et +3 des gènes actifs, mais pas au nucléosome -1 (Schones et al., 2008).
Toutefois, et tel qu’expliqué précédemment à la section 1.4.5, l’absence d’H2A.Z immé-
diatement devant le TSS (nucléosome -1) pourrait être un artefact dû à l’extrême instabilité
du nucléosome contenant à la fois H2A.Z et H3.3, absents de la plupart des études (Jin
et al., 2009). Le même phénomène biaiserait également le profil des nucléosomes aux en-
hancers. Ainsi, quel serait le positionnement des nucléosomes aux TSSs et aux FT-SLs si
ces nucléosomes instables étaient pris en considération ? Il est pour l’instant difficile de
répondre à cette question car des profils moyens ont été utilisés lors de leur description.
Néanmoins, un positionnement aléatoire des nucléosomes enrichis en H2A.Z-H3.3 a été
décrit aux TSSs et à des enhancers potentiels (Jin et al., 2009) et peut être interprété de
deux façons. Premièrement, que dans l’ensemble de la population, les nucléosomes à ces
régions d’∼400 pb n’occuperaient jamais une position préférentielle. Deuxièmement, des
positions préférentielles existerait, mais elles ne pourraient être visualisées par des analyses
de signal moyen. De façon intéressante, Gévry et al. (2009) ont observé que l’incorporation
d’H2A.Z au promoteur de TFF1 lors de son induction est essentielle à la stabilisation des
nucléosomes NucE et NucT (Fig. 1.9 et section 1.2.3) dans une position préférentielle fa-
vorisant la liaison de ERα et de la machinerie transcriptionnelle, et permettant l’expression
du gène. Ainsi des questions demeurent concernant l’impact de H2A.Z sur le positionne-
ment des nucléosomes aux régions régulatrices, particulièrement aux enhancers, sa relation
avec la liaison des FTs aux FT-SLs ainsi que son effet sur l’activité de la région.
1.6. Questions et objectifs du projet de recherche
Les enhancers jouent un rôle central dans l’établissement, le maintien et la réactivité des
programmes transcriptionnels propres à chaque type et état cellulaires (Heintzman et al.,
2009) en étant, en quelque sorte, des plate-formes d’intégration des différents signaux intra-
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et extra-cellulaires (Jin et al., 2011a) dirigés par la liaison de FTs pionniers et spécifiques
responsables de coordonner la régulation des gènes cibles appropriés (Fig. 1.13). L’identi-
fication des enhancers est donc cruciale à la compréhension des processus physiologiques
et physiopathologiques, tels que la dérégulation de l’expression des gènes observée, no-
tamment, dans les cas de cancers.
Une des façons d’identifier les enhancers est de s’attarder à leur composition en MPTs des
histones en exploitant la différence dans le statut de méthylation de H3K4 entre les en-
hancers et les promoteurs, sachant que les enhancers sont préférentiellement marqués par
H3K4me1, alors que les promoteurs par H3K4me3 (Heintzman et al., 2007). De plus, la
présence combinée de ces marques avec H3K27ac révèle leur état actif (Heintzman et al.,
2007; Ernst and Kellis, 2010; Creyghton et al., 2010; Rada-Iglesias et al., 2011; Zentner
et al., 2011). Une autre façon d’identifier les enhancers est d’analyser la structure de la
chromatine, en exploitant la différence d’accessibilité entre les régions non-régulatrices et
régulatrices (Thurman et al., 2012).
Toutefois, des études récentes ont montré que l’idée communément acceptée de considérer
la structure de la chromatine aux DHS, dont les enhancers, comme étant libre de nucléo-
some est réfutée ou du moins à nuancer. En particulier, des études ont démontré que les
DHS peuvent être associés à un fort taux d’occupation par les nucléosomes (Tillo et al.,
2010; Nili et al., 2010) et un fort degré de renouvellement des histones (Mito et al., 2007),
et être occupées par des nucléosomes instables contenant les variants d’histones H3.3 et
H2A.Z (Jin and Felsenfeld, 2007; Jin et al., 2009; Henikoff et al., 2009). Cette réalité serait
passée inaperçue, car ces nucléosomes présents aux régions accessibles auraient tendance
à être perdus durant la préparation de la chromatine si cette dernière n’a pas subi un pon-
tage au formaldéhyde. Ainsi, il apparaît que la composition particulière des nucléosomes
présents aux enhancers créerait un environnement chromatinien spécifique qui pourrait mo-
duler la structure locale de la chromatine et participer à l’activité de cette région.
De plus, des études récentes sont venues complexifier davantage notre compréhension de
la structure locale de la chromatine aux FT-SLs. En effet, il a été démontré que le modèle
classique de réorganisation des nucléosomes aux enhancers suite à l’activation de la trans-
cription, soit l’occlusion par un nucléosome du FT-SL avant l’activation et le remodelage
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de la chromatine suite à l’activation, impliquant soit l’éjection ou le repositionnement du
nucléosome afin de rendre la régions libre de nucléosome et donc accessible à la liaison
(Fig. 1.20a), existe (Schones et al., 2008; He et al., 2010; Hu et al., 2011), mais qu’il ne
semble pas être généralisé à tous les enhancers liés par des FTs (Wang et al., 2011; He
et al., 2012). De plus, une hétérogénéité et une asymétrie dans la configuration des nucléo-
somes autour d’un ensemble de FT-SLs ont récemment été mises en évidence (Fig. 1.21b)
(Kundaje et al., 2012), remettant également en question le modèle classique, mais le pos-
sible dynamisme associé à ce phénomène n’a pas été étudié.
Ainsi, une étude plus approfondie de l’influence de la composition de la chromatine
sur la structure locale de la chromatine aux enhancers, ainsi que celle d’une liaison
dynamique des FTs lors de l’activation de la transcription apparaît nécessaire.
Des études à l’échelle du génome ont identifié H2A.Z comme une composante de la chro-
matine aux DHS, dont des enhancers potentiels (Barski et al., 2007; Jin et al., 2009; Ernst
and Kellis, 2010). Toutefois, sa fréquence parmi les enhancers ainsi que son rôle demeurent
peu connus. Pourtant, plusieurs évidences suggèrent qu’H2A.Z serait un bon candidat pour
réguler de façon dynamique la structure de la chromatine aux enhancers. D’abord, son in-
corporation dans la chromatine est indépendante de la réplication et nécessite l’implication
de complexes de remodelage de la chromatine (Ruhl et al., 2006; Gevry et al., 2007). La
présence d’H2A.Z à une région particulière du génome sous-entend donc que le ou les nu-
cléosomes concernés ont été momentanément déroulés, ou du moins perturbés, et donc que
la structure de la chromatine a été modifiée. De plus, les nucléosomes contenant H2A.Z
semblent moins protéger l’ADN de la digestion interne par des nucléases à ADN que ceux
contenant H2A (Tolstorukov et al., 2009), suggérant un rôle direct d’H2A.Z dans la régula-
tion de l’accessibilité de la chromatine. Aussi, les nucléosomes contenant H2A.Z-H3.3 se
caractérisent par une hypersensibilité à la dissociation en solution de faible force ionique,
qui mesure la stabilité intrinsèque du nucléosome (Jin and Felsenfeld, 2007; Jin et al.,
2009; Henikoff et al., 2009). Ils sont donc qualifiés de hautement instables. Puisque c’est
sous cette forme que la majorité de H2A.Z se retrouve aux éléments régulateurs (Jin et al.,
2009), il est donc tentant de spéculer que cette instabilité pourrait contribuer à l’accessibi-
lité de la chromatine nécessaire pour la liaison des FTs à l’ADN au sein des enhancers.
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À cet égard, une étude, effectuée à l’échelle du génome et utilisant AR comme modèle
transcriptionnel inductible abonde dans ce sens, et suggère aussi qu’H2A.Z pourrait être
impliqué dans la réorganisation des nucléosomes aux enhancers (He et al., 2010). En ef-
fet, suite à son activation la liaison de AR à l’ADN implique le départ d’un nucléosome
central au site de liaison, lequel serait bordé par deux nucléosomes symétriques et bien po-
sitionnés. L’analyse par ChIP-qPCR de 5 loci avant l’activation montre un enrichissement
de H2A.Z dans le nucléosome "sortant" (Fig. 1.20c). Ainsi, l’instabilité créée par la pré-
sence d’H2A.Z pourrait faciliter la liaison initiale de AR à son site de liaison, permettant
le recrutement, entre autres, de CRC-ATP et l’éjection ou le repositionnement du nucléo-
some central. Toutefois, il est important de noter que l’enrichissement de H2A.Z n’a pas
été validé à l’échelle du génome, ni suite à l’activation. De plus, bien que les auteurs ne
prennent pas la peine de le mentionner, un enrichissement d’H2A.Z est également obser-
vable dans les nucléosomes adjacents aux sites de liaison, considérés comme "constants".
Or, des études de gènes spécifiques rapportent les deux types de comportements de H2A.Z
suite à une activation, dynamique ou persistant (John et al., 2008; Gevry et al., 2009; Dal-
vai et al., 2013; Eeckhoute et al., 2006), suggérant que le départ d’H2A.Z aux enhancers
suivant ou précédant la liaison d’un FT ne serait pas un modèle général.
Gévry et al. (2009) ont démontré qu’H2A.Z est essentiel à l’expression de plusieurs gènes
cibles de ERα dans les cellules MCF-7, et qu’une diminution d’H2A.Z dans ces cellules
empêche la prolifération cellulaire induite par l’E2. De plus, en présence d’E2, H2A.Z est
incorporé à un ERα-SL situé au promoteur de TFF1, un gène cible de ERα , où il per-
mettrait un positionnement en translation adéquat, ce qui pourrait assurer, entre autres,
le recrutement de l’ARNPII au TSS. La présence d’H2A.Z est également observée à des
ERα-distaux considérés comme enhancers potentiels. Toutefois l’influence sur la structure
locale de la chromatine à ces régions et son implication fonctionnelle dans l’activité des
enhancers n’ont pas été déterminées. Finalement, He et al. (2012) ont observé que contrai-
rement aux AR-SLs, les ERα-SLs ne présenteraient pas de profil symétrique d’occupation
par les nucléosomes suite à leur activation, bien que la chromatine soit accessible, comme
si ERα liait l’ADN nucléosomale. La présence d’H2A.Z pourrait expliquer ce phénomène,
mais elle n’a pas été étudiée.
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Il apparaît donc nécessaire à la lueur de ces observations de déterminer l’organisation
des nucléosomes aux enhancers enrichies en H2A.Z et son possible dynamisme lors de
la liaison des FTs.
Finalement, il est important de noter qu’H2A.Z étant enrichi aux promoteurs et aux enhan-
cers (Barski et al., 2007; Jin et al., 2009; Ernst and Kellis, 2010), un défi supplémentaire
dans l’identification du rôle spécifique d’H2A.Z aux enhancers provient de la controverse
entourant la présence ou non de H3K4me3 aux enhancers (Barski et al., 2007; Heintzman
et al., 2007; Ernst and Kellis, 2010; Pekowska et al., 2011; Ernst et al., 2011; Hu et al.,
2013), une marque également associée au promoteur. Il s’avèrera donc nécessaire d’éclair-
cir ce point afin de prévenir une possible confusion dans l’identification du rôle spécifique
d’H2A.Z aux enhancers.
L’objectif de ma thèse était donc de déterminer l’influence du variant d’histone H2A.Z
sur l’organisation des nucléosomes aux enhancers liés par ERα durant l’induction du
programme transcriptionnel dépendant de l’E2. Pour ce faire, nous avons défini, dans un
premier temps, la composition de la chromatine aux ERα-SLs, puis identifié les enhancers
potentiels liés par ERα et leur enrichissement en H2A.Z. Par la suite, nous avons vérifié
s’il existait un lien entre la présence d’H2A.Z aux ERα-enhancers et l’organisation des
nucléosomes. Ma thèse s’articule autour d’un article présentant les résultats obtenus suite
à la mise en œuvre de ces objectifs. De plus, comme nos résultats ont révélé qu’H2A.Z
n’est présent qu’à certains enhancers, où il n’introduit pas une organisation unique des nu-
cléosomes, une étude des différences épigénétiques entre les enhancers occupés et ceux
non-occupés par H2A.Z est apparue nécessaire afin d’éclaircir le rôle d’H2A.Z à ces ré-
gions. L’ensemble de ces résultats est présenté au Chapitre 2.
Trois annexes viennent également compléter cette thèse. L’annexe I contient le protocole
deMNase-seq et deMNase ChIP-seq que j’ai mis au point. L’annexe II est un protocole sur
l’utilisation de VAP, Versatile Aggregate Profiler, un outil développé en collaboration par
les laboratoires du Pr Pierre-Étienne Jacques et du Pr François Robert auquel j’ai participé.
L’annexe III est un communiqué relatant les résultats marquants de l’étude de Akhtar-Zaidi
et al. (2012) que j’ai rédigé lors d’une collaboration avec le Pr Mathieu Lupien.
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CHAPITRE 2
THE HISTONE VARIANT H2A.Z IS AN IMPORTANT
REGULATOR OF ENHANCER ACTIVITY
2.1. Présentation de l’article et contributions
Cet article, publié en 2015 dans la revue Nucleic Acids Research, présente les résultats que
j’ai obtenus au cours de mon doctorat. Plusieurs embûches et rebondissements sont surve-
nus durant ce projet, notamment, lorsqu’au début de l’analyse des données deMNase ChIP-
seq, je suis arrivée au constat que l’étude des profils moyens ne semblait pas refléter la réelle
configuration des nucléosomes à des sites spécifiques et qu’aucun outil bio-informatique
existant ne permettait d’extraire à l’échelle du génome cette possible diversité. Nous étions
face à une problématique qui a heureusement été soulevée en 2012 par le consortium EN-
CODE tel que souligné à la section 1.4.5.
En effet, il a été démontré que le modèle classique d’organisation des nucléosomes de ma-
nière symétrique de part et d’autres des FTs (Fig. 1.20a), est biaisé par l’analyse du signal
moyen des données génomiques à travers plusieurs FT-SLs (Kundaje et al., 2012). Dans
ce type d’analyse, les coordonnées des régions d’intérêt sont alignées selon leurs éléments
communs, puis la moyenne du signal autour des régions d’intérêts est évaluée en combinant
les divers profils sans tenir compte ni de leur forme ni de leur intensité, et parfois ni même
de l’orientation de leur signal (ex : le sens de la transcription), ce qui aboutit à un profil
moyen biaisé où la possible diversité ne peut être visualisée. Ainsi, en séparant les régions
génomiques selon la forme du signal associé, et ce indépendamment de l’intensité du si-
gnal, et en permettant de ré-orienter les profils similaires qui sont des images miroirs l’une
de l’autre lorsqu’aucune autre information ne permet de déduire l’orientation de la région
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génomique (ex : FT-SL), CAGT permet de répartir les différentes configurations possibles
d’occupation par les nucléosome en sous-groupes (Fig. 1.21).
Cette étude m’a donc offert une méthode adéquate d’analyse afin d’identifier la structure
locale de la chromatine aux enhancers liés par ERα , de déterminer l’influence d’H2A.Z
sur cette organisation et d’évaluer son possible dynamisme lors de l’activation de la trans-
cription. Il est ainsi apparu que la présence d’H2A.Z à ces régions n’amène pas une orga-
nisation spécifiques des nucléosomes. J’ai donc voulu explorer davantage ce qui pouvait
distinguer des enhancers occupés par H2A.Z de ceux non-occupés et en quoi H2A.Z pour-
rait être nécessaire à ces régions. Nous avons ainsi montré que les enhancers enrichis en
H2A.Z sont davantage situés dans des régions hypo-méthylés, ce qui pourrait expliquer la
présence d’H2A.Z à ces régions ou vice-versa. De plus, en présence d’E2, H2A.Z est né-
cessaire aux recrutement de l’ARNPII et de RAD21, en plus d’être requis pour la transcrip-
tion de eRNAs, révélant le rôle central d’H2A.Z dans la fonction et l’activité des enhancers.
Plusieurs personnes ont participé et m’ont épaulé tout au long de ce projet. Ainsi, le Pr Gé-
vry et moi avons conçu et effectué les expériences. J’ai fait les analyses bio-informatiques
sous la direction du Pr Jacques. Alexei Nordell Markovits a développé les outils infor-
matiques servant à analyser l’enrichissement, par rapport à une distribution aléatoire, des
différents sous-groupes de ERα-SLs sur le territoire de différentes catégories de gènes et
celui permettant d’analyser le signal moyen des données de ChIP-seq. Il a également parti-
cipé aux étapes initiales du traitement des données génomiques. Le Pr Rodrigue a supervisé
la préparation des librairies de séquençage. Le Pr Lupien m’a accueilli à deux reprises dans
son laboratoire et a participé intellectuellement au projet. Enfin, j’ai fait les figures et rédigé
le manuscrit avec le Pr Gévry et le Pr Jacques.
Manuscrit
Brunelle M, Nordell Markovits A, Rodrigue S, LupienM, Jacques P-É, Gévry N. 2015. The
histone variant H2A.Z is an important regulator of enhancer activity. NAR 43(20) :9742-
9756.
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2.2. Abstract
Gene regulatory programs in different cell types are largely defined through cell-specific
enhancers activity. The histone variant H2A.Z has been shown to play important roles in
transcription mainly by controlling proximal promoters, but its effect on enhancer func-
tions remains unclear. Here, we demonstrate by genome-wide approaches that H2A.Z is
present at a subset of active enhancers bound by the estrogen receptor alpha (ERα). We also
determine that H2A.Z does not influence the local nucleosome positioning around ERα-
enhancers using ChIP-sequencing at nucleosomal resolution and unsupervised pattern dis-
covery. We further highlight that H2A.Z-enriched enhancers are associated with chromatin
accessibility, H3K122ac enrichment and hypomethylated DNA. Moreover, upon estrogen
stimulation, the enhancers occupied by H2A.Z produce enhancer RNAs (eRNAs), and re-
cruit RNA polymerase II as well as RAD21, a member of the cohesin complex involved
in chromatin interactions between enhancers and promoters. Importantly, their recruitment
and eRNAs production are abolished by H2A.Z depletion, thereby revealing a novel func-
tional link between H2A.Z occupancy and enhancer activity. Taken together, our findings
suggest that H2A.Z acts as an important player for enhancer functions by establishing and
maintaining a chromatin environment required for RNA polymerase II recruitment, eRNAs
transcription and enhancer-promoters interactions, all essential attributes of enhancer acti-
vity.
Running title : H2A.Z regulates enhancer fonctions
Keywords : enhancer, H2A.Z, estrogen receptor, nucleosome, eRNA, RNA polymerase II
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2.3. Introduction
Enhancers play a central role in achieving cell-type and cell-state specific transcriptional
programs, by integrating signals (e.g., from developmental, differentiation or hormonal sti-
muli) through the recruitment of specific transcription factors (TFs) and co-activator com-
plexes in order to coordinate gene regulation of different subsets of target genes (Lupien
et al., 2008; Heintzman et al., 2009; Ernst et al., 2011). Enhancers identification is thus
crucial to understand physiological and pathological processes, such as the extensive de-
regulation of gene expression patterns observed in cancer (Akhtar-Zaidi et al., 2012). It is
now achievable by exploiting the dichotomy of lysine 4 methylation (me) status of histone
H3 (H3K4) between enhancers and promoters. Indeed, enhancers are preferentially marked
by mono or di-me of H3K4 (H3K4me1/me2) whereas promoters are marked by di or tri-
me (H3K4me2/me3) (Heintzman et al., 2007). In addition, the combined presence of these
marks with lysine 27 acetylation of histone H3 (H3K27ac) reveals their active state (Heintz-
man et al., 2009; Ernst and Kellis, 2010; Creyghton et al., 2010; Rada-Iglesias et al., 2011;
Zentner et al., 2011). Enhancers are also frequently bound by the transcriptional coactiva-
tor p300 (Heintzman et al., 2007, 2009; Visel et al., 2009). The next step to understand the
role of this main regulator of gene expression is to elucidate the mechanisms responsible
for enhancer functions at the chromatin level.
Chromatin structure and composition regulates gene expression by dynamically limiting
the accessibility to DNA, which governs the fine-tuning of TF-DNA interactions. Gaining
access to DNA wrapped around nucleosome requires DNA unwrapping or nucleosome
eviction or sliding. These modifications in chromatin structure can be detected by DNA
hypersensitivity to Deoxyribonuclease I (DNase I) that degrades accessible DNA more ea-
sily than nucleosomal DNA (Gross and Garrard, 1988). Although the vast majority of sites
occupied by TFs occurs within accessible chromatin defined by DNase I hypersensitivity
(DHS) (Thurman et al., 2012), DHS could be associated with high nucleosome occupancy
(Tillo et al., 2010; Nili et al., 2010), with high turnover of histones (Mito et al., 2007)
and are occupied by unstable nucleosomes containing histone variants H3.3 and H2A.Z
(Jin and Felsenfeld, 2007; Jin et al., 2009; Henikoff et al., 2009). These results implicitly
suggest that rather than nucleosome free regions, TF-binding sites (TF-BS) are the scene
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of a continuous process of nucleosomal disruption, essential to maintain their accessibility.
Furthermore, the classical view of nucleosomes topology in relation to TFs at enhancers,
e.g., the two well-defined nucleosomes on each side of the TF-BS, was recently questioned
by Kundaje et al. (Kundaje et al., 2012), who reported a heterogeneity and asymmetry in
the deposition of histone modifications and in nucleosome occupancy around TF-BS. To
add further complexity, it has been shown that transcriptional activation is correlated with
nucleosomal reorganization at enhancers (Schones et al., 2008; He et al., 2010; Hu et al.,
2011), although this observation could not be generalized to all TF-bound enhancers tested
(Wang et al., 2011; He et al., 2012). These results suggest that further work is required to
understand the role played by chromatin structure and composition in enhancer functions.
Genome-scale studies have reported H2A.Z as a chromatin component at DHS (Barski
et al., 2007; Jin et al., 2009; Ernst and Kellis, 2010). It is possible that H2A.Z itself could
be important for modulating functionalities of enhancers rather than simply marking DHS.
For instance, H2A.Z incorporation into chromatin is independent of DNA replication and
implies the action of ATP-dependent nucleosome remodelers, namely SRCAP and p400
complexes (Ruhl et al., 2006; Gevry et al., 2007). In addition, H2A.Z nucleosomes show a
higher susceptibility to asymmetric internal nuclease cleavage in vivo and thus protect less
DNA than H2A nucleosomes (Tolstorukov et al., 2009). Finally H2A.Z/H3.3 nucleosomes
are characterized by hypersensitivity to salt-dependent dissociation that measures nucleo-
some structure stability (Jin and Felsenfeld, 2007; Jin et al., 2009; Henikoff et al., 2009).
Since they are localized over regulatory elements, it is tempting to speculate that their in-
stability contributes to chromatin accessibility for TFs binding. Indeed, H2A.Z depletion
in murine embryonic stem cells increases overall nucleosome level at p300-intergenic sites
and reduces the accessibility of ∼20% of DHS, suggesting a role of H2A.Z in maintaining
chromatin accessibility (Hu et al., 2013). However, the presence of H2A.Z was not directly
verified at sites affected by H2A.Z depletion, preventing conclusions about a direct control
by H2A.Z on accessibility.
Studies of the androgen receptor (AR), a ligand-activated TF belonging to the nuclear re-
ceptors superfamily (NRs), has suggested an implication of H2A.Z in enhancer functions
via chromatin reorganization (He et al., 2010). Upon activation, the binding of AR at en-
hancers enriched for H3K4me2 was found to be associated with a depletion of a central
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nucleosome present at AR-BS, flanked by a pair of nucleosomes (called the symmetric or
bimodal pattern). Importantly, they observed an H2A.Z enrichment at this central nucleo-
some for five loci tested by ChIP-qPCR. However, the temporal dynamics or persistence
of H2A.Z occupancy have not been established neither their functional implications. This
is particularly relevant considering the intrinsic properties of H2A.Z nucleosomes, the fact
that most NR binding events occur at pre-existing enhancers exhibiting accessible chro-
matin in unactivated and activated states (Joseph et al., 2010; John et al., 2011; He et al.,
2012; Gertz et al., 2013) and that gene-specific approaches provide examples of both kind
of H2A.Z behavior following activation (John et al., 2008; Gevry et al., 2009; Dalvai et al.,
2013). Moreover, this symmetric dynamic pattern in nucleosome occupancy has not been
observed at estrogen receptor alpha (ERα , a ligand-activated NRs) binding sites (ERα-BS)
following activation, although DHS has been observed, as if ERα would bind to nucleoso-
mal DNA (He et al., 2012). H2A.Z occupancy and persistence could explain this pheno-
menon, however they have not been investigated.
In previous work, we observed that H2A.Z is essential for the proper expression of se-
veral ERα-target genes (Gevry et al., 2009). Interestingly, using ChIP-chip of ERα and
H2A.Z on chromosome 17, we identified that ∼16% of ERα-BS are enriched by H2A.Z.
Importantly, at the subset of distal ERα-BS enriched for H2A.Z (considered as putative
enhancers), H2A.Z is present prior activation and its overall level tends to remain constant
after activation, emphasizing a potential role of H2A.Z in shaping the local chromatin en-
vironment at enhancers in unactivated and activated states. Similarly, H2A.Z level remains
constant at a constitutiveDHS bound by the glucocorticoid receptor (GR, a ligand-activated
NRs) following activation (John et al., 2008). In contrast, the level of H2A.Z following
activation is slightly reduced at inducible DHS bound by GR (John et al., 2008) or at
few selected ERα-enhancers whose chromatin environment depends on the pioneer fac-
tor FOXA1 (Eeckhoute et al., 2006; Gevry et al., 2009; Dalvai et al., 2013), whereas its
level is increased at one proximal ERα-BS (Gevry et al., 2009). These results suggest dif-
ferent mechanisms that could depend on the chromatin landscape and on the localization
of H2A.Z and/or ERα-BS. A substantial challenge in the identification of H2A.Z-specific
functions at enhancers is thus imposed by the fact that H2A.Z is found at promoters and en-
hancers, both harboring distinct epigenetic landscapes (Heintzman et al., 2007, 2009; Ernst
and Kellis, 2010) ; and that there are discrepancies in the literature regarding whether or not
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H3K4me3 could be found at enhancers (Barski et al., 2007; Heintzman et al., 2007; Ernst
and Kellis, 2010; Pekowska et al., 2011; Ernst et al., 2011; Hu et al., 2013). The chromatin
composition and/or the localization of the TF-BS relative to TSS could therefore influence
and confuse the interpretation of the specific role of H2A.Z at enhancers.
Thus, in spite of these significant studies, our current understanding of the role of H2A.Z
at enhancers is still rudimentary. In this study, we aimed to characterize at a genomic-scale
the unexplored aspects of the relationship between H2A.Z and enhancer marks, and the in-
fluence of H2A.Z on local chromatin environment and structure at inducible enhancers. We
used the estrogen signaling pathway of MCF-7 cells, a breast cancer model, which allowed
us to study the chromatin and transcriptional mechanisms in a dynamic context. In these
cells, a transient stimulation by 17β -estradiol (E2) induces ERα binding, predominantly at
distal enhancers, and consequently a specific transcriptional program (Carroll et al., 2006).
More specifically, we performed chromatin immunoprecipitation of H2A.Z, H3K4me1,
H3K27ac and H3K4me3 at nucleosomal resolution followed by deep sequencing (MNase
ChIP-seq) to determine the chromatin composition at ERα-BS. Moreover, using an unsu-
pervised learning method (Kundaje et al., 2012) to analyze patterns and potential dynamic
transitions in chromatin composition and structure, we examined the influence of H2A.Z
and transcriptional activation on the local nucleosome positioning at enhancers. We also
scrutinized various existing genomic data sets to determine the influence of H2A.Z on the
chromatin environment at enhancers. Finally, we performed ChIP-qPCR and RT-qPCR at
selected enhancers following H2A.Z depletion to address specific mechanisms.
2.4. Materials and Methods
A detailed description of the methods is available in the Supplementary Material. Briefly,
MCF-7 cells were grown in DMEM (Wisent) supplemented with 10% fetal bovine serum
(FBS) and antibiotics. Before experiments, cells were hormone-deprived for three days in
DMEM without phenol red (Wisent) supplemented with 5% charcoal-stripped FBS. Cells
were then treated with 100 nM of 17β -estradiol (E2, Sigma) or with vehicle (EtOH) for
30 minutes. ChIP assays were performed as described previously (Svotelis et al., 2009),
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except for chromatin preparation that was adapted to allow MNase digestion. Sequencing
libraries were prepared according to the Illumina library preparation protocol except for
size-selection of DNA fragments and for DNA recovery that were achieved as described
previously (Rodrigue et al., 2010). Alignment of sequencing reads onto the human ge-
nome (Build 36.1, hg18) was performed using BWA (Burrows-Wheeler Aligner) (Li and
Durbin, 2009). Two biological replicates for each sample were generated and combined
for subsequent analyses considering that their Pearson correlation coefficients were above
0.9 (Supplementary Fig. S1). Wiggler tool (Hoffman et al., 2013) was used to uniformly
process and normalize MNase ChIP-seq data. Significantly enriched regions were detected
using MACS (Zhang et al., 2008). All the public data sets used in this study and their pro-
cessing steps are described in Supplementary Material. Distal and proximal regions to TSS
were defined respectively as more or less than 3 kb of known TSS (a list of unique TSS from
the combination of RefSeq and UCSC genes). The K-means clustering of ChIP-seq read
density centered on TSS-distal non-promoter ERα-summits were performed using seqMI-
NER (Ye et al., 2011). The unsupervised pattern discovery at ERα-active enhancers were
performed according to the shape of associated H3K4me1, H2A.Z or MNase-sequencing
signals, using CAGT (Clustered AGgregation Tool) (Kundaje et al., 2012).
2.5. Results
2.5.1. H2A.Z marks ERα-active enhancers associated with E2-regulated genes
Considering that potential unannotated promoters could bias the interpretation of the role
of H2A.Z at enhancers when the classification is only guided by gene annotations, and to
clarify the relationship between H2A.Z and H3K4me3 in regard to enhancers, we analy-
sed both proximal and distal H2A.Z-enriched regions, as well as distal ERα-BS (Schmidt
et al., 2010). We observed that regions co-enriched for H2A.Z and H3K4me3mostly harbor
promoter properties, regardless of whether these regions are proximal or distal to a known
TSS (Supplementary Fig. S2), indicating that distal regions are likely to be contaminated
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by unannotated promoters. As a consequence, the regions enriched for H3K4me3 were
removed and we focused our analyses on a conservative list of TSS-distal non-promoter
ERα-BS (see Supplementary Material for further details).
To determine chromatin composition at these ERα-BS, we performed K-means clustering
(Ye et al., 2011) on ERα , H2A.Z and enhancer marks. Four groups were identified based on
the similarity of their chromatin states (Fig. 2.1A and Supplementary Fig. S3). H3K4me1
and H3K27ac enrichment suggest that groups 1 and 2 represent active enhancers, group
3 weak enhancers and group 4 putative inactive ERα-BS. Importantly, H2A.Z enrichment
occurs exclusively in association with H3K27ac and is restricted to ∼20% of active ERα-
enhancers (group 1, hereafter referred as ERα w/ H2A.Z), that show significantly higher
level of ERα than active enhancers where H2A.Z is not enriched (group 2, hereafter re-
ferred as ERα w/o H2A.Z) (Fig. 2.1B). Moreover, ERα w/ and w/o H2A.Z are more enri-
ched than groups 3 and 4 on E2-regulated genes territories (Fig. 2.1C and Supplementary
Material), supporting their classification as active enhancers. Interestingly, the E2-induced
binding of ERα is not accompanied by drastic overall changes in the level of the epigene-
tic signals analyzed (Fig. 2.1A and Supplementary Fig. S3A). Among the 10% of ERα-BS
showing the strongest signal, we thus selected five loci from each group of ERα w/ and w/o
H2A.Z and examined their temporal enrichment of H2A.Z by ChIP-qPCR. Supplementary
Fig. S4 shows genome browser snapshots of these ten loci. As expected, we observed a
higher level of H2A.Z occupancy at ERα w/ H2A.Z than w/o H2A.Z and did not detect
any major fluctuation in H2A.Z level over a 60 minutes time-course (Supplementary Fig.
S3C).
Pioneer factors are a particular class of TFs that dictate global chromatin structure and fa-
cilitate cell-type specific recruitment of other TFs (Lupien et al., 2008). ERα binding at
several enhancers requires the presence of pioneer factors such as FOXA1 (Carroll et al.,
2005), PBX1 (Magnani et al., 2011), and AP-2γ (Tan et al., 2011). Considering that H2A.Z
has been shown to be enriched at FOXA1-BS (Serandour et al., 2011) and that H2A.Z de-
pletion may decrease FOXA1 binding (Gevry et al., 2009), we investigated whether the
higher level of ERα in ERα w/ H2A.Z enhancers could be a consequence of being located
more often in the vicinity of pioneer factors-BS. We observed that approximately 40% of
ERα w/ and w/o H2A.Z overlap with FOXA1-BS, and ∼70% overlap with at least one of
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group.
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the pioneer factors tested (Tan et al., 2011; Magnani et al., 2011) (Fig. 2.2A), eliminating
that possibility. Also, these observations discard the hypothesis that pioneer factor’s effects
on chromatin landscape could explain why only some of the ERα-BS are occupied by
H2A.Z. In addition, more than ∼40% of both groups overlap with at least one ERE motif
(Tang et al., 2011) (Fig. 2.2B and Supplementary Fig. S5A), and enriched motifs were not
considerably different between both groups (Supplementary Table 1). These results suggest
that the lower level of ERα signal in ERα w/o H2A.Z seems not a consequence of a higher
proportion of indirect ER-binding events via a tethering mechanism.
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FIGURE 2.2 – Characterization of ERα-groups. (A-C) The overlap proportion between ERα-
groups and pioneer factors enriched regions (A), the ERE motifs (B), or the ERα engaged in long-
range chromatin interactions (C). “Any”represents at least one of the FOXA1, PBX1 or AP2-γ
binding sites (Magnani et al., 2011; Tan et al., 2011). The mean +/- SEM of two replicates of ChIA-
PET data of ERα are represented. (D) The average profiles of H2A.Z normalized signal over the
TSS associated with ERα w/ and w/o H2A.Z using VAP (Coulombe et al., 2014).
Since H2A.Z has been shown to be preferentially enriched at regulatory regions such as
proximal promoters (Barski et al., 2007; Hardy et al., 2009; Jin et al., 2009; Ernst and Kel-
lis, 2010; Hu et al., 2013), we further investigated whether the presence of H2A.Z at a parti-
cular group of ERα-enhancers could be a consequence of a misleading ChIP-enrichment of
H2A.Z belonging to other genomic regions that interact with enhancers. We first verified the
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overlap of our groups with ERα sites engaged in long-range chromatin interactions (Full-
wood et al., 2009) and found no difference between ERα w/ and w/o H2A.Z (Fig. 2.2C).
Moreover, H2A.Z signal level at TSS associated with these ERα is also similar (Fig. 2.2D),
eliminating that possibility. Furthermore, the saturation level was mostly reached in H2A.Z
ChIP-seq experiments (Supplementary Fig. S5B), confirming that the low-level or absence
of H2A.Z at most of the ERα-BS is not related to sequencing depth. Hence, the level of
H2A.Z from an independent data set recently published by others (Tropberger et al., 2013)
also support the ERα w/ H2A.Z group identified here (Supplementary Fig. S5C). Thus,
ERα definitively binds two kinds of active enhancers, one with H2A.Z and one without
H2A.Z. In absence of E2, both have pre-determined basal state of H3K4me1 and H3K27ac
enhancer marks, as well as H2A.Z (Fig. 2.1A and Supplementary Fig. S3). A comparison
between the groups of ERα w/ and w/o H2A.Z thus provides an opportunity to explore the
specific role of H2A.Z at active enhancers.
2.5.2. H2A.Z does not influence the local nucleosome positioning at ERα-active en-
hancers
To determine the influence of H2A.Z on local nucleosome positioning at ERα-active en-
hancers, we performed unsupervised pattern discovery using Clustered AGgregation Tool
(CAGT) (Kundaje et al., 2012). CAGT stratifies the diversity in nucleosomal organization
around TF-BS into distinct clusters sharing a similar shape of local nucleosome occupancy,
independently of signal level. Moreover, patterns that are mirror images of each other can
be oriented in the same direction to distinguish artificial symmetry. We reasoned that if
H2A.Z affects nucleosome organization, one or more clusters should be enriched for the
ERα w/ H2A.Z group, when performing clustering on all ERα-active enhancers using a
common histone mark such as H3K4me1. As previously reported for other TFs (Kundaje
et al., 2012), CAGT aggregated the H3K4me1 signal around ERα-active enhancers into
different clusters of patterns, revealing an heterogeneity and asymmetry in the local nu-
cleosome positioning around ERα-summits (Fig. 2.3A). Surprisingly, the proportion of
ERα w/ and w/o H2A.Z in each cluster remains constant (∼20% and ∼80% respectively).
No clear relationship is thus observed between H2A.Z presence and a specific shape of
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nucleosome positioning, suggesting that H2A.Z does not introduce a unique nucleosome
organization at ERα-active enhancers.
To confirm this result, H3K4me1 signal was independently clustered on ERα w/ H2A.Z
and w/o H2A.Z, and the resulting clusters were classified into three categories : centered,
side and ambiguous (Supplementary Material). The computed frequency of the distance
between each ERα-summit and the nearest positioned nucleosome confirms the classifi-
cation accuracy (Fig. 2.3B and Supplementary Fig. S6A for typical examples). However,
ERα w/ and w/o H2A.Z have similar proportion in each category (∼50% of centered and
∼30% of side). Interestingly, the intensity level of ERα is significantly higher at ERα w/
H2A.Z classified as centered than those classified as side, or compared to centered ERα
w/o H2A.Z (Fig. 2.3C). This indicates that the centered category w/ H2A.Z is not constitu-
ted of low-binding events, and suggests that even if the presence of H2A.Z does not favor
a specific configuration of the nucleosomes at ERα-enhancers, H2A.Z could introduce a
particular chromatin environment or structure.
To validate our observations and confirm that the H2A.Z signal is consistent with the ob-
served patterns, we aligned its signal on clusters generated using the H3K4me1 signal.
As shown in Figure 2.3D, the same typical shapes are observed and H2A.Z signal corre-
lates with H3K4me1 signal. The H3K27ac and the control MNase-seq input signals, as
well as the H3K4me2 signal previously published (He et al., 2012) also give similar pat-
terns (Supplementary Figs. S6B and S7A). We also directly clustered the H2A.Z signal
and detected the same typical shapes as those obtained from H3K4me1 clustering and
the H3K4me1 signal is consistent with H2A.Z patterns (Supplementary Fig. S7B). Ad-
ditionally, we conducted a MNase-sequencing experiment, using paired-end sequencing,
providing more accurate nucleosome positions, again confirming that histone marks and
H2A.Z patterns correlate with nucleosome occupancy (Supplementary Fig. S8). However,
as ChIP experiments reflect the average nucleosome occupancy in a cell population, it is
possible that the chromatin marks may not be on the same nucleosome. Finally, the lack
of difference observed in the shapes of chromatin marks between basal and E2-stimulated
states suggests no or little displacement of nucleosomes at ERα-active enhancers following
ERα-binding (Fig. 2.3D and Supplementary Figs. S6B, S7 and S8). Together, these results
demonstrate that H2A.Z does not introduce a distinct nucleosomal organization at ERα-
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active enhancers, and raise the intriguing possibility of understanding why only some of
those are occupied by H2A.Z.
2.5.3. Chromatin accessibility and DNA methylation are close partners for the regu-
lation of chromatin at ERα-active enhancers enriched by H2A.Z
To further explore the role of H2A.Z in chromatin structure at ERα-active enhancers and
to get an extensive view of chromatin features that could discriminate H2A.Z-occupied
vs -unoccupied ERα-BS, we integrated several existing genomic data sets. Analyses of
DNase I sequencing data (Thurman et al., 2012) revealed that ERα w/ H2A.Z show signi-
ficantly higher accessibility than ERα w/o H2A.Z, for both basal and E2-stimulated states
(Fig. 2.4A). Moreover, no major fluctuation is observed in accessibility level following E2-
stimulation (Supplementary Fig. S9A), in accordance with previous reports (Joseph et al.,
2010; He et al., 2012; Gertz et al., 2013). This suggests that one of the effects of H2A.Z
on ERα chromatin environment could be to introduce an unstable chromatin structure, as
previously demonstrated (Jin and Felsenfeld, 2007; Jin et al., 2009; Henikoff et al., 2009).
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It has been recently shown that H3K122ac, a modification within the globular domain of
H3, is implicated in transcriptional activation, most likely by affecting histone-DNA bin-
ding and histone eviction (Tropberger et al., 2013). H3K122ac co-occurs with H2A.Z pre-
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sence at TSS and is also enriched at distal-DHS co-occupied by the transcriptional coac-
tivators p300/CBP, as well as at distal ERα/p300-BS (Tropberger et al., 2013). H2A.Z
is also enriched in H3K122ac-containing nucleosomes. Hence, it has been proposed that
H3K122ac might contribute to the instability of H2A.Z/H3.3-containing nucleosomes (Trop-
berger et al., 2013). Since H3K122ac is well correlated to both H2A.Z and H3K27ac pre-
sences (Tropberger et al., 2013), we therefore delineated its potential contribution to insta-
bility at ERα-active enhancers using a genome-wide data set previously published (Trop-
berger et al., 2013). In absence of E2 stimulation, H3K122ac is already present at ERα
w/ H2A.Z, and its signal level is significantly stronger than the one observed at ERα w/o
H2A.Z (Fig. 2.4B and Supplementary Figs. S5E), although both ERα w/ and w/o H2A.Z
groups have similar overlap with p300- or CBP-enriched regions (Zwart et al., 2011) (Sup-
plementary Fig. S9B). These results suggest that ERα w/ H2A.Z regions have a chromatin
structure distinct from ERα w/o H2A.Z, in which H2A.Z and H3K122ac could act together
on nucleosome dynamics, even prior to E2 stimulation.
DNA methylation status of a genomic region might also affects its chromatin structure.
Indeed, an inverse relationship exists between DNA methylation patterns and chromatin
accessibility (Thurman et al., 2012; Neph et al., 2012). Hence, TF binding, including ERα ,
can be strongly influenced by the methylation status of CpG dinucleotides within their bin-
ding sites (Metivier et al., 2008;Wiench et al., 2011). In addition, the distribution of H2A.Z
and DNA methylation at TSS and in gene bodies is anticorrelated, H2A.Z protecting DNA
from methylation and DNA methylation excluding H2A.Z deposition (Zilberman et al.,
2008; Conerly et al., 2010). Since hypomethylated DNA is globally observed at enhancers
(Lister et al., 2009; Stadler et al., 2011; Varley et al., 2013), we suggest that H2A.Z plays
an important role in this process. To test this hypothesis, we first computed the CpG content
of ERα-BS and observed that ERα w/ H2A.Z are more frequently located in CpG enriched
regions than other groups (Fig. 2.5A and Supplementary Fig. S10A), and not because of a
higher overlap with CpG islands (Supplementary Fig. S10B). This local increase of CpG
density suggests that DNA methylation could be one of the chromatin features contributing
to the formation of ERα w/ H2A.Z. We thus analyzed reduced representation bisulphite
sequencing (RRBS) data from ENCODE (Varley et al., 2013), which provides quantitative
CpG methylation status at the base pair resolution, expressed as the percentage of methy-
lated cytosine across the cell population. We observed that 82% of CpG found in ERα w/
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H2A.Z are un/low-methylated (defined as less than 25% of cytosine showing methylation),
compared to 46% of CpG localized in ERα w/o H2A.Z regions (Fig. 2.5B and Supplemen-
tary Figs. S10C-E). This result reveals an association between H2A.Z and hypomethylated
DNA at active ERα-enhancers, and highlights that the overall hypomethylation observed
at enhancers might be explained by a mix of unmethylated regions containing H2A.Z and
regions where H2A.Z is absent showing much variable methylation level.
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FIGURE 2.5 – H2A.Z is associated with hypomethylated DNA at active ERα-enhancers. (A)
The smoothed average profiles of CpG dinucleotide occurrences over ERα-summits. (B,C) The
proportion of DNA molecules that exhibit cytosine methylation at specific CpG dinucleotide in
600 bp windows centered on ERα-summits, for complete ERα-groups (B) or for ERα-groups split
according to their ERα occupancy status by ERα in the absence of E2 (“yes” = pre-bound, and
“no” = not pre-bound) (C). (D) Distribution of the DNase I normalized signal at ERα-groups split
according to their ERα occupancy status in the absence of E2 (“yes” = pre-bound, and “no” =
not pre-bound). The signal of DNase I is significantly higher in ERα w/ H2A.Z not pre-bound by
ERα in the absence of E2 (p-value < 0.0001, Mann-Whitney test). (E) The distribution of DNA
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I signal (bottom panel) of different cell lines around ERα w/ H2A.Z genomic regions identified in
MCF-7 cells.
It has been suggested that the methylation status of TF-BS is inversely correlated with
their occupancy status by TFs (Stadler et al., 2011; Thurman et al., 2012). To test this,
ERα-BS were divided according to their occupancy status by ERα in absence of E2. We
observed that ∼40% of both ERα w/ and w/o H2A.Z groups show ERα binding in the
93
basal state (Supplementary Fig. S10F), but at a much lower level in all four groups than
after E2-stimulation (Supplementary Fig. S10G). These E2-independent binding of ERα
might be partially explained by the presence of growth factors such as epidermal growth
factor (EGF), naturally present in the fetal bovine serum (FBS) that induce binding of ERα
in absence of E2 via phosphorylation of the ERα N-terminal region (Lupien et al., 2010)
(Supplementary Fig. S10H). As shown in Figure 2.5C (and Supplementary Fig. S10I), the
majority of the sites bound by ERα in absence of E2 are poorly methylated in all four
groups, suggesting that ERα could maintain this un/low-methylation level as previously
proposed for other TFs (Stadler et al., 2011; Thurman et al., 2012). Conversely, only ERα
w/ H2A.Z not pre-bound by ERα are mostly unmethylated, suggesting that H2A.Z could be
necessary to maintain the un/low-methylation state of ERα-BS left vacant after a transient
E2-stimulation. Importantly, this observation is independent of the localization of ERα-BS
relative to gene body (Supplementary Fig. S10J), effectively discarding an imbalance in
the distribution of ERα-BS in hypermethylated gene bodies. Moreover, ERα w/ H2A.Z
not pre-bound in absence of E2 show a significantly enriched DNase I signal compared to
ERα w/o H2A.Z (Fig. 2.5D). This association might point towards a potential implication
of H2A.Z to maintain the accessibility of those regions.
We also explored these ERα w/ H2A.Z associated chromatin features in nine other cell
lines, including HMEC (primary human mammary epithelial cells) (Ernst et al., 2011;
Thurman et al., 2012; Varley et al., 2013). Interestingly, none of the cell lines show a
methylation status similar to MCF-7 cells, and the H2A.Z enrichment as well as the hi-
gher chromatin accessibility are also cell-type specific (Fig. 2.5E). We then focused on
“high-confidence” ERα w/ H2A.Z un/low-methylated enhancer not pre-bound by ERα in
absence of E2 (Supplementary Material), and explored their predicted functional targets
trying to explain the necessity for the cells to keep those sites ready. Gene ontology (GO)
analyses (McLean et al., 2010) revealed that enhancers associated with H2A.Z are enriched
on the territories of genes involved in cellular proliferation, adhesion and migration path-
ways when compared to ERα w/o H2A.Z enhancers (Supplementary Table 2), suggesting
that this subset of enhancers could be associated with cancer establishment or progression.
Together, these results reveal a novel relationship between H2A.Z, chromatin accessibility,
DNA methylation and ERα-binding patterns at enhancers, and suggest that H2A.Z and
DNA methylation could be linked to cell-selectivity of chromatin accessibility that models
94
the chromatin landscape to guide the action of inducible TFs. Moreover, DNA methylation
might be the epigenetic feature that constrains H2A.Z localization at particular enhancers.
2.5.4. H2A.Z is required for the recruitment of RNA polymerase II and cohesin com-
plex at active enhancers
Recently, RNA polymerase II (RNAPII) binding has been found at a subset of enhancers
and shown to drive the transcription of a new class of non-coding RNA, the enhancer-
associated RNAs (eRNAs) (Kim et al., 2010; Santa et al., 2010; Hah et al., 2011). Al-
though the functions of eRNAs remain poorly understood, it is generally thought that their
expression correlates with enhancer activity. Indeed, recent studies support a role of eRNAs
in the regulation of expression of adjacent protein-coding genes by establishing chroma-
tin accessibility and influencing RNAPII occupancy at promoters (Mousavi et al., 2013),
and by promoting specific enhancer-promoter interactions via chromatin loops (Lai et al.,
2013; Li et al., 2013). At ERα-enhancers, transcription of eRNAs has been shown to be
mainly up-regulated following E2-stimulation (Hah et al., 2011, 2013; Li et al., 2013) and
to be associated with H3K4me1 and accessible chromatin state (Hah et al., 2013), as well
as with H3K27ac (Li et al., 2013). Since H2A.Z has been shown to help the recruitment of
RNAPII at promoters (Hardy et al., 2009; Gevry et al., 2009), we hypothesized that H2A.Z
could be important for enhancer functions by recruiting RNAPII also responsible of eRNAs
transcription at enhancers. We first sought to address whether ERα w/ H2A.Z exhibits eR-
NAs production using global run-on-sequencing (GRO-seq) data sets (Hah et al., 2013),
which report and quantify the genome-wide localization of nascent RNAs associated with
transcriptionally-engaged RNA polymerases (Core et al., 2008). This analysis was limited
to enhancers located in intergenic regions to avoid contamination by mRNA transcripts.
Interestingly, transcription at intergenic ERα w/ H2A.Z enhancers increases after 40 min
of E2-stimulation (Fig. 2.6A and Supplementary Figs. S11A,B). In contrast, a basal level of
eRNAs is observed at ERα w/o H2A.Z, seemingly independent of E2-treatment. We thus
isolated E2-regulated genes specifically associated with ERα w/ or w/o H2A.Z to explore
whether the increase of E2-inducible eRNA levels at enhancers enriched for H2A.Z are
linked to a similar modulation of gene expression. Indeed, the induction of the predicted
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E2-target genes after 40 min of E2-stimulation is significantly higher for the group of genes
associated with ERα w/ H2A.Z than those associated with ERα w/o H2A.Z (Fig. 2.6B and
Supplementary Figs. S11C,D).
We then asked whether H2A.Z is directly involved in RNAPII recruitment and eRNAs
transcription at these enhancers. To address this issue, we first investigated by ChIP-qPCR
the binding of RNAPII at ten ERα w/ or w/o H2A.Z loci using two different RNAPII
antibodies. RNAPII is recruited at both groups and as expected its level increases upon E2-
stimulation (Fig. 2.6C and Supplementary Figs. S12A,B). A small hairpin RNA (shRNA)-
mediated depletion of H2A.Z (Supplementary Figs. S12C,D) results in a decrease of RNA-
PII recruitment to ERα w/ H2A.Z in response to E2 (Fig. 2.6C and Supplementary Figs.
S12A,B), with no significant alteration of ERα binding (Supplementary Fig. S12E). The
loss of H2A.Z at chromatin following its depletion is mostly compensated by a gain of
canonical H2A (Supplementary Fig. S12F) and thus doesn’t seem to induce nucleosome
depletion. Rather, this result could indicate an increase in nucleosome stabilization or de-
position or a decrease in nucleosome removal, and thus a loss of chromatin accessibility.
Using RT-qPCR assays, we next addressed whether eRNAs production is affected by the
loss of RNAPII at ERα w/ H2A.Z enhancers following H2A.Z depletion. As shown in Fi-
gure 2.6D, E2-regulated transcription at ERα w/ H2A.Z is abolished in absence of H2A.Z.
Importantly, RNAPII recruitment as well as eRNAs transcription are not affected by H2A.Z
depletion at ERα w/o H2A.Z (Fig. 2.6C,D and Supplementary Figs. S12A,B). Further-
more, we observed that the transcription at ERα w/ H2A.Z seems more E2-inducible than
at ERα w/o H2A.Z, confirming the results reported in Figure 2.6A. Unfortunately, the pre-
sence of H2A.Z at the TSS of genes associated with ERα w/ H2A.Z and w/o H2A.Z (Fig.
2.2D and Supplementary Figs. S11D, S13 and S14) prevents to investigate the effect of its
depletion on mRNA transcription. Indeed, such an experiment would not allow to be able
to conclude whether the effect is related to a lack of H2A.Z at enhancer or at TSS.
Li et al. (Li et al., 2013) reported that eRNA transcripts and the cohesin complex are impli-
cated in enhancer-promoter chromatin interactions at two loci. Indeed, eRNAs are required
for RAD21 recruitment (Li et al., 2013), a component of the cohesin complex involved
in chromosomal interactions (Kagey et al., 2010; Schmidt et al., 2010), and the formation
and/or maintenance of the chromatin loops (Li et al., 2013; Lai et al., 2013). The fin-
96
Distance from ERα summit (kb)
0 min
10 min
40 min
ERα
N
o
rm
a
li
ze
d
 
G
R
O
-s
e
q
 s
ig
n
a
l
ERα w/ H2A.Z ERα w/o H2A.Z
A B
Fo
ld
 in
d
u
c!
o
n
4
0
 m
in
 /
 0
 m
in
p < 0.05
ERα w/ H2A.Z
ERα w/o H2A.Z
TSS regulated by E2 and 
speciﬁcally associated with: 
C
-5
0
5
-1 1 ERα-1 1
0
5
10
15 GRO-seq
shCTL (-E2) shCTL (+E2) shH2A.Z (-E2) shH2A.Z (+E2)
N
o
rm
al
iz
ed
 R
A
D
2
1
-s
ig
n
al
ar
o
u
n
d
 E
R
α
-s
u
m
m
it ERα w/ H2A.Z
ERα w/o H2A.Z
E
0
1
2
3
4
5
p < 0.0001
 
N
o
rm
al
iz
ed
 %
 in
p
u
t
ERα w/ H2A.Z ERα w/o H2A.Z
0
2
4
6
8
10 eRNA
A B C D E F G H I J
ERα w/ H2A.Z ERα w/o H2A.Z
R
el
a!
ve
 e
xp
re
ss
io
n
A B C D E F G H I J
ERα w/ H2A.Z ERα w/o H2A.Z
0
50
100
150
RAD21
N
o
rm
al
iz
ed
 %
 in
p
u
t
D
shCTL (-E2) shCTL (+E2) shH2A.Z (-E2) shH2A.Z (+E2)
F
shCTL (-E2) shCTL (+E2) shH2A.Z (-E2) shH2A.Z (+E2)
0
50
100
150
RNAPII
A B C D E F G H I J
FIGURE 2.6 – H2A.Z helps the recruitment of RNA polymerase II and cohesin complex as
well as transcription at active enhancers. (A) Average profiles of strand-specific GRO-seq si-
gnal over intergenic ERα-active enhancers at 0 (grey), 10 (orange) and 40 (blue) minutes after
E2-stimulation. (B) Distribution of the changes in the expression of E2-regulated genes, specifically
associated with ERα w/ or w/o H2A.Z (considered to be their direct E2-regulated target genes,
common targets were discarded from this analysis), following a 40 min of E2-stimulation. The
transcription of the E2-regulated genes specifically associated with ERα w/ H2A.Z is more in-
duce following E2-stimulation (p-value < 0.05, Mann-Whitney test). (C) ChIP-qPCR of RNAPII
(8WG16 antibody) before and after E2-stimulation (30 min) and with or without H2A.Z depletion
by shRNA. Five loci of both ERα w/ H2A.Z (loci (A) to (E)) and ERα w/o H2A.Z (loci (F) to (J))
were studied. The results are normalized to shCTL +E2 and represent the mean +/- SEM of two
independent biological replicates. The coordinates of each locus as well as the sequences of the pri-
mers are available in the Supplementary Table 3. (D) RT-qPCR analyses using the same conditions
and primers than panel (C). The expression levels are relative to the expression of RPLP0 and are
normalized to shCTL -E2. The results represent the mean +/- SEM of four independent biological
replicates. (E) Normalized RAD21 signal distribution at intergenic ERα-active enhancers in the
presence of E2. The signal of RAD21 is significantly higher in ERα w/ H2A.Z (p-value < 0.0001,
Mann-Whitney test). (F) Same analysis as (C), but using RAD21 antibody.
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ding that H2A.Z is necessary for RNAPII recruitment and transcription at enhancers raises
the possibility that H2A.Z depletion may also affect the effectors of chromatin loops. We
observed that the RAD21 signal (Schmidt et al., 2010) is significantly higher at interge-
nic ERα w/ H2A.Z (Fig. 2.6E and Supplementary Figs. S15A-C), suggesting more chro-
matin interactions. Moreover, intergenic ERα w/ H2A.Z are more involved in chromatin
looping than ERα w/o H2A.Z, as defined by the significantly higher signal of RNAPII-
dependent chromatin interactions analysis by paired-end tag sequencing (ChIA-PET (Li
et al., 2012)) generated on unsynchronized cells exposed to E2 naturally present in the
culture media (Supplementary Figs. S15D,E). Importantly, as for the RNAPII, the H2A.Z
depletion causes a decrease of E2-dependent recruitment of RAD21 specifically at H2A.Z-
enriched enhancers (Fig. 2.6F and Supplementary Fig. S12G). Taken together these data
suggest that H2A.Z is an important regulator of enhancer functions at a subgroup of active
enhancers by establishing and maintaining a chromatin environment required for RNAPII
recruitment, eRNAs transcription and enhancer-promoters interactions, all essential attri-
butes of enhancer activity.
2.6. Discussion
In this study, we provide evidence for H2A.Z influence at inducible enhancers by exploring
its relationship to the local chromatin environment and structure. A schematic summary
of our principal mechanistic conclusions at ERα w/ H2A.Z enhancers is presented in Fi-
gure 2.7. We uncovered that H2A.Z is not present at all enhancers but rather marks the
most active and regulated ones, defined as having a significantly higher level of ERα (Fig.
2.1B) and DNase I hypersensitivity (Fig. 2.4A), higher inducible expression of eRNAs and
their putative target genes (Figs. 2.6A,B), as well as higher presence of chromatin loops,
inferred by RAD21 and ChIA-PET of RNAPII signals (Figs. 2.6E and Supplementary Fig.
S15). These conclusions are derived from the direct comparison between H2A.Z-occupied
and -unoccupied enhancers, both harboring the H3K27ac mark, and thus are unbiased in re-
gards to their activity.Moreover and importantly, our analyses emphasize the importance of
considering enhancers as a heterogeneous population. Our results also suggest that H2A.Z
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could help the detection of the most relevant active enhancers.
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FIGURE 2.7 – A schematic summary of the H2A.Z-dependent regulation of enhancer activity.
An important finding of the present study is that our analyses support a role for H2A.Z
in promoting transcription through the recruitment of RNAPII at enhancers, the transcrip-
tion of eRNAs and the possible formation and/or stabilization of the enhancer-promoter
interactions (Fig. 2.7). Indeed, we demonstrated here for the first time that H2A.Z is ne-
cessary to recruit RNAPII and RAD21 and to express eRNAs (Fig. 2.6C,D,F) for a group
of active enhancers where H2A.Z presence is cell-type specific (Fig. 2.5E). Importantly,
these recruitments and their concomitant production of eRNAs are E2-inducible. Our re-
sults highlight the role of H2A.Z as a master regulator of enhancer functions, but does
not exclude the implication of other effectors such as the Mediator complex (Kagey et al.,
2010; Lai et al., 2013). Also, the sequence of events can not be clearly established from our
results and will require further investigations. Nonetheless, in line with the results obtained
by Li et al. (Li et al., 2013), the most likely mechanism is that the decreased recruitment
of RNAPII caused by H2A.Z depletion prevents the inducible transcription of eRNAs and
thus the association of the cohesin complex and the formation and/or the stabilization of
chromatin loops. Interestingly, since RNAPII and active transcription was detected at en-
hancers and associated with the transcription level of the surrounding protein-coding genes
(Kim et al., 2010; Santa et al., 2010), an emerging hypothesis for enhancers function is
their role in RNAPII delivery via chromatin loops. The fact that H2A.Z is essential to the
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inducible recruitment of RNAPII at enhancers (Fig. 2.6C) and promoters (Hardy et al.,
2009; Gevry et al., 2009) provides support for this model, but further experiments will be
required for its confirmation. Finally, this proposed mechanismmight be specific to H2A.Z-
enriched enhancers, since the inhibition of chromatin looping between enhancers and their
target promoters was not generalized to all tested loci following inhibition of eRNA produc-
tion (Hah et al., 2013), and neither the inhibition of RAD21 recruitment following eRNA
depletion (Mousavi et al., 2013). Regarding the ERα w/o H2A.Z-enhancers, another me-
chanism could be implicated since eRNA production seems rather constitutive (Fig. 2.6A),
and RNAPII and RAD21 recruitments are independent of H2A.Z (Fig. 2.6C,F). Finally,
how H2A.Z helps the recruitment of RNAPII is yet unknown, but it could be related to its
effect on the chromatin environment.
A substantial proportion of distal ERα-BS or distal H2A.Z-enriched regions contain po-
tential unannotated promoters (Supplementary Fig. S2). Interestingly, a recent ENCODE
study identified an extensive number of unannotated TSS by studying the relationship bet-
ween DHS and H3K4me3 patterns at well-annotated TSS (Thurman et al., 2012). Since
these distal-contaminated regions may be enriched by both H3K4me3 and H2A.Z, particu-
lar attention should therefore be taken in the interpretation of the role of H2A.Z at enhan-
cers in absence of other measure than known gene annotations used to discern enhancers
from promoters. This prediction is supported by a recent study, where ∼60% of the H2A.Z
enriched p300-intergenic sites reported as enhancers are associated with H3K4me3 and
have been found to be associated with housekeeping functions, while those not enriched
for H3K4me3 are associated with system development and differentiation, more related to
cell-type-specific gene expression, and thus to enhancer functions (Hu et al., 2013).
Unexpectedly, we found that H2A.Z does not influence the local nucleosome positioning
at ERα-active enhancers. Indeed, as shown in Figure 2.3, none of the nucleosome patterns
obtained by mixing ERα w/ and w/o H2A.Z enhancers are enriched for regions containing
H2A.Z. Hence, when clustered separately, both ERα w/ and w/o H2A.Z contain a similar
mix of nucleosome organization classified as centered or side. The observed asymmetry in
the nucleosome positioning, histone modification deposition and H2A.Z occupancy around
ERα-active enhancers, as well as the shapes of the predominant clusters are in agreement
with results obtained by others (Kundaje et al., 2012). However, our study includes new ob-
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servations that provide a more complete understanding of the relationship between H2A.Z
or histone marks and nucleosome positioning around TF-BS in an inducible model. Using
E2-synchronized cells and ChIP at nucleosome resolution, rather than a population of un-
synchronized cells and random shearing by sonication, we clarified that nucleosome occu-
pancy profiles colocalize with H2A.Z or histone marks profiles, and that H2A.Z colocalize
with H3K4me1 and H3K27ac at ERα-enhancers (Fig. 2.3D and Supplementary Figs. S6B,
S7B and S8). Other investigators have observed a broad histone peak centered over the
ERα-BS and have suggested that ERα binding is not associated with change in nucleo-
some occupancy directly over the binding site itself (He et al., 2012). This conclusion has
been essentially inferred from average signal profiles of H3K4me2 over all distal ERα-BS
or by the specific search of a symmetric pattern, which ignores the diversity in nucleosome
organization as well as the individual signal level. Indeed, the average signal profile of
H3K4me1 around distal ERα-summits gives the centered profile previously described for
H3K4me2 (Supplementary Fig. S16A) which obscures the diverse observed scenarios in
nucleosome positioning patterns (Fig. 2.3D, also obtained using H3K4me2 from (He et al.,
2012), Supplementary Fig. S7A) and masks the combination between histone marks (Sup-
plementary Fig. S3A). Alternatively, some studies have reported dynamism in nucleosome
positioning or occupancy (Schones et al., 2008; He et al., 2010; Hu et al., 2011), inclu-
ding nucleosome containing H2A.Z (Conerly et al., 2010; Li et al., 2012). These reported
discrepancies, in addition to be frequently caused by methodology issues as explained pre-
viously, could be a consequence of differences between differentiation and inducible mo-
dels, or TSS and enhancer localization of H2A.Z, or could also arise by the contamination
of potential H2A.Z-enriched enhancers by unannotated TSS. Using a pattern discovery me-
thod (Kundaje et al., 2012), we have clarified that ERα binding to active enhancers is not
associated with changes in nucleosome positioning, regardless of the presence of H2A.Z,
and occurs in a mixed scenario of local nucleosome positioning.
We observed a persistence of H2A.Z and DNase I signal levels at ERα w/ H2A.Z from
basal to E2-stimulated states (Figs. 2.1A and 2.3D, and Supplementary Figs. S3C, S7B and
S9A) indicating that ERα is mainly targeted at preexisting accessible loci. However, the
absence of an apparent drastic dynamism in these levels and in nucleosome positioning do
not necessarily mean that chromatin structure is static. Indeed, the enrichment of H2A.Z,
the higher DNase I signal, and the enrichment of H3K122ac (Fig. 2.4), which disturbs
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histone-DNA contact and thus the nucleosome dynamics (Simon et al., 2011; Tropberger
et al., 2013), suggest that the chromatin environment is highly dynamic at ERα w/ H2A.Z.
Consequently, the higher signal of ERα in the centered category of ERα w/ H2A.Z (Fig.
2.3C, representing the predominant configuration (Fig. 2.3B)) could imply that ERα com-
petes with dynamic nucleosomes for binding. Hence, a given region can either be occupied
by H2A.Z-containing nucleosome or by ERα . However, ChIP experiments provide a static
snapshot and thus limit the conclusions we can reach with our study. Nonetheless, some
evidence in the literature support the hypothesis of a rapid and dynamic transition between
ERα and H2A.Z-containing nucleosomes (Stenoien et al., 2001b; Tropberger et al., 2013;
Jin and Felsenfeld, 2007; Jin et al., 2009; Kraushaar et al., 2013). For instance, a higher
turnover rate has been observed when H3.3 is associated with H3K4me1, H3K27ac and
H2A.Z (Kraushaar et al., 2013). Since H2A.Z deposition at distal DHS occurs almost ex-
clusively with H3.3 in HeLa cells (Jin et al., 2009), it is fair to assume that H3.3 should be
enriched at the majority of ERα w/ H2A.Z and that they could work together to destabilize
nucleosomes. In addition, H3K122ac is already present at ERα w/ H2A.Z in absence of E2
(Fig. 2.4B) and its level has been shown to increase following E2-stimulation at the enhan-
cer of TFF1 (Tropberger et al., 2013). Thus, the dynamic and highly accessible chromatin
environment at H2A.Z-enriched enhancers could provide the permissive landscape to keep
those regions ready in absence of E2, and prime a rapid and dynamic transition between
nucleosomes and ERα local occupancies in presence of E2.
Another hypothesis that is not mutually exclusive, is that ERα binds nucleosomal DNA.
One way for TFs to transiently gain access to nucleosomal DNA is via nucleosome brea-
thing, the partial DNA unwrapping and rewrapping, that can be rapid and spontaneous (Li
andWidom, 2004; Li et al., 2005; Poirier et al., 2008) or mediated by DNA remodeling pro-
teins. Histone modifications within the globular domain of histones affect this dynamism
and can shift the equilibrium toward the partially unwrapped state. Indeed, H3K122ac toge-
ther with H3K115ac have been suggested to be implicated in the maintenance of a partially
unwrapped nucleosome (Simon et al., 2011), supporting the unwrapping hypothesis for
ERα w/ H2A.Z. Moreover, it has been proposed that acetylation of the N-terminal tail of
H2A.Z could weaken the contacts between the tail and DNA and thus increases the acces-
sibility of DNA (Tolstorukov et al., 2009). Interestingly, the acetylated form of H2A.Z is
already enriched in ERα w/ H2A.Z in unstimulated state (Supplementary Fig. S5D), pro-
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viding an additional argument to the unwrapping hypothesis.
Regarding the active ERα w/o H2A.Z enhancers, the accessibility, even if lower than
w/ H2A.Z (Fig. 2.4A), could be a consequence of constitutive eRNAs transcription (Fig.
2.6A), or the presence of other TF-binding events, other histones variants, or other histone
marks not tested in this study. For instance, H3K56ac has been shown to facilitate DNA
unwrapping and TF-binding within nucleosomes (Simon et al., 2011; Shimko et al., 2011;
Neumann et al., 2009; North et al., 2012). Since H3K56ac antagonizes H2A.Z deposition
(Watanabe et al., 2013), it could be an interesting endeavor to explain the centered cate-
gory observed in ERα w/o H2A.Z enhancers. Finally, the method used in this study, i.e.,
the single-end sequencing of mononucleosomal fragments from a population of cells and
the clustering of signal shapes, can not capture the dynamical binary state of the exchange
between ERα and nucleosomes, neither the hardly detectable subtle changes induced by
partial DNA unwrapping. Future studies would benefit from the paired-end sequencing of
subnucleosomal particules (Henikoff et al., 2011) to explore the potential local conforma-
tional variations or transitions of the nucleosome at enhancers, containing or not H2A.Z,
through a cell population or from a genomic approach at single-cell level.
The most intriguing remaining question is why only a subset of ERα-active enhancers is
occupied by H2A.Z. The close relationship between H2A.Z deposition and DNA methy-
lation level that we identified at ERα-active enhancers (Fig. 2.5), which is in line with
previous findings at TSS and in gene bodies (Zilberman et al., 2008; Conerly et al., 2010),
suggests that the methylation status of the underlying DNA could be a part of the answer.
In fact the conservation of the un/low-methylated status of enhancers seems to be essen-
tial since it is maintained even in hypermethylated gene bodies of expressed genes (Varley
et al., 2013). Moreover, considering that the level of H2A.Z and the hypomethylated state
are not conserved in normal human mammary epithelial cells (HMEC) (Fig. 2.5E), and that
the “high-confidence” hypomethylated ERα w/ H2A.Z enhancers not pre-bound by ERα
in absence of E2 is associated with genes with functional annotations related to cell growth,
invasion and migration (Supplementary Table 2), it is tempting to speculate that this group
of enhancers results from an accumulation of epigenetic deregulations during breast carci-
nogenesis, such that a deregulation in the deposition of H2A.Z at enhancers could affect
their DNA methylation patterns and vice versa. Indeed, H2A.Z is over-expressed in breast
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cancer and is associated with high grade/metastasis tumors (Hua et al., 2008; Svotelis et al.,
2010) and decreased patient survival (Hua et al., 2008), and a massive loss of DNA me-
thylation has been observed in breast cancer cell lines compared to HMEC (Ruike et al.,
2010; Hon et al., 2012), especially in CpG poor regions (Ruike et al., 2010) or intergenic
regions (Hon et al., 2012), both being a characteristic of enhancers. Moreover, epigenetic
alteration by the reshuffle deposition of H3K4me1 has been recently demonstrated as a
thread of colorectal carcinogenesis (Akhtar-Zaidi et al., 2012), and H2A.Z redistribution
from TSS to gene bodies and opposite changes in DNA methylation status were obser-
ved during tumorigenesis (Conerly et al., 2010). Importantly, a recent study supports the
alteration of methylation at enhancers as potential perturbator of transcriptional programs
(Aran et al., 2013). For instance, the altered transcriptional program observed in MCF-7
cells compared to HMEC correlates with an altered methylation state at enhancers. Thus
many epigenetic alterations in the course of carcinogenesis could lead to a re-distribution
of H2A.Z. Our results of opposite patterns for H2A.Z and DNA methylation, and for DNA
methylation and chromatin accessibility, as well as the close relationship between H2A.Z
and chromatin accessibility were somewhat expected based on the known distribution of
these epigenetic features. However, our results reveal a complex and new interlink between
those three players and TF-occupancy at active enhancers and point towards H2A.Z as the
missing epigenetic link. As a consequence, and in line with the striking functional link bet-
ween the presence of H2A.Z at enhancers, RNAPII recruitment, eRNAs transcription and
its potential involvement in chromatin loops with promoters (Fig. 2.6), a deregulation in
H2A.Z deposition might lead to the spurious recruitment of RNAPII at inappropriate re-
gions in the genome, and thus, to transcriptional disturbances. Future studies aimed at cha-
racterizing epigenetic changes in cancer, for instance whether environmental carcinogens,
cancer treatments and drug resistance affect H2A.Z distribution, will be highly informative.
Data access
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gar et al., 2002) under GEO Series accession number GSE57436 (http ://www.ncbi.nlm.nih
.gov/geo/query/acc.cgi ?acc=GSE57436).
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2.7. Supplementary Material
2.7.1. Methods
2.7.1.1. Cell culture and treatments
The MCF-7 cells were grown in DMEM (Wisent) supplemented with 10% fetal bovine
serum (FBS) and antibiotics. Before experiments, the MCF-7 cells were hormone-deprived
for three days in DMEM without phenol red (Wisent) supplemented with 5% charcoal-
stripped FBS. The cells were treated with 100 nM of 17β -estradiol (E2, Sigma) or with
the vehicle (EtOH) for 30 minutes. The cells were mycoplasma free (routinely tested). The
shRNA directed against H2A.Z was transfected intoMCF-7 as described previously (Gevry
et al., 2009). Western blotting were done to confirm effective shRNA-mediated depletion
of H2A.Z (a typical result is shown in Supplementary Fig. S12C).
2.7.1.2. Antibodies
The following antibodies were used : ERα (Santa Cruz Biotechnologies HC-20 sc-543,
lot #B1413) ; H2A.Z (Abcam ab4174, lots # 808425, # GR15952-1 and #GR15952-3) ;
H3K27ac (Abcam ab4729, lot # 961080 ) ; H3K4me1 (Abcam ab8895, lot # 899421) ;
H3K4me3 (ActiveMotif 39159, lot # 01609004) ; H2A (Abcam ab18255, lot # GR145536-
1) ; RPB2 (Abcam ab10338, lot # GR19662-14) ; RNA polymerase II CTD repeat YSPTSPS
(8WG16, Abcam ab817, lot # GR153063-402) ; and Rad21 (Abcam ab992, lot # GR12688-
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10).
2.7.1.3. Isolation and immunoprecipitation of cross-linked mononucleosomes (ChIP-
MNase)
Since the nucleosomes containing both H2A.Z and H3.3, which are mainly present at en-
hancers, are subjected to disruption and are lost during cell preparation if they are not
cross-linked (Jin and Felsenfeld, 2007; Henikoff et al., 2009; Jin et al., 2009), MCF-7 cells
were cross-linked 10 min at room temperature (1% formaldehyde in 1X PBS pH 7.4). ChIP
assays were performed as described previously (Svotelis et al., 2009), except for the chro-
matin preparation. Briefly, permeabilized cells were incubated 2 min at 37°C in digestion
buffer (50 mM Tris-HCl pH 8.0, 1 mM CaCl2, 0.2% Triton and protease inhibitors), before
the addition of Micrococcal Nuclease (MNase, USB Corporation) 5 min at 37°C. Then
the digestion reactions were stopped (5 mM EDTA, 10 mM Tris-HCl pH 8 and 0.5% SDS
and protease inhibitors) and chromatin sample were briefly sonicated to fragment insoluble
chromatin from the pellet without affecting the fragmentation of mononucleosomal frag-
ments (Zhang and Pugh, 2011). No visible pellet remained after a centrifugation at 15,000
g at 4 °C for 10 min. The digestion and the full extraction of chromatin were verified on gel
electrophoresis prior to the immunoprecipitation of the chromatin. Two biological repli-
cates were done for each ChIP-sequencing experiment and for each condition. In addition,
the proper recruitment of ERα at some known enhancers following E2-stimulation was
verified for each ChIP-sequencing experiment.
The MNase digestion is a critical parameter, particularly to compare two conditions, i.e.,
with and without E2. Thus, titrations with increasing amount of MNase were done in or-
der to insure uniformity and repeatability of the digestion and to minimize potential arti-
facts caused by overtrimming or undertrimming DNA. The 2100 Bioanalyzer instrument
(Agilent Technologies) was used to resolve DNA fragments following MNase digestion,
reaching a precision that conventional gel electrophoresis cannot. It separates DNA frag-
ments with a resolution as good as 5 bp and allows the direct comparison of samples (see
Supplementary Fig. S17A for a typical MNase titration experiment). The proportion of mo-
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nonucleosome as well as the length of mononucleosome DNA fragments were computed
for three replicates (Supplementary Fig. S17B). The amount of MNase that gives 80% of
mononucleosomes and an expected mononucleosome length between 145-150 bp (150 U)
was selected for subsequent MNase-ChIP-seq experiments.
2.7.1.4. Preparation of the sequencing libraries
The sequencing libraries were performed according to the Illumina library preparation pro-
tocol except for the size-selection of DNA fragments and for DNA recovery that were exe-
cuted as described previously (Rodrigue et al., 2010). Quant-iT PicroGreen dsDNA Assay
Kit (Invitrogen) was used to quantify ChIP-DNA and 10 ng was used for the preparation
of the sequencing libraries. The size-selection of nucleosome fragments, to exclude subnu-
cleosomal and polynucleosomal particules, was executed in parallel with the preparation
of libraries and was performed using solid-phase paramagnetic beads technology (AM-
Pure XP PCR Purification systems, Beckman Coulter), since it allows a more precise size-
selection of the DNA fragments than conventional gel electrophoresis and minimizes loss of
sample, which is particularly relevant for the dilute samples frequently obtained after ChIP
experiments. It was thus used for all the DNA-recovery steps of the libraries preparation as
well as to eliminate potential primer dimers or primers and linkers in excess (shorter than
the libraries of nucleosome fragments) after the final amplification of the libraries. Impor-
tantly, this final step was monitored by qPCR and stopped in the exponential-phase to avoid
PCR-duplicates. The quantification of the final libraries, the absence of primer-dimers as
well as the validity of the size-selection were determined using the 2100 Bioanalyzer instru-
ment (Agilent Technologies). To ensure reproducibility, two biological replicates of every
mark or H2A.Z or control input were single-end sequenced with 40 nucleotides reads using
an Illumina HiSeq 2000 platform by the MIT MicroBioCenter.
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2.7.1.5. RNA preparation, RT-qPCR and microarray
For microarray analysis, total RNA was extracted from MCF-7 cells (-/+ 100 nM E2, 4h)
using the GenElute Mammalian Total RNA Miniprep kit (Sigma), then RNA was reverse
transcribed using M-MLV reverse transcriptase (Promega) according to manufacturer’s ins-
tructions. Before microarray analysis, samples were subjected to qPCR to test the appro-
priate induction of known E2-target genes and the quality and integrity of RNA samples
were verified using the 2100 Bioanalyzer instrument (Agilent Technologies). Two biologi-
cal replicates of microarray analysis were performed using the Human HT-12 Expression
BeadChips (Illumina) at the McGill University and Génome Québec Innovation Centre
(Montréal, QC, Canada). For the analysis of transcription at enhancers, total RNA, inclu-
ding small RNAs, was isolated using the Direct-zol RNA MiniPrep (Zymo Research) with
an additional step of DNase I digestion.
2.7.2. Data analysis
2.7.2.1. Processing of ChIP-Seq libraries
The alignment of sequencing reads onto the human genome (Build 36.1, hg18, Mar. 2006)
was done using the software Burrows-Wheeler Aligner (BWA, version 0.6.1, (Li and Dur-
bin, 2009)) with default parameters. Above 96% of the reads per sample were mappable
and ∼80% had a Phred Mapping Quality Score above 10 (filtered using Samtools, ver-
sion 0.1.18 (Li et al., 2009)). The Picard command-line tools (version 1.64, http ://pi-
card.sourceforge.net) was then used to remove duplicates (above∼80% of the filtered data
were kept). Since the Pearson correlation coefficient, calculated in 2 kb bins containing the
number of reads across the whole genome, was above 0.9 between each biological replica-
ted (except inputs) (Supplementary Fig. S1), both replicates were combined for subsequent
analyses. Significantly enriched regions were detected using MACS (version 1.3.7, (Zhang
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et al., 2008)) taking control input into account and using the default parameters except for
the “band width” that was set to 150 bp (–bw=150) according to our experimental data and
“keep duplicates” that was set to “all” (–keep-dup=all). The signal files were then normali-
zed (see section “Nucleosome organization analysis”).
2.7.2.2. Public data set used in this study and processing
The following data sets of processed enriched regions were directly used as is : FOXA1 and
AP-2γ (GSE23852 (Tan et al., 2011)), PBX1 (GSE28007 (Magnani et al., 2011)), ChIA-
PET of ERα (GSE18046 (Fullwood et al., 2009)), ERα-consensus binding sites (Tan et al.,
2011), p300 or CBP (E-MTAB-785 (Zwart et al., 2011)), ERα-EGF cistrome (GSE26081
(Lupien et al., 2010)).
The Sequence Read Archive (SRA) of ERα and respective control input (ERR011973,
ERR011978, ERR011971, ERR011972 of the series GSE25021 (Schmidt et al., 2010))
were processed the same way than our ChIP-seq samples, except that after visual inspec-
tion and exploration of the p-value, the false discovery rate and the fold enrichment a cut-off
was applied on the first quartile of the fold enrichment since it appears as the most effective
way to eliminate the poor quality peaks.
The DNA methylation data sets used in this study were generated by Reduced Representa-
tion Bisulfite Sequencing (RRBS) from ENCODE by the Myers’s lab at the Hudson Alpha
Institute for Biotechnology (http ://genome.ucsc.edu/cgi-bin/hgFileUi ?db=hg19&g=wgEn
codeHaibMethylRrbs, (Varley et al., 2013)). Because the results obtained were found con-
sistent through the six replicates available, we limited the representation of the results to
only the Stanford’s replicates. When less than 25% of a particular CpG was found methy-
lated, the CpG was classified as unmethylated, from 25% to 75% as partially methylated,
and when greater than 75% as fully methylated. The partially and fully methylated CpG
were considered methylated for the Figures 2.5B-C, however, the full results can be found
in the Supplementary Figures S10C,I.
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The DNase I sensitivity were generated by the University of Washington group (http ://ge
nome.ucsc.edu/cgi-bin/hgFileUi ?db=hg19&g=wgEncodeUwDnase). The H2A.Z signals
from other cell lines tested were generated by the Broad Institute group and the Bernstein
lab at theMassachusetts General Hospital/HarvardMedical School (http ://genome.ucsc.edu
/cgi-bin/hgFileUi ?db=hg19&g=wgEncodeBroadHistone). These files were downloaded from
the ENCODE portal in the BAM format (Binary Alignment/Map) and processed the same
way than our ChIP-seq samples. The signals files were then uniformly processed and nor-
malized using Wiggler tool (Hoffman et al., 2013) (see section “Nucleosome organization
analysis”).
The ChIP-seq of H3K122ac and control from the series GSE35954 (SRR863216, SRR863-
218, SRR863219, SRR863220, (Tropberger et al., 2013)), the ChIP-seq of RAD21 from the
series GSE25021 (ERR011976, ERR011977, (Schmidt et al., 2010)) and the ChIP-seq of
H3K4me2 from the series GSE33216 (SRR358668, SRR358669 (He et al., 2012)) were
downloaded in the SRA format, then treated as our ChIP-seq experiments and normalized
using Wiggler tool (Hoffman et al., 2013) (see section “Nucleosome organization analy-
sis”).
The signals of Chromatin Interaction Analysis Paired-End Tags (ChIA-PET) of RNA poly-
merase II generated by Genome Institute of Singapore (http ://genome.ucsc.edu/cgi-bin/hgFi
leUi ?db=hg19&g=wgEncodeGisChiaPet, (Li et al., 2012)) were downloaded in WIG for-
mat from the ENCODE portal. The BEDTools subcommand “complement” (version 2.16.2,
(Quinlan and Hall, 2010)) was used to set the absence of signal to zero.
The processed signals of GRO-seq data sets (series GSE43836, (Hah et al., 2011)) were
downloaded in BED format, then extended to the size of the sequencing libraries (100 bp)
and normalized to obtain strand specific bedgraph files using, the subcommands “slop” and
“genomecov” of BEDTools (Quinlan and Hall, 2010). The analyses were done using the
two biological replicates, but given the results were highly similar, only replicate 1 was
kept for final representation. The processed file from the series GSE27463, representing
the change in the expression of annotated transcripts (at 0, 10, 40 and 160 min), was also
downloaded and used in the Figure 2.6B.
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For all the analyses involving processed files originally generated using the hg19 assembly,
the ERα coordinates or the processed files coordinates were converted, either to hg19 or
hg18 using the liftOver tool from UCSC (http ://genome.ucsc.edu/cgi-bin/hgLiftOver).
2.7.2.3. Genomic regions assignment
Distal regions were defined as being at more than 3 kb of known TSS (from a combined list
of the hg18 RefSeq genes and UCSC genes, downloaded from http ://genome.ucsc.edu/cgi-
bin/hgTables), proximal regions being therefore within 3 kb of TSS. Similarly, genic and
intergenic regions were defined as being within or outside the hg18 combined genes list
from RefSeq and UCSC genes.
To associate the ERα-summits to potential gene targets, a regulatory domain for each gene
was defined by a basal domain (-5 kb/+1 kb from TSS) and an extension domain up to the
basal domain of the nearest genes within 1 Mb using the “createRegulatoryDomains tool”
of the GREAT source code (McLean et al., 2010), then the overlap between those domains
and the ERα-summits was computed. Depending on the analyses, either the gene names or
the unique TSS coordinates were used. In this later case, redundant TSS, having the same
coordinates but different names, were removed.
The “high-confidence” ERα un/low-methylated enhancer network showing no binding of
ERα in the absence of E2 (w/ and w/o H2A.Z) used in the GO analysis (Supplementary
Table 2) were defined as ERα for which all overlapping CpG were in the same bracket on
DNA methylation level (unmethylated, partially methylated or fully methylated) through
both replicates of Stanford’s data sets. The proportions of ERα-BS in each category of the
list of “high-confidence” are similar to those observed using the complete lists of ERα w/
or w/o H2A.Z for both replicates.
The subcommand “intersect” of BEDTools (Quinlan and Hall, 2010) was used for all the
analyses requiring the overlap or the substract of two files of genomic coordinates.
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2.7.2.4. K-means Clustering
The K-means clustering of the read density of the chromatin mark signals centered on
TSS-distal or TSS-distal non-promoter ERα-summits or TSS-proximal/distal H2A.Z re-
gions were performed using seqMINER tool (version 1.2, (Ye et al., 2011)). A window of
2 kb subdivided in 50 bp bins was used. All reads were extended at 150 bp according to the
strand information and the ranked-based normalization was used. In each case, we varied
the number of clusters from 2 to 10 at least 10 times, and choose the minimal number of
stable clusters by which new clusters represent subgroup of existing clusters.
2.7.2.5. Rationale for the exclusion of H3K4me3-enriched regions
There are discrepancies in the literature regarding whether or not H3K4me3 could be found
at enhancers (Barski et al., 2007; Heintzman et al., 2007; Ernst and Kellis, 2010; Pekowska
et al., 2011; Hu et al., 2013; Ernst et al., 2011). Since H2A.Z correlates with H3K4me3 at
promoters (Barski et al., 2007; Hardy et al., 2009; Ernst and Kellis, 2010; Hu et al., 2013),
it is thus crucial to first clarify this in our data in order to remove potential unannotated
promoters and delineate the specific role of H2A.Z at enhancers. When H3K4me3 data-
sets were included in the K-means clustering on distal ERα-BS, we observed that potential
ERα-active enhancers w/ H2A.Z were subdivided for the presence and absence of this his-
tone modification (cluster 1 and 2, Supplementary Fig. S2C). To evaluate the possibility that
these H3K4me3-enriched regions could be potential unannotated promoters, we calculated
the proportion of each cluster overlapping CpG islands, as well as analyzed the probability
for these sequences to be a TSS using Profisi (Dineen et al., 2010). As shown in Supplemen-
tary Figure S2C, the cluster 1 (C1) containing ERα/H2A.Z/H3K4me3 co-enriched regions
are likely to be unannotated promoters, whereas the cluster 2 (C2) containing ERα/H2A.Z
without H3K4me3 are not. We also used K-means clustering centered on H2A.Z enriched
regions distal or proximal to TSS in order to evaluate the proportion of those regions enri-
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ched for H3K4me3 (Supplementary Figs. S2A,B). As expected, we observed that proximal
H2A.Z/ERα co-occuring regions have a chromatin state distinct from distal regions. At
proximal regions, H2A.Z/ERα are associated with high level of H3K4me3 and low level
of H3K4me1, whereas at distal regions, H2A.Z/ERα are mostly associated with a strong
level of H3K4me1 and a low level of H3K4me3. Moreover, the three proximal clusters (P1
to P3) have promoter properties, while only the distal cluster 1 (D1) containing a high level
of H3K4me3 could represent uncharacterized TSS, in line with a recent ENCODE study
reporting an extensive number of unannotated TSS (Thurman et al., 2012). As a conse-
quence, we removed from the ERα-BS the 2905 regions overlapping H3K4me3-enriched
regions identified by MACS (see above) for all our analyses.
2.7.2.6. Gene expression analysis
Gene were split in four categories based on our expression results followingE2-stimulation :
up-regulated, down-regulated, expressed but not affected by E2-treatment and not expres-
sed. A regulatory domain for each gene was defined as described above and a relative en-
richment, against a random distribution (100 iterations of 60,000 distal genomic regions),
was calculated for each ERα-group to generate the results presented in Figure 2.1C. Com-
plete results of our gene expression analyses are available in Supplementary Tables 4 and 5.
2.7.2.7. Average signal profiles
The average signal profiles were generated using the Versatile Aggregate Profiler tool (VAP,
version 1.0.0) (Coulombe et al., 2014). The following parameters were used : the Annota-
tion (Fig. 2.2D and Supplementary Fig. S11D) or Coordinate (Fig. 2.6 and Supplementary
Figs. S11A-C) modes, the absolute representation, the txStart (Fig. 2.2D and Supplemen-
tary Fig. S11D) or ERα summits (Fig. 2.6 and Supplementary Figs. S11A-C) as reference
point, the 5’ coordinates of reference feature as boundary, 1 reference point, 100 windows
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of 50 bp (Fig. 2.2D and Supplementary Fig. S11D) or 10 bp (Fig. 2.6 and Supplementary
Figs. S11A-C) in the upstream and downstream blocks, the mean aggregate value, and no
smoothing.
2.7.2.8. Nucleosome organization analysis
TheWiggler tool (version 1.0, https ://code.google.com/p/align2rawsignal/, (Hoffman et al.,
2013)) was used to uniformly process and normalize the MNase ChIP-seq data using the
default parameters except for the fragment length that was set to 147 bp (reads are shif-
ted by 147/2 from 5’ to 3’), the smoothing window that was set to 120 and the smoothing
kernel that was set to triweight. This tool normalized the genome-wide signal at each po-
sition as a fold-change (the observed fragment count over the expected fragment count per
position, i.e, if all the uniquely mappable reads are uniformly distributed over all uniquely
mappable locations in the genome). In the resulting normalized signal, the value is “0” at
mappable locations with zero read, while the value is “N/A” at not uniquely mappable lo-
cations. The extractSignal tool (version 1.0, https ://code.google.com/p/extractsignal/) was
used to extract the signal 150 bp on each side of ERα-summits (bins of 10 bp). Then,
CAGT (Clustered AGgregation Tool, version 127, https ://code.google.com/p/cagt/, (Kun-
daje et al., 2012)) was used to performed clustering of ERα-active enhancers (mix of ERα
w/ and w/o H2A.Z) or individual group, according to the shape of associated H3K4me1,
H2A.Z or MNase-sequencing signals. The following parameters were used : “lowSignal-
Cut”, 0.05, “lowSignalPrc”, 99, “lowVarCut”, 0.0001, “distance”, sqeuclidean, “avgFun”,
mean, “k”, 40, “start”, plus, “replicates”, 1000, “maxiter”, 500, “merge”, true, “mergeK”,
1, “mergeDist”, 8, “flip”, true.
2.7.2.9. Classification of the nucleosome shapes
For the Figures 2.3B-C and S6A, the nucleosome shapes of ERα w/ and w/o H2A.Z were
independently classified into 3 categories, based on the H3K4me1 signal at ERα-summit
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as well as visual inspections. For each shape, the mean signal of H3K4me1 at ERα-summit
was normalized on the mean signal of input over the 300 bp. The side category was defined
as below or equal to 5, the centered category as greater than 7 and the ambiguous category
as the boundaries of the thresholds. Individual snapshots of each category were used to vali-
date the thresholds. DANPOS (Dynamic Analysis of Nucleosome position and Occupancy
by Sequencing, version 2.1.0, http ://code.google.com/p/danpos/, (Chen et al., 2013)) was
used to define the preferential position of nucleosome containing H3K4me1 using default
parameters except for the following : the smooth width to 0, a step size of 1 bp in the final
wig files, the quantile normalization method, an intensity cut-off for nucleosome calling
of 6 and a cut-off of 1 for adjusting the clonal signal. Then for each category, the distance
between ERα and the nearest nuclesome summit was computed using the subcommand
“closest” of BEDTools (Quinlan and Hall, 2010).
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2.7.3. Supplementary Tables
Supplementary Table 1, Enriched Motifs
The top 12 most enriched known motifs (Heinz et al., 2010) of ERα w/ and w/o H2A.Z.
Supplementary Table 2, GO Analysis
Gene ontology analysis (McLean et al., 2010) of the “high-confidence” ERα w/ and w/o
H2A.Z un/low-methylated enhancers not pre-bound by ERα in absence of E2.
Supplementary Table 3, Primers
List of the primers used in qPCR analyses.
Supplementary Table 4, Gene Expression Analysis (significant)
Supplementary Table 5, Gene Expression Analysis (all)
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2.7.4. Supplementary Figures
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FIGURE S1 – High correlation of MNase ChIP-seq signals between independent biological
replicates. To ensure the reproducibility of the MNase ChIP-seq experiments, two independent
biological replicates of each ChIP-seq experiment were generated and the correlation between reads
were computed genome-wide over 2 Kb bins, then 30,000 regions were randomly selected for the
final representation. The resulting Pearson correlation coefficient is shown in the right lower corner
of each graph (p-value < 0.0001).
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FIGURE S2 – Characterization of the relationship between H2A.Z and H3K4me3 at distal
and proximal regions. (A,B) K-means clustering of proximal (A, left panel) or distal (B, left panel)
H2A.Z enriched regions, the overlap proportion between each cluster and the UCSC’s track of CpG
islands (right upper panel), and the probability that a TSS is located in each cluster using the 5 bp
resolution probability scores for the hg18 genome from the Profisi Ensemble tool (Dineen et al.,
2010) (right lower panel). (C) Same analysis as Fig. 2.1A, but including H3K4me3 signal in the
K-means clustering analysis. Six distinct clusters (C1 to C6) are derived (left panel). The overlap
proportion between each cluster and the CpG islands (right upper panel). The probability that a TSS
is located in each cluster (right lower panel).
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FIGURE S3 – A complement to Figure 2.1. (A) The average signal profiles of H3K4me1,
H3K27ac, H3K4me3 and H2A.Z in 4-Kb window centered on summits of the different TSS-distal
non-promoter ERα-groups from Figure 2.1A are showing no significant difference of the signal be-
fore and after E2-stimulation. (B) Same analysis as Fig. 2.1A, but using ERα-consensus-BS iden-
tified in all available ChIP-seq data of ERα in MCF-7 cells analyzed by Tang et al. (Tang et al.,
2011). This additional analysis confirms the validity of the chromatin states identified in Fig. 2.1A,
as well as the proportion of ERα-active enhancers where H2A.Z is present. (C) The kinetics of
H2A.Z enrichment after E2-treatment by ChIP-qPCR. Five loci from each ERα w/ and w/o H2A.Z
were studied in two independent biological replicates and the results were combined for the final re-
presentation (mean +/- SEM). The primers used in these qPCR analysis are listed in Supplementary
Table 3.
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FIGURE S4 – Genome browser snapshots of ChIP-seq data showing typical examples of both
ERα w/ and w/o H2A.Z. The genomic regions were chosen within the 10% strongest ERα-signal.
ERα w/ H2A.Z (A) to (E) (upper panels) or w/o H2A.Z (F) to (J) (lower panels) are centered
on ERα summit using IGV (Integrative Genomics Viewer, version 2.0.7 (Robinson et al., 2011;
Thorvaldsdóttir et al., 2013).
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FIGURE S5 – Characterization of TSS-distal non-promoter ERα-BS. (A) The overlap pro-
portion between ERα-groups and the different ERE motifs (Tang et al., 2011). (B) To determine
if the MNase ChIP-seq data contained enough reads to reach the saturation level in the detection
of enriched regions, we used a sub-sampling approach followed by an evaluation of the genome
coverage. This method, even though potentially sensitive to antibody’s background, was prefered
over the saturation in the number of calling peaks by MACS (Zhang et al., 2008) because of the
observed effect of frequent peak merging with increasing number of reads and because the whole
signal was used in the majority of our analyses. MNase ChIP-seq data were downsampled using
Picard command-line tools (http ://picard.sourceforge.net), by sub-sampling total reads from 10 to
100% (in increments of 10%). Then the genome coverage was computed for each downsample file
using BEDTools (Quinlan and Hall, 2010). The saturation level was approximated by exponential
function using GraphPad Prism software. The percentage of reaching the plateau was calculated
with the following “one phase association” equation : y= y0+(plateau− y0)∗ (1− e−kx) ; where x
is the percentage of total reads ; y is the percentage of genome coverage ; y0 is the y value when x is
zero (note that y0 was constrained to 0) ; plateau is the y value for which the increase in the number
of reads doesn’t increase the percentage of the genome coverage ; k is the rate constant (expressed in
reciprocal of the x axis units). From this equation, the approximation of the percentage of reaching
the plateau corresponds to the y value when x equal to 100 divided by the plateau.
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FIGURE S5 – Continued (C) The ChIP-seq of H2A.Z in MCF-7 cells was downloaded from
(Tropberger et al., 2013) and used as an independent validation of the stronger enrichment of H2A.Z
in the ERα w/ H2A.Z group compared with ERα w/o H2A.Z. The H2A.Z normalized signal inten-
sity level was analyzed around summits of each ERα-group. The signal of H2A.Z is significantly
higher in ERα w/ H2A.Z (-E2, p-value < 0.0001, Mann-Whitney test), thus confirming our classifi-
cation of ERα-enhancers. (D) The normalized ChIP-seq intensity level of H2A.Zac in MCF-7 cells
(Tropberger et al., 2013) at each ERα-group. The signal of H2A.Zac is significantly higher in ERα
w/ H2A.Z (-E2, p-value < 0.0001, Mann-Whitney test). (E) The normalized input control intensity
level (Tropberger et al., 2013) at each ERα-group.
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FIGURE S6 – Comparison between the clusters of shapes isolated with H3K4me1 signal
around ERα w/ H2A.Z and their corresponding signals.(A) Snapshots of typical examples of
loci belonging to the nucleosome positioning shape clusters of H3K4me1 centered on summits of
ERα w/ H2A.Z (left panel) and w/o H2A.Z (right panel) performed using IGV (Integrative Geno-
mics Viewer, version 2.0.7, (Robinson et al., 2011; Thorvaldsdóttir et al., 2013)). (B) As in Figure
2.3D, but including the 10 largest clusters as well as the corresponding signals of H3K27ac and the
MNase-seq input control.
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FIGURE S7 – A complement to Figure 2.3. (A) Dominant H3K4me1 signal shapes (-E2, red
curves) in the 300 bp window centered around each summit of ERα w/ H2A.Z and the corres-
ponding signals of H3K4me1 (+E2, blue curves), as well as, H3K4me2 (-/+E2, blue curves). The
corresponding signal of H3K4me2 correlates with the shapes isolated with H3K4me1 signal confir-
ming that the asymmetric and heterogeneous patterns isolated with H3K4me1 are not an isolated
incident of our MNase ChIP-seq data, but can be reproduced using H3K4me2 published by ano-
ther research group (He et al., 2012). The correlation between H3K4me2 and H3K4me1 signal at
ERα w/ H2A.Z confirms that the centered profiles co-exist with side profiles at ERα-enhancers.
(B) Dominant H2A.Z signal shapes (-E2, red curves) in the 300 bp window centered around each
summit of ERα w/ H2A.Z and their corresponding signals of H2A.Z (+E2, blue curves), as well as,
H3K4me1 (-/+E2, blue curves). This analysis confirms that the same typical shapes as those isolated
with H3K4me1 signal can be identified with H2A.Z signal, and that both signals correlate.
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FIGURE S8 – The correlation between the cluster of shapes isolated with paired-end MNase-
sequencing signal and their corresponding histone mark signals or H2A.Z signal. Dominant
MNase-seq signal shapes (+E2, red curves) in the 300 bp window centered around each summit
of ERα w/ H2A.Z and the corresponding signals of MNase-seq (-E2, blue curves), as well as,
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FIGURE S9 – A complement to Figure 2.4. (A) Correlation between normalized DNaseI-signal
before and after E2-stimulation at ERα w/ and w/o H2A.Z. The resulting Pearson correlation co-
efficient is shown in the right lower corner of each graph (p-value < 0.0001). (B) Since it has
been shown that distal ERα /p300/CBP co-occuring regions are enriched by H3K122ac (Tropber-
ger et al., 2013), we therefore examined the potential contribution/association of p300/CBP (Zwart
et al., 2011) with ERα w/ and w/o H2A.Z. Surprisingly, ERα w/ and w/o H2A.Z overlap ∼40-50%
with p300/CBP, thus suggesting that H2A.Z are associated more strongly with H3K122ac than with
p300/CBP. The mean +/- SEM of the overlap with the two biological replicates of p300 or CBP are
represented.
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FIGURE S10 – Controls of the DNA methylation analysis. (A) To validate the enrichment of
CpG dinucleotides in ERα w/ H2A.Z regions, the CpG content in 600 bp windows was normalized
by de GC content of each region using the option “CpG” of the “annotatePeaks” usage of HOMER
software (version 3.9, (Heinz et al., 2010)). The CpG/GC content remains significantly higher in
ERα w/ than w/o H2A.Z (p-value < 0.0001, Mann-Whitney test). (B) Proportion of the overlap
between ERα-groups and CpG islands track from UCSC. The CpG content of each group is not
contaminated by overlapping CpG islands. (C) Distribution of the reported proportion of methy-
lated CpG dinucleotides within 600 bp of ERα-summits for each group (left panel), and derived
proportions of unmethylated (defined as a reported methylation level below 25%), partially methy-
lated (between 25% and 75%), and fully methylated (above 75%) CpG dinucleotides (right panel).
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FIGURE S10 – Continued (D). The number of reads from the original study covering each CpG
within each ERα-group was analyzed to discard a potential bias in the coverage. The difference in
the CpG coverage between ERα w/ and w/o H2A.Z is non-significant (n.s., Mann-Whitney test).
(E) The number of MspI sites that are successfully covered by RRBS data within all existing MspI
sites in each region of the ERα-groups was analyzed to discard potential bias in the coverage. No
difference is observed in the CpG coverage between ERα w/ and w/o H2A.Z. However, the RRBS
data sets are known to be strongly biased towards CpG richer regions like promoters (Bock et al.,
2010), the fact that ∼ 60% of the potential MspI cleavage sites found in ERα-active enhancers were
covered in the available RRBS data set suggest that a more complete coverage like the one obtai-
ned with whole-genome bisulfite sequencing approaches could reinforce the relationship between
H2A.Z and DNA methylation status at enhancers. (F) Proportion of the ERα-BS pre-bound by
ERα (“Yes”) or not (“No”). ERα w/ and w/o H2A.Z show similar proportion of regions pre-bound
by unliganded ERα . (G) Normalized ChIP-seq intensity level of ERα (-/+E2) at each ERα-group
bound by unliganded ERα in the absence of E2. ERα-level is lower in the absence of E2 than in the
presence of E2 at these sites. (H) Proportion of overlap between ERα-groups pre-bound by ERα in
the absence of E2 and the ERα-BS induced by EGF stimulation (Lupien et al., 2010). Activation of
ERα by growth factors could thus partly explain the binding of unliganded ERα in the absence of
E2. (I) As in panel C, except that the groups were split according to their occupancy status by unli-
ganded ERα in the absence of E2. (J) As in panel I (left), except that the groups were split according
to their distribution within gene bodies or intergenic regions. This result discards a potential bias
in the methylation status level caused by difference in the genomic distribution of ERα w/ and w/o
H2A.Z, thus confirming that in the absence of pre-binding of ERα , CpG found in ERα w/ H2A.Z
are more maintained in an un/low-methylated state than those found in ERα w/o H2A.Z.
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FIGURE S11 – Controls of the transcription at enhancers analysis. (A-C) As in Figure 2.6A,
except that only the 40 min time point is shown over all ERα-groups (A), or only at genic ERα-
active enhancers (B), or at the subset of ERα-active enhancers associated with specific E2-regulated
genes (C). This latter result validates that the subset of ERα resulting from the pairing between
ERα-enhancers and a specific E2-regulated TSS behaves as the complete set. (D) Average profiles
of the normalized H2A.Z signal over the TSS specifically associated with ERα-active enhancers.
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FIGURE S12 – H2A.Z helps the recruitment of RNA polymerase II and cohesin complex as
well as transcription at active enhancers. (A-B,D-G) ChIP-qPCR of RNAPII (8WG16 antibody)
(A), RNAPII (RPB2 antibody) (B), H2A.Z (D), ERα (E), H2A (F), or RAD21 (G) following a
30 min of E2-treatment and the H2A.Z depletion by shRNA at five loci of both ERα w/ H2A.Z
(loci (A) to (E)) and ERα w/o H2A.Z (loci (F) to (J)). The results represent the mean +/- SEM of
two independent biological replicates. The coordinates of each locus as well as the sequences of
the primers are available in the Supplementary Table 3. (C) The shRNA construct against H2A.Z
efficiently reduces chromatin-associated H2A.Z protein levels, as shown by western blotting.
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FIGURE S13 –Genome browser snapshots showing H2A.Z enrichment at ERα w/ H2A.Z (A)
to (E) and its potential TSS/gene target(s). CHSY1, SYT12, RHOD,DAPK2 and TMPRSS2 are E2-
regulated genes according to GRO-seq data. Snapshots have been performed using IGV (Integrative
Genomics Viewer, version 2.0.7 (Robinson et al., 2011; Thorvaldsdóttir et al., 2013).
133
chr1:9933265 --> ERα w/o H2A.Z (G) / NMNAT1
ERα (+E2)
H2A.Z (-E2)
H2A.Z (+E2)
H2K27ac (-E2)
H3K27ac (+E2)
H3K4me1 (-E2)
H3K4me1 (+E2)
H3K4me3 (-E2)
H3K4me3 (+E2)
Input
Data range: 0-210
0-150
0-150
0-60
0-60
0-60
0-60
0-125
0-125
0-60
10 kbG
ERα (+E2)
H2A.Z (-E2)
H2A.Z (+E2)
H2K27ac (-E2)
H3K27ac (+E2)
H3K4me1 (-E2)
H3K4me1 (+E2)
H3K4me3 (-E2)
H3K4me3 (+E2)
Input
Data range: 0-210
0-150
0-150
0-60
0-60
0-60
0-60
0-80
0-80
0-60
10 kb
chr15:91090382 --> ERα w/o H2A.Z (H) / FAM174B
H
chr14:90812695 --> ERα w/o H2A.Z (F) / CCDC88C
ERα (+E2)
H2A.Z (-E2)
H2A.Z (+E2)
H2K27ac (-E2)
H3K27ac (+E2)
H3K4me1 (-E2)
H3K4me1 (+E2)
H3K4me3 (-E2)
H3K4me3 (+E2)
Input
F
Data range: 0-210
0-150
0-150
0-60
0-60
0-60
0-60
0-125
0-125
0-60
10 kb
134
chr12:123410953 --> ERα w/o H2A.Z (J) / NCOR2
ERα (+E2)
H2A.Z (-E2)
H2A.Z (+E2)
H2K27ac (-E2)
H3K27ac (+E2)
H3K4me1 (-E2)
H3K4me1 (+E2)
H3K4me3 (-E2)
H3K4me3 (+E2)
Input
Data range: 0-210
0-150
0-150
0-60
0-60
0-60
0-60
0-125
0-125
0-60
10 kbJ
chr16:25038545 --> ERα w/o H2A.Z (I) / LCMT1
ERα (+E2)
H2A.Z (-E2)
H2A.Z (+E2)
H2K27ac (-E2)
H3K27ac (+E2)
H3K4me1 (-E2)
H3K4me1 (+E2)
H3K4me3 (-E2)
H3K4me3 (+E2)
Input
I
Data range: 0-210
0-150
0-150
0-60
0-60
0-60
0-60
0-180
0-180
0-60
1 kb
FIGURE S14 –Genome browser snapshots showing H2A.Z enrichment at potential TSS/gene
targets associated with ERα w/o H2A.Z (F) to (J). CCDC88C, NMNAT1, FAM174B, LCMT1 and
NCOR2 are E2-regulated genes according to GRO-seq data. Snapshots have been performed using
IGV (Integrative Genomics Viewer, version 2.0.7 (Robinson et al., 2011; Thorvaldsdóttir et al.,
2013).
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FIGURE S15 – H2A.Z are associated with RAD21 and chromatin loops. (A-C) Distribution of
normalized RAD21 signal at intergenic (A) or complete set (B) of ERα-groups, or at the subset of
ERα w/ or w/o H2A.Z associated with specific E2-regulated genes (C) in the presence of E2. (D,E)
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of ERα w/ or w/o H2A.Z associated with specific E2-regulated genes (E) (p-value, Mann-Whitney
test).
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FIGURE S17 – Optimization of the MNase digestion. (A) Electropherogram analysis of a typical
MNase titration experiment showing the size distribution of DNA (bp) after digestion using increa-
sing amount of MNase as a function of the detected abondance. The analysis was performed using
the 2100 Bioanalyzer instrument (Agilent Technologies). (B) Selection of MNase concentration (re-
sults of three independent biological replicates). The proportion of mononucleosome (upper panel)
as well as the lenght of mononucleosome DNA fragments (lower panel) were computed. The 150
U of MNase was selected for subsequent MNase ChIP-seq experiments, since it gives 80% of mo-
nonucleosomes and an expected mononucleosome lenght of the DNA fragments between 145-150
bp.
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CHAPITRE 3
DISCUSSION
Nos résultats montrent qu’H2A.Z joue un rôle crucial dans la régulation de l’activité des
enhancers en permettant le recrutement de l’ARNPII et la transcription aux enhancers. De
plus, en aidant au recrutement du complexe cohésine, H2A.Z serait également possible-
ment impliqué dans la formation et/ou la stabilisation des interactions entre enhancers et
promoteurs (Fig. 2.6). Bien que d’autres investigations doivent être menées afin de déter-
miner la séquence des évènements et les mécanismes sous-jacents à ces observations, un
modèle peut être proposé à la lumière des connaissances actuelles dans la littérature (Fig.
3.1).
ERα
Mediateur
ARNm
eRNA
Promoteur
Cohesin
Enhancer
ARNPII
ARNPII
ARNPII
?
H2A.Z
ARNPII
FIGURE 3.1 – Implication d’H2A.Z dans l’activité des enhancers, modèle proposé. Figure
modifiée de (Allen and Taatjes, 2015).
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Ainsi, lors de l’activation de la transcription par ERα , la présence continuelle d’H2A.Z
aux enhancers pourrait permettre de maintenir une forte concentration en ARNPII, possi-
blement grâce à des interactions protéines-protéines (Adam et al., 2001), puis stimulerait
une transcription efficace des eRNAs possiblement en facilitant le passage de l’ARNPII
à travers les nucléosomes (Weber et al., 2014). Les eRNAs ainsi transcrits recruteraient
ou permettraient une rétention du complexe cohésine (Li et al., 2013), directement ou via
d’autres interactions protéiques, e.g. le complexe Médiateur, connu également pour inter-
agir avec les eRNAs (Lai et al., 2013), la cohésine (Kagey et al., 2010) et ERα (Kang et al.,
2002). Une stabilisation de la boucle d’interaction entre enhancer et promoteur serait ainsi
possible, ce qui permettrait une transcription optimale du gène cible. La présence d’H2A.Z
à l’enhancer pourrait donc permettre un micro-environnement extrêmement favorable à
trois aspects clés de l’activité des enhancers, la présence de l’ARNPII, la transcription du
eRNA et la formation d’une boucle d’interaction, et par la suite, de par la proximité enhan-
cer-promoteur ainsi créée, augmenter la concentration d’ARNPII à proximité du promoteur
favorisant l’expression du gène cible. Toutefois comme certaines interactions entre enhan-
cer et promoteur ou le recrutement de RAD21 semblent être indépendants de la production
de eRNAs (Hah et al., 2013; Mousavi et al., 2013) , on ne peut exclure qu’H2A.Z pourrait
également recruter directement le complexe cohésine, ainsi que ce modèle soit spécifique
aux enhancers occupés par H2A.Z. Finalement, étant donné le rôle primordial des enhan-
cers dans le recrutement de l’ARNPII au promoteur (Vernimmen et al., 2007) et dans la
régulation de l’expression des gènes selon le contexte cellulaire (Heintzman et al., 2009),
cette implication d’H2A.Z dans l’activité des enhancers pourrait s’avérer décisive dans
l’établissement de programmes transcriptionnels.
Par ailleurs, bien que mes travaux aient contribué à éclaircir le rôle d’H2A.Z aux enhan-
cers, ils ont aussi donné naissance à de nouveaux questionnements, tant au niveau de l’im-
plication d’H2A.Z dans l’activité des enhancers que dans le fonctionnement même des
enhancers. Certaines de ces questions ont attiré particulièrement mon attention et seront
discutées plus en détail dans les paragraphes suivants, complétant ainsi la discussion de
l’article publié au cours de ma thèse.
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3.1. Est-ce qu’H2A.Z influence la structure de la chromatine aux enhancers ?
Mes travaux montrent que la liaison de ERα aux enhancers n’est pas associée à un chan-
gement drastique dans le positionnement des nucléosomes, qu’H2A.Z soit présent ou non,
et qu’elle peut survenir à des régions occupées par un nucléosome. De plus, nos résultats
fondés sur l’analyse du MNase ChIP-seq provenant de chromatine ayant subi un pontage
au formaldéhyde, combinés à une recherche non-supervisée des différentes configurations
des nucléosomes, permet de conclure qu’H2A.Z n’introduit pas une organisation unique
des nucléosomes aux enhancers (Fig. 2.3). Ainsi, contrairement au modèle classique se-
lon lequel un nucléosome occlusif au FT-SL, souvent supposé enrichi en H2A.Z, doit être
évincé ou repositionné afin de permettre la liaison du FT (Fig. 1.20), plusieurs configura-
tions des nucléosomes, en apparence statiques (voir les nuances apportées à ce concept à
la section 3.2), existeraient aux enhancers, suggérant que les mécanismes de liaison des
FTs à l’ADN seraient beaucoup plus complexes qu’initialement suspectés. Toutefois, la
résolution de nos analyses ne permet pas d’exclure qu’il pourrait exister des légers change-
ments dans le positionnement en translation des nucléosomes suite ou précédent la liaison
de ERα aux ERα-SLs, ce qui pourrait être particulièrement intéressant quand le ERα-SL
est situé dans le nucléosome, mais près de l’entrée ou de la sortie. De même, il nous est
pour l’heure impossible de statuer sur l’influence d’H2A.Z sur ce processus. Des analyses,
notamment, de LM-PCR à certains loci, combinées à un ARNi permettant de diminuer la
quantité d’H2A.Z dans la cellule, pourraient permettre de répondre à cette question.
Un autre aspect de la structure de la chromatine qui pourrait affecter l’activité de l’enhancer
est l’influence de la stabilité du nucléosome sur l’accessibilité de la chromatine. À première
vue, le fait que les ERα w/ H2A.Z semblent plus accessibles que les ERα w/o H2A.Z (Fig.
2.4) suggère qu’H2A.Z pourrait contribuer à l’accessibilité de ces régions et que l’instabi-
lité engendrée par sa présence au sein du nucléosomes pourrait faciliter la liaison des FTs
aux enhancers, ce qui est en accord avec le modèle le plus répandu dans la littérature, fondé
essentiellement sur la présence d’H2A.Z aux enhancers et sur la plus grande instabilité
du couple H2A.Z-H3.3 (Ong and Corces, 2011). Toutefois, cette simple corrélation n’est
pas suffisante pour conclure à l’effet direct d’H2A.Z sur l’accessibilité des enhancers. Par
ailleurs, le fait qu’en l’absence d’H2A.Z la liaison de ERα aux ERα w/ H2A.Z ne soit pas
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affectée à 5/5 enhancers testés (Fig. S12E) suggère que le rôle général d’H2A.Z aux enhan-
cers ne serait peut-être pas de faciliter la liaison des FTs. À ma connaissance, aucune étude
n’a montré un effet direct d’H2A.Z sur la liaison d’un FT (autres que sur celle d’un facteur
pionnier (Gevry et al., 2009)). Toutefois, on ne peut exclure qu’H2A.Z pourrait avoir des
rôles spécifiques contextuels, notamment lors de la différentiation. Ainsi, Hu et al. (2013)
ont observé, suite à la déplétion d’H2A.Z dans des SEm, une augmentation du taux d’occu-
pation par les nucléosomes de régions intergéniques enrichies en p300, considérées comme
des enhancers potentiels, une réduction de l’accessibilité de∼20% des DHS et une diminu-
tion de la liaison du FT Oct4 à 33% des Oct4-SLs. De même, au cours de la différentiation
des SEm en progéniteurs neuronals (PNm) la majorité des régions liées par RARα dans les
PNm sont pré-configurées par H2A.Z dans les SEm. Suite à la déplétion d’H2A.Z, 25% des
RARα-SLs dans les PNm montrent une diminution de la liaison de RARα . Ainsi, dans ce
modèle murin de différentiation, H2A.Z semble jouer à la fois un rôle de gardien, en em-
pêchant les enhancers d’être couverts par un nucléosome canonique plus stable, et un rôle
de facilitateur, en contribuant à maintenir l’accessibilité de la chromatine aux enhancers
pour permettre facilement la liaison des FTs. Toutefois, plusieurs lacunes dans l’analyse
des résultats empêchent de conclure sur le rôle direct d’H2A.Z, autant sur l’accessibilité de
la chromatine que sur la liaison des FTs. Notamment, le fait que la présence d’H2A.Z aux
régions DHS affectées et non-affectées par l’absence d’H2A.Z n’ait pas été directement
vérifiée, tout comme la présence d’H2A.Z aux Oct4-SLs ou aux RARα-SLs dans les PNm.
De plus, connaissant la double localisation d’H2A.Z aux TSSs et aux enhancers, le fait que
les DHS étudiées contiennent également des TSSs empêche de conclure sur un effet spéci-
fique d’H2A.Z aux enhancers. Ainsi, d’autres études sont nécessaires afin de déterminer si
la présence d’H2A.Z aux enhancers contribue directement à l’établissement et au maintien
de l’accessibilité de la chromatine aux enhancers, et si oui, quelles seraient les protéines
liant l’ADN qui en sont directement dépendantes. Notamment, il demeure important de
découvrir si l’effet de la déplétion d’H2A.Z sur le recrutement de l’ARNPII aux enhancers
est tributaire d’une perte d’accessibilité de la chromatine, i.e., propriété intrinsèque du nu-
cléosome contenant H2A.Z, ou réfère plutôt à un effet indirect dirigé par les interactions
protéiques spécifiques à H2A.Z. Aussi, il serait pertinent de se demander de quelle façon
ERα réussit à lier l’ADN si la perte de nucléosome n’est pas en jeu ?
142
3.2. Quels sont les mécanismes qui pourraient permettre la liaison de ERα aux en-
hancers dans un contexte d’ADN nucléosomal ?
Au moins la moitié des ERα-SLs au sein des enhancers actifs sont couverts par un nucléo-
some, et ce, même lors de la liaison de ERα à l’ADN en présence d’E2 (Fig. 2.3), soulevant
l’intrigante question, à savoir, par quel(s) mécanisme(s) ERα accède-t-il à l’ADN nucléo-
somal ? Plusieurs hypothèses peuvent être émises, notamment celle introduite au Chapitre
2, où le côté statique du nucléosome occlusif cache en réalité un très fort dynamisme dû
à un remodelage continu permettant une alternance rapide et exclusive entre la liaison de
ERα et celle d’un nucléosome, un phénomène impossible à visualiser par la méthode de
ChIP. Certains résultats appuient cette hypothèse, notamment, le fait qu’un signal similaire
en ChIP-seq d’un FT donné puisse être associé dans certains cas à une empreinte de pro-
tection à la digestion par la DNase, suggérant la liaison statique du FT à l’ADN, et dans
d’autres cas à aucune protection, suggérant que le taux de résidence du FT est insuffisant,
et donc probablement hautement dynamique, pour permettre la détection de son empreinte
(Sung et al., 2014).
Une autre hypothèse est celle où un déroulement partiel et transitoire, spontané ou facilité,
entre autres par la présence de MPTs des histones (notamment H3K122ac et/ou H2A.Zac
dans les ERα w/ H2A.Z et une possible présence de H3K56ac dans les ERα w/oH2A.Z) ou
par des CRC-ATPs, permettrait la liaison de ERα à l’ADN. De nouvelles évidences de ce
type de phénomène ont récemment été décrites. En effet, Ballaré et al. (2013) ont observé
que la liaison de PR aux PR-SL est associée à une augmentation de l’accessibilité et une
diminution du taux d’occupation des nucléosome mesuré par MNase-seq, ce qui demeure
en apparence fidèle au modèle classique reliant l’accessibilité à une faible occupation par
les nucléosomes. Cela dit, lorsque 11 PR-SLs présentant une forte perte de nucléosome en
MNase-seq ont été étudié par ChIP-qPCR, aucun changement dans le taux d’occupation
des histones H3 et H4 n’a été détecté. Toutefois, une diminution de H1, de H2A et de H2B
a été observé, suggérant qu’un démantèlement partiel du nucléosome pourrait permettre
la liaison de PR à l’ADN (Fig. 3.2). Deux CRC-ATPs pourraient être impliqués dans ce
processus, les complexes NURF et BAF, tous deux recrutés lors de l’activation, bien que
leur rôle direct n’ait pas été confirmé. Ainsi, la diminution du taux d’occupation par les
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nucléosomes observée dans ce cas en MNase-seq pourrait, en fait, être due à un biais en-
gendré par la sélection des fragments d’ADN selon la taille lors de la préparation de la
libraire de séquençage. En effet, cette sélection qui sert à éliminer les plus courts fragments
d’ADN provenant d’une sur-digestion des nucléosomes canoniques, éliminerait également
ceux correspondant à des nucléosomes non-canoniques ou incomplets, notamment, des
héxasomes (∼100 pb (Zlatanova et al., 2009)) ou des tétrasomes (∼50 pb (Zlatanova et al.,
2009)). Ainsi, ces nucléosomes, qui pourraient nous donner des informations supplémen-
taires sur la structure de la chromatine aux régions régulatrices, sont exclus la majorité du
temps des analyses de positionnement des nucléosomes. Dans notre cas, une sélection des
fragments supérieurs à 100 pb a été effectuée, suggérant qu’une partie de ces nucléosomes
incomplets, s’ils existent aux ERα-SLs, ont pu être détectés, ce qui pourrait en partie expli-
quer la plus grande proportion de nucléosome central observée, mais également suggérer
que cette proportion pourrait être sous-estimée.
FT-SL
Accessibilité
Déroulements/
Enroulements
transitoires
FIGURE 3.2 – Illustration de la façon dont des déroulements/enroulements transitoires du
nucléosome pourraient permettre l’accès aux FT-SLs. Lors d’un déroulement partiel, un ou deux
dimères H2A-H2B sont dissociés du nucléosome laissant en place des structures alternatives au
nucléosome canonique, l’héxasome ou le tétrasome. Figure adaptée de (Weber and Henikoff, 2014).
Ce phénomène a récemment été étudié chez la levure. Ainsi, en supprimant l’étape de sélec-
tion et en utilisant la technologie paired-end qui permet de séquencer les deux extrémités
des fragments d’ADN digérés par la MNase et donc d’obtenir leur taille exacte, des frag-
ments de 25 à 160 pb ont été identifiés dans la RLN de TSSs et de FT-SLs (Henikoff et al.,
2011). Ces fragments pourraient correspondre à un mélange de nucléosomes canoniques,
de nucléosomes partiellement déroulés ou non-canoniques et de protéines liées à l’ADN.
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Toutefois, il reste à déterminer si ces résultats reflètent une réelle co-occupation de pro-
téines et de nucléosomes à une même région au même moment, ou un échange dynamique,
ou un artefact dû à l’effet de population ? Des méthodes single-cell pourraient permettre
d’éclaircir la contribution des nucléosomes non-canoniques à la liaison des FTs à l’ADN
et au positionnement des nucléosomes aux FT-SLs.
Finalement, des évidences in vitro suggèrent qu’ERα pourrait lier directement l’ADN nu-
cléosomal d’un nucléosome canonique. En effet, la protéine HMGB1 (HighMobility Group
Protein 1) permettrait un relâchement du nucléosome canonique, et ce sans en affecter son
contenu, ce qui permettrait à ERα de lier un ERE situé au centre d’un nucléosome au-
trement inaccessible (Joshi et al., 2012). De façon intéressante, suite à une stimulation à
l’E2, il a été démontré que HMGB1 est recruté spécifiquement au nucléosome NucE, situé
au promoteur de TFF1 (Fig. 1.9), et ce de façon coordonnée à la perte de l’histone H1 et
au recrutement de ERα (Ju et al., 2006), suggérant que la perte de H1 seule pourrait être
suffisante pour permettre la liaison de ERα à l’ADN nucléosomal.
Ainsi, plutôt qu’une alternance binaire ERα/nucléosome plusieurs mécanismes pourraient
contribuer à la liaison de ERα à l’ADN nucléosomal aux enhancers, via la perte de H1
seule ou potentiellement combinée avec celle d’un ou de deux dimères H2A-H2B. Ces
mécanismes sont cohérents avec le taux plus élevé de renouvellement de H2B que celui de
H3-H4 observé par FRAP, et avec le fait qu’une fois associé suite à la réplication, > 80% de
H3-H4 resterait associé à la chromatine (Kimura and Cook, 2001). De façon intéressante,
Chen et al. (2015) ont observé qu’un maintien du tétrasome dans les régions codantes par
une chaperone spécifique, Spt2 (Suppressors of Ty insertions 2), empêcherait une transcrip-
tion subversive (Chen et al., 2015). Un même type de protection pourrait donc être en jeu
afin d’empêcher l’éviction complète du nucléosome aux enhancers, la liaison inappropriée
des FTs et l’activation fortuite des enhancers et de leurs gènes cibles. Ces mécanismes
à divers paliers permettraient un accès hautement réglable et pourraient contribuer à un
meilleur contrôle de l’activation de la transcription. De nouveaux modèles de liaison des
FTs à l’ADN, beaucoup moins statiques, voient donc le jour, dont certains sont illustrés
à la Fig. 3.3. Ainsi, la complexité des mécanismes biologiques responsables de réguler la
liaison des FTs aux enhancers ont été grandement sous-estimés de même que leur aspect
hautement dynamique. De nouvelles questions centrales doivent donc être adressées afin
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de savoir quels sont les protéines et les facteurs épigénétiques impliqués dans la liaison
des FTs à l’ADN nucléosomal, s’il existe des structures alternatives du nucléosomes qui y
participent, et quels en sont les dynamismes. Une meilleure compréhension de ces phéno-
mènes bénéficiera également à l’étude des cas de dérégulation de l’activité des enhancers.
(b)
(a)
(c)
CRC-ATP
Remodelage dynamique et transitoire
Variants d’histones
FT
FT
FIGURE 3.3 – Liaison des FTs à l’ADN, des alternatives au modèle classique. (a et b) Liaison
des FTs à l’ADN nucléosomal n’impliquant pas une ré-organisation du nucléosome, mais plutôt
grâce à l’annulation des contacts histones-ADN due à une coopération entre différents facteurs (a)
ou grâce à l’action de facteurs pionniers (b). (c) La liaison des FTs à l’ADN nucléosomal grâce à
un remodelage dynamique du nucléosome permettant une alternance entre divers états de la chro-
matine, où des fenêtres d’opportunité transitoires à la liaison sont créés. Figure modifiée de (Voss
and Hager, 2014).
3.3. Est-ce que la présence d’H2A.Z aux enhancers participe à la carcinogénèse ?
Nos résultats montrent qu’une partie des enhancers ERα w/ H2A.Z identifiés dans les
MCF-7, ceux hypo-méthylés et non liés par ERα en absence d’E2 ("high-confidence", sec-
tion 2.5.3), sont associés à des gènes impliqués dans la prolifération, l’adhésion et la migra-
tion cellulaires (Table supplémentaire 2), suggérant que leur activation pourrait contribuer
à l’établissement et/ou à la progression du cancer du sein. Une analyse plus approfondie
de ces régions génomiques dans des cellules épithéliales mammaires saines, les HMEC
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(Human Mammary Epithelial Cells), révèle un signal significativement moins élevé de
H3K4me1, H3K27ac et DNase I (Fig. 3.4a-c), suggérant que ces enhancers seraient ab-
sents des cellules saines. Ainsi, ces enhancers actifs, présents dans les cellules cancéreuses
et absents des cellules saines, pourraient avoir été acquis grâce à des évènements de dérégu-
lation génétique ou épigénétique qui ont eu cours durant la tumorigénèse et leur activation
pourrait avoir contribué à l’établissement et/ou à la progression du cancer. Nous appelle-
rons ces enhancers pour le reste du document, les Enhancers Potentiellement Dérégulés
dans le Cancer (EPDC). De façon intéressante, le signal de H2A.Z est significativement
moins élevé aux EPDC dans les HMEC que dans les MCF-7 (Fig. 3.4d), suggérant qu’une
dérégulation dans l’incorporation d’H2A.Z à ces régions pourrait avoir contribué à l’activa-
tion de ces régions. En effet, le fait qu’H2A.Z soit nécessaire au recrutement de l’ARNPII
et de RAD21 et à la transcription à 5/5 enhancers testés dans notre étude (Fig. 2.6), sug-
gère qu’une telle dérégulation épigénétique, en amenant un recrutement inapproprié de
l’ARNPII et de RAD21, pourrait avoir des effets dramatiques sur les programmes trans-
criptionnels. Ainsi, il serait nécessaire d’étudier par quel(s) mécanisme(s) H2A.Z serait
déposé de façon inappropriée dans le génome, et si tel est le cas, est-ce que cette dérégu-
lation contribue à l’établissement de nouveaux enhancers actifs, les EPDC, participant à
l’établissement de programmes transcriptionnels anormaux et pathologiques ?
L’hypothèse introduite au Chapitre 2, découlant principalement de la relation antagoniste
entre H2A.Z et la méthylation de l’ADN que nous avons identifiée aux enhancers (Fig. 2.5),
est que la relation antagoniste entre H2A.Z et la méthylation de l’ADN pourrait contribuer
à cette dérégulation "gain de fonction" de H2A.Z. Le fait que le niveau de méthylation de
l’ADN des EPDC dans les HMEC soit plus élevé que dans les MCF-7 (Fig. 3.4e) appuie
cette hypothèse, mais d’autres évidences dans la littérature supportent également celle-ci.
Notamment, le fait qu’H2A.Z est sur-exprimé dans les cas de cancer du sein, particuliè-
rement ceux métastasique et de haut grade associés à un mauvais pronostique (Hua et al.,
2008; Svotelis et al., 2010), et qu’une perte massive de la méthylation de l’ADN est ob-
servée dans les lignées cellulaires cancéreuses mammaires en comparaison aux HMEC
(Ruike et al., 2010; Hon et al., 2012). De plus, en étudiant des données de méthylation de
l’ADN à l’échelle du génome dans 58 lignées cellulaires humaines différentes, des régions
de méthylation variables (RMV) ont pu être identifiées, entre autres, à des régions distales,
considérées des enhancers potentiels de par leur enrichissement moyen en H3K4me1 et
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FIGURE 3.4 – Profil épigénétique des EPDC.Distribution du signal normalisé de H3K4me1 (a),
H3K27ac (b), DNase I (c), H2A.Z (d) ou du niveau de méthylation (e) dans une fenêtre de 300 bp
autour de chaque ERα-SL identifié dans les MCF-7 et qualifié de EPDC. Dans chaque cas, le signal
est significativement différent entre les MCF-7 et les HMEC (p-value < 0.0001, Mann-Whitney
test).
H3K27ac (Aran et al., 2013). Ces RMV associées aux enhancers (RMV-enhancers) sont
majoritairement hypo-méthylés. De façon intéressante, en comparant les niveaux de mé-
thylation aux RMV-enhancers entre des cellules saines (dont les HMEC) et des cellules
cancéreuses (dont les MCF-7) et les niveaux d’expression des gènes cibles potentiels qui
leurs sont associés, une relation a pu être établie, où l’hypo-méthylation de l’enhancer est
associée à une forte expression du gène et l’hyper-méthylation est associée à une faible
expression, et ce même si le promoteur est non méthylé, suggérant que l’altération de la
méthylation des enhancers durant la carcinogénèse serait plus critique dans la dérégula-
tion des programmes transcriptionnels que celle des promoteurs. De plus, des analyses GO
montrent que les couples "RMV-enhancers hypo-méthylés et gènes activés" sont associés
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à la prolifération cellulaire, appuyant l’hypothèse selon laquelle l’altération de la méthy-
lation des enhancers pourrait participer à la carcinogénèse. Aussi, le fait que les RMV
soient enrichis dans les enhancers suggère un mécanisme spécifique aux enhancers plu-
tôt qu’un effet général dû à la perte massive de méthylation de l’ADN dans les cellules
cancéreuses. De façon intéressante, une redistribution d’H2A.Z des TSSs vers le corps des
gènes, accompagnée d’une redistribution antagoniste de la méthylation de l’ADN, ont été
observées dans un modèle murin de tumorigénèse (Conerly et al., 2010). Ainsi, il est légi-
time de se demander si le dépôt d’H2A.Z aux RMV-enhancers participe à ce mécanisme
ciblé de la perturbation de la méthylation de l’ADN aux enhancers et à l’activation des
enhancers ? Malheureusement, la présence d’H2A.Z n’a pas directement été étudiée aux
RMV-enhancers, ni comparée entre les cellules saines et cancéreuses.
Une autre hypothèse, complémentaire à la précédente, est que les EPDC seraient des en-
hancers dé-réprimés, i.e. des enhancers maintenus dans un état inactif dans les cellules
saines et qui deviennent actifs dans les cellules cancéreuses. H2A.Z, via son rôle possible
sur la structure de la chromatine aux enhancers discutés précédemment, pourrait parti-
ciper à ce phénomène de dé-répression. Des évidences reliant taux d’occupation par les
nucléosomes, méthylation de l’ADN et activité de l’enhancer supportent cette hypothèse,
notamment, des études de NOMe-seq permettant à la fois de détecter le niveau de méthy-
lation de l’ADN et l’accessibilité de la chromatine, ou l’empreinte du nucléosome, dans la
même molécule d’ADN. Ainsi, la répression d’un enhancer lié par Oct4 au cours de la dif-
férentiation coïncide avec la perte de la RLN, ou l’apparition de nucléosomes, et avec une
hyper-méthylation de l’ADN (You et al., 2011) . De plus, une étude effectuée à l’échelle du
génome et comparant les données de NOMe-seq provenant d’HMEC et de MCF-7 révèle
que l’acquisition, dans les MCF-7, de nucléosomes dans la RLN d’enhancers spécifiques
aux HMEC (i.e. présents dans les HMEC, mais absents dans les MCF-7) est associée à
l’hyper-méthylation de ces régions et à la perte de H3K4me1, alors que l’apparition de
RLN spécifiques aux MCF-7 (i.e. absentes des HMEC) est associée à l’hypo-méthylation
et à l’acquisition de H3K4me1 (Taberlay et al., 2014). Le fait qu’aucun pontage au for-
maldéhyde n’ait été utilisé dans ces études (avec une concentration de 600 mM de NaCl),
nous amène à penser que la présence de la RLN révèlerait fort probablement un enrichis-
sement par un nucléosome instable contenant H3.3-H2A.Z (Jin et al., 2009), et sa perte à
son remplacement par un nucléosome canonique plus stable. Ainsi, on pourrait imaginer
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que l’occupation par les nucléosomes canoniques et la méthylation de l’ADN serviraient,
entre autres, de double mécanisme épigénétique pour maintenir à tout prix dans un état
répressif des enhancers possiblement perturbateurs. Le fait que 6356 enhancers actifs dans
les HMEC soient "réprimés" (ou perdus) dans les MCF-7 et que 2142 enhancers réprimés
dans les HMEC soient "activés" (ou acquis) dans les MCF-7, suggère qu’il serait plus "fa-
cile" de réprimer un enhancer actif que d’en activer un réprimé, supportant l’hypothèse
d’un mécanisme actif de protection contre l’activation inappropriée. D’autres évidences
appuient également cette hypothèse. Notamment, il a été démontré que le recrutement de
MLL1 (Mixed-Lineage Leukemia Protein 1 ou KMT2A) à l’enhancer de TFF1, requis pour
le recrutement de ERα , nécessite une hypo-méthylation de la région génomique (Jeong
et al., 2014) suggérant encore une fois une "protection" exercée par la méthylation de
l’ADN contre l’établissement ou l’activation inappropriée d’enhancers. De plus, un fort
taux d’occupation par les nucléosomes est encodé aux régions régulatrices, notamment,
grâce au phénomène des sites conteneur (Valouev et al., 2011; Kundaje et al., 2012) ou
grâce à la présence de séquences pro-nucléosomales riches en G/C (Tillo et al., 2010; Va-
louev et al., 2011). Ainsi, est-ce que le dépôt d’H2A.Z est impliqué dans la dérégulation
de ce mécanisme de protection et dans l’acquisition de nouveau enhancers actifs durant la
carcinogénèse, et si oui, de quelle façon ?
D’abord, il est difficile de départir qui, de H2A.Z ou de la méthylation de l’ADN, initie-
rait (ou serait impliqué dans l’initiation) de cette dérégulation. Toutefois, certains indices
font pencher la balance plus du côté de la méthylation de l’ADN. Ainsi, une diminution
artificielle de la méthylation de l’ADN, par l’utilisation d’inhibiteurs des ADN méthyl-
transférases (DNMTs), tel le 5-azacytidine ou le 5-Aza-2’-deoxycytidine (5-aza), dans des
cellules du cancer du côlon engendre une dé-méthylation du promoteur, une augmentation
du taux d’occupation par les nucléosome et une réactivation de la transcription de 3/3 gènes
testés, qui coïncide avec l’augmentation d’H2A.Z au promoteur (Yang et al., 2012), sug-
gérant que la dé-méthylation guiderait l’incorporation d’H2A.Z. Toutefois, l’inhibition de
l’incorporation d’H2A.Z par l’utilisation d’ARNi dirigé contre SRCAP ou p400, empêche
la ré-activation de ces gènes et prévient la perte de nucléosome, suggérant que la seule
dé-méthylation de l’ADN, en absence d’H2A.Z, ne serait pas suffisante pour perturber
l’activité de la région régulatrice. Ainsi, la dé-méthylation de l’ADN pourrait initier l’évè-
nement perturbateur en permettant l’incorporation d’H2A.Z, qui, en recrutant l’ARNPII et
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RAD21 et en permettant la transcription à l’enhancer, rendrait fonctionnel un enhancer
précédemment réprimé ou inactif. De façon intéressante, le fait que la liaison de RAD21 à
l’ADN semble également être inhibée par l’utilisation de 5-aza (Hakimi et al., 2002) sup-
porte cette hypothèse.
Ainsi, qui serait responsable de dé-méthyler ou de ne pas maintenir une méthylation suf-
fisante de l’ADN à ces régions dans les cellules cancéreuses ? Étant donné le caractère
hétérogène et multi-factoriel du cancer, plusieurs mécanismes sont probablement en cause.
Aussi, afin de répondre à ces questions, plusieurs candidats doivent être considérés, mais
une catégorie de protéines qui me semble particulièrement intéressante à explorer serait
les Tet (TET family of DNA hydroxylases ou Ten-eleven translocation enzymes, Tet1, Tet2
et Tet3) des protéines dont l’implication dans la dé-méthylation de l’ADN n’a été décou-
verte que très récemment (Tahiliani et al., 2009). Ces protéines peuvent convertir les 5-
méthyl-cytosines (5mC) en 5-hydroxy-méthyl-cytosines (5hmC), un intermédiaire de la
dé-méthylation de l’ADN, et pourraient être impliquées, entre autres, dans la reprogram-
mation épigénétique des régions régulatrices. De fait, plusieurs évidences suggèrent que la
dé-méthylation de l’ADN aux enhancers par les Tet pourrait moduler l’activité des enhan-
cers (Stroud et al., 2011; Gao et al., 2013; Hon et al., 2014; Lu et al., 2014; Rasmussen
et al., 2015). À titre d’exemple, la dé-méthylation de l’enhancer et du promoteur de OCT4
par Tet1 est impliquée dans la ré-activation de OCT4, nécessaire à la production de cellules
souches pluripotentes induites (iPSCs) (Gao et al., 2013). De plus, l’hyper-méthylation de
l’ADN induite suite à l’invalidation des TET1-3 dans des SEm est enrichie principalement
aux enhancers (Lu et al., 2014). Toutefois, les efforts se sont davantage concentrés sur
les possibles effets d’une perte de fonction des TET (artificielle ou causée par des muta-
tions dans le cancer), que sur celles d’un gain de fonction, d’une sur-expression ou d’une
amplification. Or, les raisons de ce choix sont inconnues. Ainsi, il demeure nécessaire d’ap-
profondir s’il existe une réelle exclusivité de la perte de fonction des TET dans le cancer
ou si un biais a été engendré, soit par les habitudes de recherche fondées sur l’invalidation
génique, soit par la vision classique de la dérégulation de la méthylation de l’ADN dans le
cancer, i.e. l’hyper-méthylation des promoteurs des gènes suppresseurs de tumeurs. Ainsi,
un déséquilibre dans les régulateurs de la méthylation de l’ADN pourrait amener une dé-
méthylation de certaines régions génomiques auparavant maintenues dans un état réprimé,
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permettant l’incorporation d’H2A.Z et l’activation de ces régions.
Il est difficile de statuer sur le mécanisme responsable de l’incorporation initiale d’H2A.Z
aux EPDC, car très peu d’information est disponible pour l’instant sur les mécanismes
responsables du dépôt d’H2A.Z dans le génome. Toutefois, plusieurs hypothèses peuvent
être considérées, notamment celle où les complexes responsables de l’incorporation ciblée
d’H2A.Z seraient sensibles au niveau de méthylation de l’ADN ou interagiraient spéci-
fiquement avec des acteurs impliqués dans cette régulation. À ma connaissance, aucune
donnée dans la littérature ne permet d’appuyer directement ces hypothèses. Une ou plu-
sieurs marques épigénétiques pourraient également être en jeu afin d’attirer des lecteurs
membres du complexe p400/Tip60 ou SRCAP. À titre d’exemple, chez la levure, l’acéty-
lation de H2A et de H4 par la sous-unité NuA4, une HAT membre du complexe Swr1,
stimule l’incorporation de H2A.Z au promoteur, et la reconnaissance des histones acéty-
lés par la sous-unité Bdf1, également membre de Swr1, pourrait être impliquée dans ce
processus ciblé (Altaf et al., 2010). Chez l’humain, Tip60 contient un chromodomaine
reconnu pour lier spécifiquement H3K4me1/me2, mais pas H3K4me3/me0 (Jeong et al.,
2011). On pourrait ainsi imaginer que l’établissement de H3K4me1 précèderait l’incor-
poration d’H2A.Z, une hypothèse cohérente avec l’idée que H3K4me1 serait en quelque
sorte une fenêtre d’opportunité, où l’activation des enhancers serait possible (Calo and
Wysocka, 2013). L’interaction entre ERα et p400 (Gevry et al., 2009) et/ou ERα et Tip60
(Jeong et al., 2011) pourrait participer à attirer initialement H2A.Z à certains enhancers re-
connus par ERα . ERα semble également initier des interactions non-productives avec ses
sites de liaison en absence d’E2 et peut même recruter Tip60 dans ce contexte (Metivier
et al., 2004), soutenant que ce phénomène pourrait même être initialement indépendant de
l’E2. De plus, le fait qu’ERα interagisse également avec MLL1 et MLL2 (Dreijerink et al.,
2006; Mo et al., 2006), que la méthylation de H3K4 par MLL1 soit essentielle à la liaison
de ERα aux enhancers de TFF1 et de GREB1 (Jeong et al., 2011, 2014) et que la liaison
de MLL1 à l’enhancer de TFF1 dépende de l’hypo-méthylation de l’ADN à l’enhancer
(Jeong et al., 2014) suggèrent une orchestration complexe de plusieurs évènements déter-
minants ayant des influences mutuelles. Ainsi, l’implication de ERα dans cette possible
dérégulation ne serait pas étonnante. De fait, une reprogrammation de la liaison de ERα
à la chromatine est observée dans des tumeurs, et ce de façon différente selon le pronos-
tique, et est corrélée avec l’activation des gènes à proximité (Ross-Innes et al., 2012). De
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façon intéressante, ∼80% de ces ERα-SLs associés à un mauvais pronostique et acquis au
cours de la tumorigénèse sont également liés par ERα dans les MCF-7. Ainsi, plusieurs
évènements coordonnés, guidés par ERα et par le niveau de méthylation de l’ADN, pour-
raient participer à la stabilisation d’un environnement favorable à l’incorporation d’H2A.Z.
De nombreuses expériences doivent donc être faites afin d’éclaircir le mécanisme par le-
quel H2A.Z serait ciblé aux EPDC, mais également aux ERα w/ H2A.Z. Une approche
particulièrement intéressante serait d’exploiter les récentes techniques d’édition du gé-
nome et de l’épigénome. À titre d’exemple, il a été démontré qu’une dé-méthylation de
CpGs spécifiques à une région génomique donnée est possible grâce à l’utilisation d’une
fusion entre des protéines TALE (Transcription Activator-Like Effector), contenant un do-
maine de liaison à l’ADN modulable selon la séquence d’ADN d’intérêt, et le domaine
catalytique de Tet1 (TALE-Tet1) (Maeder et al., 2013). Il serait donc aisé, en utilisant
des TALE-Tet1 spécifiques des EPDC, de vérifier l’hypothèse d’une dé-régulation initiée
par la dé-méthylation, et si tel est le cas, d’étudier, entre autres, la séquence des évène-
ments en découlant par ChIP. Une fusion de TALE-p400 permettrait également d’étu-
dier spécifiquement si l’incorporation seule d’H2A.Z est suffisante pour établir de nou-
veaux enhancers actifs. La purification du complexe associé aux ERα w/ H2A.Z, si elle
s’avère faisable, pourrait également permettre de faire la lumière sur l’incorporation ciblée
d’H2A.Z à ces régions. Une modification de la technique de RIME (Rapid Immunoprecipi-
tation Mass spectrometry of Endogenous proteins) (Mohammed et al., 2013), pourrait être
dans ce cas prometteuse pour purifier l’interactome spécifiquement associé à ERα-H2A.Z
ou H3K4me1-H2A.Z. Il suffirait d’ajouter une seconde IP, à la manière du ChIP/re-ChIP,
où le résultat d’un premierChIP (ex : ERα) est soumis à un second ChIP (ex : H2A.Z), per-
mettant de déterminer si deux protéines liant l’ADN sont présentes au même moment sur
une même fragment de chromatine et ensuite d’en étudier l’interactome. Finalement, afin
de vérifier directement l’implication des EPDC dans la carcinogénèse, leur activité pourrait
être déjouée ou supprimée en retirant le ERα-SL grâce à la technique CRISPR (Clustered
Regularly Interspaced Short Palindromic Repeats)-Cas9 (Hsu et al., 2014) ou en ciblant di-
rectement un répresseur à ces régions, notamment le domaine KRAB (Krüppel associated
box) permettant d’induire H3K9me3 et une diminution de l’accessibilité (Thakore et al.,
2015), ou LSD1 (Lysine (K)-Specific Demethylase 1A ou KDM1A) permettant de diminuer
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H3K4me2 et H3K27ac (Mendenhall et al., 2013) aux enhancers ciblés.
3.4. Conclusion
Malgré le fait qu’H2A.Z soit un constituant connu des enhancers (Barski et al., 2007; Jin
et al., 2009; Ernst and Kellis, 2010), encore très peu d’informations sont disponibles sur son
implication dans la fonction des enhancers. Mes travaux ont permis de mettre en évidence
son rôle dans le recrutement de l’ARNPII, la transcription aux enhancers et le recrutement
de RAD21 (Fig. 2.6), des évènements importants pour l’activité des enhancers. Bien que
ces résultats doivent être confirmés à l’échelle du génome, puis approfondis, il demeure
néanmoins qu’ils ouvrent la porte à de nouvelles hypothèses mécanistiques sur le rôle cen-
tral d’H2A.Z aux enhancers. De plus, le fait que nous n’ayons pas observé, en utilisant des
MNase ChIP-seq et une méthode permettant de séparer les ERα-enhancers actifs selon la
forme du signal associé indépendamment de l’intensité du signal, de différence drastique
dans le positionnement des nucléosomes lorsqu’H2A.Z est présent ou lors de l’activation
par l’E2 (Fig. 2.3), a permis de clarifier l’influence d’H2A.Z sur l’organisation des nucléo-
somes aux enhancers.
Par ailleurs, le fait que nos résultats montrent qu’H2A.Z est incorporé qu’à ∼20% des
enhancers actifs, et non pas à tous (Fig. 2.1), sous-entend un rôle majeur des mécanismes
responsables du ciblage et de l’incorporation et/ou de l’éviction spécifique d’H2A.Z. Toute-
fois, ces mécanismes sont pour l’instant peu connus. Ainsi, les questions de savoir pourquoi
H2A.Z est requis particulièrement à ces régions et qui est responsable de ce ciblage restent
à être approfondies. Mentionnons cependant qu’une des difficulté dans l’identification du
rôle spécifique d’H2A.Z aux enhancers provient de sa double localisation aux enhancers
et aux TSSs qui limite les conclusions pouvant être tirées par l’utilisation de ARNi ciblant
H2A.Z ou les complexes responsables de son ciblage génomique.
L’élucidation des mécanismes moléculaires sous-jacents à la fonctionnalité des enhancers,
particulièrement l’implication de l’épigénome est un des grands défis des prochaines an-
nées. De même que celui de comprendre les impacts mutuels de l’organisation du génome,
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notamment la configuration locale des nucléosomes et l’organisation 3D, sur l’expres-
sion du génome, ainsi que l’implication des facteurs épigénétiques dans ces processus.
Les limitations techniques ont longtemps été un frein à notre compréhension de ces méca-
nismes, notamment la confusion apportée par l’étude du signal moyen à travers plusieurs
régions génomiques du même type, l’utilisation de populations de cellules masquant la
possible hétérogénéité ou le dynamisme et l’utilisation de méthodes indirectes pour tester
la fonction d’une marque épigénétique. Toutefois, les avancées récentes, notamment, en
bio-informatique et dans l’édition du génome (Hsu et al., 2014) et de l’épigénome (Maeder
et al., 2013; Mendenhall et al., 2013; Thakore et al., 2015) in vivo, ainsi que le dévelop-
pement de méthodes d’études de cellules individuelles, puis leur adaptation à l’échelle du
génome (Cusanovich et al., 2015) permettront certainement de tester plus directement les
hypothèses de recherche, de les affiner et d’amener davantage d’évidences directes de l’in-
fluence d’un phénomène particulier sur l’organisation du génome ou sur l’expression des
gènes. Ce type d’approche permettra également d’éclaircir le rôle spécifique d’H2A.Z à
des endroits précis du génome. Bref, nous vivons une période stimulante pour étudier l’or-
ganisation du génome et la régulation de l’expression des gènes !
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ANNEXE I
High-resolution genome wide mapping of nucleosome positioning and
occupancy level using paired-end sequencing technology
Présentation de l’article et contributions
Le projet nécessitait avant tout de modifier le protocole de ChIP que nous utilisions au
laboratoire afin de l’adapter à la digestion MNase, pour générer des fragments d’ADN
correspondant aux mononucléosomes, et au séquençage à haut débit, comme moyen de
détection de leur position individuelle. Ainsi, j’ai dû modifier la façon de préparer la chro-
matine en me fondant sur des protocoles existants, ainsi que l’optimiser afin de récupérer
le maximum de chromatine plus difficilement soluble, dont l’absence aurait pu amener un
biais dans l’analyse, le tout en s’assurant de la compatibilité du lysat final avec la réaction
d’immunoprécipitation.
De plus, un biais dans la cartographie des nucléosomes à certaines régions régulatrices peut
également être apporté par les conditions de digestion de la chromatine (section 1.4.2). À
titre d’exemple, chez la levure les nucléosomes retrouvés aux promoteurs sont plus sen-
sibles à une sur-digestion (Weiner et al., 2010; Xi et al., 2011). Leur perte peut donc facile-
ment survenir lors de la préparation des échantillons, menant à un faible taux d’occupation
aberrant. Puisque les nucléosomes retrouvés aux régions régulatrices chez l’humain, dont
les enhancers, sont également considérés comme instables (Jin et al., 2009), ils pourraient
s’avérer être également sensibles aux conditions de digestions. La méthode habituellement
utilisée pour vérifier la digestion et estimer l’abondance des fragments d’environ 150 pb
correspondant à la digestion adéquates des mono-nucléosomes est l’électrophorèse sur gel
d’agarose. Or, une légère sur- ou sous-digestion y est difficilement détectables. Je jugeais
donc nécessaire de trouver une méthode plus précise pour s’assurer de la justesse des diges-
tions. De plus, puisque nous voulions comparer le profil des nucléosomes aux enhancers
sous deux conditions expérimentales, avec ou sans E2, cette méthode devait également per-
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mettre de vérifier la reproductibilité des digestions afin de pouvoir attribuer les possibles
différences observées à un dynamisme biologique. Ainsi, j’ai utilisé la technique d’électro-
phorèse sur micro-puce pour séparer les fragments d’ADN avec une résolution de 5 pb et
ainsi calculer avec précision la taille des fragments d’ADN ainsi que leur abondance lors
de digestions avec une quantité croissante deMNase.
J’ai eu l’opportunité de rédiger une méthode relatant ces adaptations qui paraîtra dans le
volume Histones de la série Methods in Molecular Biology de Springer. J’y ai également
ajouté des suggestions pour l’analyse des résultats et l’utilisation d’outils bio-informatiques
découlant de mes tribulations avec le domaine !
Manuscrit
Brunelle M, Rodrigue S, Jacques P-É, Gévry N. 2015. High-resolution genome wide map-
ping of nucleosome positioning and occupancy level using paired-end sequencing techno-
logy. Methods in Molecular Biology, Histones, sous presse.
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Summary
Because of its profound influence on DNA accessibility for protein binding and thus on
the regulation of diverse biological processes, nucleosome positioning has been studied
for many years. In the past decade, high-throughput sequencing technologies have opened
new perspectives in this research field by allowing the study of nucleosome positioning
and occupancy on a genome-wide scale, therefore providing understanding on important
aspects of chromatin packaging, as well as on various chromatin-template processes like
transcription. In the present chapter, we provide the protocol of MNase-sequencing for the
genome-wide mapping of nucleosomes using MNase to generate mononucleosomal DNA
fragments and next-generation sequencing technology to identify their individual location.
Key Words : Nucleosome, MNase, Chromatin, Next-generation sequencing
1. Introduction
The nucleosome is a repetitive unit that forms chromatin primary structure, which refers
to a "beads-on-a-string" fiber. Each nucleosome ("the beads") consists of approximately
147 bp of DNA wrapped around an octamer core of histone proteins, containing two H2A,
H2B, H3 and H4, and is connected to the next nucleosome by free DNA ("the string"),
called the linker region. This structure aims at packaging DNA, as well as regulating many
chromatin-template processes such as transcription, replication and DNA repair, partly by
dynamically limiting the accessibility of DNA for binding by proteins. Consequently, gai-
ning access to DNA wrapped around nucleosomes requires the eviction or the sliding of
nucleosomes, or unwrapping DNA. Importantly, the timing and location of these dynamic
processes, as well as the position of nucleosomes depend on the cell type, its physiological
state and on various hormonal or environmental stimuli. Therefore, analyses of chromatin
primary structure in different cell types or tissues and its dynamics in various conditions is
an important research area aimed at identifying key aspects of nucleosome organization in
the entire genome and the biological relevance of its variation and potential deregulation in
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diseases.
Intense research have provided a variety of observations and a significant understanding
of the mechanisms that influence nucleosome organization (reviewed by (1)). For instance,
it has been recently shown that nucleosome organization around transcription start sites
(TSS) and transcription-factor binding sites (TF-BS) are highly heterogeneous and asym-
metric (2), unlike previously anticipated. Moreover, the average spacing of nucleosomes
varies between cell types and between different domains of post-translational modifica-
tions of histones, and is also influenced by transcriptional activity levels (3). Histone mo-
difications can also affect nucleosome compaction by modifying its charge of by recruiting
specific chromatin remodelers, which in turn modify nucleosome compaction, composition
or occupancy (1). In addition, DNA sequences influence nucleosome positioning, G/C-rich
sequences promoting nucleosome formation, whereas A/T-rich sequences prevents it (2-8).
This has led to the recent concept of "container sites", an extensive phenomenon observed
in the vicinity of TF-BS (2,3). Despite DNA sequences being drivers of nucleosome orga-
nization, the cellular context can override this intrinsic sequence preference and introduce
or evict nucleosomes at unfavorable or favorable DNA regions (2, 3). Moreover, the de-
terminants of nucleosome organization influence each other, making more complex their
identification and interpretation. Chromatin structure analysis benefits from the develop-
ment of new technologies and tools that provide increased availability of high quality data
sets. Fundamental aspects of chromatin structure and its dynamism by mapping the exact
position and occupancy level of nucleosomes in different cell-types or -states and extract
meaningful knowledge on the regulation of biological and pathological processes can be
more readily addressed by generating these data sets. In the past decade, huge progress has
been made in high-throughput sequencing technologies, allowing their utilization to decor-
ticate the structure of chromatin at a reasonable cost.
The method of choice to interrogate nucleosome organization is the isolation of nucleo-
somes by chromatin digestion with micrococcal nuclease (MNase), which digests expo-
sed DNA, releasing the nucleosomal-protected DNA (reviewed by (9)). Under appropriate
experimental conditions, the size distribution of DNA when analyzed by gel electropho-
resis is usually 150 bp or one of its multiple, corresponding to mono-, di- and so on nu-
cleosomal DNA fragments. The purification of mononucleosomal DNA fragments allows
159
subsequently the study of nucleosome distribution along the genome of interest. Different
analyses can be done to extract new information about chromatin structure. Those neces-
sarily involve an occupancy map, which refers to the fraction of cells from the popula-
tion in which a particular genomic region is occupied by a nucleosome, and the position
map, which refers to the localization of an individual nucleosome with respect to genomic
DNA sequence (both concept reviewed by (10)). In this chapter, we describe the MNase-
sequencing approach for genome-wide mapping of nucleosomes using MNase to generate
mononucleosomes, and next-generation sequencing technology to detect their individual
location (Figure A1). The originality of this protocol is :
1. using electrophoresis on-chip to resolve MNase digested DNA fragments, which re-
duces technical variations between different chromatin preparations by allowing vali-
dation of the uniformity and reproducibility of the size distribution between replicates
or different experimental conditions,
2. using solid-phase paramagnetic beads technology, which facilitate sequencing library
preparation and minimizes the loss of sample,
3. using paired-end sequencing to identify each extremity of the same nucleosomal-
DNA fragments, therefore obtaining precise genome-wide nucleosome occupancy
and position maps.
2. Materials
2.1 Cross-link of DNA-protein complexes with formaldehyde and chromatin prepa-
ration
1. 1x Phosphate Buffered Saline (PBS, pH 7.4).
2. 37% (vol/vol) formaldehyde (molecular biology grade).
3. 1.1% (vol/vol) formaldehyde-PBS : from 37% formaldehyde and 1x PBS (pH 7.4).
Make fresh and keep at room temperature until use.
4. 2.5 M glycine.
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FIGURE A1 –General outlines of the protocol proposed for genome-wide mapping of nucleo-
somes.
5. 100x Protease inhibitor cocktail : 0.2 mM Pepstatin A, 72 µM Leupeptin and 26 µM
Aprotinin dissolved in ethanol. Keep at -20°C.
6. 100 mM Phenylmethanesulfonyl fluoride (PMSF). Dissolve in ethanol and keep at
-20°C.
7. Buffer I : 0.25% (vol/vol) Triton X-100, 10 mM EDTA, 0.5 mM EGTA, 10 mM
HEPES-KOH (pH 6.5) (see Note 1). Store at 4°C and add 1 mM PMSF and 1x
protease inhibitor cocktail to the required volume before use.
8. Buffer II : 200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA, 10 mM HEPES-KOH (pH
6.5). Store at 4°C and add 1 mM PMSF and 1x protease inhibitor cocktail to the re-
quired volume before use.
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2.2 MNase digestion
1. MNase digestion buffer : 50 mM Tris-HCl (pH 8), 1 mM CaCl2, 0.2% (vol/vol)
Triton X-100. Make fresh and keep at room temperature until use. Before use, add 1
mM PMSF and 1x protease inhibitor cocktail to the required volume.
2. Micrococcal nuclease. Follow manufacturer’s instructions for MNase preparation. It
is suggested to purchase enough MNase for all planned experiments and their repli-
cates, and to avoid repeated freeze-thaw cycles. Prepare small aliquots and store at
-20°C.
3. Stop buffer : 10 mM Tris-HCl (pH 8), 5 mM EDTA, 0.5% (wt/vol) Sodium dodecyl
sulphate (SDS, see Note 2). Make fresh and keep at room temperature until use. Be-
fore use, add 1 mM PMSF and 1x protease inhibitor cocktail to the required volume.
2.3 DNA extraction and preparation of DNA for sequencing
1. 10 mg/ml RNase A (DNase-free). Aliquots should be stored at -20°.
2. 20 mg/ml Proteinase K. Aliquots should be stored at -20°C.
3. QIAquick PCR purification kit (Qiagen) or other commercial DNA purification kit.
4. Agilent High Sensitivity DNA kit (Agilent Technologies).
5. Quant-iT Pico Green dsDNA Assay Kit (Invitrogen).
6. Agencourt AMPure XP PCR Purification system (Beckman Coulter).
7. Paired-End DNA Sample Preparation Kits (Illumina).
8. SYBR Green I : Prepare aliquots of 10x stock solution from the concentrate and store
at -20°C.
162
3. Method
This protocol is designed for mammalian cells cultured in 150-mm dishes. The amount of
cells required varies depending on the cell type used, typically from 10 to 30 millions of
cells (see Note 3). For lower cell numbers and smaller dishes, scale all volumes down.
3.1 Cross-link of DNA-protein complexes with formaldehyde
1. Remove culture medium from dish and wash cells twice with 1x PBS at room tem-
perature.
2. Add 20 ml of 1.1% formaldehyde-PBS mix per dish and incubate 10 min at room
temperature (see Note 4). Gently rock cell plate.
3. Add 1 ml of 2.5 M glycine per dish to stop the cross-link reaction by formaldehyde
quenching and incubate 5 min at room temperature. Gently rock cell plate.
4. Remove formaldehyde-PBS-glycine solution and wash cells twice with 1x PBS at
4°C.
5. Add 1 ml of 1x PBSat 4°C and collect cells from dish using a cell scraper. Cell pellet
must be kept on ice.
6. Centrifuge cross-linked cells for 6 min at 1,000g at 4°C and discard supernatant.
7. Quickly freeze the cross-linked cell pellet in liquid nitrogen and store at -80°C until
use.
3.2 Preparation of chromatin
1. Thaw cells on ice.
2. Resuspend cellular pellet in 1 ml of Buffer I and incubate on ice for 10 min (seeNote
5).
3. Centrifuge cells for 6 min at 1,000g at 4°C, discard supernatant.
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4. Resuspend cellular pellet in 1 ml of Buffer II and incubate on ice for 10 min.
5. Centrifuge cells for 6 min at 1,000g at 4°C, discard supernatant (suck up any residual
liquid).
3.3 MNase digestion
1. Resuspend cellular pellet in 1 ml of MNase digestion buffer (see Note 6).
2. Divide each chromatin sample in 500 µL aliquot.
3. Incubate 2 min at 37°C (see Note 7).
4. Add 150 U of MNase per aliquot (determined by MNase titration, see Notes 7-8 and
Figure A2) and incubate 5 min at 37°C.
5. Add 500 µL of Stop buffer per aliquot and put samples immediately on ice (see Note
7).
6. Sonicate samples briefly (see Note 9).
7. Centrifuge for 10 min at 15,000g at 4°C, keep supernatant (see Note 10).
8. Reverse the DNA-protein cross-links by incubating samples 4-6h or overnight at
65°C.
3.4 DNA preparation
1. Add 20 µg of RNase A and incubate 1 h at 37°C.
2. Add 100 µg of Proteinase K and incubate 2-3h at 37°C.
3. Purify DNAwith the QIAquick PCR purification kit as described by the manufacturer
(see Notes 11-12).
4. Assess DNA quality and examine the MNase digestion using the Agilent High Sen-
sitivity DNA kit and the 2100 Bioanalyzer instrument (Agilent Technologies) accor-
ding to the manufacturer’s instructions (see Note 13 and Figure A3).
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FIGURE A2 –Optimization of MNase digestion step. (A) Electrophoregram analysis of a typical
MNase titration experiment showing the DNA size distribution (bp) after digestion using increasing
amount of MNase. The analysis was performed using a 2100 Bioanalyzer instrument (Agilent Tech-
nologies). (B) Selection of MNase concentration (results of three independent biological replicates).
The proportion of mononucleosomes (upper panel), as well as the length of mononucleosomal-DNA
fragments (lower panel) were computed. A value of 150 U of MNase was selected for subsequent
MNase ChIP-seq experiments, since it gives 80% of mononucleosomes and an expected mononu-
cleosome DNA lenght between 145-150 bp.
3.5 Preparation of DNA for sequencing
The sequencing library is performed according to the Illumina library preparation proto-
col, with some minor modifications. All gel and DNA purifications are replaced by the
use of solid-phase paramagnetic beads technology (AMPure XP PCR Purification system),
which allows more precision, minimizes tube transfers and loss of sample, and efficiently
eliminates unligated adapters and primer dimers (shorter than the library of nucleosome
fragments). We recommend the construction of paired-end DNA sequencing library, which
provides more accurate maps by identifying each border of the nucleosome, and thus re-
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FIGURE A3 – Purified DNA ready for sequencing library preparation.
vealing the entire nucleosome position and their length (see Note 14). Other sequencing
methodologies could also be used. In that case, follow the instructions of the manufacturer
for preparing library.
1. Quantify DNA using Quant-iT Pico Green dsDNA Assay Kit according to the ma-
nufacturer’s instructions and use 50 ng of each sample for the preparation of the
sequencing library (see Note 15).
2. Follow the instructions of the Paired-End DNA Sample Preparation Kit to prepare
sequencing library, except that :
(a) replace all the steps that use the "QIAquick PCR Purification Kit" or the "MinE-
lute PCR Purification Kit" by the AMPure XP PCR Purification system, which
removes the excess of adapters and primers, nucleotides, salts, and enzymes (see
Note 16) ;
(b) if possible, decrease the reaction volumes to 25-30 µl to minimize the amount of
AMPure XP beads used ;
(c) omit the "Purify Ligation Products" step (see Note 17) ;
(d) add SYBR Green I to the PCR master mix (final 0.2x) to monitor the "Enrich
DNA fragments" step by qPCR and stop the amplification in the exponential
phase to avoid PCR-duplicates ;
(e) use a ratio of AMPure XP beads : DNA of 0.9 after the "Enrich DNA Fragments"
step (instead of 1.8) to improve the elimination of potential primer dimers and
primers in excess ;
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(f) omit the "Purify Final Product" step.
3. Verify the absence of primer-dimers, the appropriate template size distribution and
quantify the DNA concentration by running an aliquot of the library on the 2100
Bioanalyzer instrument (see Figure A4 for examples of libraries prepared using this
modified protocol). The DNA is now ready for sequencing.
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FIGURE A4 – Paired-end DNA sequencing libraries with (left panel) or without (right panel)
mononucleosomal-DNA fragments size selection.
3.6 Sequencing and data analysis
The analysis of MNase-sequencing data depends largely on the research objective and is
not a trivial issue. Here, we propose non-exhaustive analysis steps and list of useful tools.
However, the analysis of genome-wide MNase sequencing data evolves rapidly and new
tools are published frequently.
1. Use the DNA library for sequencing analysis using the Illumina HiSeq system fol-
lowing the manufacturer protocols (see Note 18). You will obtain a file in FASTQ
format containing the short sequences corresponding to both end of each nucleosome
("paired-end" sequencing) or to one end ("single-end" sequencing) and its correspon-
ding quality score.
2. Data analysis :
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(a) Before performing any analysis, verify the quality of the raw sequences (seeNote
19).
(b) Eliminate low quality ends and sequences (see Note 20).
(c) Align all the resulting filtered high quality sequences to the reference genome
(e.g. hg19 human genome) and retain uniquely mapped sequences (see Note
21). You will obtain a genome-wide signal track corresponding to nucleosome
borders that can be visualized using genome browser tools (seeNote 22) and can
be used for downstream analyses (see Note 23).
(d) As an additional quality control, verify the length distribution of the sequenced
nucleosomal DNA fragments (see Figure A5 for typical length distributions and
Note 24).
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FIGURE A5 – Length distribution of typical mononucleosomal paired-end libraries.
(e) A "peak calling" approach can be used to identify the most common/frequent (or
consensus) position of nucleosomes through cell population (see Note 25).
(f) Unsupervised pattern discovery can be applied to resolve patterns of nucleosome
positioning in MNase-sequencing data (2) (see Note 26).
4. Notes
1. Triton X-100 should be added from a 10% (vol/vol) stock in H2O.
2. The addition of SDS in the stop buffer was found to improve DNA recovery after
MNase digestion. Note that SDS is not compatible with MNase digestion.
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3. This protocol has been used successfully with the cell line MCF-7. The use of dif-
ferent cell lines may require the optimization of some parameters. In particular, the
number of cells and the amount and time of the MNase digestion (see Note 8 for
MNase titration details).
4. The formaldehyde fixes DNA/protein interactions, thereby maintaining the in vivo
status of interactions and preventing spurious reorganization during cell harvesting
or chromatin preparation. Moreover, it has been shown that unstable nucleosomes
containing both histone variants H3.3 and H2A.Z are easily lost during conventio-
nal chromatin preparations if they are not cross-linked, leading to misinterpretation
of the nucleosomal organization in some genomic regions, mainly at regulatory ele-
ments like promoters, enhancers and insulators (11, 12). However, non-nucleosome
structures resistant to MNase digestion are also stabilized following formaldehyde
incubation, it is thus important to prevent excessive cross-linking by fixing cells no
longer than 10 min.
5. To allowMNase digestion uniformity, cell pellets of the same experimental condition
can be pooled at this point.
6. If different experimental conditions are to be compared, the amount of chromatin
can be roughly verified in each sample by measuring their OD260. Dilute 5 µl of
chromatin in 100 µl of 1M NaOH.
7. These steps have been found reproducible when working with 4 aliquots at a time.
To insure uniformity between different samples and reproducibility within replicates,
it is important to proceed quickly and meticulously at this critical step, i.e., start
the reaction at different time intervals to achieve the same digestion time. After the
addition ofMNase and Stop buffer, mix well by pipetting up and down 3 times using a
p1000 (or repeat enough times to achieve a complete homogenate). Avoid generating
bubbles.
8. It is recommended to perform a MNase titration experiment in order to choose the
appropriate amount of MNase that achieves 80% of mononucleosome-sized DNA
fragments. Depending of the cell type used, MNase supplier or lot, the MNase di-
gestion can be more or less efficient. Importantly, the extent of digestion affects the
nucleosomemapping of particular genomic regions, for instance, the occupancy level
in promoter regions where nucleosomal DNA are easily digested (13). The MNase
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digestion is thus a critical step and must be optimized. We usually perform MNase
titration in triplicate using a wide range of MNase concentration (e.g. from 0 to 300
U/ml). We recommend the use of Agilent High Sensitivity DNA kit and the 2100
Bioanalyzer instrument to resolve aliquot of DNA fragments following MNase di-
gestion and find which concentration works the best. The bioanalyzer instrument
reaches a precision level that cannot be obtained by gel electrophoresis, separating
DNA fragments with a resolution of 5 bp (see Figure A2A for a typical MNase titra-
tion experiment). Using the Agilent 2100 Expert software, compute the proportion
and length of the mononucleosomal-size DNA fragments and select the amount of
MNase that gives 80% of mononucleosomes and an expected mononucleosomal-
DNA length between 145-150 bp (Figure A2B). This approach insures uniformity
and repeatability of the digestion and minimizes potential artifacts caused by over-
or under-trimming DNA, hardly detectable by gel electrophoresis. The digestion re-
producibility is essential between replicates and when different conditions have to be
compared to avoid misinterpretations. Indeed, the over-digestion of 1 sample com-
pared to the others can lead to a false interpretation of nucleosome loss (13). The
2100 Bioanalyzer instrument allows direct comparison of samples and their appro-
priate matching, minimizing unwanted differences in the digestion extent between
different samples.
9. A brief sonication of MNase-digested chromatin is required to improve the solubili-
zation of chromatin fragments. The level of sonication should be optimized because
it varies depending on the cell type and the apparatus. Test different sonication set-
tings by preparing cells up to this step and monitoring the presence of a pellet as well
as the level of MNase digestion on agarose gel. No visible pellet should be detected
after a centrifugation at 15,000g at 4°C for 10 min. Keep 5-10% aliquot of each test
and proceed to a rapid DNA preparation. Digest samples with RNase A (20 µg) for
15 min at 37°C, followed by heat treatment and Proteinase K digestion (100 µg)
for 1h at 65°C to reverse cross-linking. Perform standard phenol/chloroform extrac-
tion. Run on a 2% agarose gel to confirm full extraction and verify the size of DNA
fragments.
10. The MNase digested chromatin is ready to perform chromatin immunoprecipitation
experiments (ChIP). Use 1 aliquot by ChIP. It might be necessary to adjust the immu-
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noprecipitation buffer composition in order to avoid excessive amount of detergents
that could interfere with the reaction between antigen and antibody.
11. Alternatively, phenol/chloroform extraction may be used. In that case, it is very im-
portant to remove all traces of phenol from your sample. The DNA may be stored
indefinitely at -20°C.
12. As a control of quality, qPCR can be used to map the position of nucleosomes at a re-
gion of interest. Design primers amplifying∼100 bp amplicons overlapping by ∼70
bp. A higher PCR amplification rate should be obtained for genomic regions sho-
wing highly positioned nucleosomes compared to regions with variable positioning
across the cell population, and to regions devoided of nucleosome. Thus, peaks and
valleys should be observed corresponding respectively to nucleosomes and linkers,
or nucleosome-free regions. Sonicated DNA, instead of MNase digested DNA, can
be used as a control for amplification efficiency.
13. We recommend the use of a 2100 Bioanalyzer instrument to resolve DNA fragments
rather than conventional gel electrophoresis for the reasons mentioned above (see
Note 8).
14. Depending on the experimental goal, or to decrease the sequencing cost, the single-
end strategy, which identifies only one end of the nucleosomal DNA molecule, could
also be used. In that case, it is preferable to eliminate polynucleosomal particles
(mainly di-nucleosomes) before preparing sequencing libraries. Use gel electropho-
resis and QIAquick Gel Extraction Kit or solid-phase paramagnetic beads (14) to
select for mononucleosome-length DNA fragments. To minimize the risk of cross-
contamination between libraries, it is important to use one gel and a new razor blade
for each gel sample. A paired-end strategy allows the identification of the exact
length of each sequencing fragment and their classification, thus the size selection
of mononucleosomal-DNA fragment is facultative. In fact, it could be interesting to
include all MNase digestion products (sub-, mono- and dinucleosomal DNA frag-
ments), since they can be easily identified by their length after paired-end strategy
and can give additional information on chromatin structure. Indeed, a recent study
has characterized sub-nucleosomal DNA fragments revealing subtle features of chro-
matin structure and their dynamics (15).
171
15. This protocol has been also used successfully for the preparation of sequencing li-
braries of MNase-ChIP samples with as little as 10 ng of starting material.
16. Follow the instructions of the manufacturer to use the AMPure XP PCR Purification
system. When a ratio of AMPure XP beads per DNA of 1.8 is used, AMPure XP
beads bind DNA fragments larger or equal to 100 bp. Therefore, the DNA purification
step following the "End Repair" step serves also to eliminate subnucleosomal DNA
fragments.
17. The use of AMPure XP beads added at the end of the "Ligate Adapters" step effi-
ciently removes excess adapters and adapter dimers. Moreover, the MNase digestion
parameters used in this protocol already give a size-range of sequencing library that
is appropriate for cluster generation. Alternatively, only mononucleosomal-length
DNA fragments could be selected using QIAquick Gel Extraction Kit or the solid-
phase paramagnetic beads technology (14).
18. In theory, 150 millions of sequencing reads (single-end) or 300 millions (paired-end)
are sufficient to obtain a 10 X coverage for all the nucleosomes in the human genome
(the size of the genome divided by the average size of the mono-nucleosomal DNA
including linker). However, according to the experimental goal, extended coverage
could be required. Moreover, depending on the number of sequencing reads requi-
red and sequencer performance, the samples could be multiplexed to decrease the
sequencing cost.
19. Proposed tool : FastQC (http ://www.bioinformatics.babraham.ac.uk/projects/fastqc/),
also implemented in the web-based platform Galaxy (16-18) (usegalaxy.org and go
in the category "NGS : QC and manipulation").
20. Proposed tools : Trimmomatic (19) and "FastQ Quality Trimmer" tool in the web-
based platform Galaxy (16-18) (usegalaxy.org and go in the category "NGS : QC and
manipulation").
21. Many aligner tools may be used, including BWA (20), Bowtie (21) also available in
the web-based platform Galaxy (16-18) (usegalaxy.org and go in the category "NGS :
Mapping"). If a high proportion of duplicates sequences is observed in the FastQC
report, it could be necessary to eliminate them using the subcommand "MarkDu-
plicates" of the Picard command-line tools (http ://picard.sourceforge.net/command-
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line-overview.shtml) or "rmdup" of Samtools (22]) or these functionalities imple-
mented in the web-based platform Galaxy (16-18).
22. Proposed tools for visualization : UCSC genome browser (http ://genome.ucsc.edu/cgi-
bin/hgGateway) and Integrative Genomics Viewer (IGV, (23)). If different samples
have to be compared, it is important to normalize the genome signal track, particu-
larly for nucleosome occupancy analysis. Proposed tools for normalization : BED-
Tools (24), Dynamic Analysis of Nucleosome Position and Occupancy by Sequen-
cing (DANPOS, (25)) and Wiggler tool (26).
23. If needed, use this signal file as-is (representing the 5’ ends of the nucleosomes), or
extend each sequence in their 3’ direction to obtain the entire nucleosome (i.e. use the
coordinates of the complete paired-end sequences as one "real" fragment or extend
single-end sequences to 147 bp as one "inferred" fragment by assuming that each
sequence is obtained from perfectly trimmed nucleosome core, or use only the center
of the nucleosome (i.e. "real" midpoint coordinates of paired-end sequences or "in-
ferred" midpoint from the extend single-end sequences). BEDTools (24), DANPOS
(25) and Wiggler (26), allowing different tag shifts can be used to perform this step.
The visualization tools proposed above can then be used to examine the nucleosome
organization at particular genomic regions. The Versatile Aggregate Profiler (VAP)
is also useful to generate profiles over groups of genomic regions of interest (27).
24. Use the "CollectInsertSizeMetrics" option of the Picard command-line tools (http ://
picard.sourceforge.net/command-line-overview.shtml). This step is particularly im-
portant to compare different samples, as any difference in length distribution might
affect the interpretation. Using this protocol, we have obtained close agreement bet-
ween biological replicates or between cells exposed to different treatments.
25. Proposed tools : Nucleosome Positioning from Sequencing (NPS, (28)) and DAN-
POS (25). DANPOS is powerful to map the highly probable nucleosome positions,
as well as their potential dynamic through different samples, i.e. position shifts and
occupancy changes. However, since the majority of nucleosomes are not at fixed po-
sitions when averaged through cell population this approach is a simplification of
reality.
26. The Clustered Aggregation Tool (CAGT, (2)) is an effective method to identify dif-
ferent patterns in the signal track of a large number of genomics data sets (e.g.
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MNase-seq, ChIP-seq and DNase-seq data) around regions of interest (e.g. binding
sites of a DNA-binding protein and TSS).
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ANNEXE II
Aggregate and Heatmap Representations of Genome-Wide
Localization Data Using VAP, a Versatile Aggregate Profiler
Présentation de l’article et contributions
VAP, Versatile Aggregate Profiler, est un outil développé en collaboration par les labora-
toires du Pr Pierre-Étienne Jacques et du Pr François Robert. La version 1.0 a été publié
en 2014 dans la revue Nucleic Acids Research (Coulombe et al., 2014). En tant qu’utili-
satrice des versions bêta, j’ai pu apporter certaines critiques qui ont amélioré l’outil. Par-
ticulièrement, lors d’une collaboration avec le Pr Durocher où j’analysais des données de
ChIP-seq avec VAP, j’ai mis en évidence que le fait d’inclure les régions sans signal, habi-
tuellement exclues des analyses, pouvait affecter l’interprétation des résultats. Un nouveau
paramètre a donc été ajouté dans la version 1.1.0 permettant d’inclure ou non ces régions.
J’ai également participé à l’élaboration d’un script pour normaliser les données. Le proto-
cole Aggregate and heatmap representations of genome-wide localization data using VAP,
a versatile aggregate profiler, a permis d’expliquer le fonctionnement de VAP et l’impor-
tance des nouveaux paramètres de la version 1.1.0. J’ai donc contribué intellectuellement
au développement de cet outil en plus de participer à l’écriture du manuscrit.
Manuscrit
BrunelleM*, Coulombe C*, Poitras C, Robert M-A, Nordell Markovits A, Robert F, Jacques
P-É. 2015. Aggregate and Heatmap Representations of Genome-Wide Localization Data
Using VAP, a Versatile Aggregate Profiler. Methods in Molecular Biology, DNA-Protein
Interactions, Principles and Protocols, 1334 :273-298.
*co-premiers auteurs
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Summary
In the analysis of experimental data corresponding to the signal enrichment of chromatin
features such as histone modifications throughout the genome, it is often useful to represent
the signal over known regions of interest, such as genes, using aggregate or individual pro-
files. In the present chapter, we describe and explain the best practices on how to generate
such profiles as well as other usages of the versatile aggregate profiler (VAP) tool (1), with
a particular focus on the new functionalities introduced in version 1.1.0 of VAP.
Key Words : Data analysis, ChIP-Seq, Aggregate profiles, Average profiles, Heatmaps,
Graphical representation
1. Introduction
Many whole-genome experiments are generating a quantitative measure of the localization
of a chromatin feature of interest in cells through sequencing (e.g. ChIP-Seq, DNA-Seq,
MNase-Seq, see (2) for review). These measures are usually enclosed in density files contai-
ning the signal throughout the genome at different resolutions and encoded in diverse file
formats. The first obvious operation is to visualize the results in a genome browser (for ins-
tance the UCSC Genome Browser(3) and the Integrative Genomics Viewer (4)). In cases
where the chromatin feature of interest tends to have sharp enrichments such as transcrip-
tion factors, peak-calling approaches are used to identify and characterize the localization
of these enriched regions (see (5) for review). Other chromatin features such as certain his-
tone modifications tend to produce more diffuse regions of enrichment that would often not
fit the requirements of the peak-calling algorithms. In such cases, and even with features of
sharp enrichment, it is useful to represent the signal intensity level over known biological
annotations of the genome such as genes or other regions of interest. In some cases the
spatial distribution of the signal between different chromatin features is compared, or the
intensity level of the same feature in different conditions. The Versatile Aggregate Profiler
(VAP) running on both laptop and supercomputers with Linux, Mac OS X or Windows was
designed for that kind of analyses, and is suitable for both experimental and computational
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biologists (1). In VAP, the Reference points correspond to the anchor points on which the
Reference features (e.g. genes) are aligned. For instance, one Reference point is used to
generate a graph over the aligned transcription start sites (TSS), two Reference points are
used to analyze the signal over genes (the two borders of the genes are aligned indepen-
dently but their orientation is considered), and up to six Reference points could be used as
in the case of delimiting the signal over the first, middle and last exons (see figure 2 of the
original paper (1)). In the process, all the Reference features of a group are virtually aligned
on the positive strand in order to represent all the 5’ boundaries to the left and all the 3’ to
the right (see Note 1).
In this chapter we describe the best practices to generate aggregate profiles as well as other
functionalities using the new version 1.1.0 of VAP. Compared to the originally published
version 1.0.0 (1), the version 1.1.0 described here includes : i) the support of the bigWig
format for the Datasets through the use of code from the NGS++ library (6), ii) the support
of the GTF format for the Genome annotations file, iii) the possibility to create a heatmap
representation of the individual profiles, iv) the possibility to filter the Reference groups
using genomic regions, v) an improvement of the overall robustness, and importantly vi)
the addition of a new parameter to process missing data in a Dataset. Indeed and as shown
in Figure A6, the inclusion of genomic regions without signal (called missing data) could
have an important impact on the generation and interpretation of the aggregate graphs. The
materials section of this chapter describes the software you have to install on your compu-
ter and the files that are required depending on the type of analyses you want to conduct.
The methods section mostly describes and details typical analyses that are easily conducted
using VAP.
2. Materials
2.1 Software
1. Download the complete VAP Java packaged file version 1.1.0 (http ://lab-jacques.rech
erche.usherbrooke.ca/vap/downloads/). It contains all you need to run VAP on a lap-
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FIGURE A6 – Aggregate graphs showing the influence of the inclusion of genomic
regions without signal. Aggregate graphs generated with four normalized (or not) ChIP-
Seq datasets of the histone modification H3K36me3 obtained form ENCODE (two biologi-
cal replicates (plain and dotted curves) in two different cell lines (K562 (red) and HeLaS3
(blue))) and sequenced by UW (10), profiled on the 31680 unique refSeq transcripts extrac-
ted from UCSC in September 2014. The BAM files were downloaded (from http ://hgdown-
load.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeUwHistone/) and used to generate the
"raw" and "normalized" bigWigfiles (see Note 12 and 13). The aggregate profiles were generated
directly using the raw data and ignoring the missing data (A), or using the normalized data and igno-
ring (B) or processing (C) the missing data (see Note 30 regarding the bottom "Proportion" graph of
each panel). Based on the comparison of these three panels, it can be concluded that processing the
missing data (C) allow the biological replicates to look much more similar than just normalizing for
the number of mapped reads (B). All the files (including the parameters file) used to generate this
Figure are available in lab’s website (http ://lab-jacques.recherche.usherbrooke.ca/vap/downloads/).
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top, desktop or server computer with Unix/Linux, Mac, or Windows, including test
files (see Note 2).
2. Download and install Java JRE 7.0 update 9 (or above) (https ://www.java.com/down
load/) to open and use the VAP interface.
3. Make sure that everything is properly installed and configured by using the "Test
VAP" menu. Briefly, this will select the Annotations analysis mode, load the genome-
wide H3K36me3-vs-H3 (7) and H2A.Z-vs-H2B (8) yeast ChIP-chip Datasets, load
three Reference groups corresponding to genes with high, mid and low transcriptional
frequency (9) as well as the corresponding Genome annotations file, then generate
one aggregate graph containing the twoDatasets over the three Reference groups (for
a total of six curves).
(a) Open the interface by double-clicking on the Java archive (jar) file (see Note 3).
(b) Click on the "Test VAP" menu of the interface, then "Load test files".
(c) Choose an output folder in the Output selection section.
(d) Click on the "Run" button at the bottom left of the interface.
(e) The results of the analysis will be generated in the selected output folder, inclu-
ding a file called "test_agg_graph_all.png" showing the aggregate profiles.
(f) In case you got an error message see Note 4.
2.2 Input files
Depending on the type of reference the user wants to analyze (Annotations, Exons or Co-
ordinates) the required input files are not exactly the same (see sections 3.2 to 3.4 for more
details), but in all cases theDatasets and Reference groups are mandatory. See Note 5 about
the coordinate intervals convention of all the input and output files (zero-based half-open
vs one-based closed).
1. Datasets : The Datasets are the density files summarizing the number of sequencing
read aligned (or the hybridization intensity) at given position of the genome. The data
formats currently supported in VAP for density files are bigWig, bedGraph, and WIG
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(https ://genome.ucsc.edu/FAQ/FAQformat.html) (see Note 6). In a future version of
VAP we plan to also support aligned file formats such as BAM, meanwhile if you are
starting with such aligned files please refer to section 3.1 below.
2. Reference groups : The Reference groups are the groups of Reference features of
interest (either genome annotations such as genes, or user-provided regions such as
peaks) on which you want to aggregate the Dataset’s signal. The content of a Re-
ference group varies depending on the type of reference you want to analyze, but
there is always one Reference feature per line. In the Annotations and Exons analysis
modes, a Reference group file contains only one column with the unique identifiers
(e.g. gene names) written exactly (case sensitive) as in the corresponding Genome
annotations file (see next step and Note 7). In the Coordinates analysis mode the Re-
ference groups directly contain the genomic coordinates (e.g. enriched regions for a
particular transcription factor identified by peak calling approaches) in a BED format
(three to six columns) when there are exactly two Reference points, or in a special
format for analyses using one to six Reference points (see Note 8).
3. Genome annotations : This file is only required in the Annotations and Exons modes
to extract the genomic coordinates of the Reference features. The formats supported
are genePred and GTF (https ://genome.ucsc.edu/FAQ/FAQformat.html) (see Note
9).
4. Selection or Exclusion filters : Optionally it is possible to select or exclude Reference
features from the Reference groups, as well as genomic regions (see Note 10).
3. Methods
The Java interface proposes two main tabs that are self-explanatory : Complete VAP pro-
cess and Only create graphs. Few sections of the interface are considered "advanced" and
can be accessed by clicking on the "+" sign beside the information button. When the user
clicks on the "Run" button, a "VAP_parameter.txt" file is automatically created by the inter-
face in the output folder, which can be later imported through "Open parameters file" from
the "File" menu to generate similar analyses (e.g. same input files but using different num-
bers of windows per block or a different windows size). The "File" menu also proposes a
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selection of parameters often used to analyze mammalian or yeast Datasets (the later being
much smaller and compact).
3.1 Prepare density files from aligned (BAM) files
This preliminary file-processing step is optional ; in cases you already have density files
you can directly go to section 3.2. As mentioned above the BAM/SAM file format, which
contains the information of each read aligned to the reference genome, is not yet supported
by VAP and should thus be processed. If you are starting with such files, you should already
have checked the quality of the raw sequences, applied a trimming step if relevant, mapped
the reads, checked the quality of the mapping, and filtered the reads if required (see Note
11). Ideally you would generate normalized density files from aligned (BAM) files using
a sophisticated method such as the one implemented in Wiggler (10, 11) that shifts the
reads, combine biological replicates, normalize for the number of mapped reads, and take
into account the local mappability to distinguish missing values from unreliable genomic
positions, in order to generate a Dataset containing the signal expressed in terms of a fold-
change over the expected signal from an equivalent uniform distribution of reads over all
mappable locations in the genome (https ://sites.google.com/site/anshulkundaje/projects/wi
ggler). Otherwise, minimally you want to :
1. Create a density file (bedGraph format) where the signal is normalized for the number
of mapped reads (see Note 12).
2. Convert this bedGraph file into a much more compressed bigWig file (see Note 13).
3.2 Generate aggregate profiles over genes (or other annotations from a Genome
annotations file)
This is the most popular analysis mode of VAP, accessible from the main Complete VAP
process tab of the interface.
1. In the Files selection section (Figure A7) drag, browse or write the name of :
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a)
b)
c)
d)
FIGURE A7 – Screenshot of the Files selection section showing the parameters described in
section 3.2.1.
(a) The normalized Dataset(s) (generated at section 3.1 or obtained externally) in
one of the currently supported density format (see section 2.2.1). The bigWig
format is highly recommended because it is much more efficient to process (see
Note 14).
(b) The Reference group(s) (see section 2.2.2 and Note 15).
(c) The Genome annotations file (see section 2.2.3).
(d) Optionally you can use Selection and Exclusion filter file(s) (see section 2.2.4).
2. In the Parameters selection section (Figure A8) you have to select or enter :
(a) The analysis method using the toggle buttons. The Absolute method uses win-
dows of constant size (meaning that longer feature contains more windows) per
block, while the Relative method uses a constant number of windows (meaning
that longer feature contains longer windows). Considering that the Absoluteme-
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FIGURE A8 – Screenshot of the Parameters selection section showing the parameters descri-
bed in section 3.2.2.
thod is almost always recommended (see Note 16) only the parameters related
to this method are described here.
(b) The type of annotation coordinates (either transcriptional or coding) to extract
from the Genome annotations file.
(c) The number of Reference points (see Note 17). By definition the number of
blocks is the number of Reference points + 1 (one block each side of each Refe-
rence point).
(d) The 5’ or 3’ boundary in the case where only one Reference point is selected.
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(e) The size of the windows used to segment each block (and by extension the Refe-
rence features) (see Note 18).
(f) The number of windows used in the representation of each block individually
(see Note 19).
(g) The type of alignment per block (see Note 20).
(h) The type of aggregate values to report for each window of the Reference groups
(see Note 21).
(i) The type of dispersion value in the case where you selected to report the mean
as the aggregate values (see Note 22).
(j) The number of consecutive windows to average in order to smooth the aggregate
data (see Note 23).
(k) How to process missing data. This new option of VAP is particularly important to
get more accurate aggregate profiles in cases where the reliable genomic regions
without signal are not included with a value of zero in your Datasets (see section
3.1). As mentioned by others (https ://sites.google.com/site/anshulkundaje/projec
ts/wiggler), including these regions with zeros in the analysis is critical(see Fi-
gure A6).
(l) Optionally you can control the memory footprint of VAP by deciding to process
a limited number of data values at a time.
3. In the Output selection section (Figure A9) you have to select or enter :
(a) The output folder where all the output and related files will be generated.
(b) Optionally you can add a prefix that will be added to all the output file names
(see Note 24).
(c) Optionally you can choose to generate the aggregate graph(s).
(d) Optionally you can choose to display a dispersion value at each window of the
aggregate graph (selected at step 3.2.2.i).
(e) The number of Dataset(s) per aggregate graph (one or all).
(f) The number of Reference group(s) per aggregate graph (one or all).
(g) Optionally you can choose to automatically subgroup the Reference features ba-
sed on the orientation of the upstream and downstreamGenome annotations (see
Note 25).
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Figure 4
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FIGURE A9 – Screenshot of the Output selection section showing the parameters described
in section 3.2.3.
(h) The number of orientation group(s) per aggregate graph (one or all).
(i) Optionally you can choose to output the individual Reference features values.
This will generate one file per Reference group and per Dataset, mainly contai-
ning one individual Reference feature per line and the signal of individual win-
dows in the columns. Considering this file is essential for heatmap representation,
this box is automatically checked if the next option is also checked.
(j) Optionally, you can choose to create heatmap image(s) of the individual Refe-
rence features values with predefined or customized settings (see Note 26).
(k) Optionally you can define the scale of the Y-axis, otherwise it will be populated
automatically (see Note 27). Note that at least one of the aggregate, individual
or heatmap output has to be selected.
4. Click on the green "Run" button (see Note 28).
(a) The interface validates the parameters you entered ; in case of an error a pop-up
window appears.
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(b) When everything is fine a progression bar appears, indicating the name and the
proportion of the total number of steps to accomplish.
(c) When the execution is completed, a new window appears containing either the
"Analysis completed" message, or the error message(s) in case of a problem.
5. Interpretation of the output files. There are four groups of output files (see Note 29
for the naming scheme) :
(a) Aggregate graphs : When this option is selected, VAP generates png images
(using the sub-prefix "agg_graph") containing two plots ; the first contains the
aggregate values in each window of each block (e.g. upstream region, Reference
feature and downstream region when using two Reference points), while the se-
cond contains the corresponding information on the proportion of the Reference
features contributing to the aggregate value (see Note 30). To generate these
images, other text files are produced containing the actual values (using the sub-
prefix "agg_data") as well as the list of aggregate graph to generate (using the
sub-prefix "list_agg_graph") (see Note 31). These text files can also be used by
macro included into Libre Office and Microsoft Office spreadsheets available in
the download section of VAP to generate vectorial graphs that can be imported to
image editing softwares such as Illustrator or Inkscape to generate publication-
ready figures. Importantly, you have to be careful not to over-interpret the infor-
mation in these graphs (see Note 32).
(b) Heatmap representation :When this option is selected, VAP generates png images
(using the sub-prefix "heatmap") containing the individual values of each win-
dow of each block of each Reference feature. To generate these images, other text
files are produced containing the actual values (using the sub-prefix "ind_data")
as well as the list of heatmap to generate (using the sub-prefix "list_heatmap")
(see Note 33).
(c) Parameters file : This file contains one parameter per line in a special format (see
Note 34). It is using the sub-prefix "VAP_parameters.txt" when created by the
interface, or any other name when created or modified by the user.
(d) Log files : Many execution details (including warning and error messages) are
written in both the vap_core and vap_interface log files.
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3.3 Generate aggregate profiles over exon boundaries (Exons mode)
This analysis mode is probably the less popular but nonetheless very useful in certain cases.
Since this mode is almost identical to the Annotation mode (see section 3.2), only the
different parameters are enumerated :
1. In the Parameters selection section :
(a) The coordinates used are necessarily those from transcript boundaries therefore
the parameter from step 3.2.2.b is not displayed.
(b) The number of Reference points at step 3.2.2.c is automatically six, correspon-
ding to the beginning and end of all the first, middle and last exons, and conse-
quently introns (see Note 35).
(c) An additional parameter allows to merge (or not) the signal of the middle in-
tron(s) (for genes having more than three exons) with the first or last introns.
2. In the Output selection section, the two parameters of the aggregate graphs regarding
the orientation subgroup(s) (steps 3.2.1.g-h) are not relevant in this analysis mode
and are therefore not displayed.
3.4 Generate aggregate profiles over user-defined regions (Coordinates mode)
Since this analysis mode is almost identical to the Annotations mode (see section 3.2)
(the biggest difference is the content of some files (see section 2.2)), only the different
parameters are enumerated :
1. In the Files selection section, since the coordinates of the Reference points are in-
cluded in the Reference group, no Genome annotations file (step 3.2.1.c) is therefore
required.
2. In the Parameters selection section, the type of annotation parameter (step 3.2.2.b) is
not relevant since only one type is provided in the Reference group.
3. In the Output selection section, the two parameters of the aggregate graphs regarding
the orientation subgroup(s) (steps 3.2.2.g-h) are not relevant in this analysis mode
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and are therefore not displayed.
3.5 Generate individual average value per gene or regions
Even if there is no specific analysis mode for this application in the interface, it is worth to
note that it is possible to choose parameters allowing calculating the average signal value
of each gene or region of interest. Follow the method of section 3.2, except :
1. In the Parameters selection section :
(a) Choose a very large windows size (e.g. bigger than the longest Reference fea-
ture).
(b) Choose two Reference points.
(c) Choose only one window per block.
2. In the Output selection section, only check the option to report the individual Re-
ference feature values (the aggregate and heatmap graphs are not relevant in such a
case).
3. VAP will generate text file(s) named "ind_data" containing three columns of data
(see Note 33) where the middle one corresponds to the average signal over each Re-
ference feature (the first and third columns of data correspond to the upstream and
downstream regions respectively). It is then possible to sort the Reference features
based on this value to create new Reference groups of similar level of enrichment,
and use these new groups to generate aggregate profiles. see Note 36 for alternative
usages.
3.6 Only create graphs
In some cases it is desirable to generate the graphical representations of an analysis without
having to rerun it. Two such frequent scenarios are :
– you want to change the content (Datasets, groups, order) of an aggregate or heatmap
graph by simply manually modifying (remove, replace) the content of a list file (see
steps 3.2.5.a-b)
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– you directly ran the vap_core module from a terminal (see Note 37), therefore without
using the vap_interface module that is the one generating the graphs.
There are two different ways to only generate the graphs :
1. Use the "Only create graphs" tab of the interface (Figure A10) :
a)
b)
c)
d)
FIGURE A10 – Screenshot of the Only create graphs tab of the interface showing the para-
meters described in section 3.6.1.
(a) You can either choose to use the "From list file" or "From parameters file" toggle
button, and then select the desired aggregate or heatmap graph(s) and their ap-
propriate available parameters. Using the list file(s) does not allow drawing all
the elements of the X-axis (see Note 38).
(b) You can choose to display (or not) the dispersion values on the aggregate graph(s).
(c) You can choose to create (or not) heatmap image(s) with predefined or customi-
zed settings (see Note 26).
(d) You can define the scale of the Y-axis, otherwise it will be populated automati-
cally.
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2. Run the vap_interface module from the terminal where you can define the same pa-
rameters than from the interface through the use of different options (see Note 39).
4. Notes
1. Consequently, a genomic region containing a Reference feature on the positive strand
(P) is used as is, while the region containing a Reference feature on the negative
strand (N) AND its upstream and downstream annotations is inverted. For instance,
a region containing the genes A-B-C (ordered from their increasing genomic coordi-
nates) where genes A and B are on the negative strand and gene C is on the positive
strand are therefore on native orientations NNP ; in a case where gene B is included
in a group of Reference features, the whole region is virtually inverted such that this
region is used as if the genes were ordered C-B-A and their orientations were NPP.
2. More precisely, the complete VAP tool is a Java archive (jar) file corresponding to the
vap_interface module packaged with the C++ vap_core binaries compiled statically
(therefore no dependency) for the supported OS (Unix (most distributions), Mac OS
X, Windows XP and above ; 32 and 64 bits architectures). The individual modules
can be optionally downloaded separately.
3. Alternatively, type in a terminal
java -jar vap-1.1.0-all.jar
from the folder containing the jar file.
4. It is preferable to avoid space and particularly accent in all the paths and file names
(program, files, output directory). Since the two log files generated by VAP are simple
text files, do not hesitate to take a look inside and if you still do not understand the
error please contact vap_support at usherbrooke.ca by providing the two log files
with an explanation of what you are trying to do. Eventually we might ask for your
files to reproduce the error (Reference groups, Genome annotations, Datasets).
5. In version 1.1.0, a small bug was corrected to make sure to correctly interpret the
coordinates of all the input file formats as defined by the UCSC Genome Bioinfor-
matics team. This means that for genePred, BED, bedGraph and bigWig formats, the
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first position of the chromosome is ’0’ (zero-based) and the start of an interval is
included, but the end is not (half-open). For example, in this convention the interval
chr1 1 10
contains nine positions (1 to 9) starting at the second position of chromosome 1. Since
the format definition of GTF is one-based and uses closed intervals (the end position
is included in the interval), it is therefore normal that the same gene represented in
genePred and GTF format will apparently not have the same coordinates, but the
results of VAP will be exactly the same. The WIG data format is also one-based
closed. See Note 8 about the special format required in the Coordinates analysis
mode. Internally, all the coordinates are represented as zero-based closed (therefore
inclusive) intervals. The coordinates in the "agg_data" output files are zero-based
(in the way that 0 represents the first position of the Reference features), while the
coordinates in the "ind_data" files follow the same convention than the corresponding
Reference group file.
6. The file extension is first used to determine the file format, then the attribute "type"
(which is mandatory forDatasets and Coordinates files) from the definition line (first
line of the file) is used to cross-validate the format (https ://genome.ucsc.edu/FAQ/FAQ
format.html). The supported extensions (case insensitive) are : bigWig, bw, bed-
Graph, bg, wiggle and WIG for Datasets ; genePred, gp and gtf for Genome an-
notations ; bed and coordX (where X is a value between 1 and 6, see Note 8) for
Coordinates files. The extension is not used for the other Reference group files (in
Annotations and Exons mode) and Filter files. If the extension is unknown or the
attribute "type" does not correspond to the extension (not cross-validated), the file
is skipped and a warning is written in the vap_core log file. Note that the Datasets
are limited to one track of data per file (otherwise the data values are all appended
to the first track). Also note that in all Dataset and Reference group files where the
definition line contains the attribute "name", this information is used in the name of
the output files ; otherwise the file name is used.
7. If a Reference group contains the same Reference feature more than once, all ins-
tances are kept (and linked to the same genome annotation in Annotations or Exons
mode). Optionally the definition line can contain the attribute
#name=<file_alias>
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where the text must be enclosed in quotes if it contains spaces. Any other line starting
by "# " is considered as a comment. Note that only the first column is read (others
ignored).
8. The first line of a Reference group file in the Coordinates mode (also directly called
coordinates file) should start by a "# " and contains at least the attribute "type=" fol-
lowed by one of the 6 "coordX" where X is the number of Reference points contained
in this file. The full description of this definition line is :
#type=coord<X> [name=<file_alias> desc=<file_description>]
where the three attributes can appear in any order and where the text of the name and
description attributes must be enclosed in quotes if it contains spaces. Any other line
starting by "# " is considered as a comment. Because this type of file can contain up to
six Reference points, the order of the columns is slightly different than in the traditio-
nal BED format : the first column of the other lines must contains the chromosome,
the second column the strand (’+’ or ’−’ (any other character interpreted as ’+’)),
and the X following columns must contain the coordinates. The columns must be
delimited by a tab or space characters (multiple instances are processed as one, such
that empty columns are not allowed). Note that in cases where a line contains less
than X columns, the default values (which are an empty string for the chromosome,
a dot for the strand and -1 for the coordinates) are used for the missing columns. An
additional column (X+1) can optionally contain an alias (e.g. unique identifier) that
is then reported in the individual output file (see step 3.2.5c). The name of such Co-
ordinates Reference feature is always defined as the concatenation of all the required
columns, delimited by a "_" (e.g. chr1_+_181135) that can be used as a name in the
Filter files (see Note 10). Because most of the input files are zero-based (see Note
5), we decided to also use the zero-based convention for the coordinates contained in
this file, and they are used as is (therefore the equivalent of closed intervals). To illus-
trate this special format, these are the first three lines of a coordinates file containing
one Reference point :
#type=coord1 name=tRNA desc="tRNA trx start, id=original tRNA coordinates"
chr1 + 181135 tL(CAA)A_181135_181248
chr1 -139256 tP(UGG)A_139154_139256
And the first lines of a coordinates file containing four Reference points :
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#type=coord4 name="unannot transcripts" desc="w surrounding genes"
chrI + 401 500 1501 1600 end-geneA_unannot1_start-geneB
chrII -1551 1650 2651 2750 end-geneG_unannot2_start-geneH
Because we want theCoordinates analysis mode to be able to replicate the results ob-
tained in the Annotationsmode, the coordinates are associated to the blocks the same
way than the annotation coordinates (start and end) are used in the Annotationsmode
(see Note 17), except that by using one Reference point we assume it represents the
equivalent of the 5’ of the annotation. If you are not sure to understand correctly, look
at the interface and every time that a block is named "Inter", the coordinates of this
block are derived from the coordinates of the neighbor blocks(using the +1 and −1
operations described in Note 17). Note that the end coordinate of the block named
"Upstream" as well as the start of the block "Downstream" are derived if they are a
neighbor of the block named "Reference feature", otherwise they use the coordinates
provided in the coordinates file (as the flanking genes in Annotations mode). Consi-
dering that Genome annotations files are either zero-based half-open (genePred) or
one-based closed (GTF), we now provide a tool (included in a suite of utilities called
vap_utils, http ://lab-jacques.recherche.usherbrooke.ca/vap/downloads/) facilitating
the conversion of a Genome annotationsfile to a coordinates file.
9. If you are working with an organism supported by the UCSC Genome Browser, it is
possible to extract the Genome annotations file in genePred format from the "Table
Browser" (http ://genome.ucsc.edu/cgi-bin/hgTables) by selecting the option "selec-
ted fields from primary and related table" from the "output format", and then "check
all" from the primary table except the first "bin" line. You can also download a Ge-
nome annotations file in GTF format from there. In genePred format, exon coordi-
nates must be right flanked by a comma (e.g. "200,500,") and contains at least 10
columns. When a 11th column is present, it is considered to be the alias and this
information is used as the second column in the "ind_data" output file, while other
columns (12th and +) are copied at the end of the lines. In GTF format, only the
"exon", "CDS" and "stop_codon" features (third column) are considered to recons-
truct the transcripts, and the "transcript_id" attribute is used as annotation name while
the "gene_id" attribute is used as alias. All Genome annotations file are represented
internally as genePred format, therefore non-coding annotations (lacking "CDS" fea-
ture) are using the end of the last exon coordinate as CDS coordinates (both for the
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start and end). If the Genome annotations file contains the same annotation name
(supposedly unique identifier) more than once, the corresponding Reference feature
of the Reference group is linked with the first instance of the Genome annotations
file. Note that a header line(s) can be present but should start by "# ".
10. The Selection filter is applied before the Exclusion filter. The Filter files can contain
a mix of annotation names (unique identifiers in one column) and genomic coordi-
nates (expressed in the three column tab-delimited BED format (chr start end) there-
fore using the zero-based half-open convention (see Note 5)). Note that for genomic
coordinates, an overlap of 1 base pair with the Reference feature is sufficient to apply
the filter, and exceeding the size of the chromosome is tolerated (e.g. if you don’t
know the exact size of a chromosome to exclude, use a very big number as end coor-
dinate). For example, one of your Reference group contains all the transcribed genes
in a given condition, but you want to restrict your analysis to the genes longer than
1kb (the Selection filter therefore contains the list of long gene names) not in mito-
chondrial chromosome as well as not overlapping another annotation (the Exclusion
filter therefore contains in the same file a line with something like
chrM 0 50000000
and the list of overlapping gene names). In the Coordinates mode the filters repre-
sented as genomic coordinates are applied on the columns corresponding to the Re-
ference feature coordinates (see Notes 8 and 17).
11. Without going in details because it is beyond the topic of this chapter, some of the
tools that can be used to conduct these quality control and preprocessing steps in-
clude FastQc(http ://www.bioinformatics.babraham.ac.uk/projects/fastqc/), Trimmo-
matic (12), BWA (13) or Bowtie (14), SAMtools (flagstat and view)(15), SAMStat
(16), and Picard (https ://github.com/broadinstitute/picard).
12. If you are comfortable to work from the terminal, here is an example bash script
using SAMtools (15) and BEDtools (17) to generate normalized bedGraph files from
already filtered BAMfiles (using the number of mapped reads for the normalization) :
Files=*.bam
for i in $Files
do
nbReadsMap=$(samtools view F 4 c $i)
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sclFctr=$(echo "scale=5;10000000/$nbReadsMap" | bc)
bedtools genomecov -bg -scale $sclFctr -ibam $i -g chromsize> $i-scl.bedgraph
done
where the file "chromsize" is tab-delimited and contains the name and the size of
each chromosome on two columns and can be obtained from the UCSC Genome
Browser. Note that using the "-bga" option of "genomecov" rather than "-bg" gene-
rates bedGraph files that include the regions with zero signal (giving much bigger
files). However, given the new parameter of VAP to process missing data, you do not
need to use this "-bga" option anymore to obtain unbiased profiles (Figure A6). If you
are not comfortable with the terminal, it is possible to use SAMtools and BEDtools
from the public web-based Galaxy platform (https ://usegalaxy.org) (18) to generate
normalized bedGraph files.
13. From the terminal, the easiest way is to use the "bedGraphToBigWig" utility from
Kent’s tool (http ://hgdownload.cse.ucsc.edu/admin/exe/) by adding the following
line to the script of Note 12 :
./bedGraphToBigWig $i-scl.bedgraph chromsize $i-scl.bigwig
This tool is also available from the Galaxy platform.
14. The reason why the bigWig format is much more efficient to process is that we do
not have to read the whole file but only the relevant sections required to accomplish
the requested analysis.
15. VAP can process more than one round of Datasets and Reference groups using the
same parameters (e.g. generate the profile of Datasets A and B on the 500 most
expressed genes in condition 1, and Datasets C and D on a different group of the
500 most expressed genes in condition 2). This can be done by manually modifying
the parameters file to use different "alias" for the "dataset_path" and "refgroup_path"
parameters. Unfortunately this feature is not available for now through the interface,
you should rather use the vap_core module directly.
16. We designed VAP to use the Absolute analysis method by default because it is consistent
with most of the molecular biological processes, but we nonetheless incorporated the
Relative method since it is still used in the literature. For instance, the transcriptio-
nal processes can sense the absolute distance from a certain point (such as the TSS)
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based on the suite of post-translational modifications involved at the different steps
of transcription, and always following the same order ; the combination of marks at
a certain point can therefore represent a "ruler" of the absolute distance (19). In Ab-
solute mode, each feature is divided in windows of constant size, while in Relative
mode each feature is divided in a constant number of windows (therefore having
varying length for two features of different length). The Relative mode imply that
a signal appearing at a certain absolute distance from a point of reference (e.g. the
H3K36me3 histone modification appearing after few hundred base pairs from the
TSS of each gene) is not represented in the same window for short vs long genes
(e.g. a signal 600 bp downstream of the TSS is contained in the 6th window of a 1kb
gene divided in 10 windows, but in the 2nd window of a 3kb gene also divided in 10
windows).
17. To help to understand the following explanations, change the number of Reference
points on the interface and you will notice an update of the layout. By using two Re-
ference points, three blocks are generated to isolate in a block the Reference feature
(often a gene) in the middle, while the upstream and downstream regions contain si-
gnal from flanking intergenic regions (potentially contaminated by signal from flan-
king genes depending of the length of the regions and the blocks). To completely
delimit the flanking intergenic regions and avoid contamination from flanking genes,
four Reference points are required (five blocks) ; in such a case the upstream and
downstream regions contain (but is not delimited by) signal from the flanking genes.
To completely delimit these flanking genes in separate blocks, six Reference points
must be used (for a total of seven blocks). Using three and five Reference points allow
to delimit the 5’ regions.
In more details, here is the description on how the coordinates of the Reference fea-
tures (and its flanking annotations) are associated to the blocks : with one Reference
point, if the 5’ boundary is selected (see step 3.2.2d) the coordinate corresponds to
the start of the second block (named "Downstream"), while if the 3’ boundary is se-
lected the coordinate corresponds to the end of the first block (named "upstream")
in order to avoid a shift of one base pair compared with the results of two Reference
points where the two coordinates of the Reference feature are used inclusively as
start and end of the middle block (named Reference feature) ; with three Reference
points the end coordinate of the upstream annotation corresponds to the end of the
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first block (named "Upstream") while the two coordinates of the Reference feature
correspond to the start and end of the third block (named "Reference feature") in
order to isolate in the second block (named "Inter") the signal of the upstream inter-
genic region (the coordinates of this second block are derived by applying +1 and
-1 respectively on the end and start of the neighbor blocks) ; four Reference points
is a derivative of the three Reference points where the start of the last block (named
"Downstream") corresponds to the start of the downstream annotation to isolate the
signal of the downstream intergenic region in the forth block ; five Reference points
is a derivative of the four Reference points where the signal of the upstream anno-
tation is completely isolated in the second block (named "Annotation") ; lastly, six
Reference points is a derivative of the five Reference points where the sixth block
(also named "Annotation") uses the coordinates of the downstream annotation.
18. This number represents the resolution of the output. In each window the calculated
value is always the weighted average, the weight being the coverage (footprint) of
the datavalues (e.g. in a 100 bp window where there are two datavalues, respectively
with a value of 1.0 and a coverage of 75 bp, and with a value of 3.0 and a coverage
of 25 bp, the weighted average is 1.5). In VAP version 1.0.0, the calculated value
per window was the non-weighted average (e.g. given a result of 2.0 in the previous
example), explaining that the results between the original and new VAP versions
could be slightly different.
19. In the Absolute mode you have to choose the length of each regions you want to re-
present in the aggregate or individual profiles and therefore used for each Reference
feature and its neighbor regions ; this length is simply calculated as the product of the
windows size times the number of windows in a block. A gene shorter than the block
capacity is completely included in the aggregate profile, meaning that some windows
of the block are empty for this Reference feature (e.g. to represent a 2500 bp gene in
a block having a capacity of 3000 bp (60 windows of 50 bp) there are 10 windows
around the split point (see Note 20) that stay empty). Conversely, the portion around
the split point of a gene longer than the block capacity is not represented in the ag-
gregate profile (e.g. the middle 1 kb of a 4 kb gene is not represented in the same
block of a 3 kb capacity). It is recommended in the exploratory phase of your data
analysis to select a number of windows per block that corresponds to approximately
twice the average length of the regions contained in this block, and eventually reduce
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this number to cover the average length. For instance, in a compact genome such as
yeast, considering that the average gene length is ∼1500 bp and the average interge-
nic region ∼500 bp, it is recommended to first use four Reference points, a windows
size of 50 bp, and a number of windows per block of 10 ;20 ;60 ;20 ;10 windows per
block (completely covering regions of 500 ;1000 ;3000 ;1000 ;500 bp respectively).
20. In Absolutemode the content of each block can be totally aligned to the left or to the
right, or split to align separately both the starts and the ends of the Reference fea-
tures. Because the genomic coordinates each side of a split point are not necessarily
contiguous (e.g. gene longer than the block capacity, see Note 19), a gap is always
introduced at the split point inside a block. Note that the split point is the end (100%)
or the beginning (0%) when the block is aligned to the left or the right respectively.
Using the advanced parameters, the split point can be expressed in absolute or pro-
portional distance of a boundary. Note that the alignment of the first (upstream) and
last (downstream) block cannot be split because all the genomic regions inside these
blocks have the same length, corresponding to the capacity of the block.
21. This parameter indicates to report one of the supported aggregate values (mean, me-
dian, max or min), calculated across corresponding non-empty windows of all the
Reference features of a given Reference group. This value must not be confused with
the weighted average calculated from the data values for each window of each Refe-
rence feature mentioned in Note 18.
22. When the type of aggregate value is not the mean, no dispersion value is reported
because it would be incorrect to show in a graph one of the other possible aggregate
value (median, max or min) with the dispersion of the mean (standard deviation or
standard error of the mean).
23. This value must be an even integer because the smoothed value reported at a given
position is the result of the average calculated on the given window and half of the
selected number of windows each side of it. This procedure is therefore creating a
gap of the same size (half of the selected number of windows) at the split point of
each block, represented as invalid windows. It is important to note that this smoo-
thing operation is calculated only on the aggregate values, therefore not affecting the
individual Reference features data reported in the "ind_data" files. Also note that for
the windows positioned at less than half of the selected number of windows of the
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end of the block, the smoothed value is still calculated but consequently using less
values (ignoring the neighbor invalid windows).
24. It is sometimes more useful to centralize all the output in the same folder with dif-
ferent prefixes than to create a different output folder each time, particularly in the
exploratory analysis phase. Note that the only output files on which the prefix is not
applied are the log files.
25. This option could be really important to correctly interpret signal in proximal regions
that could be affected by the orientation of the flanking genes in compact genomes. It
is only available in the Annotations analysis mode because we cannot assume that all
the relevant regions of a genome are included in the Coordinatesmode, and it is unli-
kely that the orientation of the neighbor genes can have an impact on the signal in the
Exons mode. By default the only subgroup selected is the one containing all the fea-
tures, but it is possible to select subgroups based on the orientation of the upstream
and downstream annotations of the Reference feature, named using the following
nomenclature : A stands for Any, C stands for Convergent (tail-tail), D stands for
Divergent (head-head), and T stands for Tandem (tail-head), for a total of nine pos-
sible orientation subgroups (AA, AC, DA, AT, TA, TT, TC, DT, an DC). For instance,
the AC subgroup corresponds to Reference features where the upstream annotation is
on Any strand, and the downstream annotation is on the opposite strand (Convergent
orientation or in other words tail to tail, therefore the union of the subgroup TC and
DC). Since all the Reference features are represented from left to right (5’ to 3’) in an
aggregate (and individual) profile, those standing on the negative strand are virtually
flipped (along with their flanking annotations) (see Note 1) such that it is impossible
to get an upstream orientation Convergent.
26. Generating the heatmap images could take much longer than generating the actual
aggregate and individual data files. Also, note that this process could use a lot of
memory if you are working with a lot of Reference features and/or a lot of windows,
consequently it is recommended to use the 64bits version of Java to generate heatmap
images.
27. In the exploratory analysis phase it is preferable to keep an automatic scaling to
generate the aggregate graphs, but for heatmap representation it is preferable to set
values for the Y-axis because of the outliers.
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28. By pressing "Run", the interface creates the file "VAP_parameters.txt", copies the
appropriate platform-dependent binary file (see Note 2) from the jar file in the se-
lected output folder, and execute it from there. Any relative path must therefore take
the output folder as the working directory when using the interface. Note that if an
executable file named "vap_native" is present in the output folder, the interface rather
executes this file. This "vap_native" strategy allows a user to compile the source code
(released under the GPL license, https ://bitbucket.org/labjacquespe/vap_core/) on a
server with an unsupported OS (or any other computer) and use the interface through
a X-windowing system without having to repackage the jar file.
29. The name of the aggregate graph depends on the options (referred at steps 3.2.3.e-h)
allowing to generate one graph per element (value of 1 in the next table) or to put all
the elements on one graph (value of 0).
Because the Datasets are always processed one at a time, in the case where you want
all the Datasets on the same graph, the name of the "agg_data" files always contains
the name of one Dataset, but the name of the graph does not because the different
files are grouped through the list of aggregate graph to generate (idem for the orien-
tation subgroup(s)) (see Note 31).
So far one heatmap image and individual data file is generated for each combina-
tion of Dataset and Reference group, the orientation of the flanking annotations is
included as a column in the "ind_data" file (in the Annotationsmode) but not used to
create subgroups. The naming scheme is therefore equivalent to the 1-1-0 state, but
using different sub-prefixes.
Dts Grp Ori || GraphFileName DataFileName
1 1 1 || agg_graph_datst_grp_ori agg_data_datst_grp_ori
1 1 0 || agg_graph_datst_grp agg_data_datst_grp_ori
1 0 1 || agg_graph_datst_ori agg_data_datst_ori
1 0 0 || agg_graph_datst agg_data_datst_ori
0 1 1 || agg_graph_grp_ori agg_data_datst_grp_ori
0 1 0 || agg_graph_grp agg_data_datst_grp_ori
0 0 1 || agg_graph_ori agg_data_datst_ori
0 0 0 || agg_graph_all agg_data_datst_ori
30. As illustrated in Figure A6a and b, the bottom graph shows that the proportion is
∼45% in the upstream and downstream regions, and it is dropping to ∼20% in the
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middle of the Reference features, while in Figure A6c the proportion is 100% in the
flanking regions and dropping to ∼40% in the middle. This indicates that in each
window of the flanking regions (from panels a and b) ∼45% of the genes contribute
a data value to the corresponding window of the upper graph (therefore ∼55% of
missing data, mainly because the sequencing depth that was not that high), while the
parameter to process the missing data as data values of zeros in panel c imply to bring
the proportion of contributing genes to 100%, allowing a more reliable comparison
of the Datasets. Note that, independently, by increasing the size of the windows the
proportion of genes contributing a signal data value automatically increases. The
drop of the proportion in the middle of the graphs of Figure A6 is the consequence of
the genes being all split in the middle and each half aligned on one boundary (start
or end) (see Notes 19 and 20 for more details on the split). You can observe similar
profiles by using the test Datasets provided with the interface (see section 2.1.3).
31. The "agg_data" file mainly contains one line per window and four columns per Re-
ference group :
– the relative coordinates (where the 0 corresponds to the start of the Reference fea-
ture and the other coordinates are expressed in relative position to this Reference
point, in steps corresponding to the size of the windows)
– the aggregate value (see Note 21) after the smoothing (if applicable, see Note 23)
– the dispersion value (see Note 22)
– the proportion of the Reference features of this group contributing to the aggregate
value of this window (see Note 30).
For example, in a case where a Reference group contains 500 Reference features, the
aggregate value of a particular window is calculated on these (up to) 500 values ; in
the Absolute mode, if 100 Reference features do not have any data point in a par-
ticular window (e.g. shorter genes than the block capacity), the aggregate value is
calculated on the 400 remaining values and the column "proportion" contains this
information (0.8 = 400/500). Note that the proportion information is useful to iden-
tify the regions of the aggregate profiles where the proportion of Reference features
contributing to the aggregate value is too low to be reliable (e.g. if the capacity of a
block is much bigger than the average gene length, the aggregate profile around the
split point will be noisy and the proportions very low because really few genes will
contribute datavalues to these windows). The "list_agg_graph" file contains the ins-
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tructions for the Java interface on how to assemble the "agg_data" files to create the
desired graphs. Briefly, the first column of this file contains the name of the graph,
and the second column contains the name of the aggregate data file to include in this
graph (based on steps 3.2.3.e-h).
32. It is important to notice that even the best data normalization cannot account for expe-
rimental variability such as antibody affinity directly affecting the ratio signal/noise.
As a consequence, the dispersion value of the aggregate mean can be useful to com-
pare the signal intensity of one Dataset over different Reference groups (e.g. gene
expression groups), but not to compare different Datasets (e.g. different antibodies)
over one Reference group. Comparing the same strain (or cell line) and antibody in
different conditions (e.g. before and after treatment) could be more reliable, but in
cases where there is an important biological impact (e.g. global depletion or ampli-
fication) the normalization could not work properly ; in such case the use of external
spikes-in is recommended (20, 21).
33. The "ind_data" file mainly contains one line per Reference feature of a group, with
the first 9 columns including the Reference feature and region information (name,
alias, coordinates and orientation) followed by N columns containing the weighted
average of the datavalue(s) of a given window (see Note 18) ; where N corresponds
to the sum of all the windows per block requested by the user (see Note 19). As for
the aggregate graphs, the 0 of the X-axis (represented in one of the N columns) cor-
responds to the start of the Reference feature and the other coordinates are expressed
in relative position to this Reference point, in steps corresponding to the size of the
windows. At the bottom of the file, the aggregate values of the requested orienta-
tion(s) are also provided. Note that the values included in this file are not affected by
the smoothing of the aggregate values.
34. This file contains all the required parameter preceded by the unique tag "∼∼@"
and uses the structure "parameter_name=value" (e.g. "∼∼@analysis_mode=A" for
the Annotations mode), as well as a small description including the accepted values
for each parameter. The format of this file is based for now on the APT (Almost Plain
Text) format defined by ApacheMaven (http ://maven.apache.org/doxia/references/apt-
format.html), corresponding to a light weight markup language easy to read by hu-
man and easy to convert into a common document markup language like HTML.
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35. More precisely, the seven blocks correspond to :
– (1) the upstream region
– (2) the first exons
– (3) the first introns
– (4) all the middle exons
– (5) the last introns
– (6) the last exons
– (7) the downstream region.
For genes having only one exon the blocks three to six are empty, and with two exons
the only intron is considered as the first (not the last) and is therefore associated to
the third block.
36. By using one window of a defined size (e.g. 1 kb) aligned to the left you will get the
average signal over this window size (up to the size of the feature) as described in
section 3.5.3. Alternatively, by using two (or more) windows in the second block and
by using some of the split alignment parameters, it is also possible to calculate the
average signal over certain portion of the genes (such as the first/last half/quarter, or
the first/last X bp of the features). You can also choose the Relative analysis method
if you are only interested in proportion of the feature (one window automatically
represent 100%, two equals to 50%, ...).
37. You can execute the vap_core module from your current directory by simply typing
to the terminal :
./vap_core -p param_file
where param_file is defined at step 3.2.5c.
38. By using a list file, vap_interface does not have access to some required informa-
tion that are available in the parameters file to add all the elements to (including the
number of Reference points and the number of windows per block) such that the an-
notations under the X axis are missing in the created graphs. Also note that when you
use the parameters file, the value of any parameter defined on the interface is applied
no matter the value present in the file.
39. The command is
java -jar vap-1.1.0-all.jar create_graphs [options]
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where the options allow doing the same operations from the terminal than from the
interface.
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ANNEXE III
Des mutations épigénétiques spécifiques aux enhancers
sont associées à la carcinogenèse colorectale
Présentation de l’article et contributions
Lors d’un de mes passages dans le laboratoire du Pr Mathieu Lupien en 2012, l’article
Epigenomic Enhancer Profiling Defines a Signature of Colon Cancer, né d’une collabo-
ration entre son laboratoire et celui du Pr Scacheri, venait tout juste d’être publié dans la
revue Science (Akhtar-Zaidi et al., 2012). Pour la première fois, des évidences que la déré-
gulation des enhancers participe au processus de carcinogénèse étaient exposées. Vu mon
intérêt pour les enhancers, le Pr Lupien m’a proposé d’écrire un communiqué, résumant
les résultats marquants de cette étude, pour la revue Médecine/ Sciences.
Manuscrit
Brunelle M, Gévry N, Lupien M. 2012. Des mutations épigénétiques spécifiques aux en-
hancers sont associées à la carcinogenèse colorectale. Médecine/ Sciences (28) :929-931.
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Sommaire
Les cellules cancéreuses sont caractérisées par l’expression aberrante d’un programme
transcriptionnel. Aussi, une meilleure compréhension des mécanismes menant à cette dé-
régulation permettrait de développer des stratégies de prévention, de détection et de traite-
ment plus efficaces. à ce jour, des associations entre des perturbations génétiques et/ou épi-
génétiques, majoritairement situées dans les régions codantes ou promotrices proximales,
et la tumorigénèse ont été identifiées et ont permis d’éclaircir des mécanismes transcrip-
tionnels complexes sous-jacents au cancer. Cependant, le moteur principal de l’expression
génique est situé dans les régions non-codantes du génome, et leur analyse était limitée
avant l’avènement des techniques de séquençage à haut débit. Dans un article récemment
publié dans la revue Science, Akhtar-Zaidi et al. (1) ont utilisé ces technologies émergentes
afin de cartographier, à l’échelle du génome, la signature épigénomique des régions régu-
latrices distales, les enhancers, spécifiques de lignées cellulaires isolées de tumeurs colo-
rectales primaires. Cette signature, non retrouvée dans les cellules épithéliales normales du
côlon, dirigerait ainsi un programme transcriptionnel unique,participant à la carcinogénèse
colorectale.
Introduction
Le cancer colorectal (CCR) résulte d’une accumulation de modifications génétiques et épi-
génétiques (facteurs non-génétiques, héritables ou dynamiques) qui influencent l’expres-
sion des gènes et transforment les cellules épithéliales de la crypte en adénocarcinomes
(2). Bien que certaines de ces modifications aient été étudiées en détail, notamment la mé-
thylation aberrante de l’ADN ou les mutations dans des oncogènes et des suppresseurs de
tumeurs, d’autres demeurent inexplorées, tels que les changements apportés à la structure
et à la composition de la chromatine. De plus, les implications mutuelles des dérégulations
génétiques et épigénétiques dans la pathogénèse du CCR restent à être déterminées.
La chromatine, de par sa structure et sa composition, permet la régulation complexe de
l’expression génique en contrôlant de manière dynamique l’accessibilité desfacteurs de
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transcription aux éléments régulateurs, tels que le promoteur et les enhancers, qui sont
souvent éloignés du gène régulé (Fig. A11) (3,4). Récemment, il a été démontré que le type
d’élément régulateur est déterminé par le niveau de méthylation de la lysine 4 de l’his-
tone H3 (H3K4). Les enhancers sont ainsi marqués par la mono et/ou la di-méthylation
(H3K4me1/me2), et les promoteurs par la di et la tri-methylation (H3K4me2/me3) (5-6).
De plus, la présence d’acétylation sur la lysine 27 de l’histone H3 (H3K27ac) est associée
à l’activité de ces éléments régulateurs (6,7). La comparaison de la localisation de cette
signature chromatinienne dans différents types cellulaires a permis de confirmer la nature
spécifique des enhancers pour une cellule donnée (6-8). Ceux-ci sont donc le déterminant
majeur de l’expression du programme transcriptionnel responsable de l’identité cellulaire,
et de ce fait, leur dérégulation pourrait être une composante clé du développement du can-
cer.
La cartographie épigénomique fonctionnelle des enhancers associés à la carcinogé-
nèse colorectale
Akhtar-Zaidi et al. (1) ont comparé les régions génomiques enrichies en H3K4me1 entre
des cellules épithéliales saines de la crypte et des lignées de cellules CCR. De cette façon,
des milliers de régions génomiques différentiellement enrichies en H3K4me1, les VELs
(Variant Enhancer Loci), ont été mises en évidence. Cette variation, gain ou perte de la
marque d’enhancer, ne serait pas due à une instabilité génétique, telle que la variation du
nombre de copies de la séquence d’ADN, suggérant l’implication d’évènements purement
épigénétiques. Par ailleurs, l’étude de l’enrichissement de H3K27ac permet de distinguer
les enhancers actifs et inactifs (6,7,9,10), mettant en évidence le fait que certains des VELs
deviennent actifs dans les cellules CCR, alors que la majorité des VELs perdus ne présentent
plus cette marque l’enhancers actifs, bien que ces régions soient marquées par H3K27ac
dans les cellules normales. Ces résultats témoignent de multiples changements dans l’état
de la chromatine des cellules CCR.
Leur modèle récapitulatif de la tumorigénèse colorectale permet de déterminer si les chan-
gements dans l’épigénome des cellules CCR évoquent un mécanisme général et reproduc-
tible de la carcinogénèse colorectale ou sont le résultat d’évènements aléatoires. Ainsi,
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FIGURE A11 – La chromatine et les éléments régulateurs. La chromatine, un complexe nucléo-
protéique responsable du compactage de l’ADN, possède plusieurs niveaux d’organisation structu-
rale. Le premier niveau est le nucléosome, formé de l’enroulement de l’ADN autour de l’octamère
d’histones, constitué de deux molécules de chacune des histones, H2A, H2B, H3 et H4. Les queues
N-terminales des histones, surgissant à l’extérieur du nucléosome, sont sujettes à plusieurs modi-
fications post-traductionnelles, notamment la méthylation (me) et l’acétylation (ac), prenant place,
entre autres, sur les résidus lysines (K). Des complexes protéiques possédant une activité enzyma-
tique sont responsables d’ajouter ou d’enlever ces modifications. Ces changements épigénétiques
influencent le niveau de compaction de la chromatine et/ou le recrutement d’autres protéines ce qui,
en contrôlant temporellement l’accessibilité pour la liaison des facteurs de transcription (TF) aux
éléments régulateurs, le promoteur et les enhancers, permet une régulation fine de l’expression gé-
nique. Le promoteur est situé autour du site d’initiation de la transcription (TSS) et fournit, entre
autre, les indications à l’assemblage du complexe de pré-initiation de la transcription et de l’ARN
polymérase II (Pol II). Les enhancers, contenant des sites de liaison pour les facteurs de trans-
cription, sont souvent situés à plusieurs milliers de paires de basesdu promoteur et peuvent activer
la transcription de façon indépendante de leur localisation ou orientation vis-à-vis du gène régulé.
Les éléments régulateurs possèdent une signature chromatinienne unique permettant de les identi-
fier. Ainsi, H3K4me1/me2 définit les enhancers et H3K4me3 les promoteurs alors que la présence
combinée de ces marques avec H3K27ac révèle leur activité.
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197 VELs sont communs à toutes les lignées CCR, alors que 2604 VELs acquis et 2047
VELs perdus sont retrouvés de façon significative à même les lignées étudiées. De façon
intéressante, les auteurs révèlent une association dichotomique entre ces VELs acquis ou
perdus durant la carcinogénèse et la caractéristique universelle des cancers, la perte de
différenciation. En effet, les VELs perdus sont caractéristiques des cellules de la crypte,
alors que les VELs aquis sont non-spécifiques. Ainsi, les cellules CCR ont acquis un réseau
d’enhancers habituellement retrouvé dans d’autres types cellulaires et perdu la signature
chromatinienne associée à un phénotype de différenciation des cellules de la crypte. Ces
changements épigénomiques résument donc la perte de différentiation observée dans les
cellules cancéreuses.
Les enhancers dirigent, via la modulation de l’expression des gènes, le phénotype cellu-
laire (6-8). Ainsi, l’acquisition ou la perte de ces éléments devraient se traduire par l’altéra-
tion du programme transcriptionnel normal. Il a été non seulement rapporté que les gènes
sur-exprimés dans des lignées de cellules CCR sont davantages associés aux VELs acquis
alors que les gènes réprimés sont fortement associés aux VELs perdus, mais également que
cette relation est maintenue dans l’expression génique dysfonctionnelle observée dans des
tumeurs colorectales primaires. Cette relation, également visible par des changements épi-
génétiques des promoteurs associés, couronne l’interprétation fonctionnelle de ce nouveau
réseau d’enhancers retrouvé systématiquement à travers la stadification du cancer du côlon.
Les VELs et les variants génétiques
Les GWAS(Genome Wide Association Study) permettent d’identifier les variants géné-
tiques associés à des phénotypes pathologiques. à ce jour, plus de 20 variants génétiques,
présents sous forme de polymorphisme nucléotidique (SNP), ont été associés au risque de
développement du CCR. Les travaux de Akhtar-Zaidi et al. (1), révèlent que ces SNPs, en-
richis dans des régions enhancers marquées par H3K4me1 spécifiques aux cellules de la
crypte, sont significativement retrouvés dans des régions VELs acquis ou perdus dans les
cellules CCR. Ces résultats démontrent la convergence de mécanismes de dérégulation gé-
nétiques et épigénétiques sur des régions clés impliquées dans la carcinogénèse colorectale.
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Cette association SNPs/enhancers a également été retrouvée dans d’autres pathologies (6).
Conclusion
Les résultats obtenus par Akhtar-Zaidi et al. (1), résumés à la figure A12, relèvent l’impor-
tance des changements épigénétiques, survenus dans des régions fonctionnelles, comme fil
conducteur du CCR. Plusieurs questions restent toutefois en suspens. Ainsi, ces change-
ments dans l’état de la chromatine surviennent-ils également en réponse aux traitements
administrés pour contrer les tumeurs et, si oui, sont-ils impliqués dans l’établissement de
la résistance à ces traitements ? Qu’en est-il des bouleversements épigénomiques induits
parles carcinogènes environnementaux ? Les modifications de la composition de la chro-
matine se traduisent-elles par une altération de sa structure ? Comment les SNPs influencent
l’intégration et la propagation de l’information, provenant de multiples voies de signalisa-
tion, aux enhancers ? En définitive, l’identification des mécanismes sous-jacents aux rema-
niements épigénomiques est nécessaire et ouvrira certainement la voie à de nouveaux outils
de diagnostic, mais également de prévision et de suivi de la réponse aux traitements.
Chromane
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SNP 
SNP associé au CCR 
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FIGURE A12 – Schéma récapitulatif des changements épigénomiques et de leur impact dys-
fonctionnel dans un modèle de carcinogénèse colorectale (CCR).
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