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LOG-CONCAVITY OF MATROID H-VECTORS AND MIXED EULERIAN
NUMBERS
ANDREW BERGET, HUNTER SPINK, DENNIS TSENG
Abstract. For any matroid M , we compute the Tutte polynomial TM (x, y) using the
mixed intersection numbers of certain tautological classes in the combinatorial Chow ring
A•(M) arising from Grassmannians. Using mixed Hodge-Riemann relations, we deduce a
strengthening of the log-concavity of the h-vector of a matroid complex, improving on an
old conjecture of Dawson whose proof was announced recently by Ardila, Denham and Huh.
1. Introduction
Matroids are a common generalization of graphs and vector configurations, encoding a
related notion of “independence”. In their celebrated paper, Adiprasito, Huh, and Katz
[AHK18] showed that the coefficients of the characteristic polynomial χM(q) form a log-
concave sequence for any matroid M , proving a conjecture of Rota-Heron-Welsh [Rot71].
Building on previous work [McM93, FY04, HK12], log-concavity follows from two ingredients:
(1) A ring A•(M) associated to M satisfying Hodge-Riemann type relations analogous
to the Hodge index theorem for surfaces.
(2) A description of χM(q) in terms of mixed intersections of “nef” divisors αM and βM .
There has been progress in simplifying and extending the first ingredient [BES19, BHM+20].
However, there has been comparatively little research trying to compute new log-concavity
statements from the established Hodge-Riemann relations in A•(M). We will focus on ex-
panding on the second ingredient, and the resulting log-concavity statements.
Our main result concerns the Tutte polynomial TM(x, y), the universal deletion-contraction
invariant for matroids [Ard15], which has as one of its many interesting specializations χM(q).
Recall that the matroid complex IN(M) has as its simplices the independent sets of M . The
h-polynomial of IN(M) is TM(x, 1), which Dawson [Daw84] conjectured has a log-concave
coefficient sequence. Huh [Huh15] showed this for matroids realizable over characteristic 0,
which includes graphic matroids, and later with Ardila and Denham announced a proof for
all matroids via a new “conormal Chow ring” [ADH20]. Using the mixed Hodge-Riemann
relations in A•(M) [AHK18, Theorem 8.9], we strengthen Dawson’s conjecture.
Theorem 1.1. Let M be an arbitrary matroid with rank rk(M) and corank crk(M). Let
TM(x, 1) =
∑rk(M)
i=0 hix
rk(M)−i be the h-polynomial of the matroid complex of M . Then h2i ≥
hi−1hi+1 for all i. More generally, when crk(M) ≥ 2 we have
h2i − hi−1hi+1 ≥
1
crk(M)− 1
(hi − hi−1)(hi+1 − hi).
As the hi are unimodal, this shows strict log-concavity except when hi−1 = hi = hi+1 =
max{hj}, which happens for infinitely many rank 2 matroids and many higher rank matroids
[DLKK12]. However, the inequality in Theorem 1.1 can be an equality even when (hi −
hi−1)(hi+1 − hi) > 0, showing that the result is in some sense sharp.
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In the trivial cases where crk(M) < 2, we note that crk(M) = 0 implies TM(x, 1) = x
a
and crk(M) = 1 implies TM(x, 1) = x
a + xa+1 + . . .+ xb for some a ≤ b. Adding loops to M
increases crk(M) but preserves TM(x, 1), so by adding enough loops we recover log-concavity.
For G = (E, V ) a graph and M = M(G)∗ the cocycle matroid of G (the dual to the
associated graphic matroid), the result can be phrased in terms of the reliability polyno-
mial RG(p). Recall that RG(p) is the probability that if each edge of G is discarded with
probability 1− p that each of the κ(G) connected components of G remain connected. The
h-sequence of the reliability polynomial is defined by
RG(p) = p
crk(M)
rk(M)∑
i=0
hi(1− p)
i
where crk(M) = |V | −κ(G) and rk(M) = |E| − |V |+κ(G). Theorem 1.1 appears to be new
even this case, strengthening the result in [Huh15].
1.1. Matroid invariants arising from the flag variety. We now describe our calcula-
tions in the combinatorial Chow ring that allow us to derive Theorem 1.1 as a corollary. Fix
M to be a loopless rank r+1 matroid on {0, . . . , n} and A•(M) to be the combinatorial Chow
ring of M . There is a sequence of “nef” divisors αM = α1,M , . . . , αn,M = βM interpolating
αM and βM . For F l(1, . . . , n+ 1) the flag variety parameterizing flags
{0} = V0 ( V1 ( V2 ( · · · ( Vn ( Vn+1 = C
n+1,
there is a natural map
A•(F l(1, . . . , n+ 1))→ A•(M),
and the classes αi,M are arise as the image of the O(1)-classes of Grassmannians under the
composition A•(Gr(i, n+1))→ A•(F l(1, . . . , n+1))→ A•(M). These αi,M are also natural
combinatorially, as they are the extremal rays of the Sn+1-invariant part of the “nef cone”
of A•(M). The mixed intersection numbers degA•(M)(α
i1
1,M . . . α
in
n,M) are manifestly matroid
invariants, and give rise to various log-concavity results using [AHK18, Theorem 8.9].
1.1.1. Mixed intersection of divisors. Our next result relates mixed intersections of αi classes
whose multiplicity support is an interval in {1, . . . , n} to the Tutte polynomial evaluation
TM(1, y) and the mixed Eulerian numbers Aa1,...,ak of Postnikov [Pos09, Section 16].
Theorem 1.2. For a1, . . . , ak ≥ 1 with
∑
ai = r, let Aa1,...,ak(y) =
∑r−k
i=0 A0i,a1,...,ak,0r−k−iy
i.
Then we have
TM(1, y) =
1
Aa1,...,ak(y)
n−k∑
i=0
degA•(M)(α
a1
n−i . . . α
ak
n−i−k+1)y
i.
In Appendix A we show that
Aa1,...,ak(y)
(1− y)r+1
=
∞∑
i=0
(i+ 1)a1 . . . (i+ k)akyi,
generalizing the known identity for the Eulerian polynomial Ar(y), which is the specialization
to k = 1. We also note that the Eulerian polynomial Ar(y) is the generating function for
permutations in Sr with exactly i descents, and Ar−k,k(y) is the generating function for
“refined Eulerian numbers”, permutations of Sr+1 with k descents and last element i + 1
LOG-CONCAVITY OF MATROID H-VECTORS AND MIXED EULERIAN NUMBERS 3
[ERS98]. We remark that Postnikov [Pos09, Theorem 16.4] showed Aa1,...,ak(1) = r! using
affine Coxeter groups, resolving a conjecture of Stanley. Because A1r(y) = r!, we obtain the
following corollary directly extracting TM(1, y) coefficients.
Corollary 1.3.
[yi]TM(1, y) =
1
r!
degA•(M)(αn−i . . . αn−i−r+1).
From this and known results on intersecting classes with α1 [HK12, Lemma 5.1] we can
compute every coefficient of the Tutte polynomial TM(x, y) as explicit linear combinations of
the divisors αi (see the equation for [x
i]TM(1+x, y) in Section 2.2 and Corollary 6.7). We note
that while the characteristic polynomial χM (q) appears algebraically with surprising ubiquity
in disparate contexts (see e.g. [FSW20, OS80, OT94], and the survey of Katz [Kat16]),
there has been only modest success finding algebraic invariants associated to matroids that
“know” the full two-variable Tutte polynomial. For realizable matroids, the first author
[Ber10] showed that the Tutte polynomial can be recovered from a certain finely graded
Hilbert series, and Fink and Speyer [FS12] showed that the class of a torus-orbit in the
K-theory of a Grassmannian can recover the Tutte polynomial.
1.1.2. Degrees of Schubert cycles. Theorem 1.2 takes products of nef divisors in F l(1, . . . , n+
1) and evaluates their intersection in A•(M). More generally, one could take Schubert cycles
in F l(1, . . . , n + 1) and try to understand the degree in A•(M). In this way, there is a
nonnegative matroid invariant associated to each permutation of Sn+1. Therefore, we ask
Question 1.4. What is the degree of an arbitrary Schubert cycle in A•(M)?
We now describe our progress towards answering Question 1.4. For Schubert cycles pulled
back from Grassmannians Theorem 1.2 gives a very clean answer, as we now explain.
Let πp : F l(1, . . . , n + 1) → Gr(p, n + 1) be the map remembering the pth subspace.
Let λ be a partition of r, fλ be the associated Schur polynomial, and Pλ be the associated
Schubert cycle in Gr(p, n+ 1). Then, we can regard π∗p([Pλ]) as a class in A
•(M) using the
map A•(F l(1, . . . , n+ 1))→ A•(M) and compute the degree.
Using results of Klyachko [Kly85] we can describe the degree of such cycles in A•(M) via
the reliability polynomial RM(p) = (1− p)
rk(M)pcrk(M)TM(1, p
−1).
Theorem 1.5.
n∑
p=1
degA•(M)(π
∗
p(Pλ))y
p = RM(y)
∞∑
i=1
fλ(1
i)yi.
A general Schubert variety Pσ ⊂ F l(1, . . . , n + 1) of codimension r is determined by a
permutation σ of (1, . . . , n+1), of length r. Letting fσ be the associated Schubert polynomial,
we immediately deduce from Klyachko [Kly85, Theorem 4] the class of Pσ in A
•(M) as
fσ(α1, α2 − α1, . . . , αn − αn−1,−αn) =
1
r!
∑
(i1,...,ir)∈RW(σ)
αi1 . . . αir
where RW(σ) is the set of words (i1, . . . , ir) such that σ = ti1 . . . tir for adjacent transpositions
ti = (i, i+1). For σ not in a subgroup S{1,...,k}×S{k+1,...,n+1} = Sk×Sn+1−k ⊂ Sn+1 with the
projections to Sk and Sn+1−k non-trivial, each element of the sum is a product of consecutive
αi classes and we can therefore deduce from Theorem 1.2 the degree of the Schubert cycle
associated to σ in A•(M) as a linear combination of coefficients of TM(1, y).
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1.2. Outline of the paper. Instead of working directly with the divisors αi,M in the com-
binatorial Chow ring A•(M) as in [AHK18], our strategy is motivated by the earlier paper
of Huh and Katz [HK12]. Namely, in the special case where M = Un+1,n+1 is the uniform
matroid on n + 1 elements {0, . . . , n}, let αi := αi,Un+1,n+1. Then, A
•(Un+1,n+1) is the Chow
ring of the toric variety X(∆n+1) associated to the permutohedral fan ∆n+1 of dimension n.
For an arbitrary matroid M on {0, 1 . . . , n}, there is a natural surjective map
A•(Un+1,n+1)→ A
•(M)
that sends αi to αi,M (this functoriality forgives the ambiguity of omitting the matroid M
from the notation αi,M).
Our method of computation will involve passing through the space of Minkowski weights
on ∆n+1. The space of Minkowski weights on ∆n+1 is Hom(A•(X(∆n+1)),Z) and can be
described completely combinatorially as a functional on the cones of the fan satisfying a
certain balancing condition (see Section 3.2).
In Section 2 we review matroids and Tutte polynomials. In Section 3 we review various
aspects of toric geometry, particularly Minkowski weights describing the Chow ring of smooth
toric varieties, the connection between fans and polytopes, and the connection between
degrees and mixed volumes of polytopes. In Section 4 we describe the Bergman fan of a
matroid ∆M , and in Section 5 the Combinatorial Chow ring A
•(M).
After this necessary background, we introduce in Section 6 the αi classes in A
•(X(∆n+1)).
In Section 7 we describe the Minkowski weights of partial mixed intersections of αi classes
in terms of the mixed intersection numbers of hypersimplices, which are by definition the
mixed Eulerian numbers of Postnikov [Pos09].
In Section 8 we identify this Minkowski weight as a non-canonical sum of torus-invariant
subvarieties. To do this, we determine how the Minkowski weight intersects with arbitrary
Minkowski weights of complementary dimension using the fan displacement rule, and then
extract such a description by Poincare´ duality. While this appears to be a very natural way
of describing Minkowski weights as sums of torus-invariant subvarieties, we have not seen
this trick used before. We can then restrict the product to A•(M), which expresses the
mixed intersection as a certain combinatorial sum over maximal chains of flats.
In Section 9 we identify the coefficients in favorable cases as being in bijection with bases
of a particular external activity in M , which is a coefficient of TM(1, y). This description of
TM(1, y) in terms of bases with specified external activity is the defining feature we use to
identify mixed intersection numbers with the Tutte polynomial.
In Section 10 we then apply the Mixed-Hodge Riemann relations [AHK18, Theorem 8.9]
to deduce log-concavity statements. In particular, we deduce Theorem 1.1 by applying
log-concavity to a product αi+1 . . . αi+r−2 with the divisors αi and αi+r−1.
Finally, in Section 11 we describe how Schubert cycles in the flag variety pulled back from
intermediate Grassmannians restrict to A•(M) in terms of the reliability polynomial.
We include two appendices. In Appendix A we describe a simple recursive procedure to
compute a product of αi classes in terms of “symmetrized Minkowski weights”, which as
a special case gives a particularly convenient way of computing mixed Eulerian numbers
which the reader may find useful (for combinatorial aspects of mixed Eulerian numbers, see
[Pos09]). In Appendix B we recursively compute the degrees of “symmetrized Minkowski
weights” in terms of a modified deletion-contraction recursion. This allows one, in theory,
to compute the product of arbitrary products of αi classes, and may yield more general
log-concavity statements if one can identify the coefficients of the resulting recursion.
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2. Matroids and Tutte Polynomials
In this section, we recall the necessary combinatorial background.
2.1. Matroids. A matroid is a combinatorial generalization of both graphs and vector con-
figurations which encodes a notion of “independence”. For the perspective emphasized in
our work we recommend the surveys of Ardila [Ard15, Section 7] and Katz [Kat16].
Recall that a matroid on (non-empty) ground set E is given by a non-decreasing submodu-
lar rank function rkM : P(E)→ Z≥0 taking values in {0, 1} on singletons. Here submodular
means that
rkM(A ∪B) + rkM(A ∩ B) ≤ rkM(A) + rkM(B).
Unless explicitly stated otherwise, we will take the ground set M to be E = {0, 1, 2, . . . , n}.
The matroid M is representable over a field K if there is a K-vector space V and vectors
v0, . . . , vn ∈ V so that rkM(A) = dim(span({vi : i ∈ A})). A special case of representable
matroids are graphic matroids, whose vertices are the edges of a graph G, where rkG(A) is
the number of vertices minus the number of connected components of the subgraph spanned
by A. The rank of M is rk(M) = rkM(E), and the corank of M is crk(M) = |E| − rk(M).
Unless otherwise stated we will write
r + 1 = rk(M).
A subset A ⊂ E is said to be a independent set if rkM(A) = |A|, and is a basis if rkM(A) =
|A| = r+1. We say that that i ∈ E is a loop ofM if rM(i) = 0 and a coloop if rkM(E\i) = r.
Most of the combinatorics involving a matroid will deal with the lattice of flats of a
matroid. Recall that a subset F ⊂ M is a flat if rk(F ∪ {e}) > rk(F ) for all e /∈ F . If M
is representable, the flats correspond to linear subspaces spanned by collections of vectors.
The flats of a matroid form a partially ordered set under inclusion, which we denote by LM .
Given a subset A ⊂ E, we may consider the restriction M |A and deletion M \ A by
considering rkM on the sets A and E \ A respectively. If A = F is a flat, then flats of M |F
are the same as flats of M contained in F .
We may also form the quotient matroid M/A on E \A where rkM/A(B) = rkM(B ∪A)−
rkM(A). The flats F of M can be characterized as those subsets such that M/F has no
loops. The flats of M/A are precisely F \ A for F a flat of M containing A.
To each matroid there is a dual matroid M∗, which is the unique matroid whose bases are
complements of bases of M . We define the truncated matroid τ iM to be the unique matroid
whose bases are the independent sets of size r + 1− i.
2.2. Tutte Polynomials. The Tutte polynomial is perhaps the most beloved enumerative
invariants of matroids, and the subject of numerous papers (see the references in [Ard15,
Section 7.6]). Given a matroid M on {0, . . . , n} of rank r + 1 with rank function rkM , its
Tutte polynomial TM(x, y) is explicitly defined by the formula
TM(x, y) =
∑
S⊂{0,...,n}
(x− 1)r+1−rkM (S)(y − 1)|S|−rkM (S).
The Tutte polynomial is recursively determined (in fact, wildly over-determined) by the
following deletion-contraction recurrence relation:
(1) For i not a loop and not a coloop, we have
TM(x, y) = TM/i(x, y) + TM\i(x, y).
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(2) For i a loop in M , we have TM(x, y) = yTM\i(x, y).
(3) For i a coloop in M , we have TM (x, y) = xTM/i(x, y).
(4) For the coloop matroid C and the loop matroid L, both on a singleton ground set,
we have TC(x, y) = x and TL(x, y) = y.
The Tutte polynomial behaves well with respect to matroid duality and trunction. The
relevant formulas for us are TM (x, y) = TM∗(y, x) and
(x− 1)TτM(x, y) = TM(x, y) + (xy − x− y)TM(1, y),
which may be proved using the deletion-contraction recurrence and induction. Using the
latter, one can prove
[xi]TM(1 + x, y) = Tτ iM(1, y)− (y − 1)Tτ i−1M(1, y).
Since TM(x, y) satisfies the deletion-contraction recurrence, its coefficients are non-negative.
We now record an explicit formula for these coefficients which we will need later. To state
the formula, recall that given a basis B of M and j /∈ B, j is said to be externally active
for B if for all i < j, the set B − i ∪ j is not a basis of M . Write ex(B) for the subset of
elements of {0, 1, . . . , n} − B that are externally active for B. Dually, an element i ∈ B is
said to be internally active for B if for all j < i, B − i ∪ j is not a basis of M . We write
in(B) for the set of internally active elements of B.
Proposition 2.1 (Tutte [Tut54]). We have,
TM(x, y) =
∑
B
x| in(B)|y| ex(B)|,
the summation over bases B of M .
The characteristic polynomial and reduced characteristic polynomial of M are defined by
χM(z) = (−1)
rTM(1− z, 0), and χM(z) = (−1)
rTM(1− z, 0)
1− z
respectively. We remark that for the associated graphic matroidM =M(G) of a graphG, the
chromatic polynomial is equal to qcχM (q) where c is the number of connected components,
whose value at q ∈ Z≥0 is the number of “proper vertex colorings” of G. The reliability
polynomial of M is given to be
RM(p) = (1− p)
r+1pn−rTM(1, p
−1),
which when M = M(G)∗ is the cocycle matroid of a graph G, the dual to the associated
graphic matroid, gives the probability that after throwing away every edge of G with prob-
ability 1− p, every connected component of G remains connected.
Finally, we remark on the independence complex of M . We let IN(M) be the simplicial
complex whose simplices are determined by I ⊂ {0, . . . , n} with I an independent set in
M . Writing fi for the number of simplices with i vertices, we see that fi is the number of
independent sets of M of size i. We define the h-polynomial by the relation
r+1∑
i=0
fiq
r+1−i =
r+1∑
i=0
hi(q + 1)
r+1−i.
It is known that
∑
hix
rk(M)−i = TM(x, 1) [Daw84], so in particular the h-polynomial has
non-negative coefficients.
LOG-CONCAVITY OF MATROID H-VECTORS AND MIXED EULERIAN NUMBERS 7
3. Toric Varieties and Minkowski weights
Here we fix notation regarding toric varieties and introduce the relevant background on
Chow rings and Minkowski weights on toric varieties. See [Ful93, CLS11] for further back-
ground material. In this paper, it suffices to only consider varieties defined over the complex
numbers C.
3.1. Toric Varieties. Recall that a toric variety is determined by the data of a lattice
N , and a full dimensional rational fan ∆ ⊂ NR := N ⊗ R. We write the corresponding
toric variety by X(∆). We have X(∆) is smooth when every cone of ∆ is simplicial and
the primitive generators of the rays of every cone can be completed to a basis of N . Let
∆(i) be the cones of dimension i and ∆
(i) be the set of cones in ∆ of codimension i, so
∆(i) = ∆(dim∆−i), ∆
(0) are the maximal cones and ∆(0) = {(0)}.
For any toric variety X(∆), the Chow group A•(X(∆)) is generated by the classes of torus
orbits closures in X(∆), which are in bijection with the cones of ∆. For σ ∈ ∆(k), we denote
Zσ ⊂ X(∆) the corresponding subvariety of dimension k. As a toric variety, its fan is given
by starting with the sub-fan St(σ) = {τ : σ ⊂ τ ∈ ∆} ⊂ ∆, the collection of all cones
containing σ, and taking the quotient fan St(σ)/σ with associated lattice N/Nσ.
When X(∆) is smooth of dimension n one sets Ak(X(∆)) = Adim∆−k(X(∆)) and endows
A•(X(∆)) with the intersection product as in [Ful93, Section 5.1] and [Ful98, Section 8.3].
This is the Chow ring of the smooth variety X(∆).
3.2. Minkowski weights. In this section, we will let X(∆) be a complete toric vari-
ety, possibly singular. There is an operational Chow ring A•(X(∆)) which agrees with
Hom(A•(X(∆)),Z) since X is complete [FS97, Proposition 2.4]. When X(∆) is smooth,
A•(X(∆)) agrees with the Chow ring [Ful98, Theorem 17.4]. As Ak(X(∆)) is generated
by the classes [Zσ] of subvarieties Zσ ⊂ X with σ ∈ ∆
(k), an element of Ak(X(∆)) can be
identified with a function Φ : ∆(k) → Z encoding the values on the generators [Zσ].
The codimension k Minkowski weights MW k(∆) are defined to be functions Φ : ∆(k) → Z
satisfying a certain “balancing condition” which encodes rational equivalence in the Chow
ring. Let τ ∈ ∆(k+1) and σ ∈ ∆(k). We denote by Nσ and Nτ the sub-lattices of N spanned
by N ∩ σ and N ∩ τ respectively, and denote by vσ/τ ∈ N/Nτ any primitive generator of the
ray (σ +Nτ )/Nτ .
Definition 3.1. The group of codimension k Minkowski weights MW k(∆) is the set of
functions Φ : ∆(k) → Z satisfying the balancing condition that for each τ ∈ ∆(k+1) we have∑
τ⊂σ∈∆(k)
Φ(σ)vσ/τ = 0.
Finally, we can identify A•(X(∆)) ∼= Adim∆−•(X(∆)) as follows [FS97, Theorem 2.1]. As
there is a unique cone {0} ∈ ∆(dim∆), we have a degree map
deg : Adim∆(X(∆))→ Z
taking a Minkowski weight to its value on {0}. This induces non-degenerate pairings
Adim∆−k(X(∆))× Ak(X(∆))→ Z
taking ([Z], [W ]) 7→ deg([Z] ∩ [W ]), so Adim∆−k(X(∆)) ∼= Hom(Ak(X(∆)),Z) = A
k(X(∆)).
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3.3. Multiplication of Minkowski weights. Since the group
⊕dim∆
k=0 MW
k(∆) is iden-
tified with the operational Chow ring, it should also have a multiplication structure. The
multiplication rule was given in [FS97, Proposition 4.2] and is computed as follows. Choose a
generic vector v ∈ NR (outside of a finite collection of hyperplanes), and for Φ1 ∈MW
c1(∆),
Φ2 ∈MW
c2(∆), γ ∈ ∆(c1+c2) define
(Φ1 · Φ2)(γ) =
∑
(σ1,σ2)∈∆(c1)×∆(c2)
mγ,vσ1,σ2Φ1(σ1)Φ2(σ2),
where
mγ,vσ1,σ2 =
{
[N : Nσ1 +Nσ2 ] σ1 ∩ (σ2 + v) 6= ∅ and γ ⊂ σ1, σ2,
0 otherwise.
Note that the condition γ ⊂ σ1, σ2 ensures that Nσ1 +Nσ2 is a full-dimensional sublattice of
N , and hence of finite index. The multiplicities mγ,vσ1,σ2 depend on v, but the formula for the
product (Φ1 · Φ2)(γ) does not.
3.4. Intersecting with divisors. Denote the space of integral piecewise-linear functions
on ∆ by Z(∆), and the space of integral linear functions B(∆). Then since X(∆) is smooth,
we have by [CLS11, Theorem 4.2.1, Proposition 4.2.6, and Theorem 4.2.12]
A1(X(∆)) = Z(∆)/B(∆).
Let uσ/τ be any lift of vσ/τ to N . Given α ∈ Z(∆) we have the associated α ∈ A
1(X(∆)) is
defined for τ ∈ ∆(1) by
α(τ) = −
∑
τ⊂σ∈∆(0)
ασ(uσ/τ ) + ατ
 ∑
τ⊂σ∈∆(0)
uσ/τ

where ασ, ατ are the linear functions on Nσ, Nτ respectively which agree with α|σ, α|τ re-
spectively. More generally, for c ∈ Ak(X), we have the formula for τ ∈ ∆(k+1)
(α ∪ c)(τ) = −
∑
τ⊂σ∈∆(k)
ασ(uσ/τ )c(σ) + ατ
 ∑
τ⊂σ∈∆(k)
c(σ)uσ/τ
 .
Given α ∈ Z(∆)/B(∆) = A1(X(∆)), the pullback under inclusion A1(X(∆)) → A1(Zσ)
is given by finding α ∈ Z(∆) representing α such that α|σ is constant, and then α induces
a piecewise-linear function on St(σ)/σ.
3.5. Polytopes and toric varieties. There is a correspondence between polytopes and
fans. In the context of toric varieties, a fan describes the toric variety abstractly, while a
polytope describes a toric variety together with a map to projective space.
Given a full dimensional polytope P ⊂ N∨R , its normal fan ∆P ⊂ NR consists of the cones
σF := {u | u ∈ NR, 〈u, v0〉 = min{〈u, v〉 | v ∈ P} for all v0 ∈ F},
as F varies over all the faces of P . If P has vertices that are in N∨, then this gives rise to
an integral normal fan ∆P with respect to the lattice N . Thus, we have an abstract toric
variety X(∆P ) associated to P whose faces are in bijection with the cones of ∆P .
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In addition to an abstract toric variety X(∆P ), an integral polytope P also induces a
piecewise linear function on NR, linear on the cones of ΣP as
hP (u) := min{〈u, v〉 | v ∈ P}.
From Section 3.4, hP corresponds to a divisor α on X(∆P ). The top of power α can be
expressed in terms of the volume of P . There is a measure on NR induced by the choice of
N . This gives a volume vol(P ) and determines the volume of the divisor α∫
X(∆P )
αdim(N) = dim(N)! vol(P ).
We refer to dim(N)! vol(P ) as the normalized volume of P .
More generally, suppose we have integral, full-dimensional polytopes P1, . . . , Pdim(N) in
N∨R . Let ∆ be a fan simultaneously refining ∆P1 , . . . ,∆Pdim(N) . Then, the piecewise linear
functions hP1, . . . , hPdim(N) can be viewed as piecewise linear functions on ∆ giving divisors
α1, . . . , αdim(N) on X(∆). The intersection number α1 · · ·αdim(N) can be computed as∫
X(∆P )
α1 · · ·αdim(N) = dim(N)!MV(P1, . . . , Pdim(N)),
where MV(P1, . . . , Pdim(N)) denotes the mixed volume for P1, . . . , Pdim(N). This can either be
deduced from the volume formula above or from Bernstein’s theorem regarding the zeros of
a system of polynomial equations [Ber75].
3.6. Polytopes associated to torus orbits in flag varieties and Grassmannians.
Finally, we want to identify the moment polytope of a generic torus orbit in the complete
flag variety F l(1, . . . , n+1), and of generic torus orbits in Grassmannians Gr(a, n+1). Most
of our computations will be done in the Chow ring of a generic torus orbit in the Flag variety,
and the combinatorics of the associated moment polytope, the “standard permutahedron”,
will govern its combinatorial structure. The αi classes we will later consider arise from the
Plu¨cker embeddings of the Grassmannians Gr(a, n+1), and their mixed intersections will be
governed by the mixed volumes of “hypersimplices”, the corresponding moment polytopes.
3.6.1. Monomial maps to projective space. Given a collection of characters χ0, . . . , χN on the
algebraic torus Gnm, we get an induced map
Gnm → P
N
given in coordinates by evaluating (χ0, . . . , χN) on G
n
m. Let the image closure of this map
be Y . From [Stu96, Chapter 13], we recall the following. First, we can view χ0, . . . , χN as
points in the character lattice of Gnm and form the polytope P given by their convex hull.
The degree of Y is equal to the normalized volume of P . Next, there is a birational map
XP → Y and the map is an isomorphism if Y is normal. In our case, P
N will be the target
of a Plu¨cker embedding, and the polytope P will be a permutohedron, which we will now
define.
3.6.2. Torus orbits in the flag variety.
Definition 3.2. Given a point (x0, . . . , xn) in R
n+1, define the permutohedron (see [Pos09,
Section 2.1]) P (x0, . . . , xn) ⊂ R
n+1 as the convex hull of the orbit of (x0, . . . , xn) under the
action of Sn+1, permuting the coordinates.
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For us, the important special cases of Definition 3.2 are P (1, 2, . . . , n + 1), which is the
n-dimensional standard permutohedron, and P (1k, 0n+1−k) which is an n-dimensional hy-
persimplex. Our computations will mainly occur inside the toric variety X(∆n+1), where
∆n+1 ⊂ R
n+1/R〈1, . . . , 1〉 is the complete fan with k-dimensional cones given as the nonneg-
ative linear span of
∑
i∈S1
ei, . . . ,
∑
i∈Sk
ei where ∅ ( S1 ( · · · ( Sk ( {0, . . . , n}.
The variety X(∆n+1) embeds in the complete flag variety F l(1, . . . , n + 1) as a general
torus orbit closure [Kly85, Theorem 1]. Since F l(1, . . . , n+1) can be embedded in Pn!−1 via
the Plucker embedding, we get a map X(∆n+1) → P
n!−1 whose image is the image closure
of a monomial map as in Section 3.6.1. Since the orbit closure is normal [Dab96, Theorem
3.2], this map is an embedding. The convex hull of the characters giving this monomial map
can be computed to be P (1, . . . , n+ 1) [Dab96, Proposition 2.2(i)].
Under the projection F l(1, . . . , n + 1) → Gr(k, n + 1), X(∆n+1) maps onto the generic
torus orbit in the Grassmannian, and that torus orbit is the toric variety given by the kth
hypersimplex P (1k, 0n+1−k) [Dab96, Proposition 2.2(i)].
4. The Bergman Fan ∆M
Take M to be a rank r + 1 loopless matroid on ground set {0, . . . , n}. Denote the basis
vectors of Zn+1 by e0, . . . , en, and for I ⊂ {0, . . . , n}, denote by eI =
∑
i∈I ei. Denote by
N := Zn+1/〈e0 + . . .+ en〉, and NM ⊂ N for the sublattice where coordinates corresponding
to parallel elements are equal (note the rank 1 flats partition {0, . . . , n}), or equivalently the
sublattice spanned by the
∑
i∈F ei for F a rank 1 flat.
We denote by LM the lattice of flats of M . For 0 ≤ c ≤ r, define
L
(c)
M = {F = {∅ 6= F1 ( . . . ( Fc 6= {0, . . . , n}} : Fi ∈ LM}
as the length c chains of proper nonempty flats. In particular, L
(1)
M = LM \ {∅, {0, . . . , n}}.
For F ∈ L
(c)
M we will denote the flats in this chain by F1 ( . . . ( Fc with the convention that
F0 = ∅ and Fc+1 = {0, . . . , n}. For a chain F ∈ L
(c)
M , we define a c-dimensional cone
σF =
c∑
i=1
R≥0eFi = {
c∑
i=1
tieFi\Fi−1 : t1 ≥ t2 ≥ . . . ≥ tc ≥ 0} ⊂ NR.
Note that every flat of M is partitioned into rank 1 flats, hence σF ⊂ NM,R.
Definition 4.1. The Bergman fan ∆M of M is the r-dimensional fan in NM with maximal
cones σF for F ∈ L
(r)
M a maximal chain of nonempty proper flats of M . In particular, the
c-dimensional cones are described as ∆M,(c) = {σF : F ∈ L
(c)
M }.
One of the nicest combinatorial properties of the toric variety X(∆M) is that the subva-
rieties ZσF for F ∈ L
(c)
M are naturally a product of the X(∆(M |Fi+1)\Fi). This is well-known
(see e.g. [AK06, Proposition 2.2]), but we include a proof for completeness.
Proposition 4.2. For F ∈ L
(c)
M as above, we have St(σF )/σF =
∏c
i=0∆(M |Fi+1 )/Fi. In
particular, Zσ ∼=
∏c
i=0X(∆(M |Fi+1)/Fi).
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Proof. We prove this when N = NM , the proof is identical when M has parallel elements.
First, note that we have
N/NσF =
c∏
j=0
ZFj+1\Fj/〈
∑
ℓ∈Fi+1\Fi
eℓ〉.
We have St(σF) =
⋃
F ′⊃F σF ′ , so consider now a cone σF ′ ∈ St(σF). Let Aj be the set of
flats F ′ ∈ F such that Fj ( F
′ ( Fj+1. Note that
F ′ = (F1 \ F0) ⊔ (F2 \ F1) ⊔ · · · ⊔ (Fj \ Fj−1) ⊔ (F
′ \ Fj)
so eF ′ = eF ′\Fj in N/NσF . Therefore in (N/NσF )R we have
σF ′ =
( ∑
F ′∈A0
R≥0eF ′\F0 , . . . ,
∑
F ′∈Ak
R≥0eF ′\Fc
)
.
Chains of flats between Fi and Fi+1 are in bijection with chains of flats in (M |Fi+1)/Fi, and
thus we see that the resulting fan is
∏c
i=0∆(M |Fi+1)/Fi as desired. 
We end with a discussion of where the Bergman fan ∆M and its associated toric variety
naturally arise. Recall from Section 3.6.2 that X(∆n+1) includes inside of F l(1, . . . , n + 1)
as a general torus-orbit closure. The inclusion X(∆n+1) ⊂ F l(1, . . . , n + 1) induces a map
A•(F l(1, . . . , n+1))→ A•(X(∆n+1)), and this does not depend on the choice of embedding
as a generic torus-orbit closure.
This construction applies in arbitrary characteristic, but for consistancy suppose thatM is
a realizable matroid over C. We abuse notation and identify the matroid M with an (r+1)-
by-(n+1) matrix; assume thatM has no zero columns and full row rank. Recalling the setup
of [HK12], the transpose MT induces a linear embedding Pr →֒ Pn. The combinatorics of M
is reflected in the restriction of the coordinate hyperplanes of Pn to Pr, yielding a hyperplane
arrangement.
Blowing up Pn iteratively at all the coordinate linear spaces, we arrive at the toric variety
X(∆n+1) associated to a permutohedron. To resolve the map P
r
99K X(∆n+1), one needs to
blow up Pr along linear spaces given by intersections of hyperplanes, starting with the ones
of lowest dimension, yielding the wonderful compactification WM of the complement of the
hyperplane arrangement with respect to the maximal building set [DCP95, Li09].
SinceX(∆n+1) is also the general torus orbit in the complete flag variety F l(1, 2, . . . , n+1),
one gets a commutative diagram
WM X(∆n+1) F l(1, 2, . . . , n+ 1)
Pr Pn
In this setting the combinatorial Chow ring A•(M) we introduce in Section 5 is equal to
A•(WM) [AHK18, Theorem 5.12], and the divisors αi,M alluded to in the introduction and
formally defined in Section 6, are the O(1) classes on the Grassmannian Gr(i, n+1) (inducing
the Plucker embedding), pulled back to WM under
WM →֒ F l(1, 2, . . . , n+ 1)→ Gr(i, n + 1).
In particular, we can obtain log concavity statements by intersecting the divisors αi,M in
A•(WM) and applying the Khovanskii Teissier inequality [Laz04, Corollary 1.6.3 (i)].
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In general, tropicalization naturally gives an open toric subvariety X(∆M) ⊂ X(∆n+1)
containing the image of WM , and the pullback A
•(X(∆M)) → A
•(WM) is an isomorphism
of Chow rings [AHK18, Theorem 5.12]. For non-representable matroids WM does not exist,
but [AHK18] shows that A•(X(∆M)) = A
•(M) still behaves like the Chow ring of a smooth,
complex, projective variety, so we can still deduce log-concavity results.
5. Combinatorial Chow rings and the Chow ring of Un+1,n+1
In Section 3.2 we described the Chow ring of a toric variety in terms of Minkowski weights.
In this section we describe the Chow ring of the toric variety of the Bergman fan in terms
of generators and relations, following [AHK18, FY04].
Definition 5.1. The combinatorial Chow ring of M is
A•(M) = Z[xF : F ∈ L
(1)
M ]/(IM + JM)
where
IM = 〈xFxG : F and G are incomparable in L
(1)
M 〉,
and
JM = 〈
∑
i∈F
xF −
∑
j∈G
xG : 0 ≤ i < j ≤ n〉.
This is a Z-graded ring, generated in degree 1 by the xF . We have A
0(M) = Z the
constants, and it is straightforward to prove that Am(M) = 0 for any m > r using only the
relations in IM . For F ∈ L
(c)
M given by a chain of nonempty proper flats F1 ( . . . ( Fc, we
denote by xF = xF1 . . . xFc . Every product xF with F ∈ L
(r)
M has the same class in A
r(∆M),
and sending this product to 1 ∈ Z induces a natural isomorphism
deg : Ar(M)→ Z,
see [AHK18, Proposition 5.8].
The toric variety X(∆M) defined by the Bergman fan is readily verified to be smooth.
This means there is an associated Chow ring A•(X(∆M)). There is a canonical isomorphism
A•(X(∆M)) ∼= A
•(M) for all matroids M compatible with the corresponding degree maps,
defined by taking for F ∈ L
(c)
M as above
[ZσF ] 7→ xF .
In particular for a flat F , the divisor [Zσ{F} ] ∈ A
1(X(∆M)) corresponds to xF , and A
c(∆M)
is generated as an abelian group by classes of the form xF for F ∈ L
(c)
M .
Consider now the uniform matroid Un+1,n+1 of rank n + 1 on elements {0, . . . , n}. We
denote the corresponding Bergman fan of Un+1,n+1 by ∆n+1, and its lattice of flats by Ln+1
(i.e. the lattice of all subsets of {0, . . . , n}). The Bergman fan ∆M is a sub-fan of ∆n+1, and
this corresponds to a map between toric varieties X(∆M)→ X(∆n+1), inducing a surjective
map on Chow rings A•(X(∆n+1))→ A
•(X(∆M)).
There is a commutative diagram
A•(X(∆n+1)) A
•(X(∆M))
A•(Un+1,n+1) A
•(M)
∼ ∼
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where the vertical maps are the aforementioned isomorphisms, and the bottom map is the
surjection which sends
xF 7→
{
xF F ∈ L
(1)
M
0 otherwise.
There is a homomorphism
Z(∆M)→ A
1(M)
taking a piecewise-linear function α 7→ −
∑
F∈L
(1)
M
α(eF )xF . This induces an isomorphism
A1(M) ∼= A1(X(∆M)), the same as the isomorphism induced by A
•(M) ∼= A•(X(∆M)).
We conclude by proving that when computing products of Minkowski weights in X(∆n+1)
using the fan displacement rule given in Section 3.3, the non-zero multiplicities mγ,vσ1,σ2 are
all equal to 1.
Lemma 5.2. For σ1, σ2 cones in ∆n+1, the coefficient m
γ,v
σ1,σ2
equals 1 precisely when σ1 ∩
(σ2 + v) 6= ∅ and γ ⊂ σ1, σ2, and is 0 otherwise.
Proof. Let σ1, σ2 be associated to chains of subsets F1 ( F2 ( . . . ( Fk1 and G1 ( G2 (
. . . ( Gk2 respectively. Then we have Nσ = 〈eP1, . . . , ePk1+1〉 where Pi = Fi \ Fi−1 (setting
F0 = ∅ and Fk1+1 = {0, . . . , n}), and similarly Nτ = 〈eQ1, . . . , eQk2+1〉, and we have two
partitions
{0, . . . , n} =
k1+1⊔
i=1
Pi =
k2+1⊔
i=1
Qi.
Assuming mγ,vσ1,σ2 6= 0 we have m
γ,v
σ1,σ2
= [N : Nσ +Nτ ] is finite. We will show that this index
being finite implies that it is 1. This follows from the claim below.
Claim 5.3. Suppose we have partitions {0, . . . , n} =
⊔ℓ1
i=1 Pi =
⊔ℓ2
i=1Qi, such that the lattice
〈eP1, . . . , ePℓ1 , eQ1, . . . , eQℓ2〉 is finite-index inside Z
n+1/〈e0 + . . .+ en〉. Then this index is 1.
Proof. Let ΛP = 〈eP1, . . . , ePℓ1〉 and ΛQ = 〈eQ1, . . . , eQℓ2〉. We proceed by induction on
n. If any of the Pi or Qj are singletons, without loss of generality P1 = {n} ⊂ Q1, then
ΛP + ΛQ contains 〈en〉, and the result follows from the inductive hypothesis applied to
P = {P2, . . . , Pℓ1} and Q = {Q1 \n,Q2, . . . , Qℓ2} in Z
n/〈e0+ . . .+ en−1〉. Hence assume now
that all Pi, Qj have size at least 2. We will show that 〈eP1 , . . . , ePℓ1 , eQ1, . . . , eQℓ2〉 is is not
finite-index inside Zn+1/〈e0 + . . .+ en〉.
Because every index x ∈ {0, . . . , n} belongs to exactly one Pi and one Qj , we can find
distinct elements i0, . . . , i2k−1, i2k = i0 such that i2j , i2j+1 are equivalent under the partition
P and i2j+1, i2j+2 are equivalent under the partition Q for all j, then
ΛP ⊂ {xi0 − xi1 = 0} ∩ {xi2 − xi3 = 0} ∩ . . . ∩ {xi2k−2 − xi2k−1 = 0}, and
ΛQ ⊂ {xi1 − xi2 = 0} ∩ {xi3 − xi4 = 0} ∩ . . . ∩ {xi2k−1 − xi0 = 0}, so
ΛP + ΛQ ⊂ {xi0 − xi1 + xi2 − . . .− xi2ℓ−1 = 0},
and hence cannot be of finite index in Zn/〈e0 + . . .+ en〉, a contradiction. 

14 ANDREW BERGET, HUNTER SPINK, DENNIS TSENG
6. The nef divisors αk = γn+1−k
In this section we define certain classes αi ∈ A
•(F l(1, . . . , n + 1)). These classes when
restricted to A•(M) are the αi = αi,M classes alluded to in the introduction.
Definition 6.1. For k ∈ {1, . . . , n} define αk ∈ A
•(F l(1, . . . , n+1)) to be obtained by pulling
back from Gr(k, n+ 1) the first Chern class of the tautological quotient bundle, and define
γk = αn+1−k.
Definition 6.2. For a multiset S with at least k elements, define
φmaxk (S) = max
A⊂S,|A|=k
∑
s∈A
s, φmink (S) = min
A⊂S,|A|=k
∑
s∈A
s
Proposition 6.3. αk, γk are induced by the piecewise linear function on N given by
αk = φ
min
k (x0, . . . , xn)− ψk(x0, . . . , xn)
γk = ψk(x0, . . . , xn)− φ
max
k (x0, . . . , xn)
for any linear function ψk with ψk(1, . . . , 1) = k.
Proof. Since the first Chern class of the tautological quotient bundle of Gr(k, n+1) induces
the Plu¨cker embedding, αk is the pullback of O(1) under the composite
X(∆n+1) ⊂ F l(1, . . . , n+ 1)→ Gr(k, n+ 1) →֒ P(
n+1
k )−1.
The image in Gr(k, n+ 1) is the generic torus orbit closure, so the moment polytope corre-
sponding to the image in P(
n+1
k )−1 is the (k, n+1) hypersimplex [0, 1]n+1∩{x0+· · ·+xn = k},
which is also P (1k, 0n+1−k) in the notation of Definition 3.2.
Thus, the map X(∆n+1)→ P
(n+1k )−1 has image X(∆Pk,n+1), where Pk,n+1 is the (k, n+ 1)
hypersimplex translated to the hyperplane {x0+ · · ·+ xn = 0} by subtracting any w ∈ Z
n+1
in the plane {x0+ · · ·+xn = k}. The fan ∆n+1 refines the fan ∆Pk,n+1 . From Section 3.5, the
piecewise linear function on ∆Pk,n+1 (and hence on ∆n+1) corresponding to Pk,n+1 evaluated
on x = (x0, . . . , xn) is
min
v∈Pk,n+1
〈x, v〉 = φmink (x0, . . . , xn)− 〈x, w〉.
Thus, we have shown Proposition 6.3 for αk and ψk = 〈·, w〉. For γn+1−k, we just note
φmink (x0, . . . , xn)− 〈x, w〉 = (x0 + · · ·+ xn − 〈x, w〉)− φ
max
n−k+1(x0, . . . , xn).

Using this, we can describe how γi classes restrict to torus-invariant subvarieties ofX(∆n+1),
which is the key to compute mixed intersections of γi as sums of symmetrized Minkowski
weights.
Lemma 6.4. Let F ∈ L
(c)
n+1. Then ZσF ⊂ X(∆n+1) is isomorphic to
∏c
j=0X(∆|Fj+1\Fj |),
and the restriction
A•(X(∆n+1))→ A
•(
c∏
j=0
X(∆|Fj+1\Fj |)) =
c⊗
j=0
A•(X(∆|Fj+1\Fj |))
sends γk to 0 if k = |Fj| for some j, and otherwise sends γk 7→ 1
⊗|Fj| ⊗ γk−|Fj| ⊗ 1
n+1−|Fj+1|
for the unique j with |Fj| < k < |Fj+1|.
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Proof. The subvariety ZσF has fan given by St(σF)/σF , and by Proposition 4.2 we have
ZσF =
∏c
j=0∆|Fj+1\Fj |, where each factor ∆|Fj+1\Fj | is in the coordinates Fj+1 \ Fj . To
restrict the piecewise linear function given by γk to ZσF , we need to find a representative of
αk which is constant on the cone σF , and then descend it to
∏c
j=0∆|Fj+1\Fj |. Suppose that
k ∈ {|Fj|+1, . . . , |Fj+1|}, and pick ℓ ∈ Fj+1 \Fj . Consider the representative of γk given by
(x0, . . . , xn) 7→
∑
i∈Fj
xi + (k − |Fj|)xℓ − φ
max
k {x0, . . . , xn}
Note that on St(σ), the elements in Fj are all at least as large as all of the elements of the
complement, and hence restricted to St(σ), the piecewise linear function is the same as
(x0, . . . , xn) 7→ (k − |Fj|)xℓ − φ
max
k−|Fj|
(Fj+1 \ Fj).
On σF , all xi with i ∈ Fj+1 \ Fj have equal coordinates, so this function is 0 on σF , and
hence we obtain a piecewise-linear function on
∏c
j=0∆|Fj+1\Fj | induced by the piecewise linear
function γk−|Fj| on ∆|Fj+1\Fj |. 
Remark 6.5. The introduction of γk was to simplify the indexing when applying Lemma 6.4.
Finally, we remark that computing an intersection with α1 = γn in A
•(X(∆M)) is the
same as computing a degree in A•(X(∆τM)).
Proposition 6.6. For F ∈ L
(r−1)
M , we have
degA•(M)(γn ∪ ZσF ) =
{
1 F contains no rank r flat
0 otherwise
= degA•(τM)(ZσF )
This result appears in several places, e.g., [HK12, Lemma 5.1].
Corollary 6.7. For a1, . . . , an ≥ 0 with
∑
ai = r − c, we have
degA•(M)(α
c
1
n∏
i=1
αaii ) = degA•(τcM)(
n∏
i=1
αaii ).
7. Products as Minkowski weights and mixed Eulerian numbers
In this section, we describe arbitrary products of γk classes as Minkowski weights on ∆n+1.
The values taken by these Minkowski weights are products of mixed Eulerian numbers, a
direct consequence of the fact that the divisor αk corresponds to the kth hypersimplex.
First we recall mixed Eulerian numbers [Pos09, Section 16] and use them to define a certain
“cyclic shift” generating function.
Definition 7.1. The mixed Eulerian number Aa1,...,ak ∈ Z>0 is the normalized mixed volume
of the hypersimplices P (1i, 0
∑
aj+1−i) translated to the sum 0 hyperplane with respect to the
lattice Z
∑
aj+1 ∩ {
∑
xi = 0}, taking the translated P (1
i, 0
∑
aj+1−i) with multiplicity ai.
Definition 7.2. For a1, . . . , ak ≥ 1 with
∑
ai = r, let
Aa1,...,ak(y) =
r−k∑
i=0
A0i,a1,...,ak,0r−k−iy
i.
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In Appendix A we show that
Aa1,...,ak(y)
(1− y)r+1
=
∞∑
i=0
(i+ 1)a1(i2 + 2)
a2 . . . (i+ k)akyi,
generalizing the known formula for the Eulerian polynomial when k = 1 as mentioned in the
introduction. Postnikov [Pos09] gives several formulas to compute mixed Eulerian numbers.
We briefly mention a formula that facilitates explicit computation. Let λ1, . . . , λn+1 be
distinct real numbers. Then,
1
n!
∑
w∈Sn+1
(λw1x1 + λw2x2 + · · ·+ λwn+1xn+1)
n
(λw1 − λw2) . . . (λwn+1 − λwn)
=
∑
c1,...,cn
Ac1,...,cn
uc11 . . . u
cn
n
c1! . . . cn!
,
where ui = xi+ xi+1+ · · ·+ xn+1. This follows from [Pos09, Theorem 3.1], and computes all
mixed Eulerian numbers, not just those with contiguous multiplicity sequence. The recursive
method of computation in Appendix A is sufficient for our purposes.
Lemma 7.3. If r1 + . . .+ rn = n, then
degA•(X(∆n+1))(
∏
αrii ) = degA•(X(∆n+1))(
∏
γrii ) = Ar1,...,rn.
Proof. The nef divisor αk has moment polytope equal to the hypersimplex [0, 1]
n+1∩{
∑
xi =
k} translated to the sum 0 hyperplane. The result follows from the definition of the mixed
Eulerian number and the connection between degrees of mixed intersections and normalized
mixed volumes. The result for the γi follows because Ar1,...,rn = Arn,...,r1. 
We now construct a basis for the Sn+1-invariant part ofMW
r(∆n+1) indexed by sequences
S := 1 ≤ s1 < s2 < . . . < sc ≤ n as follows.
Definition 7.4. Define the function δS : ∆
(n−c)
n+1 → Z by setting for F ∈ L
(c)
n+1
δS(σF) =
{
1 |Fi| = si for 1 ≤ i ≤ c
0 otherwise.
We call δS a symmetrized Minkowski weight. We define δ
′
S = δ{1,...,n}\S, i.e. for G ∈ L
(n−c)
n+1
δ′S(σG) =
{
1 {|G1|, . . . , |Gn−c|} ⊔ {s1, . . . , sc} = {1, . . . , n}
0 otherwise.
For a symmetrized Minkowski weight δS or δ
′
S we will always implicitly define s0 = 0 and
sc+1 = n+ 1.
Proposition 7.5. The δS are Minkowski weights, and for |S| = c are a basis for the abelian
group MW n−c(∆n+1)
Sn+1 = An−c(X(∆n+1))
Sn+1. Similarly the δ′S are Minkowski weights
and are a basis for the abelian group MW c(∆n+1)
Sn+1 = Ac(X(∆n+1))
Sn+1.
Proof. Provided the δS are Minkowski weights, they clearly generateMW
n−c(∆n+1)
Sn+1 with
no relations between them. To verify the balancing condition, it suffices to show for S as
above that for every F ∈ L
(c−1)
M , and for each t and 0 ≤ ℓ ≤ c− 1 we have∑
|A|=t,Fℓ⊂A⊂Fℓ+1
eA ∈ NσF .
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By symmetry this sum is clearly a linear combination of eFℓ and eFℓ+1, which both lie in
NσF , so the result follows. 
Proposition 7.6. If r1 + . . .+ rn = r ≤ n then
n∏
i=1
γrii =
∑
0=s0<s1<...<sn−r<sn−r+1=n+1
cs1,...,sn−rδs1,...,sn−r
where writing {0, . . . , n + 1} \ {s0, . . . , sn−r+1} =
⊔n−r
j=0 Ij as the disjoint union of (possibly
empty) intervals Ij = [sj + 1, sj+1 − 1], we have
cs1,...,sn−r =
{∏n−r
j=0 Armin Ij ,...,rmax Ij if
∑
ℓ∈Ij
rℓ = |Ij| for 0 ≤ j ≤ n− r
0 otherwise.
Here by convention A∅ = 1. In particular, cs1,...,sn−r = 0 if rsi 6= 0 for any 1 ≤ i ≤ n− r.
Proof. The condition ensures that the j’th factor of
∏
X(∆|Fj+1\Fj |) has exactly |Fj+1\Fj|−1
of the γi’s restricting to this factor with multiplicity. Then the result follows from Lemma 6.4
and Lemma 7.3. 
Corollary 7.7. We can identify γj = δ
′
j.
Proof. We have rj = 1, so since we need all rsi = 0 we must have si 6= j. Therefore the only
conrtibuting sequence of si is 1, . . . , ĵ, . . . , n. We then have c1,...,ĵ,...,n = A
j−1
∅ A1A
n−j
∅ = 1. 
Example 7.8. Suppose that n = 4 and we multiply γ22γ4 inA
•(X(∆5)). Then (r1, r2, r3, r4) =
(0, 2, 0, 1), r = 3, and we can determine the coefficients of
γ22γ4 = c1δ{1} + c2δ{2} + c3δ{3} + c4δ{4}.
For i ∈ {1, 2, 3, 4} we have (s0, s1, s2) = (0, i, 5), and the intervals are I0 = {1, . . . , i−1} and
I1 = {i+ 1, . . . , 4}. As mentioned in Proposition 7.6, we must have c2 = c4 = 0, and
c1 = A∅Ar2,r3,r4 = A2,0,1 = 3 c3 = Ar1,r2Ar4 = A0,2A1 = 1.
Of particular interest for us are contiguous products of γi classes (or equivalently αi
classes), as they can be expressed as linear combinations of a small number of Minkowski
weights whose degrees in A•(M) we will later show are exactly the coefficients of TM(1, y).
Definition 7.9. Let Φr,k = δ
′
[k+1,k+r] ∈ A
r(X(∆n+1)). We call Φr,k a one-window sym-
metrized Minkowski weight.
The following is a corollary of Proposition 7.6.
Corollary 7.10. For ra, . . . , rb ≥ 1 with
∑b
i=a ri = r we have
b∏
i=a
γrii =
∑
1≤i+1≤a
b≤i+r≤n
A0a−i−1,ra,...,rb,0i+r−bΦr,i.
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Therefore, for r1, . . . , rk ≥ 1 with
∑k
i=1 ri = r we have in A
r(X(∆n+1))[y]
n−k∑
i=0
γr11+i . . . γ
rk
k+iy
i =
(
n−r∑
i=0
Φr,iy
i
)(
r−k∑
i=0
A0i,r1,...,rk,0r−k−iy
i
)
.
=
(
n−r∑
i=0
Φr,iy
i
)
Ar1,...,rk(y)
Proof. We apply Proposition 7.6. Since rsj 6= 0 for all j, we must have sj 6∈ [a, b] for all j.
Furthermore there are no ri outside of [a, b] so if sj+1 − sj > 1 then as
∑
ℓ∈Ij
rℓ = |Ij | > 0 it
must be that [a, b] ⊂ Ij . Hence only those sequences si of the form {1, . . . , n}\I with |I| = r
and [a, b] ⊂ I contribute to the sum. Writing I = [i+1, i+ r], we have δS = Φr,min I−1 = Φr,i
by definition, and rmin I , . . . , rmax I = 0
a−min I , ra, . . . , rb, 0
max I−b where we set ri = 0 for
i 6∈ [a, b]. Finally, the polynomial equality follows formally by expanding both sides and
comparing coefficients. 
8. Intersections with Symmetrized Minkowski weights via sliding sets
We now introduce a combinatorial reformulation of the fan displacement rule of Section 3.3,
which we will use to compute intersections of symmetrized Minkowski weights with arbitrary
complementary dimension Minkowski weights in A•(∆n+1).
Fix a symmetrized Minkowski weight δS ∈MW
r(∆n+1) with S = {s1 < s2 < . . . < sn−r},
where we set s0 = 0 and sn−r+1 = n + 1 by convention, and a complementary dimension
Minkowski weight Ψ ∈ MW n−r(∆n+1). Choose a generic vector v ∈ NR. By the fan
displacement rule, we have
deg(δS ∪Ψ) =
∑
(σ1,σ2)∈∆
(r)
n+1×∆
(n−r)
n+1
m{0},vσ1,σ2δS(σ1)Ψ(σ2)
=
∑
F∈L
(r)
n+1
 ∑
G∈L
(n−r)
n+1 ,|Gi|=si
m{0},vσG ,σF
Ψ(σF).
For fixed F , we will now describe the inner sum in terms of what we call the “sliding sets
problem”. Note that this is intrinsic to S and does not depend on Ψ (but it will depend on
v). We will partition the set {v0, . . . , vn} according to the partition
⊔
Fi \Fi−1 = {0, . . . , n},
and then count how many ways we can “slide” these sets to the right so that the amount a
set moves is decreasing in i, and the resulting points group up in a way determined by S.
Definition 8.1. Let Hi = {vj}j∈Fi\Fi−1 ⊂ R, 1 ≤ i ≤ r+1, so that H1⊔· · ·⊔Hr+1 partitions
{v0, . . . , vn}. Define f
v
S(F) to be the number of choices of real numbers t1 > . . . > tr+1 = 0
such that the union with multiplicities
⋃
i(Hi+ti) is a set {x1 > . . . > xn+1−r} with xi having
multiplicity si − si−1. Equivalently we may consider all t1 > . . . > tr+1 up to the equivalence
(t1, . . . , tr+1) ∼ (t1 + λ, . . . , tr+1 + λ) with λ ∈ R.
Example 8.2. Let v = (1, 0, 3, 5, 10, 11, 12.5), S = 2 < 3 < 4 < 6 and F ∈ L
(2)
7 with
F1 = {1}, F2 = {1, 0, 2, 4}. Then H1 = {0}, H2 = {1, 3, 10}, and H3 = {5, 11, 12.5}, and the
final multiplicities after sliding have to be (s1−s0, s2−s1, s3−s2, s4−s3, s5−s4) = (2, 1, 1, 2, 1).
We depict the H ’s situated initially as follows, with H1 black, H2 red, and H3 blue.
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None of pairs of differences of elements in H2 equal a pair of difference in H3, so after sliding
we must have one of the points of multiplicity 2 being a red/blue point, and the other point
containing black.
The valid slides are (t1, t2, t3) ∈ {(5, 2.5, 0), (12.5, 2, 0), (20, 10, 0)}, yielding the following
final configurations:
Therefore f vS(F) = 3.
Theorem 8.3. We have f vS(F) =
∑
G∈L
(n−r)
n+1 ,|Gi|=si
m
{0},v
σG ,σF . In particular, deg(δS ∪ Ψ) =∑
F∈L
(r)
n+1
f vS(F)Ψ(σF) and
δS =
∑
F∈L
(r)
n+1
f vS(F)xF ∈ Ar(∆n+1).
Proof. First, note that the multiplicities are all either 0 or 1, and are 1 precisely if |(σF+v)∩
σG| 6= ∅, and if the intersection is nonempty then it is given by a unique point. Given a tuple
(t1, . . . , tr+1 = 0) contributing to f
v
S(F) where the points group up at x1 > . . . > xn−r+1,
we let for 1 ≤ j ≤ n − r the set Gi be those j such that vj + tj ∈ {x1, . . . , xi}. Then
|Gi| = (si − si−1) + . . .+ (s1 − s0) = si, and Gi \ Gi−1 is the set of j such that vj + tj = xi,
so we have
v +
∑
i
(ti − ti+1)eFi = v +
∑
i
tieFi\Fi−1 =
∑
i
xieGi\Gi−1 =
∑
i
(xi − xi−1)eGi
is a point in (σF + v) ∩ σG . Conversely, from such a point in the intersection we can recover
the ti and xi which realize it as a valid sliding set configuration.
To obtain the description as a homology class, we note that by Poincare´ duality on the
smooth complete toric variety X(∆n+1), as
∑
F∈L
(r)
n+1
f vS(F)[ZσF ] pairs with any complemen-
tary dimension Minkowski weight the same way that δS does under the degree pairing, we
conclude that they are in fact equal. 
Corollary 8.4. The degree of a symmetrized Minkowski weight is given by the number of
solutions of the sliding sets problem:
degA•(M)(δS) =
∑
F∈L
(r)
M
f vS(F).
Proof. We see that xF =
∏r
i=1 xFi restricts to a degree 1 class in A
•(M) if all Fi in the chain
are flats and 0 otherwise. 
9. Tutte Polynomials and one-window symmetrized Minkowski weights
In this section, we show that the generating function of degA•(M)(Φr,k) is precisely TM(1, y).
To do this, we recall that we have the following explicit formula for TM(1, y) (see Proposi-
tion 2.1).
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Proposition 9.1. We have,
TM(1, y) =
∑
B
y| ex(B)|,
the sum over bases B of M .
Definition 9.2. For F ∈ L
(r)
n+1, we let
gk(F) = |{(x1, . . . , xr+1) ∈
r+1∏
i=1
Fi\Fi−1 :
r+1∑
i=1
|{y ∈ Fi\Fi−1 : y < xi}| = k and x1 > . . . > xr+1}|.
Theorem 9.3.
TM(1, y) =
n−r∑
k=0
degA•(M)(Φr,k)y
k
Proof. The result will follow from combining the following claims.
Claim 9.4. degA•(M)Φr,k =
∑
F∈L
(r)
M
gk(F).
Proof. By Corollary 8.4 it suffices to show for some fixed generic vector v that gk(F) = f
v
S(F)
for S = {1, . . . , n} \ [k + 1, k + r]. In fact, we will show this is true for any generic vector v
with v0 > v1 > . . . > vn. The sliding sets problem has r + 1 sets Hi = {vj}j∈Fi\Fi−1 , and the
final set has to have multiplicities in order
1, . . . , 1︸ ︷︷ ︸
n−r−k
, r + 1, 1, . . . , 1︸ ︷︷ ︸
k
.
Because for fixed i no two elements of Hi + ti can be equal, there must be one point in each
Hi + ti which is part of this group of multiplicity r + 1. The genericity of v ensures that no
further overlaps occur, and if xi ∈ Fi \Fi−1 are the chosen points so that vx1+ t1 = vx2+ t2 =
. . . = vxr+1+tr+1, then the number of points in
⋃
Hi+ti beyond the point of multiplicity r+1
is exactly
∑r+1
i=1 |{y ∈ Fi \ Fi−1 : vy > vxi}| = k}| =
∑r+1
i=1 |{y ∈ Fi \ Fi−1 : y < xi}| = k}|.
Because vx1 + t1 = . . . = vxr+1 + tr+1, the condition x1 > . . . > xr+1, or equivalently
vx1 < . . . < vxr+1, is precisely the condition that t1 > t2 > . . . > tr+1. 
Claim 9.5. For ∆M the Bergman fan of a loopless matroid, we have∑
F∈L
(r)
M
gk(F) = [y
k]TM (1, y).
Proof. We claim that there is a natural bijection between the (r + 1)-tuples counted by the
various gk(F) and bases of external activity i.
First, note that (x1, . . . , xr+1) determines F because Fi is the smallest flat containing
{x1, . . . , xi}. Therefore all of the (r + 1)-tuples for the various F are disjoint. Furthermore,
each such (r + 1)-tuple is a basis of M , and the unordered bases {x1, . . . , xr+1} are distinct
since only one ordering has x1 > . . . > xr+1. We claim that B = {x1, . . . , xr+1} has external
activity i. Indeed, for y ∈ Fi \Fi−1, if B−xj ∪y is a basis then xj ∈ Fi, as otherwise the i+1
elements x1, . . . , xi, y all lie in the rank i flat Fi. Therefore, it suffices to check the external
activity condition for y with respect to x1, . . . , xi. If y < xi, then since xi < xi−1 < . . . < x1,
there are no more basis elements to check the condition with respect to, so y is externally
active. Conversely, if y > xi, then as B − xk ∪ y is a basis, y is not externally active. The
result follows. 
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
Theorem 9.6. (Theorem 1.2) For r1 + . . .+ rk = r and ri ≥ 1 we have
n−k∑
i=0
degA•(M)(γ
r1
1+i . . . γ
rk
k+i)y
i = TM (1, y)Ar1,...,rk(y).
Proof. This follows by combining the above Theorem 9.3 with Corollary 7.10. 
10. Log concavity statements
Here we deduce a strengthening of Dawson’s conjecture [Daw84] on the log concavity of the
coefficients of TM(1, y), or equivalently the h-vector of the independence complex associated
to the dual matroid M∗ of M , implying Theorem 10.1. We also deduce the log-concavity of
the sequence [yℓ]Tτ iM(1 + x, y) for fixed i, which for ℓ = 0 recovers the log-concavity of the
coefficient sequence for the reduced characteristic polynomial χM .
Theorem 10.1. For three consecutive coefficients a, b, c of TM(1, y) we have
r(b2 − ac) + (b− a)(b− c) ≥ 0.
Corollary 10.2. For three consecutive coefficients a, b, c of TM(1, y) we have ac ≤ b
2.
Proof. To prove the corollary from the theorem, we note that TM(1, y) = TM×UN,N (1, y)
for any N , but the rank of M ⊕ UN,N is N + r + 1. Therefore for fixed a, b, c, using this
construction we can divide by r and let r →∞ to obtain b2 ≥ ac. 
Proof of Theorem 10.1. For r = 1 (i.e. rank two matroids), one can check directly that
b ≥ a+c
2
, so assume now that r ≥ 2. Then the inequality is equivalent to
((r − 1)a+ b)((r − 1)c+ b) ≤ (rb)2.
Consider the product of r−2 consecutive γ classes Ψ = γℓ+1 . . . γℓ+r−2. Then we can compute
degA•(M)(γ
2
ℓΨ) = [y
ℓ−1]TM(1, y)A2,1r−2(y) = (r − 1)!((r − 1)c+ b)
degA•(M)(γℓγℓ+r−1Ψ) = [y
ℓ]TM (1, y)A1r(y) = r!b
degA•(M)(γ
2
ℓ+r−1Ψ) = [y
ℓ+1]TM(1, y)A1r−2,2(y) = (r − 1)!((r − 1)a+ b)
using Theorem 9.6 where a, b, c are the yℓ, yℓ−1, yℓ−2 coefficients of TM(1, y) respectively. Here
we can evaluate the Mixed Eulerian polynomials
A2,1r−2(y) = A2,1r−2,0 + A0,2,1r−2y = (r − 1)! + (r − 1)(r − 1)!y
A1r(y) = A1r = r!
A1r−2,2(y) = A1r−2,2,0 + A0,1r−2,2y = (r − 1)(r − 1)! + (r − 1)!y
using e.g. Appendix A. The result now follows from the Mixed Hodge-Riemann relations in
A•(M) [AHK18, Theorem 8.9]. 
Theorem 10.3. For fixed ℓ, the sequence [yℓ]Tτ iM(1, y) is a log concave sequence of i.
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Proof. Consider the product Ψ = γℓ+1 . . . γℓ+r−2−iγ
i
n. Then we can compute
degA•(M)(γ
2
nΨ) = (r − i− 2)![y
ℓ]Tτ i+2M(1, y)
degA•(M)(γℓ+r−1−iγnΨ) = (r − i− 2)!(r − i− 1)[y
ℓ]Tτ i+1M(1, y)
deg(γ2ℓ+r−1−iΨ) = (r − i− 2)!((r − i− 1)
2[yℓ]Tτ iM + (r − i− 1)[y
ℓ−1]Tτ iM(1, y))
using Theorem 9.6 and Corollary 6.7. Hence discarding the second summand of the third
equality, we obtain as above the desired log concavity result from [AHK18, Theorem 8.9]. 
11. Schur polynomials and the reliability polynomial of M
We now study the Schubert varieties Pσ ⊂ A
•(F l(1, . . . , n+1)), where σ is a permutation
lying inside Sn+1, restricted to A
•(M). Let ti = (i, i + 1) be an adjacent swap, 1 ≤ i ≤ n,
and recall the length ℓ(σ) of σ is the smallest number r such that we can write σ = ti1 . . . tir
for swaps tij . Let RW(σ) be the set of such tuples (i1, . . . , ir) for a given σ. There is a unique
longest permutation σ0 which reverses the numbers 1, . . . , n+1. Recall that to each σ there
is an associated Schubert polynomial, determined by the relations
fσ0(x1, . . . , xn+1) = x
n
1x
n−1
2 . . . xn
fσ(x1, . . . , xn+1)− tifσ(x1, . . . , xn+1)
xi − xi+1
=
{
ftiσ ℓ(tiσ) < ℓ(σ)
0 ℓ(tiσ) > ℓ(σ).
The Schubert variety Pσ has Chow class
[Pσ] = fσ(α1, α2 − α1, . . . , αn − αn−1,−αn) ∈ A
•(F l(1, . . . , n+ 1)),
as αi−αi−1 is the Chern class of the line bundle associated to the ith standard character of
the diagonal maximal torus in GLn+1.
Of relevance for us are three formulas of Klyachko expressing [Pσ] inside A
•(X(∆n+1)),
which we recall here.
Proposition 11.1 ([Kly85] Theorem 4). For σ ∈ Sn+1 with ℓ(σ) = r we have
[Pσ] =
1
r!
∑
(i1,...,ir)∈RW(σ)
αi1 . . . αir ∈ A
•(X(∆n+1)).
Proposition 11.2 ([Kly85] Theorems 5,6). Fix a partition λ of r and let fλ denote the
corresponding Schur polynomial. Let πp denote the projection F l(1, . . . , n+1)→ Gr(p, n+1).
If λ fits inside a p-by-(n+ 1− p) box we consider the Schubert variety Pλ ⊂ Gr(p, n+ 1) of
codimension r indexed by λ. Then,
[π∗p(Pλ)] =
∏
(i,j)∈λ
αp−i+j
hij
=
1
r!
∑
1≤k≤r
mk(λ)
p−k+r∏
i=p−k+1
αi
where hij is the hook length of the cell (i, j) ∈ λ and mk(λ) is defined by the equality
∞∑
i=1
mk(λ)y
k = (1− y)r+1
∞∑
i=1
fλ(1
i)yi.
Corollary 11.3. The Schubert cycle [π∗p(Pλ)] pulled back from the pth intermediate Grass-
mannian is a constant multiple of a product of αi classes.
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In particular we can obtain log-concavity results by intersecting two “nef” divisors in
A•(M) against the class of such a Pλ with λ a partition of r − 2.
Next, we show that the δS are constant multiples of products of αi classes, and are re-
strictions of Schubert varieties. In particular, we have log-concavity statements arising from
intersecting δS with |S| = n− r + 2 against two “nef” divisors in A
•(M).
Corollary 11.4. For S = (s1, . . . , sr), we can write in A
•(X(∆n+1)),
δS =
1
(s1 − 1)!(s2 − s1 − 1)!(s3 − s2 − 1)! . . . (n− sr)!
∏
i 6∈{s1,...,sr}
αn+1−i.
In particular, we have δS = [Pσ] ∈ A
•(X(∆n+1)) for σ = σ1σ2 . . . σr+1 where σi is the forward
cycle permutation of (si−1 + 1, . . . , si).
Proof. The first part follows directly from Appendix A. For the second part we apply Propo-
sition 11.1. Indeed the permutation σi has length si − si−1 − 1 and only one reduced word.
Since the σi commute the reduced words for σ are obtained by shuffling, in order, the reduced
words for the σi. 
Example 11.5. Let S = {3, 5, 6} and n = 6. Then (s0, s1, s2, s3, s4) = (0, 3, 5, 6, 7) and
δS =
1
2!1!0!
α6α5α4 and this is equal to the Schubert polynomial f(123)(45)(6) = x
2
1x2 + x1x
2
2 +
x1x2x3 + x1x2x4 evaluated at xi = αi − αi−1.
Finally, we note an interesting connection between Schur polynomials and the reliability
polynomial RM(y) = (1 − y)
r+1yn−rTM(1, y
−1). For λ a partition of r we let Pλ be the
corresponding Schubert cycle in a Grassmannian (always an intermediate Grassmannian,
specified from context) and fλ the corresponding Schur polynomial.
Theorem 11.6. Let πp be the projection of the flag variety to the pth intermediate Grass-
mannian. Then ∑
degA•(M)(π
∗
p(Pλ))y
p = RM(y)
∞∑
i=1
fλ(1
i)yi.
Proof. We consider the equality
π∗p(Pλ) =
1
r!
∑
1≤k≤r
mk(λ)
p−k+r∏
i=p−k+1
αi
from Proposition 11.2. We claim that mk(λ) = 0 for k ≥ r+ 1. Indeed, for any power series
h(y) one can show by induction if [yk](1−y)kh(y) = 0 for all k ≥ r+1 then [yk](1−y)r+1h(y) =
0 for all k ≥ r+1. Taking h(y) =
∑
fλ(1
i)yi, we can interpret [yk](1−y)kh(y) as an inclusion-
exclusion counting the number of semistandard tableux of shape λ with k numbers such that
each number appears at least once, which is obviously 0 when k exceeds the size r of λ.
We also have degA•(M)(
1
r!
∏p−k+r
i=p−k+1 αi) = [y
n−p+k−r]TM(1, y) by Theorem 1.2. The result
now follows. 
Example 11.7. Let M be the matroid of the complete graph on 5 vertices, which has rank
r + 1 = 4 and n + 1 = 10 elements and let λ = (2, 1). Then, using Macaulay2 we compute
the degrees of the pullback of the Schur classes:
p 1 2 3 4 5 6 7 8 9
degA•(M)(π
∗
p(Pλ)) 0 2 8 20 40 60 72 48 0
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We compute
TM(1, y) = y
6 + 4y5 + 10y4 + 20y3 + 30y2 + 36y + 24.
and
RM(y) = y
6(1− y)4TM(1, y
−1) = 24y10 − 60y9 + 30y8 + 20y7 − 10y6 − 5y4 + 1
The power series
∞∑
i=1
fλ(1
i)yi =
∞∑
i=0
2
(
i+ 1
3
)
yi =
2y2
(1− y)4
.
The product is therefore 2y2+8y3+20y4+40y5+60y6+72y7+48y8, the degree generating
function as desired.
When M is realizable over characteristic 0, recall from Section 4 that the wonderful com-
pactification WM of the hyperplane complement of M is a projective variety that is Chow
equivalent to ∆M . We have the following description of the class of the image of WM in
Gr(p, n+ 1).
Corollary 11.8. With x1, . . . , xn+1−p the Chern roots of the tautological quotient bundle on
Gr(p, n+ 1) we have
πp,∗([WM ]) = [y
p]RM(y)
(y
∏
(1 + xi))
p+1 − (
∏
xi)
p+1)
y
∏
(1 + xi)−
∏
xi
.
Proof. We have πp,∗([WM ]) =
∑
λ degA•(M)(π
∗
p(Pλ†))fλ(x1, . . . , xp) where λ
† is the comple-
mentary partition for the Grassmannian. Specializing zj ∈ {0, 1} in∑
λ
fλ†(z1, . . . , zp)fλ(x1, . . . , xn+1−p) =
n+1−p∏
i=1
p∏
j=1
(xi + zj),
so for 0 ≤ i ≤ p we have∑
λ
fλ†(1
i)fλ(x1, . . . , xn+1−p) = (
n+1−p∏
i=1
xi)
p−i(
n+1−p∏
i=1
(1 + xi))
i.
Therefore
πp,∗([WM ]) = [y
p]RM(y)
∑
λ
∞∑
i=1
fλ†(1
i)fλ(x1, . . . , xn+1−p)y
i
= [yp]RM(y)
(y
∏
(1 + xi))
p+1 − (
∏
xi)
y
∏
(1 + xi)−
∏
xi
.

Appendix A. Product of γi and δS and computing mixed Eulerian numbers
Recall that γi = αn+1−i = δ1,...,̂i,...,n = δ
′
i, and for r1 + . . .+ rn = n we have by Lemma 7.3
degA•(∆n+1)(
∏
γrii ) = degA•(∆n+1)(
∏
αrii ) = Ar1,...,rn.
Note that δ′∅ = 1 and δ
′
{1,...,n} ∈ A
n+1(∆n+1) has degree 1. The following can all be proved
by the rule to multiply a piecewise-linear function with a Minkowski weight (see Section 3.4
or one of [AR10, Construction 3.3], [Huh14, Theorem 27]).
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• If i 6∈ S, then with [a, b] the largest interval in S ∪ i containing i, we have
γiδ
′
S =
(b− a+ 1)!
(i− a)!(b− i)!
δ′S∪i.
• If i ∈ S, then with [a, b] the largest interval containing i in S we have
γiδ
′
S = (
b+ 1− i
b− a+ 2
γa−1 +
i− a + 1
b− a + 2
γb+1)δ
′
S,
reducing to the previous case. Here by convention γ0 = γn+1 = 0.
As a special case, suppose that S = {a, . . . , b}. Then
γiδ
′
S =
{
δ′S∪i i 6∈ {a− 1, . . . , b+ 1}
(b+ 1− i)δ′S∪(a−1) + (i− a+ 1)δ
′
S∪(b+1) i ∈ {a− 1, . . . , b+ 1},
where we omit the corresponding δ′S′ term if 0 or n + 1 lies in S
′.
To multiply a product of α or γ classes, the special case always suffices if one expands
the product from smallest index to largest. For example, we can recursively compute
γiγi+1 . . . γj = (j − i + 1)!δ
′
{i,...,j}, and we can then compute γiγi+1 . . . γj−1γ
2
j = (j − i +
1)!(δ′{i−1,...,j} + (j − i+ 1)δ
′
{i,...,j+1}).
Theorem A.1. For a1, . . . , ak ≥ 1 with
∑
ai = r we have
Aa1,...,ak(y) = (1− y)
r+1
∞∑
i=0
(i+ 1)a1(i+ 2)a2 . . . (i+ k)akyi.
Remark A.2. For k = 1 this recovers the known equality Ar(y)
(1−y)r+1
=
∑∞
i=0(i+ 1)
ryi, which
is sometimes used as an alternate definition.
Proof. The result is true for k = 1 and a1 = 1, so suppose now that we know the result for
(a1, . . . , ak). It then suffices to show the result for (a1, . . . , ak−1, ak + 1) and (a1, . . . , ak, 1).
The latter case is proved identically to the former case, so we omit the proof. In the former
case, writing a1 + . . .+ ak = r, this is saying
Aa1,...,ak+1(y)
(1− y)r+2
= y−k+1
d
dy
(yk
Aa1,...,ak(y)
(1− y)r+1
).
Rearranging, this is
Aa1,...,ak+1(y) = (k(1− y) + (r + 1)y)Aa1,...,ak(y) + y(1− y)Aa1,...,ak(y)
′.
Taking the xi coefficient of both sides, we need to show that
A0i,a1,...,ak+1,0r+1−k−i = (k + i)A0i,a1,...,ak,0r−k−i + (r + 2− (k + i))A0i−1,a1,...,ak,0r+1−k−i.
Now, we note that in A•(X(∆r+2)) we have by Proposition 7.6 that
γa1i+1 . . . γ
ak
i+k = A0i,a1,...,ak,0r−k−iδ
′
0,...,r + A0i−1,a1,...,ak,0r+1−k−iδ
′
1,...,r+1.
Therefore multiplying both sides by γi+k, and applying Lemma 7.3, the left hand side is
A0i,a1,...,ak+1,0r+1−k−i, and the right hand side using the recursion for multiplying a γ class
onto a δ′S class is (k+ i)A0i,a1,...,ak ,0r−k−i + (r+2− (k+ i))A0i−1,a1,...,ak,0r+1−k−i as desired. 
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Appendix B. Recursively computing the degree of δS in X(∆M)
In this section, we show how to take a symmetrized Minkowski weight of a matroid on
ground set E = {0, . . . , n} and compute its degree via a generalized deletion-contraction
type recurrence. For a tuple X = (m1, . . . , mcrk(M)+1) of positive integers with m1 + . . . +
mcrk(M)+1 = |E|, let gM(X) = degA•(M) δS where S = 0 < m1 < m1 + m2 < . . . < m1 +
. . . + mcrk(M) < |E|, i.e. so that the grouping associated to the sliding sets problem has
multiplicities m1, . . . , mcrk(M)+1 at points x1 > . . . > xcrk(M)+1 (note from left to right the
multiplicities of the point groups are in the reverse order to the mi).
Theorem B.1. We have for n not a coloop g(M,X) equals
1mn−r+1=1gM\n(m1, . . . , mcrk(M))
+1{n} a flatgM/{n}∪{n}(m1, . . . , mcrk(M)+1)
+
crk(M)∑
i=1
∑
n∈F proper flat
n not a coloop in M |F
|F |=m1+...+mi+1
crk(M |F )=i
gM |F \n(m1, . . . , mi)gM/F∪{n}(mi+1, . . . , mcrk(M)+1),
and for n a coloop we have
gM(X) =
∑
mj≥2
gM/{n}(m1, . . . , mj − 1, . . . , mcrk(M)+1).
Remark B.2. The “base case” of this recursion is g(U1,1, (1)) = 1. However for the reader’s
convenience we also note g(U1,k, (1
k)) = 1 (this is the only sequence compatible with U1,k),
and g(M, (1i, rk(M), 1crk(M)−i)) = [yi]TM(1, y).
Proof. We consider the sliding sets problem with an initial vector v = (v0, . . . , vn) with vn
minimal such that L = min{v0, . . . , vn−1}−vn is significantly larger than max{v0, . . . , vn−1}−
min{v0, . . . , vn−1}.
First, we consider the case that n is a coloop. Note that for dimension reasons, by the
genericity of v, every flat complement must be involved in exactly one non-trivial grouping.
As a coloop, {n} is equal to the flat complement that it is contained in. To be involved in
a non-trivial grouping, {n} must move to the right at least L, which by the choice of L will
be larger than any other flat complement moved. Hence {n} = F1, and the recursion follows
as flats containing {n} in M are the same as flats in M/{n}.
For n not a coloop in M , we decompose by Corollary 8.4
degA•(M)(δS) =
∑
F∈L
(r)
M
f vS(F) = f˜
v
S +
∑
n∈F proper flat
f˜ vS(F )
as follows. First, f˜ vS accounts for all sliding sets problems where n does not end up in a
group of size more than 1 at the end. Next, for those sliding sets problems where n does
overlap some group with multiplicity more than 1 at the end, n must move at least distance
L = min{v0, . . . , vn−1} − vn, and the set of points which move distance at least
1
2
L is a flat
F . We let f˜ vS(F ) be those solutions in this remaining case corresponding to the particular
flat F . Because L is much larger than max{v0, . . . , vn−1} − min{v0, . . . , vn−1}, in the end
all points in F \ n are strictly to the right of F c ∪ n. As an example, depicted below,
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despite the complicated overlapping of points, the points after translation separate into two
groups depending on whether they are “connected” to the single red point (black and gray
points), or the two other red points (yellow, blue, green). Because of this, the green, yellow,
blue, and red flat complements were translated the most, so are in some order the flats
F1, F2 \ F1, F3 \ F2, F4 \ F3, and hence in particular union to F4.
F c ∪ n F \ n
Now, when evaluating f˜ vS, because n does not participate in any of the groups of mul-
tiplicity bigger than 1, it must be in a flat complement of size at least 2 since every flat
complement must be involved in some non-trivial grouping. As n is not a coloop, maximal
chains of flats where n appears in a flat complement of size at least two are in bijection with
maximal chains of flats in M \ {n}, and the total amount translated by all sets is much less
than L, so n stays on the left, forcing mn−r+1 = 1 and in this case f˜
v
S = gM\n(m1, . . . , mn−r).
For computing f˜ vS(F ), if we fix the group of size ≥ 2 that n ends up being a part of, then
the sliding sets problem decouples to the product of a sliding sets problem for M/F and a
sliding sets problem for M |F \ n. In the special case that F = {n}, it corresponds to just a
sliding sets problem forM/F . Expanding out the formula forM/F ∪{n} using the fact that
n is a coloop in this matroid, we obtain the desired recursion. Finally, the condition n is not
a coloop in M |F is exactly the condition needed so that (mi+1, . . . , mcrk(M)+1) is compatible
with M/F ∪ {n} given (m1, . . . , mi) is compatible with M |F . 
Example B.3. We compute gM(2, 2, 1) = degA•(M)(δ{2,4}) when M is the rank 3 matroid
realized over Q by the 5 vectors e1, e2, e3, e1 + e2 + e3 and e1 + e2, where the ei are linearly
independent vectors in a vector space. We compute
gM(2, 2, 1) = gU3,4(2, 2) + gU1,2⊕U1,2(1, 2, 1) + gU1,2⊕U1,2(2, 1, 1) + 2gU1,1⊕U1,1(2)gU1,2(1, 1) = 8
gU3,4(2, 2) = gU2,3(2, 1) + gU2,3(1, 2) = 3
gU2,3(2, 1) = gU1,1⊕U1,1(2) + gU1,2(1, 1) = 2
gU1,1⊕U1,1(2) = gU1,1(1) = 1
gU2,3(1, 2) = gU1,2(1, 1) = 1
gU1,2⊕U1,2(1, 2, 1) = gU1,2⊕U1,1(1, 2) + gU1,1(1)gU1,2(1, 1) = 2
gU1,2⊕U1,1(1, 2) = gU1,2(1, 1) = 1
gU1,2⊕U1,2(2, 1, 1) = gU1,2⊕U1,1(2, 1) = 1
gU1,2⊕U1,1(2, 1) = gU1,2(1, 1) = 1
gU1,1⊕U1,1(2) = gU1,1(1) = 1
The recursion is particularly nice if we consider the degree rk(M) − 1 polynomial in
crk(M) + 1 variables
hM = hM (z1, . . . , zcrk(M)+1) =
∑
S
g(M,S)zm1−11 z
m2−1
2 . . . z
mcrk(M)+1−1
crk(M)+1 .
Denote by T the operation on a polynomial in variables zi which replaces all zi with zi+1.
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Corollary B.4. For n not a coloop of M , we have
hM = hM\n + h(M/{n})∪{n} +
∑
n∈F proper flat
n not a coloop in M |F
h(M |F \n)T
crk(M |F )h(M/F )∪{n}
where crk is the corank of a matroid, and for n a coloop of M , we have
hM = (z1 + . . .+ zcrk(M)+1)hM/{n}.
Remark B.5. We note that hU1,k(z1, . . . , zk) = 1 and [z
rk(M)−1
j ]hM(z1, . . . , zcrk(M)+1) =
[yj−1]TM(1, y).
Example B.6. We have M \ {4} = U3,4, M/{4} = U1,2 ⊕ U1,2, and 4 is not a coloop inside
either of the proper flats F1 = {0, 1, 4}, F2 = {2, 3, 4} strictly containing 4, and we note that
M |F1\{4} =M |F2\{4} = U1,1 ⊕ U1,1 and M/F1 =M/F2 = U1,2. We compute
hU3,4(z1, z2) = 3z
2
1 + 3z1z2 + z
2
2
hU1,2⊕U1,2(z1, z2, z3) = z1 + 2z2 + z3
hU1,1⊕U1,1(z1) = z1
hU1,2(z1, z2) = 1.
Therefore
hM = hU3,4(z1, z2, z3) + (z1 + z2 + z3)hU1,2⊕U1,2(z1, z2, z3) + 2hU1,1⊕U1,1(z1)(z2 + z3)hU1,2(z2, z3)
= 3z21 + 3z1z2 + z
2
2 + (z1 + z2 + z3)(z1 + 2z2 + z3) + 2z1(z2 + z3)
= 4z21 + 3z
2
2 + z
2
3 + 8z1z2 + 4z1z3 + 3z2z3.
We see that the coefficient of z11z
1
2z
0
3 is 8 as calculated in Example B.3.
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