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CLASSIFICATION OF O∞-STABLE C
∗-ALGEBRAS
JAMES GABE
Abstract. I present a proof of Kirchberg’s classification theorem: two
separable, nuclear, O∞-stable C
∗-algebras are stably isomorphic if and
only if they are ideal-related KK-equivalent. In particular, this provides
a more elementary proof of the Kirchberg–Phillips theorem which is
isolated in the paper to increase readability of this important special
case.
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1. Introduction and main results
The Kirchberg–Phillips theorem – proved independently by Kirchberg
[Kir94] and Phillips [Phi00] in the mid 90s – was one of the first major
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breakthroughs in the Elliott classification programme, constituting a com-
plete K-theoretic classification of separable, nuclear, simple, purely infinite
C∗-algebras satisfying the universal coefficient theorem (UCT). The simple,
stably finite side of the classification programme took 20 years longer but
was finally resolved by the work of many hands – a highly incomplete list
of references being [GLN18], [GLN19], [EGLN15], [TWW17] – leading to
a complete classification of all separable, nuclear, unital, simple, Z-stable
C∗-algebras satisfying the UCT using K-theory and traces.1
The concept of pure infiniteness for simple C∗-algebras was first intro-
duced by Cuntz in [Cun81] as a C∗-algebraic analogue of Type III von
Neumann algebra factors. In this paper it was proved that the Cuntz al-
gebras On introduced in [Cun77] enjoy this property. Purely infinite, sim-
ple C∗-algebras arise naturally from various constructions, such as simple
Cuntz–Krieger algebras arising from symbolic dynamics [CK80], and the re-
duced crossed product C(∂G)⋊rG of a non-elementary hyperbolic group G
acting naturally on its Gromov boundary ∂G [AD97]. In these cases, the C∗-
algebras fall into the class covered by the Kirchberg–Phillips classification,
and their isomorphism class is therefore determined by their K-theory.
A major leap forward in the study of purely infinite, simple C∗-algebras
came from deep work of Kirchberg announced in [Kir95a], see [KP00] for
published proofs. He proved his iconic O2-embedding theorem – that all
separable, exact C∗-algebras embed into O2 – and showed that a separable,
nuclear, simple C∗-algebra is purely infinite if and only if it is isomorphic to
its tensor product with the Cuntz algebra O∞. A C
∗-algebra satisfying this
latter property is called O∞-stable. The class of separable, nuclear, simple,
purely infinite C∗-algebras are now commonly known as Kirchberg algebras,
while Kirchberg refers to the unital ones as pi-sun algebras (purely infinite
(simple),2 separable, unital, nuclear). These results of Kirchberg were key
ingredients in proving the Kirchberg–Phillips theorem.
While Elliott’s original classification results for stably finite C∗-algebras
such as for AF algebras [Ell76] and certain AH algebras [Ell93] revolved
around classifying not necessarily simple C∗-algebras, most subsequent clas-
sification results dealt with simple C∗-algebras. On the purely infinite side,
around the turn of the millennium, Kirchberg vastly generalised his and
Phillips’ classification results by classifying all separable, nuclear, O∞-stable
C∗-algebras up to stable isomorphism, using an ideal-related version of Kas-
parov’s KK-theory as the classifying invariant. This resulted in a published
manuscript [Kir00] outlining the strategy of the proof, and a complete proof
is to appear as the headline result in a yet unpublished book by Kirchberg
[Kir]. The goal of this paper is to present a proof of this highly influential
1Here the main result of [CET+19] was used to reduce from finite nuclear dimension to
Z-stability.
2Because when Kirchberg did this ground breaking work, pure infiniteness was not defined
outside the simple setting.
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work of Kirchberg thus closing this massive gap in the published literature.
The proof presented here is very different from the one outlined by Kirch-
berg, and, dare I argue, quite a lot simpler.
In [KR00] and [KR02], Kirchberg and Rørdam generalised the notion of
pure infiniteness for simple C∗-algebras to the not necessarily simple case.
This lead to three notions, namely weak pure infiniteness, pure infinite-
ness, and strong pure infiniteness, which are successively stronger conditions.
While these are all equivalent for simple C∗-algebras, it is an open problem
whether any or all of these notions are equivalent in general. Kirchberg and
Rørdam showed that a separable, nuclear C∗-algebra is O∞-stable if and
only if it is strongly purely infinite,3 and hence these are the C∗-algebras
classified by the above mentioned result – which is also the main theorem
of this paper.
Strong pure infiniteness is rather hard to verify in examples, although
significant progress was made in [BCS15], [KS17a] and [KS16]. Weak pure
infiniteness and pure infiniteness are however easier to check. For instance,
any C∗-algebra with finite nuclear dimension is weakly purely infinite if and
only if it is traceless, in the sense that it has no non-trivial lower semi-
continuous [0,∞]-valued 2-quasitraces [WZ10, Theorem 5.2].4 There are
conditions under which the three notions of pure infiniteness are known to
be equivalent, for instance when the primitive ideal space is zero dimensional
[PR07] or Hausdorff [BK04]. These results have been used to verify strong
pure infiniteness of many more examples, see for instance [HS03], [Kwa16],
[KS17b], [BL18].
In [Gab18a], I presented a new proof of a special case of the main theorem
of this paper: a complete classification of separable, nuclear, stable/unital
O2-stable C
∗-algebras. While some of the machinery developed in that paper
is crucial for proving the main results of this paper, these tools have already
had other applications: they were used to answer exactly when traceless
C∗-algebras are AF embeddable [Gab18b, Corollary C], when Connes and
Higson’s E-theory [CH90] can be unsuspended [Gab18b, Corollary E], and
lead to the exact computation of the nuclear dimension and decomposition
rank of separable, nuclear, O∞-stable C
∗-algebras [BGSW19, Theorems A
and B]. The techniques presented in this paper should reach far beyond
those in [Gab18a] and should be applicable in a much broader context.
Classification of C∗-algebras through classification of maps. The
main bulk of this paper is to provide existence and uniqueness results for
∗-homomorphisms satisfying certain properties. The purpose of this section
3Kirchberg and Rørdam proved this for stable C∗-algebras. One should appeal to [Kir06,
Proposition 4.4(4,5)] or [TW07, Corollary 3.2] for the general statement.
4A much easier proof is implicitly presented in [RT17, Proposition 2.3]. In fact, if A has
nuclear dimension at most m, then its Cuntz semigroup has (m+1)-comparison for some
m <∞. It follows from tracelessness that the sum a⊕ · · · ⊕ a (m+ 1 summands) of any
positive element a is properly infinite. Hence the C∗-algebra is weakly purely infinite.
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is to explain why this is a natural thing to aim for, how it ties in with
classification, and why it exactly becomes the class of separable, nuclear,
O∞-stable C
∗-algebras which are classified by these results.
A classical method for classifying C∗-algebras is through an Elliott inter-
twining argument, see [Rør02, Section 2.3]. A version of Elliott intertwin-
ing states that if A and B are separable C∗-algebras, and φ : A → B and
ψ : B → A are ∗-homomorphisms for which ψ ◦φ ∼au idA and φ◦ψ ∼au idB ,
where ∼au denotes approximate unitary equivalence, then A ∼= B. In par-
ticular, suppose one is given a functorial invariant Inv, and a class C of
separable C∗-algebras, such that one has the following:
∃ Existence: For all A,B ∈ C and any homomorphism ρ : Inv(A) →
Inv(B), there is a ∗-homomorphism φ : A→ B such that Inv(φ) = ρ;
! Uniqueness: For all A,B ∈ C and any ∗-homomorphisms φ,ψ : A→
B such that Inv(φ) = Inv(ψ), one has φ ∼au ψ.
Then for every A,B ∈ C , A ∼= B if and only if Inv(A) ∼= Inv(B). So the
objects in C are completely classified by the invariant Inv.
To see that one obtains classification, fix an isomorphism ρ : Inv(A) →
Inv(B). By the existence part above one may lift ρ and ρ−1 to φ and ψ
respectively. As Inv(ψ ◦ φ) = Inv(idA), uniqueness applied to ψ ◦ φ and
idA entails that ψ ◦ φ ∼au idA, and similarly φ ◦ ψ ∼au idB . By Elliott
intertwining one obtains A ∼= B.
In general, it is too much to hope for that one can find an invariant which
classifies all ∗-homomorphisms in this fashion. For instance, if the class C
only consists of unital C∗-algebras it seems quite natural to only consider
unital ∗-homomorphisms. Or perhaps one wants to consider injective ∗-
homomorphism. Either way, it makes sense to only consider existence and
uniqueness for ∗-homomorphisms which satisfy a property P, for which P
is closed under taking compositions. There is one major caveat though: in
order to run the classification argument above, one needs to know that idA
and idB satisfy the property P.
An instance where this plays a notable role is nuclearity. A map between
C∗-algebras is said to be nuclear if it has the completely positive approxi-
mation property, and a C∗-algebra A is nuclear exactly when idA is nuclear.
Nuclearity of ∗-homomorphisms is a fundamental part of most known exis-
tence and uniqueness theorems, and this explains why classification should
only be expected to hold for nuclear C∗-algebras.
A major part of this paper will be to produce existence and uniqueness re-
sults for ∗-homomorphisms satisfying mainly two properties: they should be
nuclear and strongly O∞-stable. Strong O∞-stability of ∗-homomorphisms
was introduced in [Gab18a] where it was proved that a separable C∗-algebra
A is O∞-stable – i.e. A ∼= A⊗O∞ – if and only if idA is strongly O∞-stable.
In particular, the separable C∗-algebras A classified by these existence and
uniqueness results are exactly the ones for which idA is nuclear and strongly
O∞-stable, or equivalently, A should be separable, nuclear, and O∞-stable.
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The main results – the simple case. Before presenting the general (not
necessarily simple) classification results, the focus will be on the classical
case leading to the Kirchberg–Phillips theorem. In this case, the classifying
invariant will be KKnuc as defined by Skandalis [Ska88]; a variation on
Kasparov’s KK-theory [Kas80b]. While all ∗-homomorphisms φ : A → B
give rise to elements KK(φ) ∈ KK(A,B), only nuclear ∗-homomorphisms φ
give rise to elements KKnuc(φ) ∈ KKnuc(A,B). If either A or B is nuclear,
then KKnuc(A,B)
∼=
−→ KK(A,B) are canonically isomorphic, and every ∗-
homomorphism φ : A→ B is nuclear.
Let A be a separable C∗-algebra and B a σ-unital C∗-algebra, i.e. a C∗-
algebra containing a strictly positive element. The properties satisfied by
the ∗-homomorphisms φ : A→ B for the existence and uniqueness theorems
are the following:
• Nuclear: φ is a point-norm limit of maps factoring via completely
positive maps through matrix algebras;
• Strongly O∞-stable:
5 there are continuous, bounded paths (s
(i)
t )t∈[0,∞)
in B for i = 1, 2 such that
(1.1) lim
t→∞
‖s
(i)
t φ(a)− φ(a)s
(i)
t ‖ = 0, limt→∞
‖((s
(i)
t )
∗s
(j)
t − δi,j)φ(a)‖ = 0,
for every a ∈ A and i, j = 1, 2, where δi,j = 1 if i = j and δi,j = 0 if
i 6= j;
• Full: φ(a) generates all of B as a two-sided, closed ideal, for every
non-zero a ∈ A.
These properties of ∗-homomorphisms translate into properties of C∗-
algebras, in the sense that if A is a separable C∗-algebra, then idA is nuclear,
strongly O∞-stable, or full respectively, exactly when A is nuclear, O∞-
stable, or simple respectively. Moreover, if φ : A→ B is a ∗-homomorphism
and A or B is nuclear or O∞-stable respectively, then φ is nuclear or strongly
O∞-stable respectively. Similarly, if B is simple and φ is injective, then it is
also full, or if A is simple, then φ is full when corestricted to the two-sided,
closed ideal generated its image.
Let
(1.2) Γi : KKnuc(A,B)→ Hom(Ki(A),Ki(B)),
for i = 0, 1 be the canonical homomorphisms induced by the Kasparov
product under the canonical identifications KKnuc(C, B) ∼= K0(B) and
KKnuc(C0(R), B) ∼= K1(B), and let
(1.3) Γ: KKnuc(A,B)→ Hom(K∗(A),K∗(B))
be the induced homomorphism. If φ : A→ B is a nuclear ∗-homomorphism,
then Γi(KKnuc(φ)) = φi : Ki(A) → Ki(B) for i = 0, 1 is the induced map
5If one replaces the paths with sequences (s
(i)
n )n∈N which satisfy the analogous conditions,
then one obtains the definition of φ being O∞-stable from [Gab18a]. It is an open problem,
studied in more detail in Section 9, whether every O∞-stable map is strongly O∞-stable.
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in K-theory. So if A and B are unital C∗-algebras, and if φ : A → B is a
unital, nuclear ∗-homomorphism, then
(1.4) Γ0(KKnuc(φ))([1A]0) = φ0([1A]0) = [1B ]0.
The following is the main existence part in the Kirchberg–Phillips theo-
rem.
Theorem A (Existence – full case). Let A be a separable, exact C∗-algebra,
let B be a σ-unital C∗-algebra containing a full, properly infinite projection,
and let x ∈ KKnuc(A,B). Then there exists a nuclear, strongly O∞-stable,
full ∗-homomorphism φ : A→ B such that KKnuc(φ) = x.
Moreover, if A and B are unital, then there exists a unital, nuclear,
strongly O∞-stable, full ∗-homomorphism φ : A→ B for which KKnuc(φ) =
x if and only if
(1.5) Γ0(x)([1A]0) = [1B ]0.
The next goal is to present a unique theorem to keep the above existence
theorem company. In order to do so, one must first know which equivalence
relation of ∗-homomorphism to obtain uniqueness by. The obvious choice
would be approximate unitary equivalence as this is what is needed for
classification of C∗-algebras, but this does not characterise agreement in
KKnuc. The right notion should have more of a homotopic flavour.
Let φ,ψ : A → B be ∗-homomorphism for which A is separable. Say
that φ and ψ are asymptotically Murray–von Neumann equivalent, written
φ ∼asMvN ψ, if there is a norm-continuous path (vt)t∈[0,∞) of contractions in
the multiplier algebra M(B), such that
(1.6) lim
t→∞
‖v∗t φ(a)vt − ψ(a)‖ = 0, lim
t→∞
‖vtψ(a)v
∗
t − φ(a)‖ = 0
for all a ∈ A. If each vt can be chosen to be a unitary, then φ and ψ are
said to be asymptotically unitarily equivalent, written φ ∼asu ψ.
In the special case where A = C, then φ ∼asMvN ψ (respectively φ ∼asu ψ)
if and only if the projections φ(1) and ψ(1) are Murray–von Neumann equiv-
alent (respectively unitarily equivalent). Asymptotic Murray–von Neumann
equivalence and unitary equivalence are (for general A) connected in similar
ways as Murray–von Neumann and unitary equivalence of projections are
connected. For instance, φ ∼asMvN ψ if and only if φ⊕ 0 ∼asu ψ ⊕ 0.
It turns out that asympotitc Murray–von Neumann equivalence is exactly
the equivalence relation of ∗-homomorphisms which is captured by KKnuc.
However, this is not strong enough in general to obtain classification of C∗-
algebras, see [Gab18a, Remark 3.15] for an example. Luckily, asymptotic
Murray–von Neumann equivalence and asymptotic unitary equivalence turn
out to agree in many interesting cases, for instance whenever B is stable, or
whenever A,B, φ and ψ are all unital. This explains why we obtain classifi-
cation of stable and of unital C∗-algebras. The following is the uniqueness
theorem for full maps.
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Theorem B (Uniqueness – full case). Let A be a separable C∗-algebra, and
let B be a σ-unital C∗-algebra. Suppose that φ,ψ : A → B are nuclear,
strongly O∞-stable, full ∗-homomorphisms. The following are equivalent:
(i) KKnuc(φ) = KKnuc(ψ);
(ii) φ and ψ are asymptotically Murray–von Neumann equivalent.
Additionally, if either B is stable, or if A,B, φ and ψ are all unital, then (i)
and (ii) are equivalent to
(iii) φ and ψ are asymptotically unitarily equivalent (with unitaries in the
minimal unitisation).
A nuclear, strongly O∞-stable, full ∗-homomorphism A → B as above
exists only when A is exact, and B contains a properly infinite, full pro-
jection. So the C∗-algebras for which Theorem B applies, are the same as
those considered in Theorem A.
The classical approach to the Kirchberg–Phillips theorem in [Kir94] and
[Phi00] was also through existence and uniqueness results similar to Theo-
rems A and B, see also [Rør02, Theorems 8.2.1 and 8.3.3]. In Section 8.3 it
is explained why these existence and uniqueness results are special cases of
Theorems A and B.
In order to apply existence and uniqueness results as above for classifi-
cation, the identity maps of the C∗-algebras in question must also satisfy
the relevant conditions on the maps. In the above case, this means that idA
and idB should be nuclear, strongly O∞-stable and full. These properties
translate into properties of the C∗-algebras: A and B should be nuclear,
O∞-stable, and simple. Adding separability assumptions to the mix, one
exactly arrives at the class of Kirchberg algebras: separable, nuclear, O∞-
stable, simple C∗-algebras.
While pure infiniteness is usually considered in the definition of Kirchberg
algebras in place of O∞-stability, a by-now-classical theorem of Kirchberg
[Kir95a] (see also [KP00]) says that a separable, nuclear, simple C∗-algebra
is O∞-stable if and only if it is purely infinite. While this is of course a
beautiful and highly applicable characterisation, the O∞-stability (of maps)
is really what drives all the proofs in the classification results.
The main result of the first part of the paper is the following classification
result due to Kirchberg [Kir94] and Phillips [Phi00]. Recall that an element
x ∈ KK(A,B) is invertible, if there exists y ∈ KK(B,A) such that y ◦ x =
KK(idA) and x ◦ y = KK(idB), and that A and B are KK-equivalent if
there exists an invertible element in KK(A,B).
Theorem C (Classification of Kirchberg algebras). Let A and B be Kirch-
berg algebras (separable, nuclear, purely infinite, simple C∗-algebras).
(a) If A and B are stable, then A ∼= B if and only if A and B are
KK-equivalent. Moreover, for any invertible x ∈ KK(A,B) there
exists an isomorphism φ : A
∼=
−→ B, unique up to asymptotic unitary
8 JAMES GABE
equivalence (with unitaries in the minimal unitisation), such that
KK(φ) = x.
(b) If A and B are unital, then A ∼= B if and only if there is an invertible
x ∈ KK(A,B) such that Γ0(x)([1A]0) = [1B ]0. Moreover, for any
such x there is an isomorphism φ : A
∼=
−→ B, unique up to asymptotic
unitary equivalence, such that KK(φ) = x.
By a dichotomy result of Zhang [Zha92], any Kirchberg algebra is either
stable or unital and hence the above theorem classifies all Kirchberg algebras.
Recall that a separable C∗-algebra A satisfies the universal coefficients
theorem (UCT) of Rosenberg and Schocet [RS87] (in KK-theory) if for any
σ-unital C∗-algebra B there is a (natural) short exact sequence
(1.7)
0→ Ext(K1−∗(A),K∗(B))→ KK(A,B)
Γ
−→ Hom(K∗(A),K∗(B))→ 0.
Rosenberg and Schochet proved that a separable C∗-algebra satisfies the
UCT if and only if it is KK-equivalent to a separable C∗-algebra of Type I.
A remarkable theorem of Tu [Tu99] implies that the groupoid C∗-algebra of
a locally compact, Hausdorff, second countable, amenable groupoid satisfies
the UCT. It is an open problem, often referred to as the UCT problem,
whether every separable, nuclear C∗-algebra satisfies the UCT.
An elementary consequence of the UCT, see [RS87, Proposition 7.3],
is that the following holds whenever both A and B satisfy the UCT: if
α∗ : K∗(A)→ K∗(B) is an isomorphism and x ∈ KK(A,B) satisfies Γ(x) =
α∗ (such x always exists by the UCT short exact sequence (1.7)), then x
is invertible in KK. Hence C∗-algebras satisfying the UCT are strongly
classified by K-theory up to KK-equivalence. The following is therefore
immediately obtained from Theorem C.
Theorem D (Classification of UCT Kirchberg algebras). Let A and B be
Kirchberg algebras satisfying the UCT.
(a) If A and B are stable, then A ∼= B if and only if K∗(A) ∼= K∗(B).
Moreover, for any isomorphism α∗ : K∗(A)
∼=
−→ K∗(B) there is an
isomorphism φ : A
∼=
−→ B such that K∗(φ) = α∗.
(b) If A and B are unital, then A ∼= B if and only if there exists an iso-
morphism α∗ : K∗(A)
∼=
−→ K∗(B) such that α0([1A]0) = [1B ]0. More-
over, for any such α∗, there is an isomorphism φ : A
∼=
−→ B such that
K∗(φ) = α∗.
Note that since K-theory is a weaker invariant than KK-theory, one no
longer has uniqueness of the isomorphisms in Theorem D as opposed to
Theorem C.
The main results – the general case. In order to explain the general
classification results, one must consider C∗-algebras with specified (two-
sided, closed) ideal structure, and a version of KK-theory which takes this
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extra information into account. This is completely analogous to considering
group equivariant KK-theory, when the C∗-algebras come equipped with a
group action.
To be more precise, for a C∗-algebra A let I(A) denote the partially
ordered set of two-sided, closed ideals in A. Similarly, for a topological
space X let O(X) denote the partially ordered set of open subsets of X.
Both I(A) and O(X) are complete lattices. An action of X on A is an order
preserving map ΦA : O(X)→ I(A), and an X-C
∗-algebra is a C∗-algebra A
together with an action ΦA of X on A. Usually ΦA is eliminated from the
notation by defining A(U) := ΦA(U) for U ∈ O(X). A map φ : A → B is
X-equivariant if φ(A(U)) ⊆ B(U) for all U ∈ O(X).
A special – and very important – type of action is that of the primi-
tive ideal space PrimA on A, given by the canonical order isomorphism
IA : O(PrimA) → I(A), see [Ped79, Theorem 4.1.3]. More generally, an
X-C∗-algebra A is called tight if the action ΦA : O(X) → I(A) is an order
isomorphism. Note that any isomorphism φ : A
∼=
−→ B of C∗-algebras induces
a tight action ΦB of PrimA on B, such that φ : (A, IA)
∼=
−→ (B,ΦB) is an
isomorphism of PrimA-C∗-algebras. Hence it suffices to classify all tight
X-C∗-algebras for different spaces X.
In the special case where X is a one-point space, tightness of A means
that it is simple, so classifying simple C∗-algebras is the same as classifying
tight X-C∗-algebras in the case where X is a one-point space.
Whenever A is a separable X-C∗-algebra and B is a σ-unital X-C∗-
algebra, one may construct groups KK(X;A,B) and KKnuc(X;A,B) anal-
ogously as one constructs KK(A,B) and KKnuc(A,B). In fact, just as
when constructing KKG(A,B) for G-C∗-algebras where G is a group, one
constructs KK(X) and KKnuc(X) by only considering Kasparov modules
which remember the X-C∗-algebra structure. As in the classical case, the
Kasparov product induces a bilinear product, and it therefore makes sense
to talk about invertible KK(X)-elements. This is all done in full detail in
Section 12. The main classification result will be in terms of the existence
of invertible KK(X)-elements, as in Theorem C.
Every X-equivariant ∗-homomorphism φ : A → B induces an element
KK(X;φ) ∈ KK(X;A,B), and if A is exact and φ is nuclear, then one
obtains KKnuc(X;φ) ∈ KKnuc(X;A,B).
There are canonical forgetful maps
(1.8) KKnuc(X;A,B)→ KK(X;A,B)→ KK(A,B),
and thus every element x ∈ KKnuc(X;A,B) induces a homomorphism
Γi(x) : Ki(A) → Ki(B) for i = 0, 1 which is compatible with taking (nu-
clear) X-equivariant ∗-homomorphisms in the obvious way.
Just as in Theorems A and B, the focus will be on nuclear, strongly
O∞-stable ∗-homomorphisms. However, fullness in the ideal-related setting
is a bit more delicate. The idea is the following: let φ : A → B be an
X-equivariant ∗-homomorphism between X-C∗-algebras. Suppose that for
10 JAMES GABE
every a ∈ A that there is a smallest open subset Ua ofX such that a ∈ A(Ua).
Then φ(a) will have to be contained in B(Ua) by X-equivariance of φ. The
map φ is called X-full if φ(a) is full in B(Ua) for every a ∈ A.
In the case that X is a one-point set, and thus only have open subsets ∅
and X, and the action on A (similarly B) is A(∅) = 0 and A(X) = A, then
for every a ∈ A, one has Ua = X if a 6= 0 and Ua = ∅ if a = 0. Hence one
arrives at the usual definition of fullness: φ : A→ B is X-full exactly when
φ(a) is full in B = B(X) for every non-zero a ∈ A.
In the case where A and B are tight X-C∗-algebras, φ : A → B being
X-full means that if U ∈ O(X) and if a ∈ A(U) is a full element, then φ(a)
is full in B(U). In particular, any isomorphism of tight X-C∗-algebras is
X-full, analogously as to how isomorphisms of simple C∗-algebras are full.
It turns out that the existence of such a minimal open set Ua for every
a ∈ A is equivalent to the action ΦA : O(X) → I(A) preserving all infima.
In this case, the X-C∗-algebra A is said to be lower semicontinuous. Hence
X-fullness of maps is only defined when the domain is lower semicontinuous.
Additionally, an X-C∗-algebra is said to be
• monotone continuous if the action preserves infima and increasing
suprema;
• upper semicontinuous if the action preserves suprema;
• X-compact if the action preserves compact containment.
Note that a tight X-C∗-algebra satisfies all the above conditions, i.e. it
is lower semicontinuous, monotone continuous, upper semicontinuous, and
X-compact.
Theorem E (Existence). Let X be a topological space, let A be a separa-
ble, exact, monotone continuous X-C∗-algebra, and let B be an O∞-stable,
upper semicontinuous, X-compact X-C∗-algebra. For every element x ∈
KKnuc(X;A,B) there exists a nuclear, X-full ∗-homomorphism φ : A → B
such that KKnuc(X;φ) = x.
Moreover, if A and B are unital, then we may pick φ to also be unital if
and only if the following conditions hold:
(1) B(U) = B for every U ∈ O(X) satisfying A(U) = A, and
(2) Γ0(x)([1A]0) = [1B ]0 in K0(B).
In Theorem A the target C∗-algebra B was not assumed to be O∞-
stable, only to contain a properly infinite, full projection. By using the
O2-embedding theorem, one may equivalently ask that there exists a full,
nuclear, O∞-stable ∗-homomorphism A → B. There is also a more general
version of Theorem E with an analogous assumption – the existence of an
X-full, nuclear, O∞-stable ∗-homomorphism A→ B – see Proposition 15.6.
One obtains the existence result above by combining that proposition with
an ideal-related version of the O2-embedding theorem, Corollary 14.2.
The uniqueness below is almost as general as Theorem B, although the as-
ymptotic unitary equivalence is with multiplier unitaries instead of unitaries
in the unitisation.
CLASSIFICATION OF O∞-STABLE C∗-ALGEBRAS 11
Theorem F (Uniqueness). Let X be a topological space, let A be a separable,
exact, lower semicontinuous X-C∗-algebra, and let B be a σ-unital X-C∗-
algebra. Suppose that φ,ψ : A → B are X-full, nuclear, strongly O∞-stable
∗-homomorphisms. The following are equivalent:
(i) KKnuc(X;φ) = KKnuc(X;ψ);
(ii) φ and ψ are asymptotically Murray–von Neumann equivalent.
Additionally, if either B is stable, or if A,B, φ and ψ are all unital, then (i)
and (ii) are equivalent to
(iii) φ and ψ are asymptotically unitarily equivalent (with multiplier uni-
taries in the stable case).
As when classifying Kirchberg algebras, one can apply the above existence
and uniqueness theorem for classification provided the identity maps satisfy
the conditions on the maps. So idA and idB should be nuclear, strongly
O∞-stable and X-full. This translates into properties of the X-C
∗-algebras:
A and B must be nuclear, O∞-stable, and the action of X should be tight,
i.e. the actions ΦA : O(X)→ I(A) and ΦB : O(X)→ I(B) should be lattice
isomorphisms. Note that tightness is for X-C∗-algebras what simplicity is
for C∗-algebras without an action of X.
As with usual KK, two separable X-C∗-algebras A and B are KK(X)-
equivalent if KK(X;A,B) contains an invertible element x, i.e. an element
for which there exists y ∈ KK(X;B,A) such that y ◦ x = KK(X; idA) and
x ◦ y = KK(X; idB).
Theorem G (Classification). Let X be a topological space, and suppose that
A and B are separable, nuclear, O∞-stable, tight X-C
∗-algebras.
(a) If A and B are stable, then A and B are isomorphic as X-C∗-
algebras if and only if they are KK(X)-equivalent. Moreover, for
any invertible x ∈ KK(X;A,B) there exists an X-equivariant iso-
morphism φ : A
∼=
−→ B, unique up to asymptotic unitary equivalence
(with multiplier unitaries), such that KK(X;φ) = x.
(b) If A and B are unital, then A and B are isomorphic as X-C∗-
algebras if and only if there is an invertible x ∈ KK(X;A,B) such
that Γ0(x)([1A]0) = [1B ]0. Moreover, for any such x there is an
X-equivariant isomorphism φ : A
∼=
−→ B, unique up to asymptotic
unitary equivalence, such that KK(X;φ) = x.
One can avoid the actions of topological spaces in the statement of The-
orem G by introducing the following notation. Say that two separable C∗-
algebras A and B are ideal-related KK-equivalent if there exists an order iso-
morphism Φ: I(A)
∼=
−→ I(B) such that the induced tight PrimA-C∗-algebras
(A, IA) and (B,Φ ◦ IA) are KK(PrimA)-equivalent. One immediately ob-
tains the following corollary.
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Corollary H. Let A and B be separable, nuclear, O∞-stable C
∗-algebras.
Then A and B are stably isomorphic if and only if they are ideal-related
KK-equivalent.
Of course the above corollary can be formulated in such a way that the
classification is strong, and a unital version if A and B are unital.
K-theoretic classification. One thing that makes the Kirchberg–Phillips
theorem highly applicable is Theorem D; that UCT Kirchberg algebras are
classified not just by KK-theory, but even by K-theory. The first similar
result in the non-simple, purely infinite case was due to Rørdam [Rør97]
who showed that separable, nuclear, stable, purely infinite C∗-algebras A
satisfying the UCT, which contain exactly one non-zero, proper (two-sided,
closed) ideal I, also satisfying the UCT, are classified by the six-term exact
sequence
(1.9) K0(I)
ι0 // K0(A)
π0 // K0(A/I)
∂0

K1(A/I)
∂1
OO
K1(A)
π1oo K1(I).
ι1oo
So essentially this classification applies when I(A) = {0, I, A} and all
ideals satisfy the UCT, using the induced six-term exact sequence in K-
theory as the classifying invariant. The following very natural question
arises.
Question 1.1. Are separable, nuclear, O∞-stable C
∗-algebras for which
every two-sided, closed ideal satisfies the UCT classified (up to stable iso-
morphism) by a K-theoretic invariant?
By “a K-theoretic invariant” one would hope for an invariant for which
K-theory plays a dominating part, in the same spirit as the six-term ex-
act sequence above. By Corollary H, it suffices to show that any isomor-
phism of the K-theoretic invariant in question lifts to an ideal-related KK-
equivalence. One does have the following partial solution to the question,
which is immediately obtained by combining Theorem G with [Gab16, The-
orem 6.2] and [DM12, Theorem 4.6]. This paper does not contain new proofs
of the results from [Gab16] and [DM12].
Theorem 1.2. Let X be a topological space, suppose that A and B are sep-
arable, nuclear, O∞-stable, stable, tight X-C
∗-algebras for which all ideals
satisfy the UCT, and let α ∈ KK(X;A,B). If α induces an isomorphism in
K-theory α(U) : K∗(A(U))
∼=
−→ K∗(B(U)) for every U ∈ O(X), then α lifts
to an X-equivariant isomorphism A
∼=
−→ B.
This is unfortunately not an optimal solution to the above question since
one needs to know that such an α exists before one can apply the theorem.
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However, one would only need to lift isomorphisms on the K-theoretic in-
variants to some KK(X)-elements without worrying about whether the lift
is invertible or not, since invertibility comes for free by the above theorem.
The most general and systematic attack on the above problem is due to
Meyer and Nest [MN10], [Mey08] where they study the category of separable
X-C∗-algebras (plus extra assumptions on the actions) with morphism sets
KK(X;A,B). This category turns out to be triangulated, and the question
above reduces to doing homological algebra in such triangulated categories.
This allowed for partial solutions to the above question assuming the C∗-
algebras have finitely many ideals, see [MN12], [BK11], [Ben13], [ARR16],
[BM17], and [Mey19]. While most applications of the Meyer–Nest tech-
niques are for C∗-algebras with finitely many ideals, the general machinery
is applicable much more broadly, and was for instance used for classification
of certain continuous fields of Kirchberg algebras in [DM12] and [BD15].
A few other approaches have also been used for classification of non-
simple, purely infinite C∗-algebras. Restorff showed [Res06], using symbolic
dynamics instead of the Meyer–Nest framework and Theorem G, that purely
infinite Cuntz-Krieger algebras are classified by an invariant which essen-
tially consists of the K-theory of all subquotients J/I of the C∗-algebra,
where I ⊆ J are ideals. This classification is however internal in the sense
that it can only be used if one knows that both C∗-algebras in question are
purely infinite Cuntz–Krieger algebras. A much more general, but still inter-
nal, classification result was recently obtained by Eilers, Restorff, Ruiz, and
Sørensen [ERRS16] where all unital graph C∗-algebras are classified by a
K-theoretic invariant. This remarkable result reaches far beyond the purely
infinite case, and does not use Theorem G to obtain classification.
A different approach is due to Dadarlat and Pennig [DP16], where they
prove a Dixmier–Douady type classification for certain continuous fields over
compact, metrisable spaces X for which the fibres are D ⊗ K for a fixed
strongly self-absorbing C∗-algebra D. When D is purely infinite and X is
finite dimensional, the C∗-algebras classified are separable, nuclear, andO∞-
stable by [Dad09] and are thus covered by Theorem G, although Dadarlat
and Pennig prove the classification via other methods. The classifying in-
variant in this case is an induced element in a generalised cohomology group
E
1
D(X), see [DP16] and [DP15] for more details. These results might suggest
that a complete K-theoretic invariant for classification should also depend
on cohomological data of the space X when X is not zero-dimensional.
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2. Equivalence of ∗-homomorphisms
Approximate and asymptotic unitary equivalence of ∗-homomorphisms
is often too strong of an equivalence relation for obtaining classification
(or uniqueness results) of ∗-homomorphisms, at least when working with
non-unital ∗-homomorphisms. This motivated the notion of approximate
and asymptotic Murray–von Neumann equivalence. In the following R+ :=
[0,∞).
Definition 2.1 ([Gab18a, Definition 3.4]). Let A and B be C∗-algebras, and
let φ,ψ : A→ B be ∗-homomorphisms. Say that φ and ψ are approximately
Murray–von Neumann equivalent, written φ ∼aMvN ψ, if for any finite set
F ⊂ A and any ǫ > 0, there exists a w ∈ M(B) such that
(2.1) ‖w∗φ(a)w − ψ(a)‖ < ǫ, ‖wψ(a)w∗ − φ(a)‖ < ǫ
for all a ∈ F . If one may always pick w to be a unitary, then φ and ψ are
said to be approximately unitarily equivalent, written φ ∼au ψ.
If A is separable, say that φ and ψ are asymptotically Murray–von Neu-
mann equivalent, written φ ∼asMvN ψ, if there is a norm-continuous path
(vt)t∈R+ of contractions in M(B), such that
(2.2) lim
t→∞
‖v∗t φ(a)vt − ψ(a)‖ = 0, limt→∞
‖vtψ(a)v
∗
t − φ(a)‖ = 0
for all a ∈ A. If one may pick each vt to be a unitary, then φ and ψ are said
to be asymptotically unitarily equivalent, written φ ∼asu ψ.
Remark 2.2. The definition of approximate and asymptotic Murray–von
Neumann equivalence in [Gab18a, Definition 3.4] was slightly different than
the above definition, but the definition above is equivalent.
In [Gab18a, Definition 3.4] it was required that each w and vt was in
B instead of in M(B). Clearly that definition implies the condition in
Definition 2.1. If vt ∈ M(B) as in the above definition, let (et)t∈R+ be a
continuous approximate identity in A.6 Then wt := φ(et)vtψ(et) ∈ B, and
(2.3) lim
t→∞
‖w∗t φ(a)wt − ψ(a)‖ = 0, limt→∞
‖wtψ(a)w
∗
t − φ(a)‖ = 0
6Such an approximate identity exists in any σ-unital C∗-algebra. For instance, one could
fix an approximate identity (en)n∈N and let en+r = (1 − r)en + ren+1 for r ∈ [0, 1] and
n ∈ N.
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for all a ∈ A, so the two definitions are equivalent. The same holds in the
approximate case.
The following was essentially contained in [Gab18a, Proposition 3.12].
An addition has been made in a special case for obtaining asymptotic and
approximate unitary equivalence with unitaries in the minimal unitisation
instead of the multiplier algebra.
Proposition 2.3. Let A and B be C∗-algebras with A separable, and let
φ,ψ : A→ B be ∗-homomorphisms. If either
(a) A,B, φ and ψ are all unital, or
(b) B is stable,
then φ ∼aMvN ψ if and only if φ ∼au ψ, and φ ∼asMvN ψ if and only if
φ ∼asu ψ.
Additionally, in case (b), if B is σ-unital and contains a full projection,
then the unitaries implementing the approximate and asymptotic unitary
equivalences may be taken in the minimal unitisation B˜ of B.
Proof. The first part is [Gab18a, Proposition 3.12]. For the additional part,
suppose that B is σ-unital, stable with a full projection p. By Brown’s stable
isomorphism theorem [Bro77], B ∼= pBp ⊗ K(H) where H is a separable,
infinite dimensional Hilbert space. We assume without loss of generality
that B = pBp⊗K(H). Let (ξn)n∈N be an orthonormal basis for H, and let
T1, T2 ∈ B(H) be given by T1ξn = ξ2n−1 and T2ξn = ξ2n for n ∈ N. In the
proof of [Gab18a, Lemma 3.12], a norm-continuous unitary path (Ut)t∈R+
in B(H) is constructed as follows: Let (Vk,t)t∈[k−1,k] for k ≥ 2 be a norm-
continuous unitary path with Vk,k−1 = 1H , which restricts point-wise to the
identity on span{ξk, ξ2k−1}
⊥ and such that Vk,k flips ξk and ξ2k−1. Defining
Ut := Vk,tVk−1,k−1 · · ·V2,2 for t ∈ [k − 1, k] and k ≥ 2 gives a continuous
unitary path, and it is shown in the proof of [Gab18a, Lemma 3.12] that
the path of endomorphisms UtT1(−)T
∗
1U
∗
t on K(H) converges point-norm
to idK(H). The construction shows that if k ≥ 2 and t ∈ [k − 1, k], then Ut
decomposes as Wt ⊕ 1 on Hk ⊕H
⊥
k = H, where Hk = span{ξ1, . . . , ξ2k−1}.
Hence, since B(Hk ⊕ 0) ⊆ K(H), it follows for t ∈ [k − 1, k] that
(2.4)
ut := p⊗Ut = p⊗((Wt−1Hk)⊕0)+p⊗(1Hk ⊕1H⊥k
) ∈ (pBp⊗K(H))∼ = B˜.
So (ut)t∈[1,∞) is a norm-continuous unitary path in B˜. Let si := p ⊗ Ti ∈
M(B) for i = 1, 2. Then s1, s2 are isometries for which s1s
∗
1+s2s
∗
2 = 1. Note
that uts1(−)s
∗
1u
∗
t : B → B converges point-norm to idB . Hence φ and ψ are
asymptotically unitarily equivalent to φ1 := s1φ(−)s
∗
1 and ψ1 := s1ψ(−)s
∗
1
respectively, with unitaries in B˜. The isomorphism θ : B → M2(B) given
by θ(b) = (s∗i bsj)i,j=1,2 satisfies θ(s1bs
∗
1) = b ⊕ 0 ∈ M2(B) for every b ∈ B.
Hence θ ◦ φ1 = φ⊕ 0 and θ ◦ ψ1 = ψ ⊕ 0. By [Gab18a, Proposition 3.10], if
φ ∼a(s)MvN ψ then φ⊕0 ∼a(s)u ψ⊕0 with unitaries in the minimal unitisation
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of M2(B). Applying θ
−1 (extended to the minimal unitisations) it follows
that φ ∼asu φ1 ∼a(s)u ψ1 ∼asu ψ with unitaries in B˜. 
Remark 2.4. For any C∗-algebra B, let
(2.5) B∞ :=
∏
N
B/
⊕
N
B, and Bas := Cb(R+, B)/C0(R+, B)
be the sequence algebra and the path algebra of B respectively. Clearly B
embeds into B∞ and Bas as constant sequences and constant paths respec-
tively.
The following was observed in [Gab18a, Observation 3.7] and will be used
without reference: If A is a separable C∗-algebra and φ,ψ : A → B are ∗-
homomorphisms then φ ∼aMvN ψ (respectively φ ∼asMvN ψ) if and only if
there is a contraction v ∈ B∞ (respectively v ∈ Bas) such that
(2.6) v∗φ(a)v = ψ(a), and vψ(a)v∗ = φ(a)
for all a ∈ A.
Such a contraction v ∈ B∞ (respectively v ∈ Bas) will be said to im-
plement the approximate (respectively asymptotic) Murray–von Neumann
equivalence.
The following lemma illustrates how Remark 2.4 will be applied (with
D = B∞ or D = Bas).
Lemma 2.5 ([Gab18a, Lemma 3.8]). Let A and D be C∗-algebras and let
φ,ψ : A → D be ∗-homomorphisms. Suppose that there is a contraction
v ∈ D such that v∗φ(−)v = ψ. Then
(a) vv∗ ∈ D ∩ φ(A)′,
(b) v∗vψ(a) = ψ(a) for all a ∈ A,
(c) φ(a)v = vψ(a) for all a ∈ A.
Remark 2.6. For any ∗-homomorphism φ : A → B let B∞ ∩ φ(A)
′ denote
the commutant of φ(A) ⊆ B ⊆ B∞, and let
(2.7) AnnB∞φ(A) := {x ∈ B∞ : xφ(A) + φ(A)x ⊆ {0}}
be the annihilator of φ(A) in B∞. When there is no cause of confusion,
Annφ(A) will be written instead of AnnB∞φ(A). Clearly Annφ(A) is an
ideal in B∞ ∩ φ(A)
′, and the quotient (B∞ ∩ φ(A)
′)/Ann φ(A) will play an
important role in what follows.
Similarly one obtains an ideal AnnBasφ(A) = Annφ(A) in Bas ∩ φ(A)
′.
Relative commutants of the form B∞∩φ(A)
′
Annφ(A) were studied extensively by
Kirchberg in [Kir06]. The following sums up some elementary properties of
such relative commutants.
Lemma 2.7. Let A and B be C∗-algebras for which A is separable, and let
φ,ψ : A→ B be ∗-homomorphisms.
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(a) If C is a C∗-algebra containing B as a hereditary C∗-subalgebra, then
the inclusion B →֒ C induces an isomorphism
(2.8)
B∞ ∩ φ(A)
′
Annφ(A)
∼=
−−−−−→
C∞ ∩ φ(A)
′
Annφ(A)
(b) The embedding B → M2(B) into the (1,1)-corner, induces an iso-
morphism
(2.9)
B∞ ∩ φ(A)
′
Annφ(A)
∼=
−−−−−→ (1⊕ 0)
M2(B)∞ ∩ (φ⊕ ψ)(A)
′
Ann(φ⊕ ψ)(A)
(1⊕ 0).
(c) Suppose that v ∈ B∞ implements an approximate Murray–von Neu-
mann equivalence φ ∼aMvN ψ, i.e. v ∈ B∞ is contraction for which
v∗φ(−)v = ψ and vψ(−)v∗ = φ. Then the c.p. map v∗(−)v : B∞ →
B∞ induces a (multiplicative) isomorphism
(2.10)
B∞ ∩ φ(A)
′
Annφ(A)
∼=
−−−−−→
B∞ ∩ ψ(A)
′
Annψ(A)
.
The inverse is induced by v(−)v∗.
Moreover, the same statements hold if one replaces all sequence algebras with
path algebras, and “∼aMvN” with “∼asMvN”.
Note that using part (a) above to replace B with its minimal unitisation,
it follows that the projection 1 ⊕ 0 ∈ M2(B)∞∩(φ⊕ψ)(A)
′
Ann(φ⊕ψ)(A) in part (b) above is
well-defined.
Proof of Lemma 2.7. We only prove the approximate version as the asymp-
totic version is virtually identical.
(a): It is obvious that one gets a well-defined ∗-homomorphism in (2.8),
and it is injective since
(2.11) B∞ ∩AnnC∞φ(A) = AnnB∞φ(A).
Let x ∈ C∞ ∩φ(A)
′, and let (en)n∈N be a countable approximate identity in
A. Let f ∈ B∞ be the element induced by φ(en)n∈N. Clearly f ∈ B∞∩φ(A)
′,
and fφ(a) = φ(a)f = φ(a) for all a ∈ A, so 1C˜ − f ∈ Annφ(A). Hence
fxf + Annφ(A) = x + Annφ(A). As B∞ is a hereditary C
∗-subalgebra of
C∞, it follows that fxf ∈ B∞ ∩ φ(A)
′ so the map (2.8) is surjective.
(b): By part (a) we may assume that B is unital (otherwise replace B
by its unitisation B˜). Clearly the ∗-homomorphism (2.9) is well-defined. If
b ∈ B∞ ∩ φ(A)
′ satisfies that b ⊕ 0 ∈ Ann(φ ⊕ ψ)(A), then b ∈ Annφ(A),
so the map is injective. Finally, if b = (bi,j)i,j=1,2 ∈M2(B)∞ ∩ (φ⊕ ψ)(A)
′,
then (1⊕ 0)b(1⊕ 0) = b1,1 ⊕ 0, and clearly b1,1 ∈ B∞ ∩ φ(A)
′, so the map is
surjective.
(c): We first check that v∗(B∞ ∩ φ(A)
′)v ⊆ B∞ ∩ ψ(A)
′, so let b ∈
B∞∩φ(A)
′ and a ∈ A. By Lemma 2.5 we have vψ(a) = φ(a)v and v∗φ(a) =
ψ(a)v∗. Hence
(2.12) v∗bvψ(a) = v∗bφ(a)v = v∗φ(a)bv = ψ(a)v∗bv.
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It follows that v∗(−)v : B∞∩φ(A)
′ → B∞∩ψ(A)
′ is a well-defined c.p. map.
If x ∈ Annφ(A), then
(2.13) v∗xvψ(a) = v∗xφ(a)v = 0
for any a ∈ A, and thus v∗xv ∈ Annψ(A). Hence v∗(−)v induces a c.p. map
(2.14) η :
B∞ ∩ φ(A)
′
Annφ(A)
→
B∞ ∩ ψ(A)
′
Annψ(A)
.
By Lemma 2.5(b) we have vv∗φ(a) = φ(a) and v∗vψ(a) = ψ(a) for all a ∈ A.
Hence if b, c ∈ B∞ ∩ φ(A)
′ and a ∈ A, then
(v∗bv)(v∗cv)ψ(a) = v∗bvv∗cφ(a)v
= v∗bvv∗φ(a)cv
= v∗bφ(a)cv
= (v∗bcv)ψ(a).(2.15)
In particular, (v∗bv)(v∗cv)−(v∗bcv) ∈ Annφ(A), so η is a ∗-homomorphism.
The exact same arguments as above show that v(−)v∗ induces a ∗-homo-
morphism
(2.16) ρ :
B∞ ∩ ψ(A)
′
Annψ(A)
→
B∞ ∩ φ(A)
′
Annφ(A)
.
Again by Lemma 2.5(b) we have vv∗φ(a) = φ(a) for all a ∈ A. Thus, if
b ∈ B∞ ∩ φ(A)
′ and a ∈ A then
(2.17) vv∗bvv∗φ(a) = vv∗bφ(a) = vv∗φ(a)b = φ(a)b = bφ(a).
Thus vv∗bvv∗ − b ∈ Annφ(A), so the composition ρ ◦ η is the identity map.
Similarly, the composition η ◦ ρ is the identity map, so the maps η and ρ,
which are induced by v∗(−)v and v(−)v∗ respectively, are isomorphisms and
each others inverses. 
The following is an extension of [Gab18a, Proposition 3.10].
Proposition 2.8. Let A and B be C∗-algebras with A separable, and let
φ,ψ : A→ B be ∗-homomorphisms. The following are equivalent:
(i) φ and ψ are asymptotically Murray–von Neumann equivalent;
(ii) φ⊕ 0, ψ ⊕ 0: A→M2(B) are asymptotically unitarily equivalent;
(ii′) φ ⊗ e1,1, ψ ⊗ e1,1 : A → B ⊗ K are asymptotically Murray–von Neu-
mann equivalent;
(ii′′) φ⊗e1,1, ψ⊗e1,1 : A→ B⊗K are asymptotically unitarily equivalent;
(iii) The projections
(2.18)
(
1 0
0 0
)
,
(
0 0
0 1
)
∈
M2(B)as ∩ (φ⊕ ψ)(A)
′
Ann(φ⊕ ψ)(A)
are Murray–von Neumann equivalent.
The similar statement statement where one replaces “asymptotically” with
“approximately”, and “M2(B)as” with “M2(B)∞” also holds.
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Proof. The proofs in the “asymptotic” and the “approximate” are virtually
identical, so we only do the “asymptotic” version.
By [Gab18a, Proposition 3.10], (i), (ii) and (iii) are equivalent. By Propo-
sition 2.3(b), (ii′) and (ii′′) are equivalent.
(i) ⇒ (ii′): If vt implements φ ∼asMvN ψ, then vt ⊗ e1,1 implements
φ⊗ e1,1 ∼asMvN ψ ⊗ e1,1.
(ii′)⇒ (i): Note that (1M(B) ⊗ e1,1)M(B ⊗K)(1M(B) ⊗ e1,1) =M(B)⊗
e1,1 ∼=M(B). Thus, if vt ∈ M(B⊗K) implements φ⊗ e1,1 ∼asMvN ψ⊗ e1,1,
and wt ∈M(B) is such that wt⊗ e1,1 = (1M(B)⊗ e1,1)vt(1M(B)⊗ e1,1), then
clearly wt implements φ ∼asMvN ψ. 
3. Approximate domination and nuclearity
While one’s aim might be to classify ∗-homomorphisms up to approximate
or asymptotic Murray–von Neumann (or unitary) equivalence, one might
want to aim lower to begin with. This is where approximate domination
enters the picture.
Definition 3.1. Let A and B be C∗-algebras, let φ : A → B be a ∗-homo-
morphism, and let ρ : A → B be a c.p. map. Say that φ approximately
dominates ρ if for any finite subset F ⊂ A and ǫ > 0 there are n ∈ N and
b1, . . . , bn ∈ B such that
(3.1) ‖ρ(a)−
n∑
i=1
b∗iφ(a)bi‖ < ǫ, a ∈ F .
Say that φ approximately 1-dominates ρ if the above holds with n = 1.
It is clear that if two ∗-homomorphisms are approximately Murray–von
Neumann equivalent then they approximately (1-)dominate each other. So
when one wants to prove that two ∗-homomorphisms are approximately
Murray–von Neumann equivalent, a good starting point would be to prove
that they approximately dominate each other. At first glance, even this
seems like a very non-trivial task. However, this is exactly where nuclearity
plays a fundamental role, see Corollary 3.13.
Remark 3.2. Let C denote the set of all c.p. maps which are approxi-
mately dominated by the ∗-homomorphism φ : A→ B. It is clear that C is
closed in the point-norm topology. Moreover, it follows immediately from
the definition that if ρ1, ρ2 ∈ C then the c.p. map ρ1 + ρ2 is in C . An easy
consequence is that C is a point-norm closed, convex cone of completely
positive maps.
Recall the following fundamental definition.
Definition 3.3. A map between C∗-algebras is called nuclear if it is a
point-norm limit of maps factoring via c.p. maps through matrix algebras.
Note that nuclear maps are automatically completely positive, so when-
ever a map is referred to as being nuclear it is implicit that it is completely
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positive. However, it is not necessarily assumed to be contractive, see Re-
mark 3.6.
Observation 3.4. Clearly the composition of a nuclear map and a c.p. map
will again be nuclear. This elementary observation will be applied frequently
without reference.
Remark 3.5. Similarly as in Remark 3.2, the set of nuclear maps between
two C∗-algebras is a point-norm closed, convex cone. This observation is
folklore (or an elementary exercise left to the reader).
Remark 3.6. The above definition of nuclear maps is slightly different than
the one often found in the literature (e.g. [BO08, Definition 2.1.1]) where all
maps in question – including the ones going in and out of the matrix algebras
– are assumed to be contractive. The following folklore lemma implies that
the two definitions in question are equivalent for contractive maps. As I
have not been able to find a reference in the literature, I have included a
proof for the readers convenience.
If ρ : A→ B is a c.p. map and (eλ) is an approximate identity in A, then
‖ρ‖ = limλ ‖ρ(eλ)‖. Hence if a ∈ A, then ‖ρ(a
∗(−)a)‖ = ‖ρ(a∗a)‖. This
elementary fact will be used somewhat frequently throughout the paper
without mentioning.
Lemma 3.7. Any contractive nuclear map is a point-norm limit of maps
factoring via contractive c.p. maps through matrix algebras.
Proof. Let ρ : A → B be a contractive nuclear map and let (eλ)λ∈Λ be an
approximate identity in A. Then ρ(eλ(−)eλ) defines a net of contractive
nuclear maps7 converging point-norm to ρ, so it suffices to show that each
ρ(eλ(−)eλ) is a point-norm limit of maps factoring via contractive c.p. maps
through matrix algebras.
Given a finite set of contractions F ⊂ A, and ǫ > 0, pick c.p. maps
ψ : A → Mn(C) and η : Mn(C) → B such that η(ψ(eλaeλ)) ≈ǫ/2 ρ(eλaeλ)
for a ∈ F∪{1}. Let y be the inverse of ψ(e2λ) in the hereditary C
∗-subalgebra
of Mn(C) that ψ(e
2
λ) generates. Define c.p. maps
(3.2) ψ0 = y
1/2ψ(eλ(−)eλ)y
1/2 : A→Mn(C)
and
(3.3) η0 =
1
1+ǫ/2η(ψ(e
2
λ)
1/2(−)ψ(e2λ)
1/2) : Mn(C)→ B.
Then
(3.4) ‖ψ0‖ = ‖y
1/2ψ(e2λ)y
1/2‖ = 1, ‖η0‖ = ‖
1
1+ǫ/2η(ψ(e
2
λ))‖ ≤ 1,
where the latter holds since ‖η(ψ(e2λ))‖ ≤ ‖ρ(e
2
λ)‖+ ǫ/2 ≤ 1 +
ǫ
2 . Moreover,
(3.5)
η0 ◦ψ0(a) ≈ǫ/2 (1 +
ǫ
2 )η0 ◦ψ0(a) = η ◦ψ(eλaeλ) ≈ǫ/2 ρ(eλaeλ), a ∈ F .
7Each map ρ(eλ(−)eλ) is nuclear by Observation 3.4.
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It was proved independently by Choi–Effros [CE78] and Kirchberg [Kir77]
that a C∗-algebra A is nuclear (i.e. the canonical ∗-epimorphism A ⊗max
C → A ⊗ C is an isomorphism for any C∗-algebra C) if and only if idA is
nuclear. This is an immediate consequence of the following tensor product
characterisation of nuclear maps.
Proposition 3.8 (Cf. Choi–Effros [CE78], Kirchberg [Kir77]). Let A and B
be C∗-algebras and let φ : A→ B be a c.p. map. Then φ is nuclear if and only
if for any C∗-algebra C the induced c.p. map φ⊗idC : A⊗max C → B⊗max C
factors through the spatial tensor product A⊗ C.
Proof. [BO08, Corollary 3.8.8] is the result in the case where A,B and φ are
all unital. The general case can be obtained by normalising φ and unitising
everything. 
Remark 3.9 (Nuclear embeddability and exactness). The symbol⊗ denotes
the spatial (which is the minimal) tensor product of C∗-algebras. Recall
that a C∗-algebra A is called exact if the functor A ⊗ − takes short exact
sequences to short exact sequences. Say that A is nuclearly embeddable if
there exists an injective, nuclear ∗-homomorphism A → B into some C∗-
algebra B (which may obviously be chosen to be B = B(H)).
By a remarkable result of Kirchberg [Kir95b] it follows that a C∗-algebra
is exact if and only if it is nuclearly embeddable. See [BO08, Section 3.9]
for a more elementary proof. Also, if A is a separable, exact C∗-algebra,
one may always find an embedding A → O2 by Kirchberg’s O2-embedding
theorem [Kir95a] (see also [KP00]). Such an embedding is automatically
nuclear by nuclearity of O2.
As the focus of this paper will mainly be on nuclear ∗-homomorphisms
A→ B, it will essentially not be any loss of generality to assume that A is
exact, which will be done in most major results.
Recall that an element b ∈ B is called full if it is not contained in any
proper two-sided, closed ideal in B.
Definition 3.10. A ∗-homomorphism φ : A → B between C∗-algebras is
said to be full if φ(a) is full in B for every non-zero a ∈ A.
Remark 3.11. Fullness is for ∗-homomorphisms what simplicity is for C∗-
algebras. In fact, if A is a C∗-algebra then the identity map idA is full if
and only if A is simple.
The goal of this section is to prove the following proposition.
Proposition 3.12. Let A and B be C∗-algebras and suppose that φ : A→ B
is a full ∗-homomorphism. Then φ approximately dominates any nuclear
map ρ : A→ B.
While a slight weakening of the above proposition (where φ is assumed
to also be nuclear) would suffice for the purpose of proving the Kirchberg–
Phillips theorem, and can be deduced almost immediately from [Gab18a,
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Theorem 3.3], I have chosen to take a longer yet more elementary approach
for proving this. This approach should look familiar to those who are fa-
miliar with the completely positive approximation property for nuclear C∗-
algebras.
Before proving the above result, the following immediate corollary will be
recorded for later use.
Corollary 3.13. Any two full, nuclear ∗-homomorphisms φ,ψ : A → B
approximately dominate each other.
In the following, A∗+ denotes the convex cone of positive linear function-
als on the C∗-algebra A equipped with the weak∗-topology. Similarly, let
CP(A,B) denote the convex cone of all c.p. maps A→ B equipped with the
point-norm topology.
The following is well-known and can be proved essentially exactly like
[BO08, Proposition 1.5.14]. The details are left for the reader.
Proposition 3.14. Let A be a C∗-algebra and let n ∈ N. Then there is an
affine homeomorphism
(3.6) (A⊗Mn(C))
∗
+ → CP(A,Mn(C))
given by
(3.7) f 7→ fˇ :=
n∑
i,j=1
f(−⊗ ei,j)ei,j .
A pure positive linear functional on a C∗-algebra A is a positive linear
functional which is either zero or for which its normalisation is a pure state.
Lemma 3.15. Let A and B be C∗-algebras and let ρ : A→ B be a nuclear
map. For any finite subset F ⊂ A and any ǫ > 0 there are n,m ∈ N, pure
positive linear functionals f1, . . . , fm ∈ (A⊗Mn(C))
∗
+, and elements bi,j ∈ B
for i, j = 1, . . . , n, such that
(3.8) ‖ρ(a)−
m∑
l=1
n∑
i,j,k=1
fl(a⊗ ei,j)b
∗
k,ibk,j‖ < ǫ, a ∈ F .
Proof. We may find n ∈ N and c.p. maps ψ : A→Mn(C) and η : Mn(C)→
B such that
(3.9) ‖ρ(a) − η ◦ ψ(a)‖ < ǫ/2, a ∈ F .
By (the proof of) [BO08, Proposition 1.5.12] there are bi,j ∈ B such that
(3.10) η(ei,j) =
n∑
k=1
b∗k,ibk,j, i, j = 1, . . . , n.
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By Proposition 3.14 there is a positive linear functional f on A ⊗Mn(C)
such that fˇ = ψ (see (3.7)). In particular,
(3.11) η ◦ψ(a) = η ◦ fˇ(a) =
n∑
i,j=1
f(a⊗ ei,j)η(ei,j) =
n∑
i,j,k=1
f(a⊗ ei,j)b
∗
k,ibk,j
for all a ∈ A. We may find m ∈ N and pure positive linear functionals
f1, . . . , fm on A⊗Mn(C) such that
∑m
l=1 fi approximates f well enough on
{a⊗ ei,j : a ∈ F , i, j = 1, . . . , n} such that
(3.12) ‖
n∑
i,j,k=1
f(a⊗ ei,j)b
∗
k,ibk,j −
m∑
l=1
n∑
i,j,k=1
fl(a⊗ ei,j)b
∗
k,ibk,j‖ < ǫ/2
for a ∈ F . The result now follows by combining (3.9), (3.11), and (3.12). 
It is well-known that if A and B are simple C∗-algebras then the spatial
tensor product A ⊗ B is also simple. The following is a generalisation for
∗-homomorphisms, cf. Remark 3.11.
Lemma 3.16. Let A,B,C and D be C∗-algebras and suppose that φ : A→
B and ψ : C → D are full ∗-homomorphisms. Then φ⊗ψ : A⊗C → B⊗D
is a full ∗-homomorphism.
In particular, if φ : A → B is a full ∗-homomorphism and D is a simple
C∗-algebra, then φ⊗ idD : A⊗D → B ⊗D is a full ∗-homomorphism.
Proof. Let x ∈ A⊗C be a non-zero element. The (two-sided, closed) ideal in
A⊗C generated by x contains a non-zero elementary tensor a⊗ c by Kirch-
berg’s slice lemma [Rør02, Lemma 4.19], alternatively see [BK04, Lemma
2.12(ii)]. In particular, (φ⊗ψ)(a⊗ c) is contained in the ideal generated by
(φ⊗ ψ)(x). However, as a and c are non-zero elements, and as φ and ψ are
full, it follows that (φ⊗ ψ)(a⊗ c) = φ(a)⊗ ψ(c) is a full element in B ⊗D.
Hence (φ⊗ ψ)(x) is also full in B ⊗D, so φ⊗ ψ is a full ∗-homomorphism.
The “in particular” part follows since idD is full provided D is simple. 
A few elementary lemmas will be recorded for convenience. The main
point of the following lemma is to obtain a norm estimate of a sum which
does not dependent on the number of summands.
Lemma 3.17. Let B be a C∗-algebra and let z, c1, . . . , cm ∈ B. Then
(3.13) ‖
m∑
k=1
c∗kzck‖ ≤ 4‖z‖‖
m∑
k=1
c∗kck‖.
Proof. We may find positive z0, . . . , z3 ∈ B such that ‖zl‖ ≤ ‖z‖ for l =
0, . . . , 3 and z =
∑3
l=0 i
lzl. Hence
(3.14) ‖
m∑
k=1
c∗kzck‖ ≤
3∑
l=0
‖
m∑
k=1
c∗kzlck‖ ≤ 4‖z‖‖
m∑
k=1
c∗kck‖.
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It is well-known that if b, b0 ∈ B are positive elements and b0 ∈ BbB,
8
then for any ǫ > 0 there are m ∈ N and c1, . . . , cm ∈ B such that
(3.15) ‖
m∑
k=1
c∗kbck − b0‖ < ǫ.
While one can always arrange that ‖
∑m
k=1 c
∗
kbck‖ ≤ ‖b0‖ (by perhaps per-
turbing the ck’s from above slightly), one will in general not have control of
the norm of the element
∑m
k=1 c
∗
kck. The following lemma gives a criterion
for when this norm can be controlled.
For a positive element b in a C∗-algebra and δ > 0, (b − δ)+ denotes
the element obtained by applying the function t 7→ max (t − δ, 0) to b via
functional calculus. Also, for elements x, y in a C∗-algebra and γ > 0, write
x ≈γ y when ‖x− y‖ < γ.
Lemma 3.18. Let B be a C∗-algebra and suppose that b, b0 ∈ B are positive,
non-zero elements such that b0 ∈ B(b− δ)+B for every 0 < δ < ‖b‖. Then
for any ǫ > 0 there exist m ∈ N and c1, . . . , cm ∈ B such that
(3.16) ‖
m∑
k=1
c∗kbck − b0‖ < ǫ
and ‖
∑m
k=1 c
∗
kck‖ ≤ ‖b0‖/‖b‖.
Proof. It suffices to prove the case ‖b‖ = ‖b0‖ = 1. Also, we may assume
that ǫ < 1. Let δ = 1 − ǫ/8, and let g : [0, 1] → [0, 1] be the continuous
function
(3.17) g(t) =

0, t = 0
1, t ∈ [δ, 1]
affine, otherwise
for t ∈ [0, 1]. In particular, ‖g(b)−b‖ ≤ ǫ/8, and (b−δ)+g(b) = (b−δ)+. The
element b0 is contained in the two-sided, closed ideal generated by (b− δ)+
by assumption, so we may find c′1, . . . , c
′
m ∈ B such that
(3.18) ‖
m∑
k=1
c′∗k (b− δ)+c
′
k − b0‖ < ǫ/2,
and ‖
∑m
k=1 c
′∗
k (b−δ)+c
′
k‖ ≤ ‖b0‖ = 1. Let ck = (b−δ)
1/2
+ c
′
k for k = 1, . . . ,m.
Then
(3.19) ‖
m∑
k=1
c∗kck‖ = ‖
m∑
k=1
c′∗k (b− δ)+c
′
k‖ ≤ 1
and
(3.20)
m∑
k=1
c∗kbck
(3.19), Lem. 3.17
≈ǫ/2
m∑
k=1
c∗kg(b)ck =
m∑
k=1
c′∗k (b− δ)+c
′
k ≈ǫ/2 b0
8As is customary, BbB denotes the closed linear span of {xby : x, y ∈ B}, i.e. it is the
two-sided, closed ideal generated by b.
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as wanted. 
Proof of Proposition 3.12. By Remark 3.2 and Lemma 3.15 it suffices to
show that φ approximately dominates any map ρ for which there is an
n ∈ N, a pure positive linear functional f on A⊗Mn(C), and b1, . . . , bn ∈ B
such that
(3.21) ρ(a) =
n∑
i,j=1
f(a⊗ ei,j)b
∗
i bj, a ∈ A.
If f = 0 then ρ = 0 and the result obviously follows. Hence we may assume
that f is non-zero, and clearly also that ‖f‖ = 1 so that f is a pure state.
Let F ⊂ A be finite and let ǫ > 0. By [AAP86] we may excise f , so we
may find a positive element x ∈ A⊗Mn(C) of norm 1 such that
(3.22) ‖x(a⊗ ei,j)x− f(a⊗ ei,j)x
2‖ <
ǫ
8n2 ·max{‖b1‖2, . . . , ‖bn‖2}
for a ∈ F and i, j = 1, . . . , n. Let
(3.23) φ(n) := φ⊗ idMn(C) : A⊗Mn(C)→ B ⊗Mn(C)
which is full by Lemma 3.16. By fullness of φ(n) Lemma 3.18 provides
c1, . . . , cm ∈ B ⊗Mn(C) such that ‖
∑m
k=1 c
∗
kck‖ ≤ 1, and such that
∥∥∥∥ n∑
i,j=1
f(a⊗ ei,j)(b
∗
i ⊗ e1,1)
(
m∑
k=1
c∗kφ
(n)(x2)ck
)
(bj ⊗ e1,1)(3.24)
−
n∑
i,j=1
f(a⊗ ei,j)(b
∗
i bj)⊗ e1,1
∥∥∥∥ < ǫ/2
for all a ∈ F (for instance by picking
∑m
k=1 c
∗
kφ
(n)(x2)ck close to an approx-
imate unit in B ⊗Mn(C)).
Let dk ∈ B for k = 1, . . . ,m be the unique element such that
(3.25) dk⊗e1,1 =
n∑
j=1
φ(n)((1A˜⊗e1,j)x)ck(bj⊗e1,1) ∈ B⊗e1,1 ⊆ B⊗Mn(C).
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For a ∈ F we have (with computations in B ⊗Mn(C))
(
m∑
k=1
d∗kφ(a)dk)⊗ e1,1
=
m∑
k=1
(dk ⊗ e1,1)
∗φ(n)(a⊗ e1,1)(dk ⊗ e1,1)
=
n∑
i,j=1
(b∗i ⊗ e1,1)
(
m∑
k=1
c∗kφ
(n)(x(a⊗ ei,j)x)ck
)
(bj ⊗ e1,1)
(∗)
≈ ǫ/2
n∑
i,j=1
(b∗i ⊗ e1,1)
(
m∑
k=1
c∗kφ
(n)(f(a⊗ ei,j)x
2)ck
)
(bj ⊗ e1,1)
(3.24)
≈ǫ/2
n∑
i,j=1
f(a⊗ ei,j)(b
∗
i bj)⊗ e1,1
(3.21)
= ρ(a)⊗ e1,1(3.26)
where the estimate labeled (∗) above follows by applying Lemma 3.17 with
z = x(a⊗ ei,j)x− f(a⊗ ei,j)x
2 and using (3.22). Hence
(3.27) ‖
m∑
k=1
d∗kφ(a)dk − ρ(a)‖ < ǫ
for a ∈ F which finishes the proof. 
4. O2-stable and O∞-stable ∗-homomorphisms
As a tool of getting from approximate domination to approximate 1-
domination of maps, the following definition is very useful.
Definition 4.1 ([Gab18a, Definition 3.16]). Let D be either O2 or O∞.
Let A and B be C∗-algebras with A separable, and φ : A → B be a ∗-
homomorphism. Say that
• φ is D-stable if D embeds unitally in B∞ ∩ φ(A)
′/Annφ(A),
• φ is strongly D-stable if D embeds unitally in Bas∩φ(A)
′/Annφ(A).
Remark 4.2. It is well-known that a unital C∗-algebraD is properly infinite
if and only if O∞ embeds unitally into D, see [Rør02, Proposition 4.2.3].
Hence φ being O∞-stable is equivalent to the induced sequential relative
commutant being properly infinite. This means that there exist bounded
sequences (s
(i)
n )n∈N in B for i = 1, 2, such that
(4.1) lim
n→∞
‖[s(i)n , φ(a)]‖ = 0, limn→∞
‖((s(i)n )
∗s(j)n − δi,j)φ(a)‖ = 0
for all i, j = 1, 2 and a ∈ A. Here δi,j = 1 if i = j and δi,j = 0 if i 6= j.
Similarly, φ is O2-stable exactly when one may additionally arrange that
(4.2) lim
n→∞
‖(s(1)n (s
(1)
n )
∗ + s(2)n (s
(2)
n )
∗ − 1)φ(a)‖ = 0
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for all a ∈ A. Similar characterisations hold for strongly O2-stable and
strongly O∞-stable ∗-homomorphisms, but with bounded, continuous paths
(s
(i)
t )t∈R+ . In particular, it follows that
(4.3) Strong O2-stability +3

O2-stability

Strong O∞-stability +3 O∞-stability.
It was observed in [Gab18a, Remark 3.24], using the Kirchberg–Phillips
theorem, that O2-stable ∗-homomorphisms are not necessarily strongly O2-
stable. Also, the identity map on O∞ is strongly O∞-stable, but neither
O2-stable nor strongly O2-stable. However, I do not know if O∞-stability
and strong O∞-stability are equivalent. Thus, I emphasise the following
question posed in [Gab18a, Question 3.24].
Question 4.3. Is every O∞-stable ∗-homomorphisms also strongly O∞-
stable?
In Section 9, this question will be addressed. In particular, it is shown
that if every unital, properly infinite C∗-algebra is K1-injective – which
is another open problem, see [BRR08] – then the question above has an
affirmative answer.
Observation 4.4. Note that Lemma 2.7(c) implies that (strong) D-stability
is preserved by ∼a(s)MvN. This will be used without mentioning.
The following says, that a ∗-homomorphism is strongly D-stable if it fac-
tors through a D-stable C∗-algebra, i.e. a C∗-algebra C for which C ⊗
D ∼= C. A converse was shown for D-stable maps in [Gab18a, Corollary
4.5], using what is Theorem B of this paper, by showing that D-stable ∗-
homomorphisms have a certain McDuff type property a la [McD70]. A
similar proof can be used to give a similar McDuff type characterisation
for strongly D-stable maps by applying [Phi00, Proposition 1.3.7] instead of
[Gab18a, Theorem 4.3].
The following is an immediate consequence of [Gab18a, Propositions 3.17,
3.18 and Lemma 3.19].
Proposition 4.5. Let D be either O2 or O∞. Let A,B and C be C
∗-algebras
with A separable, and let η : A → C and ρ : C → B be ∗-homomorphisms.
If C is D-stable, then ρ ◦ η is strongly D-stable.
In particular, if either A or B is D-stable then any ∗-homomorphism
φ : A→ B is strongly D-stable.
Remark 4.6. It should be empahsised that the proof of [Gab18a, Propo-
sitions 3.17 and 3.18], and therefore Proposition 4.5 above, rely on the fact
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that O2 and O∞ are strongly self-absorbing.
9 This highly non-elementary
fact is crucial for the methods in this paper to work and cannot be deduced
from the Kirchberg–Phillips Theorem – Theorem C – without some sort of
circular argument. That O2 is strongly self-absorbing follows from [Rør02,
Theorems 5.1.1 and 5.2.1], and that O∞ is strongly self-absorbing follows
from [Rør02, Proposition 7.2.5 and Theorem 7.2.6].
Remark 4.7. If φ : A → B is an O∞-stable ∗-homomorphism, then every
non-zero positive element in the image φ(A) is properly infinite in the sense
of [KR00, Definition 3.2], see for instance [BGSW19, Lemma 4.4]. In par-
ticular, if φ is also full, then B contains a properly infinite, full projection,
even when there are no non-zero projections in φ(A). This follows from
[BGSW19, Lemma 7.2], but was essentially proved by Pasnicu and Rørdam
in [PR07, Proposition 2.7] by using tricks of Blackadar and Cuntz from
[BC82].
The following is a Stinespring type theorem for (strongly) O∞-stable ∗-
homomorphisms which was essentially obtained in [Gab18a].
Theorem 4.8 (Cf. [Gab18a, Theorem 3.22]). Let A and B be C∗-algebras
with A separable, let φ : A → B be a ∗-homomorphism, and let ρ : A → B
be a c.p. map which is approximately dominated by φ.
(a) If φ is O∞-stable there is an element v ∈ B∞ of norm ‖ρ‖
1/2 such
that ρ = v∗φ(−)v.
(b) If φ is strongly O∞-stable there is an element v ∈ Bas of norm ‖ρ‖
1/2
such that ρ = v∗φ(−)v.
Proof. This is exactly what is proved in [Gab18a, Theorem 3.22]. The first
sentence of said proof reduces the statement in [Gab18a, Theorem 3.22] to
the statement above, which is subsequently proved. 
Lemma 4.9. Let φ,ψ : A → B be ∗-homomorphisms between C∗-algebras
for which A is separable. Suppose that there is a contraction v ∈ Bas such
that v∗φ(−)v = ψ. Then the element
(4.4) w :=
(
0 v
0 0
)
+Ann(φ⊕ ψ)(A) ∈
M2(B)as ∩ (φ⊕ ψ)(A)
′
Ann(φ⊕ ψ)(A)
,
satisfies ww∗ ≤ 1⊕ 0 and w∗w = 0⊕ 1.
In particular, the projection
(4.5)
(
1 0
0 0
)
∈
M2(B)as ∩ (φ⊕ ψ)(A)
′
Ann(φ⊕ ψ)(A)
is full.
The same result holds when replacing M2(B)as with M2(B)∞.
9A separable, unital C∗-algebra D is strongly self-absorbing, as defined in [TW07], if
D 6∼= C, and if there exists an isomorphism D
∼=
−→ D ⊗D which is approximately unitarily
equivalent to the embedding idD ⊗ 1D : D → D ⊗D.
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Proof. Clearly the arguments given hold just as well for M2(B)∞ as they do
for M2(B)as.
By Lemma 2.5, vv∗ ∈ Bas ∩ φ(A)
′, v∗vψ(a) = ψ(a) for a ∈ A, and
φ(a)v = vψ(a). Hence, it is straight forward to check, that v ⊗ e1,2 induces
an element w ∈ M2(B)as∩(φ⊕ψ)(A)
′
Ann(φ⊕ψ)(A) , for which ww
∗ ≤ 1⊕ 0 and w∗w = 0⊕ 1.
“In particular” is obvious, since 1⊕ 1 = w∗(1⊕ 0)w+ 1⊕ 0 is the unit of
M2(B)as∩(φ⊕ψ)(A)′
Ann(φ⊕ψ)(A) . 
As a somewhat easy consequence, one obtains the following absorption
result. This result is closely connected to Dadarlat’s notion of absorbing
∗-homomorphisms in [Dad07, Definition 2.2].
Note that in part (a) one wants θ to approximately dominate φ, whereas
(b) requires that φ approximately dominates θ. This is because part (a) is
used for existence theorems while part (b) is used for uniqueness theorems.
Proposition 4.10. Let A and B be C∗-algebras with A separable, and let
φ, θ : A→ B be ∗-homomorphisms.
(a) If θ is (strongly) O∞-stable and θ approximately dominates φ, then
φ⊕ θ : A→M2(B) is (strongly) O∞-stable,
(b) If φ is (strongly) O∞-stable, if θ is (strongly) O2-stable, and if φ
approximately dominates θ, then φ⊕ 0 ∼a(s)MvN φ⊕ θ as maps A→
M2(B).
Proof. Only the “non-strong” statements will be proved, since the “strong”
statements are virtually identical.
(a): To simplify notation, let
(4.6) D :=
M2(B)∞ ∩ (φ⊕ θ)(A)
′
Ann(φ⊕ θ)(A)
.
As (0⊕1)D(0⊕1) ∼= B∞∩ θ(A)
′/Ann θ(A) by Lemma 2.7(b), and since this
C∗-algebra is properly infinite by O∞-stability of θ, it follows that the pro-
jection 0⊕ 1 ∈ D is properly infinite. As θ is O∞-stable and approximately
dominates φ, it follows from Theorem 4.8 and Lemma 4.9 that 0 ⊕ 1 is a
full projection. Thus 1 ⊕ 1 is properly infinite, which implies that φ ⊕ θ is
O∞-stable.
(b): Again, to simplify notation, let
(4.7) E :=
M4(B)∞ ∩ (φ⊕ 0⊕ φ⊕ θ)(A)
′
Ann(φ⊕ 0⊕ φ⊕ θ)(A)
.
By Proposition 2.8 it suffices to show that 1⊕ 1⊕ 0⊕ 0 ∼ 0 ⊕ 0 ⊕ 1⊕ 1 in
E. First observe that
(4.8) 1⊕ 1⊕ 0⊕ 0 = 1⊕ 0⊕ 0⊕ 0
in E, and that v = 1B˜ ⊗ e1,3 is a well-defined partial isometry in E with
(4.9) vv∗ = 1⊕ 0⊕ 0⊕ 0, v∗v = 0⊕ 0⊕ 1⊕ 0.
Hence it suffices to show that 0⊕ 0⊕ 1⊕ 0 ∼ 0⊕ 0⊕ 1⊕ 1.
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Note that as in part (a), 0⊕0⊕1⊕0 is a properly infinite, full projection,
and thus so is 0 ⊕ 0 ⊕ 1 ⊕ 1. Hence by a result of Cuntz [Cun81], see also
[Rør02, Proposition 4.1.4], it suffices to show that
(4.10) [0⊕ 0⊕ 1⊕ 0]0 = [0⊕ 0⊕ 1⊕ 1]0 ∈ K0(E),
or equivalently, that [0⊕ 0⊕ 0⊕ 1]0 = 0 ∈ K0(E). As θ is O2-stable
(4.11) (0⊕ 0⊕ 0⊕ 1)E(0 ⊕ 0⊕ 0⊕ 1)
Lem. 2.7(b)
∼=
B∞ ∩ θ(A)
′
Ann θ(A)
contains a unital embedding of O2 and therefore [0⊕ 0⊕ 0⊕ 1]0 = 0. 
5. Absorbing representations
In this section some (mostly well-known) results are presented on absorb-
ing representations A→M(B).
5.1. Cuntz sums and infinite repeats. This first subsection only con-
tains well-known information on Cuntz sums and infinite repeats.
Remark 5.1 (Cuntz sum). Suppose D is a unital C∗-algebra containing a
pair s1, s2 of O2-isometries, i.e. isometries such that s1s
∗
1 + s2s
∗
2 = 1D. The
most important example to keep in mind is D =M(B) where B is a stable
C∗-algebra. For any elements d, e ∈ D one forms the Cuntz sum by
(5.1) d⊕s1,s2 e := s1ds
∗
1 + s2es
∗
2.
Note that if Φs1,s2 : M2(D)
∼=
−→ D is the isomorphism
(5.2) Φs1,s2((di,j)i,j=1,2) =
2∑
i,j=1
sidi,js
∗
j
then
(5.3) Φs1,s2(d⊕ e) = d⊕s1,s2 e.
Hence Cuntz sums are a variation of diagonal sums. Also, Cuntz sums are
unique up to unitary equivalence. In fact, if t1, t2 are also O2-isometries in
D then u := s1t
∗
1 + s2t
∗
2 is a unitary satisfying
(5.4) u∗(d⊕s1,s2 e)u = d⊕t1,t2 e.
If φ,ψ : A → D are maps then one can form the (point-wise) Cuntz sum
φ⊕s1,s2 ψ : A→ D which is again unique up to unitary equivalence.
Remark 5.2 (Infinite repeats). Let B be a stable C∗-algebra. There are
several “pictures” of infinite repeats inM(B). These pictures will be recalled
below, and it will be explained how they are connected.
By stability of B there exists a sequence (tk)k∈N of isometries in M(B)
with orthogonal range projections, such that
∑∞
k=1 tkt
∗
k = 1M(B), with con-
vergence in the strict topology. Fix such (tk)n∈N (this will be used in all
pictures).
CLASSIFICATION OF O∞-STABLE C∗-ALGEBRAS 31
First picture: If θ : A → B is a map, then an infinite repeat of θ is a
map of the form θ∞ :=
∑∞
k=1 tkθ(−)t
∗
k with (tk)k∈N as above. Any two
infinite repeats of θ are unitarily equivalent. In fact, if (sk)k∈N is another
such sequence of isometries, then u =
∑∞
k=1 skt
∗
k (strict convergence) is a
unitary for which
(5.5) u(
∞∑
k=1
tkθ(−)t
∗
k)u
∗ =
∞∑
k=1
skθ(−)s
∗
k.
Second picture: Consider B as a right Hilbert B-module, so M(B) =
B(B). Let B⊕∞ = B ⊕ B ⊕ . . . be the countable infinite direct sum of B
with itself and let θ⊕∞ : A→ B(B⊕∞) denote the diagonal map
(5.6)
θ⊕∞(a)(b1, b2, . . . ) = (θ(a)b1, θ(a)b2, . . . ), a ∈ A, (b1, b2, . . . ) ∈ B
⊕∞.
Then u ∈ B(B,B⊕∞) given by ub = (t∗1b, t
∗
2b, . . . ) for b ∈ B is a unitary
satisfying
(5.7) u∗θ⊕∞(−)u =
∞∑
k=1
tkθ(−)t
∗
k : A→ B(B) =M(B).
Third picture: There is an isomorphism Ω: B ⊗ K
∼=
−→ B given on ele-
mentary tensors by b⊗ ei,j = tibt
∗
j . Clearly this extends to an isomorphism
M(Ω): M(B ⊗ K)
∼=
−→ M(B). The map θ ⊗ 1M(K) : A → M(B ⊗ K) can
also be thought of as an infinite repeat since
(5.8) M(Ω) ◦ (θ ⊗ 1M(K)) =
∞∑
k=1
tkθ(−)t
∗
k.
Remark 5.3 (“1 +∞ = ∞”). Let B be a stable C∗-algebra and φ : A →
M(B) be a ∗-homomorphism. If φ∞ is an infinite repeat of φ, and if s1, s2 ∈
M(B) are O2-isometries, then φ ⊕s1,s2 φ∞ is unitarily equivalent to φ∞.
Informally, this says, unsurprisingly, that “1 +∞ =∞”.
5.2. General absorption.
Definition 5.4. Let A be a separable C∗-algebra, let B be a σ-unital,
stable C∗-algebra, and let φ,ψ : A→M(B) be ∗-homomorphisms. Say that
φ absorbs ψ if there is a sequence (un) of unitaries in M(B) such that
(a) u∗n(φ⊕s1,s2 ψ)(a)un − φ(a) ∈ B for all a ∈ A and all n ∈ N,
(b) ‖u∗n(φ⊕s1,s2 ψ)(a)un − φ(a)‖ → 0 for all a ∈ A.
Here s1, s2 ∈ M(B) are O2-isometries.
Note that absorption does not depend on the choice of O2-isometries as
Cuntz sums are unique up to unitary equivalence.
By the following remark one may often reduce questions about absorption
to the unital case.
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Remark 5.5 (Unitisations and absorption). Let A† denote the forced uni-
tisation of the C∗-algebra A, i.e. one adds a unit regardless if A is unital or
not.
Let A be a separable C∗-algebra, let B be a σ-unital, stable C∗-algebra
and let φ,ψ : A → M(B) be ∗-homomorphisms. Let φ†, ψ† : A† → M(B)
be the unitised ∗-homomorphisms of φ and ψ respectively. If u ∈ M(B) is
a unitary and s1, s2 ∈ M(B) are O2-isometries, then
(5.9) u∗(φ†⊕s1,s2ψ
†)(a+µ1A†)u−φ
†(a+µ1A†) = u
∗(φ⊕s1,s2ψ)(a)u−φ(a)
for all a ∈ A and µ ∈ C. Hence φ absorbs ψ if and only if φ† absorbs ψ†.
The following abstract unital absorption result of infinite repeats will be
needed to prove a non-unital version.
Proposition 5.6 (Cf. [Kas80a], [DE02]). Let A be a separable, unital C∗-
algebra, let B be a σ-unital, stable C∗-algebra, let ψ, θ : A → M(B) be
unital ∗-homomorphisms, and let θ∞ be an infinite repeat of θ. Suppose that
θ approximately dominates (see Definition 3.1) the c.p. map
(5.10) b∗ψ(−)b : A→ B
for every b ∈ B. Then θ∞ absorbs ψ.
Proof. By Remark 5.3 it suffices to show that θ∞ absorbs an infinite repeat
of ψ. By [DE02, Theorem 2.13] this is the case whenever the following is
satisfied: for any b ∈ B there is a bounded sequence (xn)n∈N in B such that
x∗nθ∞(−)xn converges point-norm to b
∗ψ(−)b, and such that ‖cxn‖ → 0 for
any c ∈ B.
To check this, let b ∈ B. Fix 1A ∈ F1 ⊆ F2 ⊆ . . . finite sets such that⋃
Fn is dense in A. For each n ∈ N, we may find d
(n)
1 , . . . , d
(n)
mn ∈ B such
that
(5.11) ‖b∗ψ(a)b−
mn∑
k=1
d
(n)∗
k θ(a)d
(n)
k ‖ < 1/n, a ∈ Fn.
Let (tj)j∈N be a sequence of isometries in M(B) with orthogonal range
projections such that
∑∞
j=1 tjt
∗
j = 1 strictly. As infinite repeats are unique
up to unitary equivalence, we may assume that θ∞ =
∑∞
j=1 tjθ(−)t
∗
j .
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Let xn :=
∑mn
k=1 tn+kd
(n)
k . The sequence (xn)n∈N is bounded since
‖x∗nxn‖ = ‖
mn∑
k,l=1
d
(n)∗
k t
∗
n+ktn+ld
(n)
l ‖
= ‖
mn∑
k=1
d
(n)∗
k d
(n)
k ‖
= ‖
mn∑
k=1
d
(n)∗
k θ(1A)d
(n)
k ‖
n→∞
−−−→ ‖b∗ψ(1A)b‖.(5.12)
Moreover, for any a ∈ A we have
x∗nθ∞(a)xn =
mn∑
k,l=1
∞∑
j=1
d
(n)∗
k t
∗
n+ktjθ(a)t
∗
j tn+ld
(n)
l
=
mn∑
k=1
d
(n)∗
k θ(a)d
(n)
k
n→∞
−−−→ b∗ψ(a)b.(5.13)
Finally, let c ∈ B. Then
‖cxn‖ = ‖c(1M(B) −
n∑
k=1
tkt
∗
k)xn‖
≤ ‖c(1M(B) −
n∑
k=1
tkt
∗
k)‖‖xn‖
n→∞
−−−→ 0.(5.14)
Here we used that t∗jxn = 0 for j = 1, . . . , n, the sequence (xn)n∈N is
bounded, and and that
∑∞
k=1 tkt
∗
k = 1 strictly. 
While the above proposition is proved in the unital case, it is often more
desirable to obtain the results in the not necessarily unital case. When
reducing the not necessarily unital case to the unital case, the C∗-algebra A
will often be replaced with its forced unitisation A†, see Remark 5.5. The
following is a useful trick for relating a c.p. map ρ : A† → B to its restriction
to A.
Lemma 5.7. Let ρ : A† → B be a c.p. map, let π : A† → C be the character
for which π(A) = {0}, and let (eλ)λ∈Λ be an approximate identity in A.
Define the c.p. maps ρλ, πλ : A
† → B for each λ ∈ Λ by
(5.15) ρλ = ρ|A(eλ(−)eλ), πλ = ρ(1A† − e
2
λ)π(−).
Then ρλ + πλ → ρ in point-norm.
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Proof. For a ∈ A and µ ∈ C we have
ρλ(a+ µ1A†) + πλ(a+ µ1A†)
= ρ(eλaeλ) + µρ(e
2
λ) + µρ(1A† − e
2
λ)
= ρ(eλaeλ + µ1A†)
→ ρ(a+ µ1A†),(5.16)
which is what we wanted to prove. 
Although the following lemma will not be applied until much later, it
easily illustrates how the above trick works.
Lemma 5.8. A c.p. map ρ : A† → B is nuclear if and only if the restriction
ρ|A is nuclear.
Proof. “Only if” is obvious so we prove “if”. Suppose ρ|A is nuclear, and
define ρλ and πλ as in Lemma 5.7. As the maps ρ|A and π are nuclear, so
are ρλ and πλ. As sums of nuclear maps are again nuclear, ρλ+πλ is nuclear
for each λ. As the set of nuclear maps is point norm closed, ρ is nuclear by
Lemma 5.7. 
As a consequence of Proposition 5.6 above one obtains the following non-
unital analogue of the result. In this version it is crucial, yet somewhat
subtle, that θ takes values in B (not in M(B)) and that B is stable. For
instance, if A, B and θ were unital, but ψ was non-unital, the criteria of
Proposition 5.9 could be true but θ∞ could never absorb ψ since θ∞ would
be unital and thus can only absorb unital ∗-homomorphisms.
Similar results appear in the literature where both A and B are assumed
to be unital, such as [DE02, Theorem 2.22], but usually such results are not
stated in as abstract a form as the following result.
Proposition 5.9. Let A be a separable C∗-algebra, let B be a σ-unital,
stable C∗-algebra, let ψ : A → M(B) be a ∗-homomorpshim, let θ : A → B
be a ∗-homomorphism, and let θ∞ : A → M(B) be an infinite repeat of θ.
Suppose that θ approximately dominates (see Definition 3.1) the c.p. map
(5.17) b∗ψ(−)b : A→ B
for every b ∈ B. Then θ∞ absorbs ψ.
Proof. Let (θ∞)
†, ψ† : A† →M(B) be the forced unitised ∗-homomorphisms.
As observed in Remark 5.5, θ∞ absorbs ψ if and only if (θ∞)
† absorbs ψ†.
Note that if θ† : A† →M(B) is the unitisation then (θ†)∞ = (θ∞)
† where we
use the same sequence of isometries to define the two infinite repeats. Hence
it suffices to check that θ† and ψ† these satisfy the condition of Proposition
5.6.
Fix b ∈ B so that we wish to check that θ† approximately dominates
b∗ψ†(−)b. Let π : A† → C be the character vanishing on A, and let (en)n∈N
be an approximate identity in A. Define the c.p. maps A† → B
(5.18) ψn := b
∗ψ(en(−)en)b, πn := b
∗(1M(B) − e
2
n)bπ(−).
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By Lemma 5.7 it follows that
(5.19) ψn + πn → b
∗ψ†(−)b
in point-norm. As the set of c.p. maps which are approximately dominated
by φ is a point-norm closed, convex cone, see Remark 3.2, it suffices to show
that θ† approximately dominates ψn and πn for each n ∈ N, so fix n ∈ N.
Let F ⊂ A† and ǫ > 0. As θ approximately dominates b∗ψ(−)b, we may
find d1, . . . , dm ∈ B such that
‖b∗ψ(enxen)b−
m∑
k=1
d∗kθ(enxen)dk‖
= ‖ψn(x)−
m∑
k=1
d∗kθ(en)θ
†(x)θ(en)dk‖
< ǫ,(5.20)
for x ∈ F . Hence θ† approximately dominates ψn.
As B is stable we may pick a sequence (tj)j∈N of isometries inM(B) with
orthogonal range projections such that
∑∞
j=1 tjt
∗
j = 1 in the strict topology.
As θ(A) ⊆ B it follows that
(5.21) t∗jθ
†(x)tj
j→∞
−−−→ 1M(B)π(x), x ∈ A
†.
Letting c := (b∗(1M(B) − e
2
n)b)
1/2 it follows that
(5.22) ct∗jθ
†(x)tjc
j→∞
−−−→ b∗(1M(B) − e
2
n)bπ(x) = πn(x)
for all x ∈ A†. Hence θ† approximately dominates πn which finishes the
proof. 
5.3. Nuclear absorption.
Definition 5.10. Let A and B be C∗-algebras. A c.p. map ρ : A→M(B)
is called weakly nuclear if b∗ρ(−)b : A→ B is nuclear for every b ∈ B.
In the literature, for instance in [Ska88] and [DE02], one often considers
the notion of strictly nuclear contractive c.p. maps ρ : A → M(B), i.e. ρ
is a point-strict limit of maps factoring via contractive c.p. maps through
matrix algebras.
By the following folklore result, this is equivalent to being weakly nuclear.
Proposition 5.11. Let A and B be C∗-algebras, and let ρ : A→M(B) be
a contractive c.p. map. The following are equivalent:
(i) ρ is weakly nuclear;
(ii) ρ is strictly nuclear, i.e. ρ is a point-strict limit of c.p. maps factoring
via contractive c.p. maps through matrix algebras;
(iii) ρ is a point-strict limit of nuclear maps.
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Proof. (i)⇒ (ii): If ρ is weakly nuclear and if (eλ) is an approximate identity
in B, then (eλρ(−)eλ) is a net of contractive nuclear maps converging point-
strictly to ρ. In fact, for any a ∈ A and b ∈ B we have
(5.23)
‖(ρ(a) − eλρ(a)eλ)b‖ ≤ ‖ρ(a)b− eλρ(a)b‖+ ‖eλ‖‖ρ(a)b − ρ(a)eλb‖ → 0.
Similarly ‖b(ρ(a)−eλρ(a)eλ)‖ → 0. As each eλρ(−)eλ is contractive and nu-
clear, it point-norm approximately factors via contractive c.p. maps through
matrix algebras, see Lemma 3.7, so it easily follows that ρ is the point-strict
limit of c.p. maps factoring via contractive c.p. maps through matrix alge-
bras.
(ii)⇒ (iii): This is obvious.
(iii)⇒ (i): Suppose (ρλ : A→M(B))λ is a net of nuclear maps converg-
ing point-strictly to ρ. For any a ∈ A and b ∈ B we have
(5.24) ‖b∗ρ(a)b− b∗ρλ(a)b‖ ≤ ‖b‖‖(ρ(a) − ρλ(a))b‖ → 0.
Hence the net (b∗φλ(−)b : A → B)λ of nuclear maps converges point-norm
to b∗φ(−)b which is therefore nuclear. 
Definition 5.12. Let A be a separable C∗-algebra and let B be a σ-unital,
stable C∗-algebra. A ∗-homomorphism φ : A → M(B) is called nuclearly
absorbing if it absorbs any weakly nuclear ∗-homomorphism A→M(B).
Remark 5.13 (Unital nuclear absorption). It is obvious that a unital ∗-
homomorphism φ : A → M(B) can never absorb a non-unital ∗-homo-
morphism, in particular, a unital ∗-homomorphism cannot be nuclearly
absorbing as it will not absorb the zero ∗-homomorphism (which is obvi-
ously weakly nuclear). One therefore says that a unital ∗-homomorphism
φ : A→M(B) is unitally nuclearly absorbing if it absorbs any unital, weakly
nuclear ∗-homomorphism A→M(B).
Using Remark 5.5 and Lemma 5.8 it is not hard to see that φ : A→M(B)
is nuclearly absorbing if and only if the (forced) unitisation φ† : A† →M(B)
is unitally nuclearly absorbing.
Although the unital case is very important for studying non-stable Ext-
theory, for instance [EK01], it will not play a significant role in this paper.
The following main theorem of this section – which is a non-unital version
of [DE02, Theorem 2.22] – is an easy corollary of previous results. As was
also noted before Proposition 5.9, it is crucial both that B is stable and that
θ(A) ⊆ B for the following to hold.
Theorem 5.14. Let A be a separable C∗-algebra, let B be a σ-unital, stable
C∗-algebra, and suppose that θ : A → B is a full ∗-homomorphism. Then
any infinite repeat θ∞ : A→M(B) of θ is nuclearly absorbing.
If, in addition, θ is nuclear (in which case A must be exact) then θ∞ is
weakly nuclear and nuclearly absorbing.
Proof. The first part follows immediately from Propositions 3.12 and 5.9.
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For the “in addition” part, we may assume that θ∞ =
∑∞
j=1 tjθ(−)t
∗
j ,
where (tj)j∈N is a sequence of isometries in M(B) with orthogonal range
projections such that
∑∞
j=1 tjt
∗
j = 1. Given b ∈ B, the c.p. map b
∗θ∞(−)b is
the point-norm limit of the sequence (
∑N
j=1 b
∗tjθ(−)t
∗
jb)N∈N. As θ is nuclear,
each map
∑N
j=1 b
∗tjθ(−)t
∗
jb is nuclear and thus b
∗θ∞(−)b is nuclear. Hence
θ∞ is weakly nuclear. 
6. Asymptotic intertwining
A celebrated way of classifying C∗-algebras is by using an intertwining
argument a la Elliott [Ell76]. This argument is also used to lift isomorphisms
of a given invariant to isomorphisms of the C∗-algebras (see Remark 6.2 for
a minor mistake in the literature in this context).
In this section it is shown that if φ0 : A → B and ψ0 : B → A are ∗-
homomorphisms of separable C∗-algebras such that ψ0 ◦ φ0 ∼asu idA and
φ0◦ψ0 ∼asu idB , then there is an isomorphism φ : A
∼=
−→ B which is homotopic
to φ0. Moreover, this homotopy may be chosen to be very well-behaved (for
instance, it will be ideal-preserving). This is used in Theorems C and G
to show that the (ideal-related) KK-equivalence lifts to an isomorphism of
C∗-algebras.
Given a unitary u, let Adu = u∗(−)u be the induced inner automor-
phism.10
Remark 6.1 (On approximate intertwining). To set the reader up for the
asymptotic intertwining, the following details on the more classical approx-
imate intertwining a la Elliott are recalled.
Suppose that A and B are separable C∗-algebras, that
(6.1) φ0 : A→ B, ψ0 : B → A
are ∗-homomorphisms, and that (un)n∈N and (vn)n∈N are sequences of uni-
taries in M(A) and M(B) respectively, such that
(6.2) lim
n→∞
‖u∗nψ0(φ0(a))un − a‖ = 0, limn→∞
‖v∗nφ0(ψ0(b))vn − b‖ = 0,
for all a ∈ A and b ∈ B. We may find subsequences (ur(n)) and (vs(n))
(defined recursively), such that if we define
(6.3) Un = ur(n)ur(n−1) · · · ur(1), Vn = vs(n) · · · us(1),
with U0 = 1 and V0 = 1, as well as
(6.4) φn = AdVn ◦ φ0 ◦AdU
∗
n, ψn = AdUn ◦ ψ0 ◦ AdV
∗
n−1,
10This definition is only recalled to emphasise that Adu denotes u∗(−)u and not u(−)u∗.
38 JAMES GABE
for n ∈ N, we get a diagram
(6.5) A
idA //
φ0 ❅
❅❅
❅❅
❅❅
❅ A
idA //
φ1 ❅
❅❅
❅❅
❅❅
❅ A
idA //
φ2 ❅
❅❅
❅❅
❅❅
❅ . . .
// A
φ ∼=

B
idB
//
ψ1
??⑦⑦⑦⑦⑦⑦⑦⑦
B
idB
//
ψ2
??⑦⑦⑦⑦⑦⑦⑦⑦
B
idB
// . . . // B
which is an approximate intertwining as in [Rør02, Definition 2.3.1]. Thus
φn converges point-norm to an isomorphism φ, and ψn converges point-norm
to ψ = φ−1, i.e.
lim
n→∞
‖φ(a) − (AdVn ◦ φ0 ◦AdU
∗
n)(a)‖ = 0,(6.6)
lim
n→∞
‖ψ(b) − (AdUn ◦ ψ0 ◦ AdV
∗
n−1)(b)‖ = 0,(6.7)
for all a ∈ A and b ∈ B. Note that this does not (at least a priori) imply
that φ and φ0 are approximately unitarily equivalent (see Remark 6.2).
11
Remark 6.2. In [Rør02, Corollary 2.3.3 and 2.3.4] on approximate inter-
twining, it is claimed that φ0 and φ in Remark 6.1 are approximately uni-
tarily equivalent. This is true if there are unitaries U˜n ∈ M(B) such that
φ0 ◦ AdU
∗
n = Ad U˜
∗
n ◦ φ0, and is therefore in particular true if all unitaries
are in the minimal unitisations, or if φ0 is non-degenerate. However, the
result may fail in general.
The mistake appears on Rørdam’s list of mistakes in the book.12
In this paper, whenever one obtains uniqueness of ∗-homomorphism with
unitaries, the unitaries are (a priori) only in the multiplier algebra and
not necessarily in the minimal unitisation as above. Hence the following
proposition is included in order to remedy this.
Proposition 6.3. Let A and B be separable C∗-algebras, and suppose that
φ0 : A→ B and ψ0 : B → A are ∗-homomorphisms such that ψ0 ◦φ0 ∼au idA
and φ0 ◦ ψ0 ∼au idB (with multiplier unitaries). Then there is an isomor-
phism φ : A
∼=
−→ B such that φ0 ∼aMvN φ and ψ0 ∼aMvN φ
−1.
Proof. We adopt the notation from Remark 6.1. Let (en) be an approximate
identity in A, and let wn = V
∗
n φ0(Unen). We claim that (wn) implements an
approximate Murray–von Neumann equivalence of φ0 and φ. Similarly, one
shows that ψ0 and φ
−1 are approximate Murray–von Neumann equivalent.
11This is related to the subtle annoyance of approximate unitary equivalence (with mul-
tiplier unitaries), that it is not preserved by composition. In fact, if φ1, φ2 : A → B and
ψ : B → C are ∗-homomorphisms for which φ1 and φ2 are approximately unitarily equiva-
lent, then it does not follow that ψ ◦φ1 and ψ ◦φ2 are approximately unitarily equivalent.
However, approximate Murray–von Neumann equivalence is preserved by compositions.
12http://www.math.ku.dk/~rordam/Encyclopaedia.html
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Clearly one has wnφ0(a)w
∗
n → φ(a) for any a ∈ A, so it remains to check
w∗nφ(a)wn → φ0(a) for any a ∈ A. Note that
w∗nφn(a)wn = φ0(enU
∗
n)V
∗
n Vnφ0(UnaU
∗
n)V
∗
n Vnφ0(Unen)(6.8)
= φ0(enaen).(6.9)
Given a ∈ A and ǫ > 0, pick N ∈ N such that ‖φn(a) − φ(a)‖ < ǫ/2 and
‖enaen − a‖ < ǫ/2 for n ≥ N . Then, as ‖wn‖ ≤ 1 for all n, we have
‖w∗nφ(a)wn − φ0(a)‖ < ‖w
∗
nφn(a)wn − φ0(a)‖+ ǫ/2(6.10)
(6.9)
= ‖φ0(enaen − a)‖+ ǫ/2(6.11)
< ǫ,(6.12)
for n ≥ N . Hence φ ∼aMvN φ0, and similarly φ
−1 ∼aMvN ψ0. 
Remark 6.4. The following asymptotic intertwining – Lemma 6.5 – looks
very technical; here is the main idea: If (ut)t∈R+ and (vt)t∈R+ implement
asymptotic unitary equivalences ψ0 ◦ φ0 ∼asu idA and φ0 ◦ ψ0 ∼asu idB
respectively, then follow the strategy of Remark 6.1 and construct s, r : N→
N. The goal will be to construct a (well-behaved) homotopy from AdVn ◦
φ0 ◦ AdU
∗
n (as defined in Remark 6.1) to
(6.13) AdVn+1◦φ0◦AdU
∗
n+1 = AdVn◦Ad vs(n+1)◦φ0◦Ad u
∗
r(n+1)◦AdU
∗
n.
If done in a suitably nice way, this will induce a (well-behaved) homotopy
from φ0 to the isomorphism φ = limn→∞AdVn ◦ φ0AdU
∗
n.
The idea for constructing this homotopy is very easy: a simple observation
shows that
(6.14) lim
t→∞
‖(Ad vs(n)+t ◦ φ0 ◦ Adu
∗
r(n)+t)(a)− φ0(a)‖ = 0, a ∈ A,
so Φ: A→ C([0,∞], B) given by
(6.15)
Φ(−)(t) =
{
AdVn ◦Ad vs(n+1)+t ◦ φ0 ◦ Adu
∗
r(n+1)+t ◦ AdU
∗
n, t ∈ [0,∞)
AdVn ◦ φ0 ◦ AdU
∗
n, t =∞
is the desired homotopy.
Lemma 6.5. Let A and B be separable C∗-algebras and suppose that
(6.16) φ0 : A→ B, ψ0 : B → A
are ∗-homomorphisms such that ψ0 ◦φ0 ∼asu idA and φ0 ◦ψ0 ∼asu idB. Then
there exist an isomorphism φ : A
∼=
−→ B and (not necessarily continuous!)
families of unitaries (Ut)t∈R+ and (Vt)t∈R+ inM(A) andM(B) resepctively,
with U0 = 1M(A) and V0 = 1M(B), such that
(6.17)
R+ ∋ t 7→ (AdVt ◦φ0 ◦AdU
∗
t )(a), [1,∞) ∋ t 7→ (AdUt ◦ψ0 ◦AdV
∗
t−1)(b)
are continuous and converge to φ(a) and φ−1(b) respectively for all a ∈ A
and b ∈ B.
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Proof. Let (ut)t∈R+ and (vt)t∈R+ be continuous unitary paths in M(A) and
M(B) respectively such that
(6.18) lim
t→∞
‖u∗tψ0(φ0(a))ut − a‖ = 0, limn→∞
‖v∗t φ0(ψ0(b))vt − b‖ = 0,
for all a ∈ A and b ∈ B. The first part of the proof is very much just a
usual intertwining argument. The details will be filled in since some of the
estimates below will be needed.13
Let F ′1 ⊂ F
′
2 ⊂ · · · ⊂ A and G
′
1 ⊂ G
′
2 ⊂ · · · ⊂ B be nested sequences of
finite sets such that
⋃
F ′n = A and
⋃
G′n = B. We construct Fn, Gn, Un, Vn,
r(n) and s(n) recursively. Let F1 = F
′
1 and pick 1 ≤ r(1) ∈ R+ such that
(6.19) ‖u∗tψ0(φ0(x))ut − x‖ ≤ 2
−1, t ≥ r(1), x ∈ F1.
Let U1 := ur(1). Let G1 = φ0(F1) ∪ G
′
1, pick 1 ≤ s(1) ∈ R+ such that
(6.20) ‖v∗t φ0(ψ0(y))vt − y‖ ≤ 2
−1, t ≥ s(1), y ∈ G1,
and define V1 := vs(1).
Having constructed Fn−1, Gn−1, Un−1, Vn−1, r(n − 1) and s(n − 1), we
construct the next step as follows: Let
(6.21) Fn = un−1Fn−1u
∗
n−1 ∪ ψ0(Gn−1) ∪ F
′
n ∪ Un−1Fn−1U
∗
n−1,
pick max(n, r(n− 1)) ≤ r(n) ∈ R+, such that
(6.22) ‖u∗tψ0(φ0(a))ut − a‖ ≤ 2
−n, t ≥ r(n), a ∈ Fn,
14
and let Un = ur(n)Un−1. Similarly, let
(6.23) Gn = vs(n−1)Gn−1v
∗
s(n−1) ∪ φ0(Fn) ∪ G
′
n ∪ Vn−1Gn−1V
∗
n−1,
pick max(n, s(n− 1)) ≤ s(n) ∈ R+, such that
(6.24) ‖v∗t φ0(ψ0(b))vt − b‖ ≤ 2
−n, t ≥ s(n), b ∈ Gn,
and let Vn = vs(n)Vn−1. Note that we picked r(n), s(n) ≥ n, to ensure that
r(n) and s(n) tend to ∞. As in the usual approximate intertwining, let
(6.25) φn = AdVn ◦ φ0 ◦AdU
∗
n, ψn = AdUn ◦ ψ0 ◦AdV
∗
n−1.
These induce an approximate intertwining as (6.5), see [Rør02, Definition
2.3.1],15 so by [Rør02, Proposition 2.3.2] it follows that φn converges point-
norm to an isomorphism φ : A
∼=
−→ B and ψn converges point-norm to φ
−1.
Fix (necessarily orientation reversing) homeomorphisms
(6.26) hn : (n, n+ 1]→ [r(n+ 1),∞), kn : (n, n+ 1]→ [s(n+ 1),∞),
13I could had easily waved my hands, and said something like “the unitaries in the classical
intertwining, may be chosen with these additional properties”, but I choose to fill in all
the details for completion.
14In the classical intertwining, this norm estimate is only chosen for t = r(n). Here it is
needed for all t ≥ r(n), which is of course possible.
15With the notation in [Rør02, Definition 2.3.1] one has αn = idA and βn = idB .
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for all n ∈ N0, so in particular hn(n+1) = r(n+1) and kn(n+1) = s(n+1).
We define Ut and Vt for all t ∈ R+, by letting U0 = 1M(A), V0 = 1M(B), and
(6.27) Ut := uhn(t)Un, Vt := vkn(t)Vn
for all n ∈ N0 and t ∈ (n, n+ 1]. This is well-defined, since
(6.28) Un+1 = ur(n+1)Un = uhn(n+1)Un
for all n ∈ N0, and similarly for the Vn’s. Let
(6.29) φt := AdVt ◦ φ0 ◦AdU
∗
t
for t ∈ R+, and
(6.30) ψt := AdUt ◦ ψ0 ◦AdV
∗
t−1
for t ∈ [1,∞).
Given a ∈ A, we check that t 7→ φt(a) is continuous on R+. A similar
argument shows that t 7→ ψt(b) is continuous on t ∈ [1,∞), so this is omitted.
Clearly t 7→ Ut and t 7→ Vt are continuous when restricted to intervals
(n, n + 1]. Hence t 7→ φt(a) is continuous in any point R+ \ N0, and is left
continuous at all points in N. Hence, it suffices to show that t 7→ φt(a) is
right continuous at any point n in N0. Note that
ψ0(φ0(UnaU
∗
n)) = limt→∞
utUnaU
∗
nu
∗
t
= lim
t→n+
uhn(t)UnaU
∗
nu
∗
hn(t)
= lim
t→n+
UtaU
∗
t(6.31)
and similarly
V ∗n φ0(UnaU
∗
n)Vn
= lim
t→∞
V ∗n v
∗
t φ0(ψ0(φ0(UnaU
∗
n)))vtVn
= lim
t→n+
V ∗n v
∗
kn(t)
φ0(ψ0(φ0(UnaU
∗
n)))v
∗
kn(t)
Vn
= lim
t→n+
V ∗t φ0(ψ0(φ0(UnaU
∗
n)))Vt.(6.32)
It easily follows (since AdVt ◦ φ0 is contractive for each t), that
lim
t→n+
φt(a) = lim
t→n+
(AdVt ◦ φ0 ◦ AdU
∗
t )(a)
= lim
t→n+
(AdVt ◦ φ0 ◦ ψ0 ◦ φ0 ◦ AdU
∗
n)(a)
= (AdVn ◦ φ0 ◦AdU
∗
n)(a)
= φn(a).(6.33)
Hence t 7→ φt(a) is right continuous in n, and thus continuous on all R+.
It remains to check that φt(a) → φ(a) and ψt(b) → ψ(b) for all a ∈ A and
b ∈ B. Again, we only check the former, as the latter is shown in the exact
same way.
Fix a ∈ A and ǫ > 0. Pick N ∈ N with 2−N < ǫ/5 such that there is an
a′ ∈ FN−1 with ‖a − a
′‖ < ǫ/5, and such that ‖φ(a′) − φn(a
′)‖ < ǫ/5 for
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any n ≥ N . We will check that ‖φt(a)− φ(a)‖ < ǫ for any t ≥ N . This will
finish the proof. Fix n such that t ∈ (n, n+ 1] and note that n ≥ N . In the
following, the notation c ≈δ d means ‖c− d‖ ≤ δ. Thus
φt(a)
≈ǫ/5 φt(a
′)
= (Ad Vn ◦ Ad vkn(t) ◦ Adφ0 ◦Adu
∗
hn(t)
◦ AdU∗n)(a
′)
≈ǫ/5 (Ad V
∗
n ◦Ad v
∗
kn(t)
◦ φ0 ◦ ψ0 ◦ φ0 ◦ AdU
∗
n)(a
′)(6.34)
≈ǫ/5 (Ad Vn ◦ φ0 ◦ AdU
∗
n)(a
′)(6.35)
= φn(a
′)
≈ǫ/5 φ(a
′)
≈ǫ/5 φ(a).(6.36)
At (6.34) we used that a′ ∈ FN1−1 ⊆ Fn−1, so x = Una
′U∗n ∈ Fn (by
construction of Fn), and thus (6.34) follows from (6.22) and the choice of
N .
Similarly, at (6.35) we used (since Una
′U∗n ∈ Fn) that y = φ0(Una
′U∗n) ∈
Gn, so (6.35) follows from (6.24) and the choice of N . This finishes the
proof. 
Proposition 6.6. Let A and B be separable C∗-algebras, and suppose that
φ0 : A→ B and ψ0 : B → A are ∗-homomorphisms such that ψ0◦φ0 ∼asu idA
and φ0 ◦ ψ0 ∼asu idB. Then there exist an isomorphism φ : A
∼=
−→ B, and a
homotopy (φs)s∈[0,1] from φ0 to φ, such that φs ∼aMvN φt for all s, t ∈ [0, 1].
Proof. For convenience, we replace [0, 1] with [0,∞]. Let φ, (Ut)t∈R+ and
(Vt)t∈R+ be given as in Lemma 6.5. Let
(6.37) φt =
{
AdVt ◦ φ0 ◦AdU
∗
t for t ∈ [0,∞),
φ for t =∞.
By Lemma 6.5, this gives a well-defined homotopy from φ0 to φ.
To show φs ∼aMvN φt for all s, t ∈ [0,∞], it is enough to show φ0 ∼aMvN φt
for t ∈ (0,∞].
If t ∈ (0,∞), (en) is an approximate identity in A, and an = φ0(anU
∗
t )Vt,
then
(6.38)
a∗nφ0(−)an = φt(en(−)en)→ φt, anφt(−)a
∗
n = φ0(en(−)en)→ φ0,
point-norm, so φ0 ∼aMvN φt.
If t = ∞, an argument identical to that in the proof of Proposition 6.3,
shows that φ0 and φ are approximately
16 Murray–von Neumann equivalent.

Question 6.7. Is it possible to pick an isomorphism φ in Proposition 6.6,
such that φ and φ0 are asymptotically Murray–von Neumann equivalent?
16Not asymptotically, since the maps t 7→ Ut and t 7→ Vt are not necessarily continuous.
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Remark 6.8. Note that in Proposition 6.6, one does not get that ψ0 is
homotopic to φ−1. However, one does get that AdU1 ◦ ψ0 is homotopic
to φ−1. So if one can choose a path of unitaries (ut)t∈R+ in M(A) which
implements ψ0 ◦ φ0 ∼asu idA and which satisfies u0 = 1M(A), then ψ0 and
φ−1 are also homotopic.
Remark 6.9. As observed in [Gab18a, Remark 3.14], if one lets φ : O2 →
O2 ⊗ K and ψ : O2 ⊗ K → O2 be embeddings, then ψ ◦ φ ∼asMvN idO2 and
φ ◦ ψ ∼asMvN idO2⊗K. Thus, asymptotic (and approximate) Murray–von
Neumann equivalence is not strong enough of an equivalence relation to get
classification up to isomorphism. However, by [Gab18a, Corollary 3.13], one
does obtain classification up to stable isomorphism.
7. A unitary path and some key lemmas
This section is dedicated to showing that there is unitary path in the
unitisation (O2 ⊗ K)
∼ with some very desirable properties. Constructing
this path is very elementary and it is the new key ingredient in proving the
main theorems of this paper. The only properties of O2 that are used are
thatM3(O2) ∼= O2, that any two non-trivial projections
17 in O2 are unitarily
equivalent, and that the unitary group of O2 is path-connected.
Lemma 7.1. There exists a continuous path of unitaries (ut)t∈R+ in (O2⊗
K)∼ with u0 = 1, such that the following hold:
(a) (u∗t (1⊗ e1,1)ut)t∈R+ is a continuous (not necessarily increasing) ap-
proximate identity of projections for O2 ⊗K;
(b) for any x ∈ O2⊗K, utx converges in norm to an element in O2⊗K
as t→∞.
Proof. We construct unitary paths vn,t for n ∈ N0, t ∈ [n, n + 1] with
vn,n = 1, and let ut = unvn,t for t ∈ [n, n + 1] (defined recursively). In
particular, u0 = v0,0 = 1.
Recall the following facts about O2, which may be obtained using results
from [Cun81]: whenever p, q ∈ O2 are projections such that 0 < p, q < 1,
then p and q are Murray–von Neumann equivalent, and 1− p and 1− q are
Murray–von Neumann equivalent. Thus there is a unitary u ∈ O2, such that
u∗pu = q. Moreover, as the unitary group of O2 is connected we may pick
a continuous path [0, 1] ∋ t 7→ rt ∈ O2 of unitaries with r0 = 1 and r1 = u.
Fix n ∈ N0. As
(7.1)
(
n+3∑
k=n+1
1O2 ⊗ ek,k
)
(O2 ⊗K)
(
n+3∑
k=n+1
1O2 ⊗ ek,k
)
∼=M3(O2) ∼= O2,
17By non-trivial, I mean that they are non-zero and not the unit.
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we may find a norm continuous path [n, n + 1] ∋ t 7→ rn,t ∈ O2 ⊗ K, such
that
(7.2) rn,n = r
∗
n,trn,t = rn,tr
∗
n,t =
n+3∑
k=n+1
1O2 ⊗ ek,k, for all t ∈ [n, n+ 1],
and such that
(7.3) r∗n,n+1(1O2 ⊗ en+1,n+1)rn,n+1 = 1O2 ⊗ (en+1,n+1 + en+2,n+2).
Let vn,t = rt +
(
1(O2⊗K)∼ −
∑n+3
k=n+1 1O2 ⊗ ek,k
)
for t ∈ [n, n + 1]. Clearly
vn,t is a unitary for each n ∈ N0, t ∈ [n, n+ 1] and vn,n = 1. Thus
(7.4) ut := unvn,t = v0,1v1,2 · · · vn−1,nvn,t
for t ∈ [n, n+1] defines a continuous path of unitaries (ut)t∈R+ in (O2⊗K)
∼.
An easy induction argument shows that u∗n(1 ⊗ e1,1)un =
∑n+1
k=1 1 ⊗ ek,k
for n ∈ N0. This is obvious for n = 0, and by induction
u∗n(1⊗ e1,1)un = v
∗
n−1,nu
∗
n−1(1⊗ e1,1)un−1vn−1,n
= v∗n−1,n
(
n∑
k=1
1⊗ ek,k
)
vn−1,n
=
n−1∑
k=1
1⊗ ek,k + r
∗
n−1,n(1 ⊗ en,n)rn−1,n
(7.3)
=
n+1∑
k=1
1⊗ ek,k.(7.5)
We prove (a) and (b).
(a): Clearly each u∗t (1⊗ e1,1)ut is a projection. For t ∈ [n, n+ 1] one has
u∗t (1⊗ e1,1)ut = v
∗
n,tu
∗
n(1⊗ e1,1)unvn,t
(7.5)
= v∗n,t
(
n+1∑
k=1
1⊗ ek,k
)
vn,t
=
n∑
k=1
1⊗ ek,k + r
∗
n,t(1⊗ en+1,n+1)rn,t
≥
n∑
k=1
1⊗ ek,k.(7.6)
This implies that u∗t (1⊗ e1,1)ut is a not necessarily increasing approximate
identity.
(b): Let x ∈ O2⊗K, and fix ǫ > 0. Pick n ∈ N and x0 ∈ O2⊗Mn ⊆ O2⊗K
such that ‖x − x0‖ < ǫ/2. For any t ≥ n we have v⌊t⌋,tx0 = x0, and also,
vn+j,n+j+1x0 = x0 for any j ≥ 0, so
(7.7) utx0 = v0,1 . . . vn−1,nvn,n+1 . . . v⌊t⌋,tx0 = v0,1 . . . vn−1,nx0
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is constant for t ≥ n. Hence for s, t ≥ n we get
(7.8) ‖usx− utx‖ < ‖usx0 − utx0‖+ ǫ = ǫ,
and therefore (utx)t∈R+ converges to some element. 
As apposed to being an approximate identity in a C∗-algebra it is conve-
nient to consider nets of multipliers which act as approximate identities.
More precisely, let D be a C∗-algebra. A net (eλ)λ∈Λ of positive con-
tractions in M(D) is said to act as an approximate identity (on D) if
limλ ‖eλd− d‖ = 0 for all d ∈ D. The net is not assumed to be increasing.
Corollary 7.2. Let B be a C∗-algebra such that there is a unital embedding
ι : O2 →֒ M(B) and let ι : (O2 ⊗ K)
∼ →֒ M(B ⊗ K) be the induced unital
embedding. There is a continuous path of unitaries (vt)t∈R+ in ι((O2⊗K)
∼)
with v0 = 1, such that the following hold:
(a) (v∗t (1M(B) ⊗ e1,1)vt)t∈R+ acts as an approximate identity on B ⊗K;
(b) vtbv
∗
t converges in norm to an element in B ⊗K as t→∞, for any
b ∈ B ⊗K.
Proof. Let (ut)t∈R+ be a unitary path as in Lemma 7.1, and let vt := ι(ut).
Clearly t 7→ vt is continuous and v0 = 1, so only (a) and (b) remains to be
checked. Since ι(O2)⊗K is a non-degenerate C
∗-subalgebra of M(B)⊗K,
part (a) easily follows.
For (b), it suffices to check the condition for b = b′ ⊗ yz with b′ ∈ B and
y, z ∈ K. Then
(7.9) b = ι(1⊗ y)(b⊗ 1)ι(1⊗ z),
so vtι(1⊗y) = ι(ut(1⊗y)) converges in norm to an element y
′ ∈ ι(O2⊗K) ⊆
M(B)⊗K, and similarly ι(1⊗z)v∗t converges to z
′ ∈ M(B)⊗K. Thus vtbv
∗
t
converges in norm to y′(b′ ⊗ 1)z′ ∈ B ⊗K. 
The following is the key lemma for lifting a KK-element (even in the
ideal-related setting) to a ∗-homomorphism. Note that if φ, θ : A → B are
∗-homomorphisms, then φ(−)⊗ e1,1 + θ(−)⊗ (1− e1,1) : A→M(B ⊗K) is
the diagonal ∗-homomorphism φ⊕ θ ⊕ θ ⊕ · · · , see Remark 5.2.
Lemma 7.3 (Key lemma for existence). Let A and B be C∗-algebras, let
θ : A→ B be a ∗-homomorphism, and suppose that there is a unital embed-
ding O2 →֒ M(B) ∩ θ(A)
′. Let θ∞ = θ ⊗ 1M(K) : A → M(B ⊗ K). Then
there is a norm-continuous path (vt)t∈R+ of unitaries in M(B⊗K)∩θ∞(A)
′
with v0 = 1, which has the following property:
Suppose that ψ : A→M(B ⊗K) is a ∗-homomorphism such that ψ(a)−
θ∞(a) ∈ B⊗K for all a ∈ A. Then there exists a ∗-homomorphism φ : A→
B such that vtψ(−)v
∗
t converges point-norm to the ∗-homomorphism
(7.10) φ⊗ e1,1 + θ ⊗ (1M(K) − e1,1) : A→M(B ⊗K).
46 JAMES GABE
Proof. Fix a unital embedding ι : O2 →֒ M(B) ∩ θ(A)
′ and let ι : (O2 ⊗
K)∼ →֒ M(B⊗K) be the induced unital ∗-homomorphism. Let (vt)t∈R+ be
a unitary path in ι((O2 ⊗ K)
∼) as in Corollary 7.2. As θ∞ = θ ⊗ 1M(K), it
easily follows that
(7.11) ι((O2 ⊗K)
∼) ⊆M(B ⊗K) ∩ θ∞(A)
′.
For any a ∈ A we get that
(7.12)
vtψ(a)v
∗
t = vt(ψ(a) − θ∞(a))v
∗
t + vtθ∞(a)v
∗
t = vt(ψ(a) − θ∞(a))v
∗
t + θ∞(a)
converges in norm for t→∞ by Corollary 7.2(b). Thus vtψ(−)v
∗
t converges
point-norm to a ∗-homomorphism ψ0 : A→M(B ⊗K). In particular
(7.13) ψ0(a) = lim
t→∞
vtψ(a)v
∗
t = limt→∞
vt(ψ(a) − θ∞(a))v
∗
t + θ∞(a).
For any b ∈ B ⊗K we have
lim
t→∞
‖(1− 1⊗ e1,1)vtbv
∗
t ‖ = lim
t→∞
‖v∗t (1− 1⊗ e1,1)vtb‖
= lim
t→∞
‖b− v∗t (1 ⊗ e1,1)vtb‖
= 0,(7.14)
where the last equality follows from Corollary 7.2(a). Thus
(1− 1⊗ e1,1)ψ0(a)
(7.13)
= lim
t→∞
(1− 1⊗ e1,1)vt(ψ(a) − θ∞)v
∗
t + (1− 1⊗ e1,1)θ∞(a)
= θ(a)⊗ (1− e1,1).(7.15)
By symmetry, we have
(7.16) (1− 1⊗ e1,1)ψ0(a) = θ(a)⊗ (1− e1,1) = ψ0(a)(1 − 1⊗ e1,1).
Hence 1⊗ e1,1 commutes with ψ0(A) so we obtain a ∗-homomorphism
(7.17) φ0 = (1⊗ e1,1)ψ0(−)(1 ⊗ e1,1) : A→M(B)⊗ e1,1.
However, we have
(1⊗ e1,1)ψ0(a)
(7.13)
= lim
t→∞
(1⊗ e1,1)vt(ψ(a) − θ∞(a))v
∗
t + θ(a)⊗ e1,1
∈ B ⊗K,(7.18)
so φ0 factors through B ⊗ e1,1. Let φ : A → B be the corestriction of φ0.
Then
ψ(a) = (1⊗ e1,1)ψ(a) + (1− 1⊗ e1,1)ψ(a)
(7.15)
= φ(a)⊗ e1,1 + θ(a)⊗ (1− e1,1),(7.19)
for all a ∈ A, which finishes the proof. 
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The following will be the key lemma for proving uniqueness results. It
shows how one goes from a stable uniqueness result a la Dadarlat–Eilers
[DE01, Theorems 3.8 and 3.10] to a stable uniqueness results where one
stabilises with a smaller ∗-homomorphism. In the presence of suitable O∞-
stability one even obtains a uniqueness result on the nose.
Although the approximate version, part (b), will not be used in this paper
(as it is long enough as is), I have included part (b) below for future reference
to obtain approximate uniqueness of (not necessarily strongly) O∞-stable
∗-homomorphisms as in Theorems B and F by using (ideal-related) KLnuc
instead of KKnuc.
Lemma 7.4 (Key lemma for uniqueness). Let A and B be C∗-algebras with
A separable, and let φ,ψ, θ : A → B be a ∗-homomorphism. Suppose that
there is a unital embedding ι : O2 →֒ M(B) ∩ θ(A)
′.
(a) If there is a continuous unitary path (wt)t∈R+ in (B⊗K)
∼ such that
(7.20)
lim
t→∞
‖wt(φ(a)⊗e1,1+θ(a)⊗(1−e1,1))w
∗
t −ψ(a)⊗e1,1−θ(a)⊗(1−e1,1)‖ = 0
for all a ∈ A, then φ⊕θ ∼asu ψ⊕θ considered as maps A→M2(B).
In addition, if φ and ψ are both strongly O∞-stable and approxi-
mately dominate θ then φ ∼asMvN ψ.
(b) If there is a sequence of unitaries (wn)n∈N in (B ⊗K)∼ such that
(7.21)
lim
n→∞
‖wn(φ(a)⊗e1,1+θ(a)⊗(1−e1,1))w
∗
n−ψ(a)⊗e1,1−θ(a)⊗(1−e1,1)‖ = 0
for all a ∈ A, then φ⊕ θ ∼au ψ⊕ θ considered as maps A→M2(B).
In addition, if φ and ψ are both O∞-stable and approximately
dominate θ then φ ∼aMvN ψ.
Proof. We will only prove part (a) as part (b) is basically identical.
Let K1 := (1M(K)−e1,1)K(1M(K)−e1,1) which is isomorphic to K. In par-
ticular, 1M(K1) = 1M(K)−e1,1. Let ι : (O2⊗K1)
∼ →M(B⊗K1) ⊆M(B⊗K)
be the ∗-homomorphism induced by ι. Let (ut)t∈R+ be a continuous unitary
path in (O2 ⊗ K1)
∼ satisfying (a) and (b) of Lemma 7.1 (with e2,2 in place
of e1,1), and let vt := 1M(B) ⊗ e1,1 + ι(ut) be the induced unitary path in
M(B ⊗K).
Note that
(1M(B) ⊗ e1,1)(b⊗ e1,1 + θ(a)⊗ 1M(K1))
= b⊗ e1,1
= (b⊗ e1,1 + θ(a)⊗ 1M(K1))(1M(B) ⊗ e1,1)(7.22)
for all a ∈ A and b ∈ B. Clearly ι(ut) commutes with θ(A) ⊗ 1M(K1), and
ι(ut) annihilates B ⊗ e1,1.
As ι(O2⊗K1) = ι(O2)⊗K1 ⊆M(B)⊗K1 is a non-degenerate C
∗-algebra,
follows from property (a) of Lemma 7.1, that ι(ut(1O2 ⊗ e2,2)u
∗
t ) acts as an
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approximate identity on the corner B ⊗K1 of B ⊗K. To ease notation, let
p2 := 1M(B) ⊗ (e1,1 + e2,2) ∈ M(B ⊗K). Then
(7.23) vtp2v
∗
t = 1M(B) ⊗ e1,1 + ι(ut(1O2 ⊗ e2,2)u
∗
t )
acts as an approximate identity on B ⊗ K. Thus, as wt ∈ (B ⊗ K)
∼ is
continuous we may assume (by possibly reparametrising vt) that
(7.24) lim
t→∞
‖[vtp2v
∗
t , wt]‖ = 0.
Let v and w inM(B⊗K)as be the elements induced by (vt)t∈R+ and (wt)t∈R+
respectively. To see that φ⊕θ ∼asu ψ⊕θ it suffices to find a partial isometry
V in M(B ⊗K)as such that V V
∗ = V ∗V = p2, and
(7.25) V (φ(a)⊗ e1,1 + θ(a)⊗ e2,2)V
∗ = ψ(a)⊗ e1,1 + θ(a)⊗ e2,2
for all a ∈ A. We will check that
(7.26) V := p2v
∗wvp2 ∈ M(B ⊗K)as
does the trick. As v and w are unitaries, we get
(7.27) V V ∗ = p2v
∗wvp2v
∗w∗vp2
(7.24)
= p2v
∗ww∗vp2 = p2,
and similarly V ∗V = p2. For any a ∈ A we have
V (φ(a) ⊗ e1,1 + θ(a)⊗ e2,2)V
∗
= p2v
∗wvp2(φ(a)⊗ e1,1 + θ(a)⊗ e2,2)p2v
∗w∗vp2
= p2v
∗wv(φ(a) ⊗ e1,1 + θ(a)⊗ 1M(K1))p2v
∗w∗vp2
(∗)
= p2v
∗w(φ(a) ⊗ e1,1 + θ(a)⊗ 1M(K1))vp2v
∗w∗vp2
(7.24)
= p2v
∗w(φ(a) ⊗ e1,1 + θ(a)⊗ 1M(K1))w
∗vp2
(7.20)
= p2v
∗(ψ(a) ⊗ e1,1 + θ(a)⊗ 1M(K1))vp2
(∗)
= p2(ψ(a) ⊗ e1,1 + θ(a)⊗ 1M(K1))p2
= ψ(a)⊗ e1,1 + θ(a)⊗ e2,2.(7.28)
At the equations labeled with (∗), it was used that v commutes with b ⊗
e1,1+θ(a)⊗1M(K1), as was shown earlier in the proof. Thus φ⊕θ ∼asu ψ⊕θ.
For the “in addition” part, note that the existence of a unital embedding
O2 →M(B)∩θ(A)
′ implies that θ is stronglyO2-stable. Therefore φ ∼asMvN
ψ by combining Propositions 4.10 and 2.8. 
8. The Kirchberg–Phillips Theorem
This section contains the proofs of Theorems A, B, and C. Note that
Theorem D – classification of Kirchberg algebras satisfying the UCT – is an
easy corollary of Theorem C as explained in the introduction, so I consider
the proof of Theorem D as complete.
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8.1. KK-preliminaries. For the construction of groupsKK(A,B) by Kas-
parov and Skandalis’ variation KKnuc(A,B) the reader is referred to [Bla98]
and [Ska88] respectively. The constructions can also be obtained from Sec-
tion 12 as a special case. Two pictures of KKnuc will be emphasised: the
Fredholm picture and the Cuntz pair picture. For this, fix a separable C∗-
algebra A, and a σ-unital C∗-algebra B. All Hilbert modules E are assumed
to be right modules and countably generated.
For Hilbert modules E,F , let B(E,F ) be the space of adjointable opera-
tors E → F , and let K(E,F ) be the closed linear span of rank one operators
E → F . I will refer to K(E,F ) as the “compacts”.18
Remark 8.1 (The Fredholm picture). If E is a Hilbert B-module, then a ∗-
homomorphism ψ : A→ B(E) is called weakly nuclear if 〈ξ, ψ(−)ξ〉E : A→
B is a nuclear map for any ξ ∈ E. In the case E = B, one has B(E) =M(B)
and so this definition agrees with Definition 5.10.
A triple (ψ0, ψ1, v) is called a weakly nuclear cycle if ψi : A → B(Ei)
are weakly nuclear ∗-homomorphisms with Ei Hilbert B-modules, and v ∈
B(E0, E1) satisfies that
(8.1) vψ0(a)− ψ1(a)v, ψ0(a)(v
∗v − 1), ψ1(a)(vv
∗ − 1),
are “compact” for all a ∈ A. If these are all zero for every a ∈ A then
(ψ0, ψ1, v) is called degenerate. One may add two weakly nuclear cycles by
taking their direct sum in the obvious way.
If (ψ0, ψ1, v) is a weakly nuclear cycle and u ∈ B(E
′
0, E0) is a unitary, then
(Adu ◦ ψ0, ψ1, vu) is a weakly nuclear cycle, and the two cycles (ψ0, ψ1, v)
and (Adu ◦ ψ0, ψ1, vu) are said to be unitarily equivalent. Similarly, one
defines unitary equivalence for a unitary u ∈ B(E1, E
′
1).
Say that two weakly nuclear cycles (ψ0, ψ1, v0) and (ψ0, ψ1, v1) are oper-
ator homotopic if there is a continuous path (vs)s∈[0,1] from v0 to v1 such
that each (ψ0, ψ1, vs) is weakly nuclear cycle.
ThenKKnuc(A,B) is (canonically isomorphic to) the set of weakly nuclear
cycles modulo the equivalence relation generated by unitary equivalence,
addition of degenerate weakly nuclear cycles, and operator homotopy.
One may construct KK(A,B) in the exact same way by removing the
words “weakly nuclear” everywhere. Hence it obviously follows that there
is a canonical homomorphism
(8.2) KKnuc(A,B)→ KK(A,B),
and that this is an isomorphism if either A or B is nuclear (as any cycle will
automatically be weakly nuclear).19
18I write “compacts” instead of compacts to emphasise that “compact” operators are not
actually compact in the usual sense.
19It is a somewhat common misconception that KKnuc(A,B)→ KK(A,B) is injective, or
equivalently, that KKnuc(A,B) is the subgroup of KK(A,B) generated by weakly nuclear
cycles. Though I know of no example where this is not true, there is a priori no reason to
believe that this is the case.
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Remark 8.2 (The Cuntz pair picture). A pair (ψ0, ψ1) of ∗-homomorphism
A→M(B⊗K) is called a Cuntz pair if ψ0(a)−ψ1(a) ∈ B⊗K for all a ∈ A.
A Cuntz pair (ψ0, ψ1) is called weakly nuclear if ψ0 and ψ1 are both weakly
nuclear.20 Say that two weakly nuclear Cuntz pairs (φ0, φ1) and (ψ0, ψ1) are
homotopic if there is a family (η
(s)
0 , η
(s)
1 )s∈[0,1] of weakly nuclear Cuntz pairs
such that
(8.3) (η
(0)
0 , η
(0)
1 ) = (φ0, φ1), (η
(1)
0 , η
(1)
1 ) = (ψ0, ψ1),
the map [0, 1] ∋ s 7→ η
(s)
i (a) is strictly continuous for i = 0, 1 and a ∈ A,
and [0, 1] ∋ s 7→ η
(s)
0 (a)− η
(s)
1 (a) is norm-continuous for any a ∈ A.
One can form sums of weakly nuclear Cuntz pairs by
(8.4) (φ0, φ1)⊕s1,s2 (ψ0, ψ1) = (φ0 ⊕s1,s2 ψ0, φ1 ⊕s1,s2 ψ1),
where s1, s2 ∈ M(B⊗K) are O2-isometries. As any two Cuntz sums are uni-
tarily equivalent, and as the unitary group of M(B⊗K) is path-connected,
sums of weakly nuclear Cuntz pairs are unique up to homotopy.
The map (ψ0, ψ1) 7→ (ψ0, ψ1, 1) induces an isomorphism of homotopy
classes of weakly nuclear Cuntz pairs and KKnuc(A,B) (in the Fredholm
picture).
A nuclear ∗-homomorphism φ : A→ B⊗K induces an element KKnuc(φ)
in KKnuc(A,B) via the weakly nuclear Cuntz pair (φ, 0). If ψ : A→ B ⊗K
is another nuclear ∗-homomorphism then the Cuntz pair (φ,ψ) induces the
element KKnuc(φ)−KKnuc(ψ).
Finally, suppose θ : A → B ⊗ K is a nuclear ∗-homomorphism such that
there exist O2-isometries s1, s2 ∈ M(B ⊗ K) ∩ θ(A)
′. Then KKnuc(θ) +
KKnuc(θ) is represented by the weakly nuclear Cuntz pair
(8.5)
(θ, 0)⊕s1,s2 (θ, 0) = (s1θ(−)s
∗
1+s2θ(−)s
∗
2, 0) = ((s1s
∗
1+s2s
∗
2)θ(−), 0) = (θ, 0).
Hence KKnuc(θ)+KKnuc(θ) = KKnuc(θ) which implies that KKnuc(θ) = 0
since KKnuc(A,B) is a group.
Remark 8.3 (The Kasparov product). For separable C∗-algebras A,B and
C there is a canonical homomorphism
(8.6) ◦ : KK(B,C)⊗KK(A,B)→ KK(A,C)
called the Kasparov product which satisfies
(8.7) KK(ψ) ◦KK(φ) = KK(ψ ◦ φ)
20Note that this is the case exactly when (ψ0, ψ1, 1) is a weakly nuclear cycle. To make
sense of this, use the Hilbert B-modules E0 = E1 = ℓ
2(N)⊗B.
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whenever φ : A → B and ψ : B → C are ∗-homomorphisms.21 Similarly,
there are Kasparov products
◦ : KKnuc(B,C)⊗KK(A,B) → KKnuc(A,C),(8.8)
◦ : KK(B,C)⊗KKnuc(A,B) → KKnuc(A,C),(8.9)
which are also well-behaved with respect to composition of morphisms when
one is nuclear. Unfortunately, there is (at least to my knowledge) no way of
describing the Kasparov product using either the Fredholm picture or the
Cuntz pair picture. The reader is referred to [Bla98] and [Ska88] for details.
Alternatively, everything will be reproved in a much more general setting in
Section 12.
The following elementary lemma will be used.
Lemma 8.4. Let A be a separable C∗-algebra, let B be a σ-unital C∗-algebra,
and let φ,ψ : A → B be nuclear ∗-homomorphisms. If φ ∼asMvN ψ then
KKnuc(φ) = KKnuc(ψ).
Proof. As the corner inclusion idB⊕0: B →M2(B) induces an isomorphism
KKnuc(A,B) ∼= KKnuc(A,M2(B)), it is enough to show that KKnuc(φ ⊕
0) = KKnuc(ψ⊕ 0). By Proposition 2.8, φ⊕ 0 and ψ⊕ 0 are asymptotically
unitarily equvalent, say by a unitary path (us)s∈[0,1) ∈ M(M2(B)). Letting
ηs := Adus ◦ (φ⊕ 0) for s ∈ [0, 1), and η1 = ψ ⊕ 0, one obtains a point-wise
nuclear homotopy from Adu0 ◦ (φ⊕ 0) to ψ ⊕ 0, and thus KKnuc(φ⊕ 0) =
KKnuc(Ad u0 ◦ (φ⊕ 0)) = KKnuc(ψ ⊕ 0). 
8.2. Proofs of Theorems A, B and C. Before proving the main results,
a few lemmas will be required. The first uses Kirchberg’s celebrated O2-
embedding theorem, see [Kir95a] or [KP00].
Lemma 8.5. Let A be a separable, exact C∗-algebra, and let B be a σ-
unital C∗-algebra which contains a full, properly infinite projection. Then B
contains a σ-unital, stable, full, hereditary C∗-subalgebra, and there exists
full, nuclear ∗-homomorphism θ : A → B ⊗ K such that O2 embeds unitally
in M(B ⊗K) ∩ θ(A)′.
Proof. As B contains a full, properly infinite projection, there is a full em-
bedding O2 →֒ B. Let η denote the composition
(8.10) O2 ⊗O2 ⊗K →֒ O2 →֒ B
for some embedding O2 ⊗O2 ⊗K →֒ O2 which exists by the O2-embedding
theorem [KP00]. Let B0 denote the hereditary C
∗-subalgebra of B generated
by the image of η. Clearly B0 is a σ-unital, full, hereditary C
∗-subalgebra,
21It is somewhat unconventional to denote the Kasparov product by the symbol ◦, al-
though it appears like this in [Bla98, Section 18.1]. Often one uses × to denote the Kas-
parov product, in which case the product is usually reversed, so that KK(φ)×KK(ψ) =
KK(ψ ◦ φ). I write the Kasparov product ◦ in the same order as one composes maps.
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and it is also stable (see e.g. [HR98, Proposition 4.4]), completing the first
part of the proof.
Brown’s stable isomorphism theorem [Bro77] implies that B0 ∼= B ⊗ K.
So we may replace B ⊗K with B0. Let θ denote the composition
(8.11) A
j
−→ O2
1O2⊗idO2⊗e1,1−−−−−−−−−−→ O2 ⊗O2 ⊗K
η
−→ B0,
where j : A →֒ O2 is an embedding, whose existence again uses the O2-
embedding theorem. Clearly θ is full and nuclear. The composition
(8.12) O2
idO2⊗1M(O2⊗K)−−−−−−−−−−→M(O2 ⊗O2 ⊗K)
M(η)
−−−→M(B0)
gives a unital embedding of O2 in M(B0) ∩ θ(A)
′. 
Lemma 8.6. Let A be a separable C∗-algebra, let B be a σ-unital C∗-algebra,
and let Θ: A →M(B ⊗ K) be a weakly nuclear, nuclearly absorbing repre-
sentation. Then any element x ∈ KKnuc(A,B) is represented by a weakly
nuclear Cuntz pair of the form (ψ,Θ).
Proof. The proof is a chain of standard reductions.
Represent x by a weakly nuclear Cuntz pair (ψ0, ψ1). Then the weakly
nuclear cycle (ψ0, ψ1, 1) represents x. Let Ψ
′ = ψ0 ⊕ ψ1 ⊕ ψ0 ⊕ ψ1 ⊕ . . .
which is weakly nuclear. Then (ψ0 ⊕ Ψ
′, ψ1 ⊕ Ψ
′, 1 ⊕ 1) also represents x,
as (Ψ′,Ψ′, 1) is degenerate. Let w be a unitary which permutes the direct
summands, so that Adw◦ψ0⊕Ψ
′ = ψ1⊕Ψ
′. As (ψ0⊕Ψ
′, ψ1⊕Ψ
′, 1⊕1) and
(ψ1 ⊕ Ψ
′, ψ1 ⊕ Ψ
′, w) are unitarily equivalent, the latter represents x. Let
Ψ′′ = ψ1⊕Ψ
′, so that (Ψ′′,Ψ′′, w) represents x. Thus (Ψ′′⊕Θ,Ψ′′⊕Θ, w⊕1)
also represents x.
As Θ is weakly nuclear and nuclearly absorbing we may find a unitary
u such that Adu ◦ (Ψ′′ ⊕ Θ)(a) − Θ(a) is “compact” for all a ∈ A. Let
Ψ = Adu ◦ (Ψ′′ ⊕Θ) and v = u∗(w⊕ 1)u. Note that v is a unitary. Clearly
(Ψ,Ψ, v) and (Ψ′′⊕Θ,Ψ′′⊕Θ, w⊕ 1) are unitarily equivalent, so the former
represents x.
Clearly (Ψ ⊕ Θ,Ψ ⊕ Θ, v ⊕ 1) represents x, since (Θ,Θ, 1) is degenerate.
Let (Rt)t∈[0,1] be the usual path of 2 × 2 unitary rotation matrices. As Ψ
and Θ agree modulo the “compacts”, (Ψ⊕Θ)(a) is of the form (Θ⊕Θ)(a)
modulo the “compacts”. As Rt has scalar entries, it follows that Rt and
(Ψ ⊕ Θ)(a) commute modulo the “compacts”. It follows that (Ψ ⊕ Θ,Ψ ⊕
Θ, R∗t (v ⊕ 1)Rt) defines an operator homotopy from (Ψ ⊕ Θ,Ψ ⊕ Θ, v ⊕ 1)
to (Ψ ⊕ Θ,Ψ ⊕ Θ, 1 ⊕ v) = (Ψ,Ψ, 1) ⊕ (Θ,Θ, v), so the latter represents x.
As (Ψ,Ψ, 1) is degenerate it follows that (Θ,Θ, v) represents x.
Finally, let ψ = Ad v ◦ Θ, which is a weakly nuclear ∗-homomorphism
since v is a unitary. Then (Θ,Θ, v) and (ψ,Θ, 1) are unitarily equivalent, so
x is represented by the weakly nuclear Cuntz pair (ψ,Θ). 
With these ingredients, the proof of Theorem A – the main existence part
in the Kirchberg–Phillips classification theorem – is ready to be handled.
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Proof of Theorem A. As B contains a full, properly infinite projection, there
is a σ-unital, stable, full, hereditary C∗-subalgebra B0 ⊆ B by Lemma 8.5.
As the inclusion ι : B0 →֒ B induces an isomorphism
(8.13) ι∗ : KKnuc(A,B0)
∼=
−→ KKnuc(A,B),
there is a unique y ∈ KKnuc(A,B0) such that ι∗(y) = x. Hence we may
assume that B is stable.
By Lemma 8.5, there is a full, nuclear ∗-homomorphism θ : A → B such
that O2 embeds unitally in M(B)∩ θ(A)
′. Let s1, s2, · · · ∈ M(B) be isome-
tries with mutually orthogonal range projections such that
∑∞
k=1 sks
∗
k = 1.
By Theorem 5.14, the infinite repeat θ∞ =
∑∞
k=1 skθ(−)s
∗
k is weakly nu-
clear and nuclearly absorbing. By Lemma 8.6, x ∈ KKnuc(A,B) is repre-
sented by a weakly nuclear Cuntz pair of the form (ψ, θ∞). Let (ut)t∈[0,1)
be a unitary path in M(B) ∩ θ∞(A)
′ as given by Lemma 7.3,22 and let
φ : A → B be the ∗-homomorphism such that utψ(−)u
∗
t converges point-
norm to φ0 := s1φ(−)s
∗
1 +
∑∞
k=2 skθ(−)s
∗
k. As φ0 is weakly nuclear it fol-
lows that φ = s∗1φ0(−)s1 is weakly nuclear and thus nuclear since it takes
values in B (as opposed to M(B)). As B is stable and 1M(B) − s1s
∗
1 ≥
s2s
∗
2, 1 − s1s
∗
1 is properly infinite and full in M(B), so fix an isometry
s0 ∈ M(B) with s0s
∗
0 = 1 − s1s
∗
1 so that s1, s0 are O2-isometries. Define
θ0 :=
∑∞
k=2 s
∗
0skθ(−)s
∗
ks0 (which is also an infinite repeat of θ). Then φ0
can be expressed as the Cuntz sum φ⊕s1,s0 θ0 and similarly θ∞ = θ⊕s1,s0 θ0.
We obtain a homotopy of weakly nuclear Cuntz pairs, from (ψ, θ∞) to
(φ0, θ∞) = (φ, θ)⊕s1,s0 (θ0, θ0), given by
(8.14) (Ad ut ◦ ψ,Ad ut ◦ θ∞) = (Adut ◦ ψ, θ∞)
for t ∈ (0, 1). Thus x is represented by (φ, θ) ⊕s1,s0 (θ0, θ0). As (θ0, θ0) is
degenerate, x is represented by (φ, θ). Hence x = KKnuc(φ)−KKnuc(θ). As
O2 embeds unitally inM(B)∩θ(A)
′ it follows thatKKnuc(θ) = 0. Therefore
x = KKnuc(φ). Note that any Cuntz sum φ ⊕s1,s0 θ is a full, nuclear ∗-
homomorphism. Since θ is full and φ is nuclear, θ approximately dominates
φ by Proposition 3.12. As θ is strongly O∞-stable by Proposition 4.5, as
it factors through O2, it follows from Proposition 4.10(a) that φ ⊕s1,s0 θ is
strongly O∞-stable. Replacing φ with φ⊕s1,s0 θ we thus have a full, nuclear,
strongly O∞-stable ∗-homomorphism, such that KKnuc(φ) = x.
It remains to prove the “moreover” part, so from now on we assume that
A and B are unital.
“Only if”: For any unital C∗-algebra C the element [1C ]0 ∈ K0(C) =
KK(C, C) is induced by the unique unital ∗-homomorphism ηC : C → C.
Hence if φ : A→ B is unital and KKnuc(φ) = x then
(8.15)
Γ0(x)([1A]0) = KKnuc(φ)◦KK(ηA) = KKnuc(φ◦ηA) = KKnuc(ηB) = [1B ]0.
22As in Remark 5.2, we use that Ω: B⊗K → B given on elementary tensors by b⊗ ei,j =
sibs
∗
j (once extended to multiplier algebras) maps θ ⊗ 1M(K) to θ∞, and φ(a) ⊗ e1,1 +
θ(a)⊗ (1M(K) − e1,1) to s1φ(a)s
∗
1 +
∑∞
k=2 skθ(a)s
∗
k.
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“If”: By the not necessarily unital version of the theorem we may find a
full, nuclear, strongly O∞-stable ∗-homomorphism φ0 : A → B such that
KKnuc(φ0) = x. The strong O∞-stability of φ0 implies that φ0(1A) is a
properly infinite projection, see Remark 4.7. As [φ0(1A)]0 = Γ0(x)([1A]0) =
[1B ]0 and as both φ0(1A) and 1B are properly infinite,
23 full projections, it
follows from a result of Cuntz [Cun81] that φ0(1A) and 1B are Murray–von
Neumann equivalent. So we may pick v ∈ B an isometry such that vv∗ =
φ0(1A) and define φ := v
∗φ0(−)v : A→ B. Then φ is a full, nuclear, unital,
strongly O∞-stable ∗-homomorphism, and as we clearly have vφ(−)v
∗ = φ0
it follows that φ ∼asMvN φ0 (implemented by the constant path v). Hence
by Lemma 8.4
(8.16) KKnuc(φ) = KKnuc(φ0) = x.
In the proof of Theorem B presented below, the following stable unique-
ness theorem of Dadarlat and Eilers [DE01] will be needed.
Theorem 8.7 ([DE01, Theorem 3.10]). Let A be a separable, exact C∗-
algebra, let B be a σ-unital, stable C∗-algebra, let φ,ψ : A→M(B) be weakly
nuclear ∗-homomorphisms for which φ(a) − ψ(a) ∈ B for all a ∈ A, and
suppose that θ : A→ B is a full, nuclear ∗-homomorphism. If [φ,ψ] vanishes
in KKnuc(A,B), then there is a continuous path (ut)t∈R+ of unitaries in the
unitisation B˜ such that
(8.17) lim
t→∞
‖ut(φ⊕s1,s2 θ∞)(a)u
∗
t − (ψ ⊕s1,s2 θ∞)(a)‖ = 0
for all a ∈ A. Here s1, s2 ∈ M(B) are O2-isometries and θ∞ is an infinite
repeat of θ.
Proof of Theorem B. (ii)⇒ (i) follows from Lemma 8.4, and (ii)⇔ (iii) is
Proposition 2.3, where one uses Remark 4.7 to see that B contains a full
projection.
(i) ⇒ (ii): Suppose KKnuc(φ) = KKnuc(ψ). By Proposition 2.8, it
suffices to show that φ⊗e1,1, ψ⊗e1,1 : A→ B⊗K are asymptotically Murray–
von Neumann equivalent, so we may assume without loss of generality that
B is stable. Lemma 8.5 produces a full, nuclear ∗-homomorphism θ : A→ B
such that O2 embeds unitally in M(B) ∩ θ(A)
′. Proposition 3.12 implies
that φ and ψ approximately dominate θ. By Theorem 5.14 it follows that
any infinite repeat of θ is nuclearly absorbing. Thus by Theorem 8.7 and
Lemma 7.4 – the key lemma for uniqueness – it follows that φ ∼asMvN ψ. 
As a consequence of Theorems A and B one obtains the proof of Theorem
C.
Proof of Theorem C. (a): By Theorem A we find full, nuclear, strongly O∞-
stable ∗-homomorphisms φ0 : A→ B and ψ0 : B → A such thatKK(φ0) = x
and KK(ψ0) = x
−1. Note that KK(ψ0 ◦ φ0) = KK(idA) and KK(φ0 ◦
23If B is unital and contains a full, properly infinite projection, then 1B is properly infinite.
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ψ0) = KK(idB). Hence by Theorem B it follows that ψ0 ◦ φ0 ∼asu idA
and φ0 ◦ ψ0 ∼asu idB . By Proposition 6.6
24 it follows that we may pick
an isomorphism φ : A
∼=
−→ B which is homotopic to φ0, and thus KK(φ) =
KK(φ0) = x.
(b): This is proved exactly as above, but by using the unital versions of
Theorems A and B. 
8.3. Kirchberg’s and Phillips’ existence and uniqueness results.
Variations of Theorems A and B are also the key steps in Phillips’ [Phi00]
and Kirchberg’s [Kir94] approaches to classification, see also [Rør02, Theo-
rems 8.2.1 and 8.3.3]. The results presented in this paper are more general
than either approach, as will be explained below.
In Phillips’ approach, the domain A is always separable, nuclear, simple
and unital, and the target is B⊗O∞⊗K for a separable, unital C
∗-algebra
B. In this case, any ∗-homomorphism φ : A→ B⊗O∞⊗K is always nuclear
and strongly O∞-stable, and KK(A,B) = KKnuc(A,B), so Phillips’ main
results are immediate corollaries of Theorems A and B.
Kirchberg’s main results are more technical, as well as more general. His
target A is separable, exact, unital (and usually stabilised, i.e. one considers
A ⊗ K instead), and his targets are B ⊗ K where B is unital and properly
infinite.25 The existence part of Kirchberg’s result says that every element
in KKnuc(A,B) lifts to a nuclear ∗-homomorphism A⊗ K → B ⊗K and is
therefore covered by Theorem A.
For uniqueness, Kirchberg uses unitary homotopy as his equivalence re-
lation on ∗-homomorphisms. Two ∗-homomorphisms φ,ψ : A→ B are uni-
tarily homotopic, written φ ∼uh ψ, if there is a strictly continuous path
(ut)t∈R+ of unitaries in M(B) such that limt→∞ utφ(a)u
∗
t = ψ(a) for all
a ∈ A. Clearly φ ∼asu ψ implies φ ∼uh ψ, and if φ ∼uh ψ is implemented by
(ut)t∈R+ , then Adu0 ◦ φ is homotopic to ψ by a path implemented by uni-
tary conjugation. Hence if φ,ψ are nuclear and φ ∼uh ψ, then KKnuc(φ) =
KKnuc(ψ). In the cases where Theorem B is applicable with stable target,
it therefore follows that φ ∼asu ψ ⇔ φ ∼uh ψ ⇔ KKnuc(φ) = KKnuc(ψ).
Kirchberg shows that nuclear ∗-homomorphisms φ,ψ : A ⊗ K → B ⊗ K
have the sameKKnuc-class exactly when φ⊕θ ∼uh ψ⊕θ, where θ is a suitably
chosen full (necessarily nuclear) ∗-homomorphism factoring through O2. By
Propositions 3.12 and 4.10(a), it follows that φ ⊕ θ and ψ ⊕ θ are nuclear,
strongly O∞-stable, and full, and they have the same KKnuc-classes as φ
and ψ respectively since KKnuc(θ) = 0. Thus Theorem B implies
(8.18)
KKnuc(φ) = KKnuc(ψ) ⇔ φ⊕ θ ∼asu ψ ⊕ θ ⇔ φ⊕ θ ∼uh ψ ⊕ θ.
24Note that an approximate intertwining argument a la Elliott (see [Rør02, Corollary
2.3.4]) implies that there is an isomorphism φ : A
∼=
−→ B satisfying K∗(φ) = K∗(φ) = Γ(x).
However, this isn’t quite good enough since we want KK(φ) = x.
25Kirchberg also assumes that B contains O2 unitally, but this redundant when stabilising
due to Brown’s stable isomorphism theorem [Bro77].
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Kirchberg also shows that if B in addition is simple and purely infinite,
and if φ,ψ : A⊗ K → B ⊗ K are injective, nuclear ∗-homomorphisms, then
KKnuc(φ) = KKnuc(ψ) if and only if φ ∼uh ψ. Simplicity of B and injec-
tivity of the maps imply that they are full. By Corollary 9.8 (proved in the
following section), it follows that φ,ψ are strongly O∞-stable, and hence
this result is also covered by Theorem B.
9. Strongly O∞-stable ∗-homomorphisms
The following section is a slight detour from the main classification theo-
rem of the paper, and is strictly speaking not needed for proving this result.
Corollary 9.8 was used in Subsection 8.3 to show that Theorems A and B are
in fact more general than all the classification results obtained by Kirchberg
in [Kir95a].
In this section, sufficient criteria are given for when an O∞-stable map
is strongly O∞-stable. The main tool is to show that if a map φ is O∞-
stable, and induces a sequential relative commutant which is K1-injective,
then φ is strongly O∞-stable. In particular, a positive solution to the open
problem of whether every properly infinite, unital C∗-algebra isK1-injective,
would imply that every O∞-stable map is strongly O∞-stable. This will be
applied, using a results of Kirchberg and Rørdam from [KR02] to show that
any nuclear ∗-homomorphism into a strongly purely infinite C∗-algebra is
strongly O∞-stable.
First some notation and preliminary observations will be set up. The
thing to keep in mind in the following construction is that [0,∞) can be
constructed by gluing the sequence intervals [n, n + 1] together. This will
be used to write path algebras and their relative commutants as pull-backs
of certain related sequence algebras. Fix a C∗-algebra B, and let IB :=
C([0, 1], B). There are canonical ∗-homomorphisms
(9.1) evN : Bas → B∞, evI : Bas → (IB)∞
induced by f 7→ (f(n))n∈N and f 7→ (fn)n∈N for f ∈ Cb(R+, B) respectively,
where fn ∈ IB is given by fn(s) = f(s+ n) for s ∈ [0, 1]. Similarly, let
(9.2) σ : B∞ → B∞, evs : (IB)∞ → B∞
be induced by the shift map (bn)n∈N 7→ (bn+1)n∈N and the evaluation map
(gn)n∈N 7→ (gn(s))n∈N for s ∈ [0, 1] respectively. Letting SB := C((0, 1), B),
it is easy to see that one obtains the following commutative diagram
(9.3) 0 // (SB)∞
j // Bas
evI

evN // B∞
id⊕σ

// 0
0 // (SB)∞ // (IB)∞
ev0⊕ev1// B∞ ⊕B∞ // 0
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with exact rows, where j is induced by the map jˆ :
∏
N SB → Cb(R+, B)
given by jˆ((fn)n∈N)(t) = fn(t− n) whenever t ∈ [n, n+ 1] for (fn)∈
∏
N SB.
In particular, the right square above is a pull-back square.
For a ∗-homomorphism φ : A→ B, one considers φ(A) as a subalgebra of
Bas, B∞ and (IB)∞ in the usual way.
Lemma 9.1. With notation as above, the diagram (9.3) induces the com-
mutative diagram
(9.4)
0 // (SB)∞∩φ(A)
′
(SB)∞∩Annφ(A)
j // Bas∩φ(A)
′
Ann φ(A)
evI

evN // B∞∩φ(A)
′
Annφ(A)
id⊕σ

// 0
0 // (SB)∞∩φ(A)
′
(SB)∞∩Annφ(A)
// (IB)∞∩φ(A)
′
Ann φ(A)
ev0⊕ev1// B∞∩φ(A)
′
Annφ(A) ⊕
B∞∩φ(A)′
Annφ(A)
// 0
with exact rows. In particular, the right square above is a pull-back square.
Proof. It is obvious that the all maps in (9.3) preserve commutativity with
elements φ(a) for all a ∈ A (as these elements are constant sequences/paths),
and that they map annihilators of φ(A) to annihilators of φ(A). Hence all
maps in (9.4) are well-defined. The only thing not obvious about exactness
of the rows, is that evN and ev0 ⊕ ev1 are surjective. I present a proof that
evN is surjective, the map ev0 ⊕ ev1 is surjective by a similar argument.
Let x ∈ B∞∩φ(A)
′
Annφ(A) be any element. Let (bn)n∈N ∈
∏
NB be a lift of x, and
define f ∈ Cb(R+, B) by interpolation f(t) = (t+1− n)bn + (t− n)bn+1 for
t ∈ [n, n + 1]. As limn→∞ ‖[bn, φ(a)]‖ = 0 for every a ∈ A, it follows that
limt→∞ ‖[f(t), φ(a)]‖ = 0 for every a ∈ A. Hence f induces an element f in
Bas∩φ(A)′
Annφ(A) , and evN(f) = x by construction. 
Recall that a unital C∗-algebra D is K1-injective if whenever u ∈ D is a
unitary with trivial K1-class then u is homotopic to 1D in the unitary group
of D. Using results from [BRR08], one obtains the following.
Proposition 9.2. Let A and B be C∗-algebras with A separable, and let
φ : A → B be an O∞-stable ∗-homomorphism. If the sequential relative
commutant B∞∩φ(A)
′
Annφ(A) is K1-injective, then φ is strongly O∞-stable.
Proof. As observed in Remark 4.2, strong O∞-stability of φ means that the
asymptotic relative commutant Bas∩φ(A)
′
Annφ(A) is properly infinite, so we prove
this. Since the right square of (9.4) is a pull-back square with the map
ev0 ⊕ ev1 surjective, it follows from [BRR08, Proposition 2.7]
26 that a suf-
ficient condition is that B∞∩φ(A)
′
Annφ(A) and
(IB)∞∩φ(A)′
Annφ(A) are properly infinite, and
26To apply [BRR08, Proposition 2.7], one would a priori need the map id ⊕ σ to also
be surjective. However, the proof only needs surjectivity of one of the maps, see [GR19,
Lemma 6.2].
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B∞∩φ(A)′
Annφ(A) ⊕
B∞∩φ(A)′
Annφ(A) is K1-injective. The latter condition is one of our hy-
pothesis (as direct sums ofK1-injective C
∗-algebras are clearlyK1-injective),
and B∞∩φ(A)
′
Annφ(A) is properly infinite by O∞-stability of φ. It is easy to see that
O∞-stability of φ implies that
(IB)∞∩φ(A)′
Annφ(A) is properly infinite. Alternatively,
one can use that it is the sequential relative commutant of the composition
A
φ
−→ B
constant
−−−−−→ IB, and that this composition is O∞-stable by [Gab18a,
Lemma 3.20(i)]. 
Remark 9.3. It is an open problem whether every unital, properly infinite
C∗-algebra is K1-injective. As a ∗-homomorphism φ : A → B is O∞-stable
if and only if the unital C∗-algebra B∞∩φ(A)
′
Annφ(A) is properly infinite, an af-
firmative answer to this open problem would imply that every O∞-stable
∗-homomorphism is strongly O∞-stable.
Following [KR02, Remark 5.10], a C∗-algebra B is strongly purely infinite
if for all b1, b2 ∈ B positive, and ǫ > 0, there are s1, s2 ∈ B such that
(9.5) max
i=1,2
‖s∗i bisi − bi‖ ≤ ǫ, and ‖s
∗
2b
1/2
2 b
1/2
1 s1‖ ≤ ǫ.
The following was essentially proved by Kirchberg and Rørdam in [KR02],
albeit the domain A was assumed to be nuclear and not exact, and it was
essentially how they proved that separable, nuclear, strongly purely infinite
C∗-algebras are O∞-stable. The proposition will be improved in Theorem
9.7 below.
Proposition 9.4 (Kirchberg–Rørdam). Let A be a separable, exact C∗-
algebra, and let B be a strongly purely infinite C∗-algebra. Then every nu-
clear ∗-homomorphism φ : A→ B is O∞-stable.
Proof. The proof will first be carried out assuming that B is also stable. In
particular, O2 embeds unitally into M(B).
Let C0 ⊆ CP(A,B∞) be the set of c.p. maps ρ which are approxi-
mately dominated by φ, and for which C∗(ρ(A)) is commutative. Let
C ⊆ CP(A,B∞) be the set of c.p. maps of the form
(9.6) A ∋ a 7→
n∑
i,j=1
y∗i ρ(x
∗
i axj)yj ∈ B∞
for ρ ∈ C0, n ∈ N, x1, . . . , xn ∈ M(A) and y1, . . . , yn ∈ M(B∞), and let
C denote the point-norm closure of C . By [KR02, Proposition 7.14(i) and
Lemma 7.19], every map in C is approximately 1-dominated by φ.
By [KR02, Lemma 7.16], C is an operator convex cone in the sense of
[KR05, Definition 4.1], and thus C is a point-norm closed operator convex
cone. Note that every map in C0 is nuclear, and thus so is every map of
the form (9.6). In particular, C ⊆ CPnuc(A,B∞). By [KR02, Proposition
7.13], there is for every a ∈ A+ a map ρ ∈ C0 such that φ(a) = ρ(a). A
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minor modification of [KR05, Proposition 4.2],27 see [Gab16, Theorem 2.5],
implies that φ ∈ C .
Let s1, s2 ∈ M(B) be O2-isometries, and φ ⊕s1,s2 φ := s1φ(−)s
∗
1 +
s2φ(−)s
∗
2. Then φ ⊕s1,s2 φ ∈ C by [KR02, Lemma 7.16(i)], and thus
this map is approximately 1-dominated by φ. Hence [KR02, Lemma 7.3]
provides b ∈ B∞ (which we may assume to be a contraction, otherwise
do a standard cutting down argument with an approximate identity in
A), such that b∗φ(−)b = φ(−) ⊕s1,s2 φ(−). Let ti := bsi ∈ B∞. Since
t∗1φ(−)t1 = t
∗
2φ(−)t2 = φ, it follows from Lemma 2.5 that t1, t2 ∈ B∞∩φ(A)
′.
Continuing to apply Lemma 2.5, one obtains
(9.7) t∗i tjφ(a) = t
∗
iφ(a)tj = s
∗
i (s1φ(a)s
∗
1 + s2φ(a)s
∗
2)sj = δi,jφ(a)
for all a ∈ A, and i, j = 1, 2. Hence t1 and t2 induce isometries in
B∞∩φ(A)′
Annφ(A)
with orthogonal range projections, so B∞∩φ(A)
′
Annφ(A) is properly infinite, or equiv-
alently, φ is O∞-stable. This completes the case where B is stable.
Now, if B is not stable, it follows from [KR02, Proposition 5.11] that B⊗K
is strongly purely infinite, and clearly φ⊗e1,1 : A→ B⊗K is nuclear. Hence
φ ⊗ e1,1 is O∞-stable by what was proved above, and thus φ is O∞-stable
by Lemma 2.7(a). 
The following lemma provides a way for concluding nuclearity of ∗-homo-
morphisms out of tensor products when one of the tensors is nuclear.
Lemma 9.5. Let A,B and C be C∗-algebras with C nuclear, and let ψ : A⊗
C → B be a ∗-homomorphism. If (eλ)λ∈Λ is an approximate identity in C,
and if ψ(− ⊗ cλ) : A→ B is nuclear for each λ ∈ Λ, then ψ is nuclear.
Proof. Let ψA : A→ B
∗∗ be a point-ultraweak accumulation point of ψ(−⊗
eλ), and similarly define ψC : C → B
∗∗. Then ψA and ψC are ∗-homo-
morphisms with commuting images and ψA is weakly nuclear as it is a limit
of nuclear maps. By [Gab17, Corollary 2.8], ψ is nuclear. 
Consequently, one obtains the following lemma which seems interesting
in its own right.
Lemma 9.6. Let A be a separable, exact C∗-algebra, let B be a strongly
purely infinite C∗-algebra, and let φ : A→ B be a nuclear ∗-homomorphism.
For every separable, nuclear C∗-subalgebra C ⊆ B∞∩φ(A)
′
Annφ(A) , there exists a
unital embedding
(9.8) O∞ →֒
B∞ ∩ φ(A)
′
Annφ(A)
∩ C ′.
Proof. By replacing C with its minimal unitisation (which is also nuclear),
one may assume that C is a unital C∗-subalgebra of B∞∩φ(A)
′
Annφ(A) . Let ψ : A⊗
27Where one moves the nuclearity assumption of A to assuming that all the maps are
nuclear.
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C → B∞ be the ∗-homomorphism given on elementary tensors by ψ(a⊗c) =
φ(a)c for a ∈ A and c ∈ C, where c ∈ B∞ ∩ φ(A)
′ is a lift of c. As
ψ(− ⊗ 1C) = φ is nuclear, Lemma 9.5 implies that ψ is nuclear. As B∞ is
strongly purely infinite by [KR02, Proposition 5.12], it follows that ψ is O∞-
stable by Proposition 9.4. Hence there exist sequences t
(1)
i , t
(2)
i , · · · ∈ B∞ for
i = 1, 2 such that
(9.9) lim
n→∞
‖[ψ(x), t
(n)
i ]‖ = 0, limn→∞
‖((t
(n)
i )
∗t
(n)
j − δi,j)ψ(x)‖ = 0
for all x ∈ A⊗ C. By a standard diagonal argument for sequence algebras,
one finds t1, t2 ∈ B∞ ∩ ψ(A⊗ C)
′ such that
(9.10) t∗i tjψ(x) = δi,jψ(x), i, j = 1, 2, x ∈ A⊗ C.
Hence t1 and t2 induce isometries in
B∞∩φ(A)′
Annφ(A) ∩C
′ with mutually orthogonal
range projections. Consequently, this C∗-algebra contains a unital copy of
O∞. 
With this, one can improve on Proposition 9.4 as follows.
Theorem 9.7. Let A be a separable, exact C∗-algebra, and let B be a
strongly purely infinite C∗-algebra. Then every nuclear ∗-homomorphism
φ : A→ B is strongly O∞-stable.
Proof. By Propositions 9.2 and 9.4, it suffices to prove that B∞∩φ(A)
′
Annφ(A) is K1-
injective. Let u ∈ B∞∩φ(A)
′
Annφ(A) be a unitary with trivial K1-class. As C
∗(u) is
nuclear Lemma 9.6 provides the existence of a unital copy of O∞ in
B∞∩φ(A)′
Annφ(A)
which commutes with u. By [BRR08, Lemma 2.4(ii)], u is homotopic to 1
in the unitary group of B∞∩φ(A)
′
Annφ(A) . 
Using that simple, purely infinite C∗-algebras are strongly purely infinite
by [KR02, Corollary 6.9], one obtains the following.
Corollary 9.8. Let A be a separable, exact C∗-algebra, and let B be a
simple, purely infinite C∗-algebra. Then every nuclear ∗-homomorphism
φ : A→ B is strongly O∞-stable.
10. Ideals and actions of topological spaces
The rest of this paper is about generalising the Kirchberg–Phillips theo-
rem to the non-simple case. This entails keeping track of the ideal structure
of the C∗-algebras as well as how these interact.
I should emphasise that all the key methods used in the simple case –
in particular, the methods developed in Sections 4 and 7 – are also the key
ingredients in the non-simple case.
The situation in the non-simple case is much more complex than the
simple case and needs a generalised version of KK-theory to work. For
instance, one can construct separable, nuclear, O∞-stable C
∗-algebras A
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and B which both have exactly one non-trivial ideal IA and IB respectively,
such that IA ∼KK IB and A ∼KK B, but for which A and B are not stably
isomorphic. So considering ordinaryKK-theory for all ideals in a systematic
way will not suffice for classification of such C∗-algebras. The generalised
version of KK-theory needed for classification will be studied in the Section
12.
In this section the focus is on how to incorporate the ideal structure
of C∗-algebras in a way that makes non-simple C∗-algebras amenable for
classification.
10.1. Ideal lattices. All ideals are assumed to be two-sided and closed.
Recall that a complete lattice is a partially ordered set in which every
subset has a supremum and an infimum. Note that any complete lattice L
has a largest element supL = inf ∅ and a smallest element inf L = sup ∅.
Definition 10.1. Let L be a complete lattice, and I, J ∈ L. Say that I
is compactly contained in J , written I ⋐ J , if whenever (Iλ) is a family in
L for which J ≤ sup Iλ, then there are finitely many Iλ1 , . . . , Iλn such that
I ≤ sup Iλk .
A map Φ: L → L′ of complete lattices is called a Cu-morphism if it
preserves suprema and compact containment.28
Whenever Φ,Ψ: L → L′ are maps of partially ordered sets, write Φ ≤ Ψ
whenever Φ(I) ≤ Ψ(I) for all I ∈ L.
Recall that the ideal lattice I(A) of a C∗-algebra A – the set of all two-
sided, closed ideals in A – is a complete lattice with suprema and infima of
a non-empty subset S ⊆ I(A) given by
(10.1) supS =
∑
I∈S
I, inf S =
⋂
I∈S
I.
By convention, sup ∅ = 0 and inf ∅ = A in I(A). As I(A) is a complete
lattice, there is a notion of compact containment of ideals in C∗-algebras
which played a major role in [Gab18a].
It is important to consider the ideal lattice as an invariant which is also
defined for maps as in the following definition.
Definition 10.2. For any completely positive map φ : A→ B, let
(10.2) I(φ) : I(A)→ I(B), I(φ)(I) = Bφ(I)B
for I ∈ I(A).
Remark 10.3. It was shown in [Gab18a, Lemma 2.12], that I(φ) always
preserves suprema, and that I(φ) is a Cu-morphism provided φ is a ∗-
homomorphism.
28See [Gab18a, Section 2.2] for motivation for why this name makes sense.
62 JAMES GABE
Remark 10.4. Suppose that φ : A→ B is a ∗-homomorphism. Above one
associates a map I(φ) : I(A)→ I(B) in a covariant way. This was done in
[Gab18a] so that one could make use of compact containment of ideals.
In the work of Kirchberg [Kir00] he instead considers the pre-image map
φ−1 : I(B)→ I(A) which is a contravariant approach.
One can show that these two notions are each others duals in the sense
that there is a natural one-to-one correspondence between Cu-morphisms
I(A) → I(B), and maps I(B) → I(A) which are monotone continuous,
i.e. maps that preserve infima and increasing suprema. This one-to-one
correspondence takes I(φ) to φ−1.
This is because (φ−1,I(φ)) is a Galois connection, see [GHK+03, Section
O-3], i.e. both φ−1 and I(φ) are order preserving, and whenver I ∈ I(A)
and J ∈ I(B) one has
(10.3) I(φ)(I) ⊆ J if and only if I ⊆ φ−1(J).
As the duality is not needed in this paper, I leave it to the reader to
confirm this at her or his own will.29
It was observed [Gab18a, Remark 2.11], that I is not functorial on the
category of C∗-algebras with c.p. maps as morphisms.30 However, this an-
noyance goes away if we restrict our attention to ∗-homomorphisms.31 The
following proposition was proved in [Gab18a], and as it is so fundamental,
it will usually not be mentioned.
Proposition 10.5 (Cf. [Gab18a] Proposition 2.15). I is a covariant functor
from the category of C∗-algebras with ∗-homomorphisms to the category of
complete lattices with Cu-morphisms.
A special case of Definition 10.1 says that for c.p. maps φ,ψ : A→ B we
write I(φ) ≤ I(ψ) if I(φ)(I) ⊆ I(ψ)(I) for all I ∈ I(A).
Theorem 10.6 ([Gab18a, Theorem 3.3]). Let A and B be C∗-algebras with
A exact, and let φ, ρ : A → B be nuclear maps with φ a ∗-homomorphism.
The following are equivalent:
(i) φ approximately dominates ρ (see Definition 3.1);
(ii) I(ρ) ≤ I(φ);
(iii) ρ(a) ∈ Bφ(a)B for any positive a ∈ A.
The above theorem will be used in place of proposition 3.12 for full maps,
which stated that any full ∗-homomorphism approximately dominates any
nuclear map.
29It is straight forward to verify; alternatively it can be deduced by combining several
results from [GHK+03, Section O-3].
30For instance, if φ : C→M2(C) is the embedding to the (1, 1)-corner, and ψ : M2(C)→ C
is the compression to the (2, 2)-corner, then I(ψ ◦ φ) 6= I(ψ) ◦ I(φ).
31Or, more generally, if we only consider c.p. order zero maps.
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10.2. Actions of topological spaces on C∗-algebras.
Definition 10.7. Let X be a topological space. An action of X on a C∗-
algebra A is an order preserving map
(10.4) ΦA : O(X)→ I(A)
where O(X) denotes the complete lattice of open subsets of X.32 The pair
(A,ΦA) is called an X-C
∗-algebra. Often ΦA is omitted from the notation
by defining A(U) := ΦA(U) for all U ∈ O(X).
A map φ : A → B between X-C∗-algebras is called X-equivariant (or
ΦA-ΦB-equivariant) if
(10.5) φ(A(U)) ⊆ B(U) for all U ∈ O(X),
or equivalently, if φ(ΦA(U)) ⊆ ΦB(U) for all U ∈ O(X).
Clearly a c.p. map φ : A→ B is X-equivariant if and only if I(φ) ◦ΦA ≤
ΦB.
The advantage of considering X-C∗-algebras is that one can consider
the category of all (separable) X-C∗-algebras with X-equivariant ∗-homo-
morphisms as morphisms. In this sense, KK(X) – which will be defined
in the Section 12 – becomes a functor from this category to some target
category which turns out to be triangulated, see [MN09, Proposition 3.11].
Often it is an advantage only to consider X-C∗-algebras for which the
action has certain additional properties, such as actions that preserve (in-
creasing) suprema and/or infima. This motivates the following definition.
Definition 10.8. Let X be a topological space, let (A,ΦA) be an X-C
∗-
algebra. Then (A,ΦA) is said to be
• (fintely) lower semicontinuous if ΦA preserves (finite) infima;
• (finitely) upper semicontinuous if ΦA preserves (finite) suprema;
• monotone upper semicontinuous if ΦA preserves suprema of non-
empty, upwards directed sets;
• (monotone) continuous if it is both lower semicontinuous and (mono-
tone) upper semicontinuous;
• X-compact if ΦA preserves compact containment;
• tight if ΦA is an order isomorphism.
Recall that in any complete lattice inf ∅ is the largest element and sup ∅
is the smallest element. Hence if A is an X-C∗-algebra which is (finitely)
lower semicontinuous then A(X) = A(inf ∅) = inf ∅ = A. Similarly, if A
is (finitely) upper semicontinuous then A(∅) = 0 (where ∅ ∈ O(X) is the
smallest element).
Remark 10.9. All but one of the above definitions of actions have appeared
previously in the literature, in particular in [Kir00]. The only exception is
the notion of an X-compact action which is a new concept.
32Suprema in O(X) is given by taking unions, and infima is given by taking the interior
of the intersection, i.e. if (Uλ)λ∈Λ is a collection in O(X) then infλ∈Λ Uλ = (
⋂
λ∈Λ Uλ)
◦.
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Example 10.10 (Canonical tight action). As is customary, let PrimA de-
note the primitive ideal space of the C∗-algebra A, i.e. the set of all prim-
itive ideals33 of A equipped with the Jacobsen topology. Recall – see for
instance [Ped79, Theorem 4.1.3] – that for a C∗-algebra A there is an order
isomorphism IA : O(PrimA)
∼=
−→ I(A) given by
(10.6) IA(V ) =
⋂
p∈PrimA\V
p, V ∈ O(PrimA).
Hence (A, IA) is a tight PrimA-C
∗-algebra.
Notation 10.11. The action IA : O(PrimA) → I(A) from Example 10.10
will be referred to as the canonical tight action of A.
Example 10.12 (Ordinary C∗-algebras). Let {⋆} be a one-point topological
space, and let A be a {⋆}-C∗-algebra. Then A(∅) = 0 and A({⋆}) = A if
and only if A is continuous. In particular, the category of C∗-algebras is
isomorphic to the category of continuous {⋆}-C∗-algebras.
If A is a continuous {⋆}-C∗-algebra then
• A is tight if and only if the C∗-algebra A is simple;
• A is {⋆}-compact if and only if the primitive ideal space PrimA is
compact.
Example 10.13 (C0(X)-algebras). Let X be a locally compact Hausdorff
space. A C0(X)-algebra is a C
∗-algebra A together with a ∗-homomorphism
ψA : C0(X)→ ZM(A) (the center of the multiplier algebra) such that
(10.7) ψA(C0(X))A = A.
34
The map ψA induces an action of X on A, namely ΦA : O(X)→ I(A) given
by
(10.8) ΦA(U) = ψA(C0(U))A, U ∈ O(X).
The C0(X)-algebra A is called continuous if the map
(10.9) X ∋ x 7→ ‖a+ΦA(X \ {x})‖A/ΦA(X\{x})
is continuous for every a ∈ A. It turns out that the assignment ψA 7→ ΦA
described above is a one-to-one correspondence between ∗-homomorphisms
ψA : C0(X) → ZM(A) satisfying (10.7), and actions of X on A which are
upper semicontinuous and finitely lower semicontinuous, see [MN09, Sections
2.1 and 2.2]. In this way, continuous C0(X)-algebras correspond exactly to
continuous X-C∗-algebras.
33An ideal is primitive if it is the kernel of an irreducible representation.
34There is some disagreement in the literature whether or not one only wants to consider
the case where ψA is injective. However, this additional criteria rules out important special
cases such as the skyscraper C0(X)-algebras, obtained by letting ψA be a composition
C0(X)
evx−−→ C→ ZM(A) of a point-evaluation and the canonical unital embedding of C.
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Example 10.14 (C∗-algebras over topological spaces). Let X be a topo-
logical space. A C∗-algebra over X is a C∗-algebra A together with a con-
tinuous map ψA : PrimA→ X. This induces an action of X on A, namely
ΦA : O(X)→ I(A) given by
(10.10) ΦA(U) = IA(ψ
−1
A (U)), U ∈ O(X),
where IA : O(PrimA)
∼=
−→ I(A) is the canonical tight action (Example 10.10).
It turns out that (A,ΦA) is always upper semicontinuous and fintely lower
semicontinuous. If X is sober,35 which is essentially no loss of generality,
then the above construction ψA 7→ ΦA is a one-to-one correspondence be-
tween continuous maps PrimA → X and actions O(X) → I(A) which are
upper semicontinuous and finitely lower semicontinuous, see [MN09, Lemma
2.25].
10.3. X-fullness. Recall that a ∗-homomorphism φ : A → B is full if φ(a)
is full in B for every non-zero a ∈ A. Essentially, this means that φ is as
large as possible in an ideal-related sense. The same phenomena will be
studied for X-equivariant maps in the sense that X-fullness means that φ is
as (ideal-related) large as possible, provided one assumes φ is X-equivariant.
For a subset Y of a topological space X, let Y ◦ denote the interior of Y .
Lemma 10.15. Let (A,ΦA) be a lower semicontinuous X-C
∗-algebra. There
is a well-defined order preserving map ΨA : I(A)→ O(X) given by
(10.11) ΨA(I) =
( ⋂
V ∈O(X)
I⊆ΦA(V )
V
)◦
, I ∈ I(A).
The maps ΦA and ΨA satisfy
(10.12) I ⊆ ΦA(U) if and only if ΨA(I) ⊆ U
for all I ∈ I(A) and U ∈ O(X).36 In particular,
(10.13) I ⊆ ΦA(ΨA(I)) and ΨA(ΦA(U)) ⊆ U
for all I ∈ I(A) and U ∈ O(X).
Proof. Note that inf ∅ = X in the complete lattice O(X), and that inf ∅ = A
in the complete lattice I(A). Hence as ΦA preserves infima of the empty set,
one has ΦA(X) = A. It easily follows that ΨA is well-defined since the index
of the intersection in (10.11) always contains X ∈ O(X) and is therefore
never empty. Clearly ΨA is order preserving.
35A topological space X is called sober if the map X → O(X) given by x 7→ X \ {x} is
injective and maps onto the set of all prime open subsets of X. An open subset U ⊆ X
is prime if whenever V,W ∈ O(X) are such that V ∩W ⊆ U then V ⊆ U or W ⊆ U .
For any topological space X there is a sober space Xˆ such that O(X) ∼= O(Xˆ), so it is
essentially no loss of generality to assume that X is sober, see [MN09, Section 2.5].
36This means that (ΦA,ΨA) is a Galois connection, see [GHK
+03, Section O-3]. In par-
ticular, it follows from [GHK+03, Corollary O-3.5] that there exists a map ΨA satisfying
(10.12) if and only if (A,ΦA) is lower semicontinuous.
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If I ⊆ ΦA(U) then ΨA(I) ⊆ U by the definition of ΨA. Conversely,
suppose ΨA(I) ⊆ U . As ΦA preserves infima,
37 it follows that
(10.14) ΦA(ΨA(I)) =
⋂
V ∈O(X)
I⊆ΦA(V )
ΦA(V ).
As the right hand side above contains I by definition, one gets
(10.15) I ⊆ ΦA(ΨA(I)) ⊆ ΦA(U)
since ΦA is order preserving.
“In particular” follows from (10.12) by considering the cases I = ΦA(U)
and ΨA(I) = U . 
Definition 10.16. Let (A,ΦA) be a lower semicontinuous X-C
∗-algebra.
The dual action of ΦA (or the dual action of the X-C
∗-algebra (A,ΦA)) is
the map ΨA : I(A)→ O(X) defined in (10.11).
Lemma 10.17. Let (A,ΦA) be a lower semicontinuous X-C
∗-algebra with
dual action ΨA, and let (B,ΦB) be an X-C
∗-algebra.
(a) A c.p. map φ : A→ B is X-equivariant if and only if I(φ) ≤ ΦB◦ΨA.
(b) ΨA preserves suprema. In particular, ΦB ◦ ΨA : I(A) → I(B) pre-
serves suprema whenever (B,ΦB) is upper semicontinuous.
(c) If (A,ΦA) is monotone continuous then ΨA preserves compact con-
tainment. In particular, ΦB ◦ΨA : I(A)→ I(B) is a Cu-morphism
whenever (B,ΦB) is X-compact and upper semicontinuous (in ad-
dition to (A,ΦA) being monotone continuous).
Proof. (a): If φ is X-equivariant and I ∈ I(A) then
(10.16) φ(I)
(10.13)
⊆ φ(ΦA(ΨA(I))) ⊆ ΦB(ΨA(I)),
so I(φ) ≤ ΦB ◦ΨA. Conversely, if I(φ) ≤ ΦB ◦ΨA and U ∈ O(X) then
(10.17) φ(ΦA(U)) ⊆ ΦB(ΨA(ΦA(U)))
(10.13)
⊆ ΦB(U),
so φ is X-equivariant.
(b): Let S ⊆ I(A) be a (possibly empty) subset, let I := supS and
U := supΨA(S). As ΨA(J) ⊆ ΨA(I) for all J ∈ S, one gets U ⊆ ΨA(I),
and it remains to show the reverse inclusion. Since ΨA(J) ⊆ U for all J ∈ S
one gets J ⊆ ΦA(U) for all J ∈ S by (10.12). Hence I ⊆ ΦA(U) so by
(10.12) one gets ΨA(I) ⊆ U .
(c): Suppose I ⋐ J in I(A) and let (Uλ)λ∈Λ be an increasing net in O(X)
such that ΨA(J) ⊆ supUλ. By (10.12) one has
(10.18) J ⊆ ΦA(supUλ) = supΦA(Uλ)
where the second equality follows from monotone upper semicontinuity of
(A,ΦA). As I ⋐ J there is λ ∈ Λ such that I ⊆ ΦA(Uλ). By (10.12)
37This means that ΦA((
⋂
U)◦) =
⋂
ΦA(U) for a subset U ⊆ O(X).
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one has ΨA(I) ⊆ Uλ, so ΨA(I) ⋐ ΨA(J). Thus ΨA preserves compact
containment. 
If φ : A → B is an X-equivariant c.p. map then the largest I(φ) can
possibly be in an ideal-related sense is ΦB ◦ ΨA by Lemma 10.17(a). This
motivates the following definition.
Definition 10.18. Let (A,ΦA) and (B,ΦB) be X-C
∗-algebras with (A,ΦA)
lower semicontinuous, and let ΨA be the dual action of ΦA. A c.p. map
φ : A→ B is said to be X-full if I(φ) = ΦB ◦ΨA.
Remark 10.19. Suppose A and B are X-C∗-algebras with A lower semi-
continuous and dual action ΨA : I(A) → O(X). A c.p. map φ : A → B is
X-full if and only if φ(a) is full in B(ΨA(AaA)) for any a ∈ A. This was
how X-fullness was (essentially) defined in [GR15], and how X-fullness was
described in the introduction. In fact, by definition of ΨA, U = ΨA(AaA)
is the smallest open subset of X such that a ∈ A(U).
Example 10.20. Let {⋆} be a one-point topological space, and let A and B
be continuous {⋆}-C∗-algebras, cf. Example 10.12. Then a ∗-homomorphism
φ : A→ B is full if and only if it is {⋆}-full.
Example 10.21. Let (A,ΦA) be an X-C
∗-algebra. Then (A,ΦA) is tight
if and only if (A,ΦA) is lower semicontinuous, ΦA is injective and idA is
X-full.
Example 10.22. Let φ : A→ B be a c.p. map, let IA : O(PrimA)→ I(A)
be the canonical tight action, and let ΦB := I(φ) ◦ IA. Then (A, IA) and
(B,ΦB) are PrimA-C
∗-algebras, and φ is PrimA-full.
Similarly, if φ is a ∗-homomorphism, one can let IB : O(PrimB)→ I(B)
be the canonical tight action, and ΦA := φ
−1◦IB . Then (A,ΦA) and (B, IB)
are PrimB-C∗-algebras and φ is PrimB-full.
While the following is not needed in this paper, it shows that there often
exist X-full c.p. maps. It is an immediate consequence of Lemma 10.17(b)
and [Gab18a, Proposition 5.5]. Results of this form were one of the key
ingredients in [Gab16].
Proposition 10.23. Let A and B be separable X-C∗-algebras for which A
is lower semicontinuous, and B is nuclear and upper semicontinuous. Then
there exists an X-full c.p. map A→ B.
The following is an immediate consequence of Theorem 10.6 and Lemma
10.17 (a).
Corollary 10.24. Let A and B be X-C∗-algebras with A exact and lower
semicontinuous, suppose that φ : A → B is an X-full, nuclear ∗-homo-
morphism, and that ρ : A→ B is an X-equivariant, nuclear c.p. map. Then
φ approximately dominates ρ.
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10.4. Tensor products. Let X be a topological space, let A be an X-C∗-
algebra, and let D be a C∗-algebra. The tensor products A ⊗ D (spatial
tensor product) and A ⊗max D (maximal tensor product) have canonical
actions of X given by
(10.19) (A⊗D)(U) = A(U)⊗D, (A⊗max D)(U) = A(U)⊗max D
for U ∈ O(X).
Remark 10.25. Unless otherwise stated, if A is an X-C∗-algebra and D
is a C∗-algebra, then A ⊗ D and A ⊗max D are implicitly assumed to be
X-C∗-algebras equipped with the action of X defined above.
If B is an X-C∗-algebra and Y is a locally compact, Hausdorff space, then
C0(Y,B) is an X-C
∗-algebra via the canonical identification C0(Y,B) ∼=
C0(Y )⊗B.
Remark 10.26 (Homotopies). The above construction allows one to con-
sider homotopies of X-equivariant ∗-homomorphisms: Two X-equivariant
∗-homomorphisms φ0, φ1 : A→ B are homotopic if (by definition) there is an
X-equivariant ∗-homomorphism Φ: A→ C([0, 1], B) such that φ0 = ev0 ◦Φ
and φ1 = ev1 ◦ Φ.
In this sense, the cone C0((0, 1], B) of an X-C
∗-algebra B is always con-
tractible (i.e. homotopic to zero) as an X-C∗-algebra.
However, there might be other actions of X on C0((0, 1], B) such that the
correspondingX-C∗-algebra is not contractible. For instance, C0((0, 1]) with
the canonical tight action of (0, 1] is not contractible as (0, 1]-C∗-algebras.
10.5. X-nuclear maps. Just as in the classical case of absorption from
Section 5, one needs nuclearity in order to properly study absorption. In
this subsection the focus is on this ideal-related version of nuclearity.
Definition 10.27. Let A and B be X-C∗-algebras. A c.p. map η : A→ B
is called X-nuclear (or X-residually nuclear, or ΦA-ΦB-residually nuclear)
if η is X-equivariant and the induced map
(10.20) [η]U : A/A(U)→ B/B(U)
is nuclear for each U ∈ O(X).
As quotients of nuclear C∗-algebras are nuclear [BO08, Corollary 9.4.4],
it follows that if A or B is nuclear X-C∗-algebras then any X-equivariant
map φ : A→ B is X-nuclear.
In the case where A is exact, a map φ : A→ B being X-nuclear is equiv-
alent (up to minor assumptions on the actions) to being nuclear and X-
equivariant, as witnessed by the following lemma.
Lemma 10.28. Let A and B be X-C∗-algebras for which A is exact, and
suppose that B(∅) = 0. Then a c.p. map η : A→ B is X-nuclear if and only
if it is nuclear and X-equivariant.
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Proof. If η is X-nuclear it is X-equivariant by definition. Moreover, as
η(A(∅)) ⊆ B(∅) = 0, it follows that η is the composition A → A/A(∅)
[η]∅
−−→
B/B(∅) = B. As [η]∅ is nuclear, so is η.
For the converse, suppose that η is nuclear and X-equivariant, and let
U ∈ O(X). The composition A
η
−→ B ։ B/B(U) is nuclear by nuclearity
of η, and A(U) is contained in its kernel since η is X-equivariant. Hence
by [Dad97, Proposition 3.2]38 it follows that the induced map A/A(U) →
B/B(U) is nuclear. So η is X-nuclear. 
The following shows that the criteria B(∅) = 0 in the above lemma is
always satisfied in the cases we are interested in.
Remark 10.29. Let (A,ΦA) and (B,ΦB) be X-C
∗-algebras with (A,ΦA)
lower semicontinuous and suppose that there exists an X-full c.p. map
φ : A→ B. Then ΦB(∅) = 0.
In fact, let ΨA : I(A)→ O(X) be the dual action of ΦA. As 0 ⊆ ΦA(∅) it
follows from (10.12) that ΨA(0) = ∅. By X-fullness one has I(φ) = ΦB ◦ΨA,
so
(10.21) ΦB(∅) = ΨB(ΨA(0)) = I(φ)(0) = 0.
The following lemma will be useful.
Lemma 10.30. Let A and B be X-C∗-algebras, and let Y be a locally com-
pact, Hausdorff space. Then a c.p. map ρ : A → C0(Y,B) is X-equivariant
(respectively X-nuclear) if and only if evy ◦ ρ : A → B is X-equivariant
(respectively X-nuclear) for every y ∈ Y .
Proof. We first show that a map ρ : A → C0(Y,B) is nuclear if and only if
evy ◦ρ is nuclear for every y ∈ Y . If ρ is nuclear then clearly evy ◦ρ is nuclear
for every y ∈ Y (see Observation 3.4). To prove the converse, suppose that
each evy ◦ ρ is nuclear. We will use the tensor product characterisation
of nuclear maps, Proposition 3.8, to prove that ρ is nuclear, so fix a C∗-
algebra C and an element d ∈ A ⊗max C which vanishes in A ⊗ C. We
should check that (ρ⊗max idC)(d) = 0 in C0(Y,B) ⊗max C. By identifying
C0(Y,B) ⊗max C and C0(Y,B ⊗max C) in the canonical way, it suffices to
check that evy((ρ⊗max idC)(d)) = 0 for every y ∈ Y . However, we have
(10.22) evy((ρ⊗max idC)(d)) = ((evy ◦ ρ)⊗max idC)(d) = 0
for all y ∈ Y since evy ◦ρ is nuclear (Proposition 3.8), and hence ρ is nuclear.
Now, the X-equivariant case is obvious, and the X-nuclear case is a con-
sequence of what was proved above. 
Remark 10.31. Given Lemma 10.28, the reader may be wondering why
X-nuclearity is not simply defined as an X-equivariant map which is nu-
clear, since this is equivalent when the domain is exact which is all we will
38Which uses the deep result that exact C∗-algebras are locally reflexive, and that local
reflexivity passes to quotients, see [BO08, Section 9].
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eventually care about. The reason is that I do not believe that this is the
“correct” definition when the domain is non-exact.
In fact, the role of nuclearity and X-nuclearity is essentially about deter-
mining approximate domination of maps, cf. Proposition 3.12 and Theorem
10.6. While Theorem 10.6 determines approximate domination of nuclear
maps with exact domain, Proposition 3.12 had the advantage that any (not
necessarily nuclear) full ∗-homomorphism out of a (not necessarily exact) C∗-
algebra approximately dominates any nuclear map. The same holds in the
X-equivariant case: any X-full ∗-homomorphism approximately dominates
any X-nuclear map. However, my current proof of this is quite involved and
I have therefore chosen not to include it in the paper as it is not needed.
11. Absorbing representations revisited
In this section the theory of absorbing representations from Section 5 will
be generalised to X-C∗-algebras. It will be convenient to work with Hilbert
C∗-modules instead of just C∗-algebras and their multiplier algebras, as
Hilbert modules play an important role in KK-theory.
Throughout this section all Hilbert modules are assumed to be right
Hilbert modules, and the inner product is conjugate linear in the first vari-
able and linear in the second variable, in contrast to what is customary
for Hilbert spaces. I refer the reader to [Lan95] for the basics of Hilbert
modules.
For a Hilbert B-module E, BB(E) denotes the C
∗-algebra of adjointable
operators on E, and KB(E) denotes the “compact” operators on E, i.e. the
closed linear span of all rank one operators. Often B(E) and K(E) will be
written instead.
Definition 11.1. Let A and B be X-C∗-algebras, and let E be a right
Hilbert B-module. A ∗-homomorphism φ : A → B(E) is called weakly X-
equivariant (respectively weakly X-nuclear) if the c.p. map
(11.1) A ∋ a 7→ 〈ξ, φ(a)ξ〉E ∈ B
is X-equivariant (respectively X-nuclear) for every ξ ∈ E.
Remark 11.2. If E = B then one has B(E) = M(B). Hence a ∗-
homomorphism φ : A→M(B) is weakly X-equivariant (respectively weakly
X-nuclear) if and only if b∗φ(−)b : A→ B is X-equivariant (respectively X-
nuclear) for all b ∈ B.
Remark 11.3. A ∗-homomorphism φ : A→ B(E) is weakly X-equivariant
if and only if φ(A(U))E ⊆ EB(U) for all U ∈ O(X). Hence the above
definition coincides with what Kirchberg calls “X-equivariant” in [Kir00,
Definition 4.1].
The “if” is trivial, and for “only if” suppose φ is weakly X-equivariant.
Let a ∈ A(U) and ξ ∈ E. By X-equivariance of 〈ξ, φ(−)ξ〉E ,
(11.2) 〈φ(a)ξ, φ(a)ξ〉E = 〈ξ, φ(a
∗a)ξ〉E ∈ B(U).
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Hence φ(a)ξ ∈ EB(U). By Cohen’s factoristion theorem, EB(U) = EB(U).
Remark 11.4. In [Ska88], Skandalis considers ∗-homomorphisms φ : A →
B(E) such that
(11.3) A ∋ a 7→ (〈ξi, φ(a)ξj〉E)
n
i,j=1 ∈Mn(B)
is nuclear for all n ∈ N and ξ1, . . . , ξn ∈ E. By Lemma 11.5 below, this is
equivalent to the map (11.1) being nuclear for all ξ ∈ E, i.e. one only needs
to verify the case n = 1. So Skandalis’ definition is a special case of the
Definition 11.1 in the case where X = {⋆} is a one-point space, and A and
B are continuous {⋆}-C∗-algebras, see Example 10.12. This implies that
KKnuc({⋆};A,B) = KKnuc(A,B) (KKnuc(X) is defined in the following
section).
Lemma 11.5. Let ρ = (ρi,j)
n
i,j=1 : A → Mn(B) be a c.p. map. Then ρ is
nuclear if and only if ρi,i : A→ B is nuclear for each i = 1, . . . , n.
Proof. “Only if” is obvious. To prove “if”, assume ρi,i is nuclear for i =
1, . . . , n. To show that ρ is nuclear we will use the tensor product charac-
terisation of nuclear maps, Proposition 3.8, so let a C∗-algebra C be given,
and x ∈ A ⊗max C be a positive element vanishing in A ⊗ C. We should
show that (ρ ⊗max idC)(x) = 0 in Mn(B) ⊗max C = Mn(B ⊗max C). As
(ρ⊗max idC)(x) is positive, it is zero if all its diagonal entries are zero (when
considered as an n×n-matrix). These entries are exactly (ρi,i⊗max idC)(x)
for i = 1, . . . , n and these vanish as each ρi,i is nuclear (use Proposition 3.8
again). Hence ρ is nuclear. 
A useful tool for showing that a representation φ : A → B(E) is weakly
X-nuclear will be Lemma 11.10, which shows that one only has to check
that (11.1) is X-nuclear for ξ that span a dense subset of E. This will play
an important role when showing that the Kasparov product is well-defined
in the X-equivariant and X-nuclear setting. To prove this, the following
lemma is needed.
Lemma 11.6. Let φ,ψ : A → B be c.p. maps. If φ + ψ is nuclear, then φ
and ψ are nuclear.
In particular, if φ + ψ is X-equivariant (respectively X-nuclear), then φ
and ψ are X-equivariant (respectively X-nuclear).
Proof. We use the tensor product characterisation of nuclear maps, Proposi-
tion 3.8, so let D be any C∗-algebra, and y ∈ A⊗maxD be a positive element
such that y vanishes in A⊗D. Nuclearity entails ((φ+ψ)⊗ idD)(y) = 0, so
(11.4)
0 ≤ (φ⊗ idD)(y) ≤ (φ⊗ idD)(y) + (ψ ⊗ idD)(y) = ((φ + ψ)⊗ idD)(y) = 0,
so (φ⊗ idD)(y) = 0. Hence φ, and similarly ψ, is nuclear.
“In particular”: If φ + ψ is X-equivariant, let U ∈ O(X), and a ∈ A(U)
be positive. We have 0 ≤ φ(a) ≤ φ(a) + ψ(a) ∈ B(U), and since B(U) is
hereditary, φ(a) ∈ B(U). Hence φ, and similarly ψ, is X-equivariant.
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If φ + ψ is X-nuclear, then [φ + ψ]U = [φ]U + [ψ]U is nuclear for each
U ∈ O(X). Hence [φ]U and [ψ]U are nuclear by what we proved above, so
φ and ψ are X-nuclear. 
Notation 11.7. Recall that CP(A,B) denotes the convex cone of com-
pletely positive maps from A to B equipped with the point-norm topology.
If A and B are X-C∗-algebras we define
(11.5) CP(X;A,B) := {φ ∈ CP(A,B) : φ is X-equivariant}
and similarly
(11.6) CPnuc(X;A,B) := {φ ∈ CP(A,B) : φ is X-nuclear}.
These are both easily seen to be point-norm closed subcones of CP(A,B).
The following observation will help simplify some proofs, as one will only
have to prove things once.
Observation 11.8. A ∗-homomorphism A→ B(E) is weaklyX-equivariant
(respectively weakly X-nuclear) exactly when 〈ξ, φ(−)ξ〉E ∈ C for all ξ ∈ E,
where C = CP(X;A,B) (respectively C = CPnuc(X;A,B)).
Remark 11.9. Lemma 11.6 means that CP(X;A,B) and CPnuc(X;A,B)
are hereditary in the sense that if φ,ψ ∈ CP(A,B) satisfy φ+ ψ ∈ C , then
φ,ψ ∈ C where C denotes either CP(X;A,B) or CPnuc(X;A,B).
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That the cones CP(X;A,B) and CPnuc(X;A,B) are hereditary, is the
crucial ingredient which implies the following important lemma.
Lemma 11.10. Let φ : A→ B(E) be a ∗-homomorphism, and let S ⊆ E be
a subset such that spanS = E. Then φ is weakly X-equivariant (respectively
weakly X-nuclear) if and only if 〈ξ, φ(−)ξ〉E is X-equivariant (respectively
X-nuclear) for all ξ ∈ S.
Proof. “Only if” is trivial, so we only prove “if”. Let C denote either
CP(X;A,B) or CPnuc(X;A,B), depending on whether we are proving the
X-equivariant or the X-nuclear case. Suppose that ξ1, ξ2 ∈ E are such that
〈ξi, φ(−)ξi〉E ∈ C . Then
(11.7) 2〈ξ1, φ(−)ξ1〉E + 2〈ξ2, φ(−)ξ2〉E ∈ C
since C is a convex cone. As
〈ξ1 + ξ2, φ(−)(ξ1 + ξ2)〉E + 〈ξ1 − ξ2, φ(−)(ξ1 − ξ2)〉E
= 2〈ξ1, φ(−)ξ1〉E + 2〈ξ2, φ(−)ξ2〉E ,(11.8)
39CP(X;A,B) and CPnuc(X;A,B) are point-norm closed, operator convex cones in the
sense of [KR05, Definition 4.1]. All results and constructions in this – as well as the
following – section have analogues where C ⊆ CP(A,B) is such a point-norm closed,
operator convex cone. A crucial and non-trivial fact is that such cones are hereditary,
which can be proved by the same methods as the proof of [KR05, Proposition 4.2], but as
this will not be needed the details are omitted.
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it follows that 〈ξ1+ξ2, φ(−)(ξ1+ξ2)〉E ∈ C since C is hereditary by Remark
11.9.
In particular, if λ ∈ C and ξ ∈ S, then
(11.9) 〈λξ, φ(−)λξ〉E = |λ|〈ξ, φ(−)ξ〉E ∈ C ,
so by iterating the above result, it follows that
(11.10)
〈
n∑
i=1
λiξi, φ(−)
n∑
j=1
λjξj
〉
E
∈ C ,
for n ∈ N, λ1, . . . , λn ∈ C and ξ1, . . . , ξn ∈ S. This shows that 〈ξ, φ(−)ξ〉E ∈
C for all ξ ∈ spanS.
Let ξ ∈ E and (ξn)n∈N be a sequence in spanS converging to ξ. Then
‖〈ξn, φ(a)ξn〉E − 〈ξ, φ(a)ξ〉E‖
≤ ‖〈ξn − ξ, φ(a)ξn〉E‖+ ‖〈ξ, φ(a)(ξn − ξ)〉E‖
≤ ‖ξn − ξ‖‖ξn‖‖a‖+ ‖ξn − ξ‖‖ξ‖‖a‖
→ 0(11.11)
for all a ∈ A. So the c.p. maps 〈ξn, φ(−)ξn〉E ∈ C converge point-norm to
〈ξ, φ(−)ξ〉E . As C is point-norm closed, it follows that 〈ξ, φ(−)ξ〉E ∈ C . 
The following is an immediate consequence.
Corollary 11.11. If γn : A → B(En) are ∗-homomorphisms which are
weakly X-equivariant (respectively weakly X-nuclear) for n ∈ N, then the
diagonal sum
(11.12) γ : A→ B(
⊕
n∈N
En), γ(a)((ξn)n∈N) = (γn(a)ξn)n∈N
is weakly X-equivariant (respectively weakly X-nuclear).
Recall that K := K(ℓ2(N)). The following additional corollary will be
recorded for later use. In the following, M(B ⊗K) and BB(ℓ
2(N)⊗B) will
be identified in the canonical way.
Corollary 11.12. Let A and B be X-C∗-algebras, and let
(11.13) φ : A→M(B ⊗K) = BB(ℓ
2(N)⊗B)
be a ∗-homomorphism. Then φ is weakly X-equivariant in the multiplier
algebra sense (i.e. x∗φ(−)x is X-equivariant for all x ∈ B ⊗K) if and only
if φ is weakly X-equivariant in the Hilbert module sense (i.e. the c.p. map
〈ξ, φ(−)ξ〉ℓ2(N)⊗B is X-equivariant for every ξ ∈ ℓ
2(N) ⊗ B). The same is
true if one replaces “X-equivariant” with “X-nuclear”.
At first sight, the conclusion of the above result may seem obvious. The
main difficulty is that x∗φ(−)x takes values in B⊗K while 〈ξ, φ(−)ξ〉B takes
values in B. The result will be important when considering the Cuntz pair
picture of KK-theory.
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Proof. We only do the X-nuclear case. By applying Lemma 11.10 to B⊗K
as a Hilbert (B⊗K)-module, and the subset S = {b⊗ ei,j : b ∈ B, i, j ∈ N},
it follows that φ is weakly X-nuclear in the multiplier algebra sense, if and
only if (b∗ ⊗ ej,i)φ(−)(b⊗ ei,j) is X-nuclear for all b ∈ B and i, j ∈ N. As
(11.14) (b∗⊗ ej,i)φ(−)(b⊗ ei,j) = (1⊗ ej,i)(b
∗ ⊗ ei,i)φ(−)(b⊗ ei,i)(1⊗ ei,j),
it easily follows that this in turn is equivalent to
(11.15) (b∗ ⊗ ei,i)φ(−)(b ⊗ ei,i) = 〈(δi ⊗ b), φ(−)(δi ⊗ b)〉ℓ2(N)⊗B
being X-nuclear for all b ∈ B and i ∈ N, where δi = ℓ
2(N) is the character-
istic function on {i} ⊆ N. By Corollary 11.11 (after identifying ℓ2(N) ⊗ B
and
⊕
i∈NB canonically), this is equivalent to φ being weakly X-nuclear in
the Hilbert module sense. 
Definition 11.13. Let A be a separable X-C∗-algebra, and let B be a σ-
unital, stable X-C∗-algebra. A ∗-homomorphism φ : A → M(B) is called
X-nuclearly absorbing if it absorbs (see Definition 5.4) any weakly X-nuclear
∗-homomorphism A→M(B).
The following theorem will be used in the same way as Theorem 5.14 was
used in the case of full maps.
Theorem 11.14. Let X be a topological space, and let A and B be X-C∗-
algebras for which A is separable, exact, and lower semicontinuous, and B
is σ-unital and stable. Suppose that θ : A → B is an X-full, nuclear ∗-
homomorphism. Then any infinite repeat θ∞ : A → M(B) of θ is weakly
X-nuclear and X-nuclearly absorbing.
Proof. By Remark 10.29 one has B(∅) = 0. Hence Lemma 10.28 implies
that a c.p. map η : A→ B is X-nuclear if and only if it is X-equivariant and
nuclear. Thus θ∞ is weakly X-nuclear by Corollary 11.11 and Remark 5.2.
It remains to show that θ∞ is X-nuclearly absorbing, so fix a weakly X-
nuclear ∗-homomorphism ψ : A→M(B). We wish to show that θ∞ absorbs
ψ. By Proposition 5.9 it suffices to show that θ approximately dominates
b∗ψ(−)b : A→ B for every b ∈ B. Fix such b ∈ B.
As ψ is weakly X-nuclear the map b∗ψ(−)b is X-nuclear and thus nu-
clear and X-equivariant by Lemma 10.28. As θ is X-full it follows from
Lemma 10.17(a) that I(b∗ψ(−)b) ≤ I(φ). Finally, as both θ and b∗ψ(−)b
are nuclear, it follows from Theorem 10.6 that θ approximately dominates
b∗ψ(−)b, thus finishing the proof. 
12. Ideal-related KK-theory
In this section, Kirchberg’s ideal-related KK-theory for X-C∗-algebras
from [Kir00] will be constructed from the bottom up. This will be done both
in an X-equivariant version which generalises constructions such as Kas-
parov’s RKK(X;A,B) [Kas88] for C(X)-algebras, as well as a X-nuclear
version which generalises Skandalis’ KKnuc(A,B) [Ska88].
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The reader is expected to be familiar with the basics of KK-theory, see
[Bla98] and [JT91].
12.1. The basics. All Hilbert C∗-modules are right Hilbert C∗-modules.
Recall that a (Z/2Z-)graded C∗-algebra is a C∗-algebra A together with
an automorphism βA such that βA ◦ βA = idA. A graded C
∗-algebra A is
trivially graded if βA = idA. A c.p. map φ : A → B between graded C
∗-
algebras is graded if φ ◦ βA = βB ◦ φ. A (two-sided, closed) ideal I in a
graded C∗-algebra A is called graded if βA(I) = I.
For graded C∗-algebras A and B, a Kasparov A-B-module is a triple
(E,φ, F ) where E is a countably generated, graded Hilbert B-module,
(12.1) φ : A→ B(E)
is a graded ∗-homomorphism, and F ∈ B(E) is an element of odd degree,
such that
(12.2)
[F, φ(A)] ⊆ K(E), 40 (F 2 − 1)φ(A) ⊆ K(E), (F − F ∗)φ(A) ⊆ K(E).
A Kasparov module (E,φ, F ) is degenerate if
(12.3) [F, φ(A)] = {0}, (F 2 − 1)φ(A) = {0}, (F − F ∗)φ(A) = {0}.
Definition 12.1. Let X be a topological space. A graded X-C∗-algebra is a
graded C∗-algebra A with an action of X, such that A(U) is a graded ideal
for every U ∈ O(X).
For the rest of this section, let X be a topological space, and let A, B, and
C be graded X-C∗-algebras.
Definition 12.2. Let A and B be graded X-C∗-algebras. A Kasparov A-
B-module (E,φ, F ) is said to be X-equivariant (respectively X-nuclear) if
φ is weakly X-equivariant (respectively weakly X-nuclear), see Definition
11.1.
Remark 12.3 (Direct sums). By Corollary 11.11 it follows that (finite)
direct sums of X-equivariant (respectively X-nuclear) Kasparov modules
are again X-equivariant (respectively X-nuclear).
Also, it follows that (countable) infinite direct sums of degenerate X-
equivariant (respectively X-nuclear) Kasparov modules are again (necessar-
ily degenerate) X-equivariant (respectively X-nuclear) Kasparov modules.
Notation 12.4. Given a graded X-C∗-algebra B, let IB := C([0, 1], B) be
the induced graded X-C∗-algebra with grading automorphism γIB(f)(t) =
γB(f(t)) for f ∈ IB and t ∈ [0, 1], and action given by
(12.4) IB(U) = C([0, 1], B(U)) for U ∈ O(X).
For t ∈ [0, 1], let evt : IB → B denote the evaluation map at t.
40Recall that one uses graded commutators, so that [a, b] = ab− (−1)∂a·∂bba for homoge-
neous elements a, b.
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For any graded Hilbert IB-module E and any t ∈ [0, 1], there is an
induced graded Hilbert B-module Et given by completing the Hilbert pre-
module
(12.5) E/{ξ ∈ E : evt(〈ξ, ξ〉) = 0},
with pre-inner product given by 〈[ξ], [η]〉Et = evt(〈ξ, η〉E).
There is an isomorphism E⊗ˆevtB
∼=
−→ Et given on elementary tensors by
ξ⊗ˆb 7→ [ξ]b for ξ ∈ E and b ∈ B.
There is a ∗-homomorphism (evt)∗ : B(E)→ B(Et), which takes an oper-
ator T ∈ B(E) and maps it to the operator [ξ] 7→ [Tξ] for ξ ∈ E.
Lemma 12.5. If E is a graded Hilbert IB-module, then a ∗-homomorphism
φ : A → B(E) is weakly X-equivariant (respectively weakly X-nuclear), if
and only if φt := (evt)∗ ◦φ : A→ B(Et) is weakly X-equivariant (respectively
weakly X-nuclear) for all t ∈ [0, 1].
Proof. We do the X-nuclear case, the X-equivariant case is identical. Sup-
pose that φt is weakly X-nuclear for each t ∈ [0, 1]. For every ξ ∈ E we get
that
(12.6) a 7→ evt(〈ξ, φ(a)ξ〉E) = 〈[ξ], φt(a)[ξ]〉Et
is X-nuclear for each t ∈ [0, 1]. By Lemma 10.30, 〈ξ, φ(−)ξ〉E is X-nuclear.
Conversely, suppose φ is weakly X-nuclear and fix t ∈ [0, 1]. As {[ξ] : ξ ∈
E} ⊆ Et is dense, it suffices by Lemma 11.10 to show that 〈[ξ], φt(−)[ξ]〉Et =
evt(〈ξ, φ(−)ξ〉E) is X-nuclear for all ξ ∈ E. This again follows from Lemma
10.30 since φ is weakly X-nuclear. 
The usual notions of homotopy, operator homotopy, etc. also carries over
to the X-equivariant and X-nuclear setting, simply by assuming that all
Kasparov modules involved are X-equivariant or X-nuclear. The details are
filled in here.
Definition 12.6. Let A and B be graded X-C∗-algebras, and let E0 =
(E0, φ0, F0) and E1 = (E1, φ1, F1) be X-equivariant (respectively X-nuclear)
Kasparov A-B-modules.
• Say that E0 and E1 are unitarily equivalent if there is a unitary
u ∈ B(E0, E1) of degree 0, such that u
∗φ1(−)u = φ0 and u
∗F1u = F0.
Write E0 ≈u E1 when E0 and E1 are unitarily equivalent.
• A homotopy from E0 to E1 is an X-equivariant (respectively X-
nuclear) Kasparov A-IB-module (EI , φI , FI), such that
(12.7) E0 ≈u ((EI)0, (φI)0, (FI)0), E1 ≈u ((EI)1, (φI)1, (FI )1).
Write E0 ≈h E1 if there is a homotopy from E0 to E1.
• Say that E0 and E1 are homotopic, if there are X-equivariant (re-
spectively X-nuclear) Kasparov modules F1, . . . ,Fn, such that
(12.8) E0 ≈h F1 ≈h · · · ≈h Fn ≈h E1.
Write E0 ∼h E1 when E0 and E1 are homotopic.
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• Say that E0 and E1 are operator homotopic if E0 = E1, φ0 = φ1
and there is a norm-continuous path [0, 1] ∋ t 7→ Gt with G0 = F0,
G1 = F1 and (E0, φ0, Gt) is a Kasparov module for each t.
• Write E0 ≈oh E1 if there are operator homotopic modules F0 and F1
such that Ei ≈u Fi for i = 0, 1.
• Write E0 ∼oh E1 if there are X-equivariant (respectively X-nuclear),
degenerate Kasparov A-B-modules D0 and D1 such that
(12.9) E0 ⊕D0 ≈oh E1 ⊕D1.
Remark 12.7. The notations “≈h”, “∼h”, and “∼oh” do not contain the
information that everything is done in the X-equivariant (respectively X-
nuclear) case. This will always be implied.
The relations “≈u”, and “≈oh” do not depend on any X-equivariant (re-
spectively X-nuclear) structure, as this additional structure is automatically
preserved.
Remark 12.8. One can show that ≈h is actually transitive and that there-
fore ≈h and ∼h are the same equivalence relation. While this is claimed
without proof in [Kas80b] and [Bla98], I do not know of any other reference
in the classical case other than the very recent [KPS18, Proposition A.1].
The same proof carries over to the X-equivariant (respectively X-nuclear)
setting, but in order to keep this as self-contained as possible, the transitive
closure ∼h will simply be used instead.
The following is a consequence of Lemma 12.5.
Corollary 12.9. Degenerate X-equivariant (respectively X-nuclear) Kas-
parov modules are homotopic in the X-equivariant (respectively X-nuclear)
sense to the Kasparov module (0, 0, 0).
Proof. We only do the X-nuclear case. Let (E,φ, F ) be a degenerate X-
nuclear Kasparov module, and let
(12.10) (C0(0, 1]⊗ˆE, 1⊗ˆφ, 1⊗ˆF )
be the induced (degenerate) A-IB-module, which we should prove is X-
nuclear. By Lemma 12.5 it suffices to show that (1⊗ˆφ)t is weakly X-nuclear
for each t ∈ [0, 1]. For t = 0 one has (1⊗ˆφ)0 = 0 and if t ∈ (0, 1] then
(1⊗ˆφ)t = φ which in both cases are weakly X-nuclear by assumption, so
1⊗ˆφ is weakly X-nuclear. 
Corollary 12.10. ∼oh is a stronger equivalence relation than ∼h on X-
equivariant (respectively X-nuclear) Kasparov modules.
Proof. By Lemma 12.5, ≈oh is stronger than ∼h by considering the obvious
homotopy. Hence the result follows from Corollary 12.9. 
Once it is shown that the Kasparov product is well-defined, it will follow
as in the classical case that ∼h and ∼oh are the same equivalence relation
on X-equivariant (respectively X-nuclear) Kasparov modules, whenever A
is separable and B is σ-unital.
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Definition 12.11. Let A and B be graded X-C∗-algebras.
• Let KK(X;A,B) (respectively KKnuc(X;A,B)) denote the semi-
group of ∼h-equivalence classes of X-equivariant (respectively X-
nuclear) Kasparov A-B-modules. The semigroup structure comes
from direct sums.
For an X-equivariant (respectively X-nuclear) Kasparov A-B-
module (E,φ, F ), write [E,φ, F ] for its induced equivalence class.
• If φ : A→ B is a graded, X-equivariant ∗-homomorphism, let
(12.11) KK(X;φ) := [B,φ, 0] ∈ KK(X;A,B).
Similarly, if φ : A→ B is a graded, X-nuclear ∗-homomorphism, let
(12.12) KKnuc(X;φ) := [B,φ, 0] ∈ KKnuc(X;A,B).
Lemma 12.12. KK(X;A,B) and KKnuc(X;A,B) are abelian groups.
Proof. Only KK(X;A,B) will be shown to be an abelian group, the proof
KKnuc(X;A,B) is obtained by replacing the word “X-equivariant” with
“X-nuclear”.
KK(X;A,B) is clearly an abelian semigroup, as E ⊕ E ′ ≈u E
′ ⊕ E , and
a monoid with identity element [0, 0, 0]. If (E,φ, F ) is an X-equivariant
Kasparov module then (Eop, φ ◦ βA,−F ) is also an X-equivariant Kasparov
module since A(U) = βA(A(U)) for all U ∈ O(X). Thus
(12.13) (E,φ, F )⊕(Eop , φ◦βA,−F ) ≈oh (E⊕E
op, φ⊕(φ◦βA),
(
0 1
1 0
)
),
via the operator homotopy induced by t 7→
(
F cos t sin t
sin t −F cos t
)
. The lat-
ter X-equivariant Kasparov module above is degenerate, so [Eop, φ◦βA,−F ]
is the inverse of [E,φ, F ] by Lemma 12.9. 
Example 12.13 (The classical cases). Considering a one-point topological
space X = {⋆}, and continuous {⋆}-C∗-algebras A and B, one may simply
think of A and B as C∗-algebras without an action, see Example 10.12. One
clearly has KK({⋆};A,B) = KK(A,B).
Moreover, by Remark 11.4 one has KKnuc({⋆};A,B) = KKnuc(A,B) as
defined by Skandalis in [Ska88].
Example 12.14 (C0(X)-algebras). If X is a locally compact Hausdorff
space, and A and B are continuous X-C∗-algebras, then one may think of
A and B as continuous C0(X)-algebras, see Example 10.13. It can easily
be checked that KK(X;A,B) = RKK(X;A,B) as defined by Kasparov in
[Kas88].
Observation 12.15. There are canonical homomorphisms
(12.14) KKnuc(X;A,B)→ KK(X;A,B)→ KK(A,B)
given by forgetting that the modules are X-nuclear or X-equivariant. In
particular, any element x ∈ KKnuc(X;A,B) induces a homomorphism
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Γ0(x) : K0(A) → K0(B) such that if φ : A → B is an X-nuclear ∗-homo-
morphism then
(12.15) Γ0(KKnuc(X;φ)) = φ0 : K0(A)→ K0(B).
12.2. The Kasparov product. The Kasparov product of two Kasparov
modules (E1, φ1, F1) and (E2, φ2, F2) is given by (E1⊗ˆφ2E2, φ1⊗ˆ1, F ) where
F is a reasonably chosen operator defined up to operator homotopy, see
[Bla98, Section 18.4]. Hence in the X-equivariant and X-nuclear case, all
one has to do is check that φ1⊗ˆ1 is in fact weakly X-equivariant or weakly
X-nuclear in order to get a well-defined Kasparov product.
Lemma 12.16. Let A, B, and C be graded X-C∗-algebras, let E1 and E2
be graded Hilbert B- and C-modules respectively, and let φ1 : A → B(E1)
and φ2 : B → B(E2) be graded, weakly X-equivariant representations. Then
(12.16) φ1⊗ˆ1: A→ B(E1⊗ˆφ2E2)
is weakly X-equivariant. Moreover, if one of φ1 and φ2 is weakly X-nuclear,
then φ1⊗ˆ1 is weakly X-nuclear.
Proof. As span{ξ1⊗ξ2 : ξ1 ∈ E1, ξ2 ∈ E2} = E1⊗ˆφ2E2, Lemma 11.10 implies
that it suffices to show that the map
(12.17) a 7→ 〈ξ1 ⊗ ξ2, (φ1⊗ˆ1)(a)(ξ1 ⊗ ξ2)〉E1⊗ˆφ2E2
is X-equivariant, or X-nuclear if one of φ1 and φ2 is weakly X-nuclear, for
all ξ1 ∈ E1 and ξ2 ∈ E2. Fix ξi ∈ Ei and let ψi = 〈ξi, φi(−)ξi〉Ei for i = 1, 2.
Then ψi is X-equivariant by weak X-equivariance of φi, and ψi is X-nuclear
if φi is weakly X-nuclear. One has
〈ξ1 ⊗ ξ2, (φ1⊗ˆ1)(a)(ξ1 ⊗ ξ2)〉E1⊗ˆφ2E2
= 〈ξ2, φ2(〈ξ1, φ1(a)ξ1〉E1)ξ2〉E2
= ψ2(ψ1(a)).(12.18)
As the composition of two X-equivariant maps is clearly X-equivariant,
and the composition of an X-equivariant map and an X-nuclear map is
X-nuclear, see Observation 3.4, the result follows. 
In the proof of the above lemma, it was important that one could check
weak X-nuclearity only on elementary tensors. This relied on the non-
trivial fact Lemma 11.6; that the set of X-nuclear maps is hereditary, see
also Remark 11.9.
The reader is referred to [Bla98, Definition 18.4.1] for the definition of a
Kasparov product of two Kasparov modules (one an A-B-module, the other
a B-C-module).
Proposition 12.17. Let E1 = (E1, φ1, F1) be an X-equivariant Kasparov
A-B-module, and let E2 = (E2, φ2, F2) be an X-equivariant Kasparov B-
C-module. If A is separable, and B and C are σ-unital, then there is a
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Kasparov product E12 = (E1⊗ˆφ2E2, φ1⊗ˆ1, F ) of E1 and E2, unique up to
operator homotopy, and every such Kasparov module is X-equivariant.
Moreover, if one of E1 and E2 is X-nuclear, then so is E12.
Proof. This follows immediately from Lemma 12.16 and [JT91, Theorem
2.2.8]. 
Lemma 12.18. Let A,B, and C be graded X-C∗-algebras for which A is
separable, and B and C are σ-unital, let E1 and E
′
1 be X-equivariant Kas-
parov A-B-modules, and let E2 and E
′
2 be X-equivariant Kasparov B-C-
modules. Let E12 be a Kasparov product of E1 and E2, and let E
′
12 be a
Kasparov product of E ′1 and E
′
2. Suppose that E1 ∼oh E
′
1 and E2 ∼oh E
′
2 (both
in the X-equivariant sense). The following hold.
(1) E12 ∼oh E
′
12 (in the X-equivariant sense).
(2) If i ∈ {1, 2} is such that Ei and E
′
i are X-nuclear and Ei ∼oh E
′
i (in
the X-nuclear sense), then E12 ∼oh E
′
12 (in the X-nuclear sense).
Proof. This follows immediately from Proposition 12.17 and [JT91, Lemmas
2.2.9–14]. 
Recall that we may form a graded spatial (a.k.a. minimal) tensor product
A⊗ˆC of graded C∗-algebras, which has grading operator βA⊗ˆβC . Also,
if EA and EC are graded Hilbert A- and C-modules respectively, we may
form their exterior tensor product EA⊗ˆEC which is a graded Hilbert A⊗ˆC-
module.
If A is a graded C∗-algebra (with no given action of X) and C is a graded
X-C∗-algebras then A⊗ˆC is a graded X-C∗-algebras with the action
(12.19) (A⊗ˆC)(U) = A⊗ˆC(U), U ∈ O(X).
When A,B, and C are graded C∗-algebras, and E = (E,φ, F ) is a Kas-
parov A-B-module, one may form the exterior tensor product
(12.20) E ⊗ C := (E⊗ˆC,φ⊗ˆidC : A⊗ˆC → B(E⊗ˆC), F ⊗ˆ1),
which is a Kasparov A⊗ˆC-B⊗ˆC-module.
Clearly the external tensor product − ⊗ C of Kasparov modules pre-
serves direct sums (up to unitary equivalence), operator homotopies, and
degeneracy. Note that none of these conditions rely on X-equivariance or
X-nuclearity.
Lemma 12.19. Let A and B be graded C∗-algebras (with no given action
of X), let C be a graded X-C∗-algebra, and let E = (E,φ, F ) be a Kasparov
A-B-module. Then E ⊗ C is an X-equivariant Kasparov (A⊗ˆC)-(B⊗ˆC)-
module. In particular, if E0 ∼oh E1 (as ordinary Kasparov A-B-modules),
then E0 ⊗ C ∼oh E1 ⊗ C in the X-equivariant sense.
Proof. As span{ξ ⊗ c : ξ ∈ E, c ∈ C are homogeneous} = E⊗ˆC, Lemma
11.10 implies that it suffices to show that
(12.21) A⊗ˆC ∋ x 7→ 〈ξ ⊗ c, (φ⊗ˆidC)(x)(ξ ⊗ c)〉E⊗ˆC ∈ B⊗ˆC
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is X-equivariant for all homogeneous ξ ∈ E and c ∈ C. Denote this map
by φ0 for a given ξ and c. Hence, given U ∈ O(X) we should show that
φ0(A⊗ˆC(U)) ⊆ B⊗ˆC(U). Let a ∈ A and d ∈ C(U) be homogeneous. Then
(12.22) φ0(a⊗ d) = 〈ξ ⊗ c, (φ(a) ⊗ d)(ξ ⊗ c)〉E⊗ˆC = ±〈ξ, φ(a)ξ〉E ⊗ c
∗dc
where the sign depends on the degrees of ξ, a, c, and d (see [Bla98, 14.4.4],
although the exact computation is not needed). No matter the sign we have
φ0(a ⊗ d) ∈ B⊗ˆC(U). As A⊗ˆC(U) is densely spanned by its elementary
tensors of homogeneous elements, it follows that φ0(A⊗ˆC(U)) ⊆ B⊗ˆC(U).
Hence E ⊗ C is X-equivariant.
The “in particular” part follows immediately since −⊗C preserves direct
sums, operator homotopies, and takes degenerate modules to degenerate
modules which are X-equivariant by what we already proved. 
The following holds as in the classical case.
Proposition 12.20. Let A and B be graded X-C∗-algebras with A separable
and B σ-unital. Then the equivalence relations ∼h and ∼oh agree on X-
equivariant (respectively X-nuclear) Kasparov A-B-modules.
Proof. As ∼oh is stronger than ∼h by Corollary 12.10 we only need to prove
the converse. We only do the X-nuclear case. Let E0 and E1 be X-nuclear
Kasparov modules such that E0 ∼h E1. We should prove that E0 ∼oh E1. As
∼h is the transitive closure of ≈h, and as ∼oh is an equivalence relation, we
may assume without loss of generality that E0 ≈h E1. Fix E an X-nuclear
Kasparov module which is a homotopy from E0 to E1.
By [Bla98, Lemma 18.5.1], (C[0, 1], ev0, 0) ∼oh (C[0, 1], ev1, 0) in the
classical sense as Kasparov C[0, 1]-C-modules. As (C[0, 1], evi, 0) ⊗ B and
(IB, evi, 0) are unitarily equivalent for i = 0, 1, Lemma 12.19 implies that
(IB, ev0, 0) ∼oh (IB, ev1, 0) in the X-equivariant sense. As Ei is a Kasparov
product of E and (IB, evi, 0) for i = 0, 1, it follows from Lemma 12.18 that
E0 ∼oh E1 in the X-nuclear sense. 
Theorem 12.21 (The Kasparov product). Let X be a topological space, and
let A, B, and C be separable, graded X-C∗-algebras. The Kasparov product
induces bilinear products
(12.23)
◦ : KK(X;B,C) ⊗ KK(X;A,B) → KK(X;A,C)
◦ : KKnuc(X;B,C) ⊗ KK(X;A,B) → KKnuc(X;A,C)
◦ : KK(X;B,C) ⊗ KKnuc(X;A,B) → KKnuc(X;A,C)
◦ : KKnuc(X;B,C) ⊗ KKnuc(X;A,B) → KKnuc(X;A,C).
These bilinear products are all associative in the obvious sense.
Proof. This is an immediate consequence of Lemma 12.18, Proposition 12.20,
and [Bla98, Theorem 18.6.1]41 for associativity. 
41The proof of this result is exactly showing associativity of the Kasparov product up to
operator homotopy.
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At first it might seem weird that taking the product of a KK(X)-element
and a KKnuc(X)-element produces a KKnuc(X)-element. This is essentially
because the composition of two c.p. maps, one of which is nuclear, is again
a nuclear c.p. map.
Remark 12.22. As in the classical case it follows that
(12.24) KK(X;ψ) ◦KK(X;φ) = KK(X;ψ ◦ φ)
for graded, X-equivariant ∗-homomorphisms. If one of these ∗-homomorph-
isms is X-nuclear, say φ, then
(12.25) KK(X;ψ) ◦KKnuc(X;φ) = KKnuc(X;ψ ◦ φ),
and similarly if ψ is X-nuclear.
Lemma 12.23. Let A and B be graded X-C∗-algebras for which A is
separable and B is σ-unital. Let E be an X-equivariant (respectively X-
nuclear) Kasparov A-B-module. Then the Kasparov product of E with either
the X-equivariant A-A-module (A, idA, 0) or the X-equivariant B-B-module
(B, idB, 0), is X-equivariantly (respectively X-nuclearly) homotopic to E.
Proof. The case with (B, idB , 0) is trivial since E is itself a Kasparov product
of (B, idB , 0) and E . For the other product, let E = (E,φ, F ). In (the proof
of) [Bla98, Proposition 18.3.6], a Kasparov A-IB-module is constructed of
the form E = (E0, ψ,G) such that E0 is operator homotopic to E where
E0 = {f ∈ C([0, 1], E) : f(1) ∈ φ(A)E} and ψ is the map which is point-
wise φ. By Lemma 12.5 it follows that E is X-equivariant (respectively X-
nuclear), and thus by Lemma 12.18 we may replace E with E1 and therefore
assume without loss of generality that φ(A)E = E. But in this case E is
itself a Kasparov product of E and (A, idA, 0). 
As a technical device which will be used later, the following result about
full, hereditary C∗-subalgebras is proved.
Proposition 12.24. Let A be a separable X-C∗-algebra, and let B0 and
B be σ-unital X-C∗-algebras for which B0 ⊆ B is a full, hereditary C
∗-
subalgebra. If B0(U) is full in B(U) for all U ∈ O(X) then the inclusion
ι : B0 →֒ B induces isomorphisms
(12.26)
KK(X;A,B0)
∼=
−→ KK(X;A,B), KKnuc(X;A,B0)
∼=
−→ KKnuc(X;A,B).
Proof. We do the X-nuclear case; the X-equivariant case is identical. Let
E = (BB0, idB : B → B = KB0(BB0), 0) be the induced Kasparov B-B0-
module. Taking the Kasparov product with E induces a homomorphism
(12.27) [E ] ◦ − : KKnuc(X;A,B)→ KKnuc(X;A,B0).
As the Kasparov product is associative up to ≈oh, even when only the first
C∗-algebra is separable assuming the relevant Kasparov products exist (see
[Ska84, Lemma 22]), it suffices by Lemma 12.23 to show that (B0, idB0 , 0)
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and (B, idB , 0) are Kasparov products of E and (ι) = (B, ι : B0 → B =
KB(B), 0) up to X-equivariant homotopy. Clearly (B, idB, 0) is a Kasparov
product (ι) ◦ E . The other Kasparov product, E ◦ (ι), also exists and the
canonical choice is unitarily equivalent to (BB0, ι : B0 → B = KB0(BB0), 0).
Let E = {f ∈ C([0, 1], BB0) : f(0) ∈ B0} as a Hilbert IB0-module. Then
the Kasparov B0-IB0-module (E,B0 → K(E), 0) defines an X-equivariant
homotopy from (BB0, ι : B0 → B = KB0(BB0), 0) to (B0, idB0 , 0). 
Corollary 12.25. If p ∈ K is a rank one projection then the embedding
idB ⊗ p : B →֒ B ⊗K induces an isomorphism
(12.28) KK(X;A,B)
∼=
−→ KK(X;A,B ⊗K),
and similarly for KKnuc(X).
Corollary 12.26. If φ,ψ : A → B are X-equivariant (respectively X-nuc-
lear) ∗-homomorphisms and φ ∼asMvN ψ, then
(12.29)
KK(X;φ) = KK(X;ψ) (respectively KKnuc(X;φ) = KKnuc(X;ψ)).
Proof. We only do the X-nuclear version. By Proposition 2.8, there is a
norm-continuous unitary path (ut)t∈[0,1) in M(B ⊗ K) such that Adut ◦
(φ ⊗ e1,1)
t→1
−−→ ψ ⊗ e1,1 in the point-norm topology. As the unitary group
of M(B ⊗ K) is connected by [CH87], we may assume that u0 = 1. Let
Φ: A → C([0, 1], B ⊗ K) be given by Φ(a)(t) = Adut ◦ (φ ⊗ e1,1) for t ∈
[0, 1) and Φ(a)(1) = ψ ⊗ e1,1. By Lemma 10.30, Φ is X-nuclear and thus
KKnuc(X;φ ⊗ e1,1) = KKnuc(X;ψ ⊗ e1,1). By Corollary 12.25, it follows
that KKnuc(X;φ) = KKnuc(X;ψ). 
12.3. The Cuntz pair picture. As in Subsection 8.1, two pictures of KK-
theory will be considered: the Cuntz pair picture and the Fredholm picture.
For these pictures to make sense, the C∗-algebras A and B will always be
assumed to be trivially graded.
Since M(B ⊗K) ∼= BB(ℓ
2(N)⊗B) canonically, the two will be identified
without mentioning.
Recall that an (A-B-)Cuntz pair (ψ0, ψ1) consists of a pair of ∗-homo-
morphisms ψ0, ψ1 : A→M(B ⊗K) for which ψ0(a)−ψ1(a) ∈ B ⊗K for all
a ∈ A.
A homotopy of two A-B-Cuntz pairs (φ0, φ1) and (ψ0, ψ1), is a family
(η
(s)
0 , η
(s)
1 )s∈[0,1] of Cuntz pairs, such that
(12.30) (η
(0)
0 , η
(0)
1 ) = (φ0, φ1), (η
(1)
0 , η
(1)
1 ) = (ψ0, ψ1),
s 7→ η
(s)
i (a) is strictly continuous for i = 0, 1 and a ∈ A, and s 7→ η
(s)
0 (a) −
η
(s)
1 (a) is norm-continuous for any a ∈ A.
42
42The point is thatM(IB⊗K) is canonically isomorphic to the set of strictly continuous,
bounded functions from [0, 1] toM(B⊗K), and hence a homotopy of A-B-Cuntz pairs is
the same as an A-IB-Cuntz pair. Here, as usual, IB = C([0, 1], B).
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Definition 12.27. The Cuntz pair (ψ0, ψ1) is called weakly X-equivariant
(respectively weakly X-nuclear), if both ∗-homomorphisms ψ0 and ψ1 are
weakly X-equivariant (respectively weakly X-nuclear).
WeaklyX-equivariant (respectively weaklyX-nuclear) Cuntz pairs (φ0, φ1)
and (ψ0, ψ1) are said to be homotopic if there is a homotopy (η
(s)
0 , η
(s)
1 )s∈[0,1]
of Cuntz pairs satisfying (12.30), and for which η
(s)
i is weakly X-equivariant
(resp. weakly X-nuclear) for i = 0, 1 and s ∈ [0, 1].
One can form sums of weakly X-equivariant/nuclear Cuntz pairs by
(12.31) (φ0, φ1)⊕s1,s2 (ψ0, ψ1) = (φ0 ⊕s1,s2 ψ0, φ1 ⊕s1,s2 ψ1),
where s1, s2 ∈ M(B⊗K) are O2-isometries. As any two Cuntz sums are uni-
tarily equivalent, and as the unitary group of M(B⊗K) is path-connected,
sums of weakly nuclear Cuntz pairs are unique up to homotopy.
The set of homotopy classes of weakly X-equivariant (respectively X-
nuclear) A-B-Cuntz pairs is an abelian group with the addition defined by
Cuntz sums as above. Denote the equivalence class of (φ0, φ1) by [φ0, φ1].
Proposition 12.28 (The Cuntz pair picture). Let X be a topological space,
and let A and B be X-C∗-algebras for which A is separable and B is σ-unital.
The assignment
(12.32)
(φ0, φ1) 7→ E(φ0,φ1) :=
(
(ℓ2(N)⊗B)⊕ (ℓ2(N)⊗B)op, φ0 ⊕ φ1,
(
0 1
1 0
))
from the collection of A-B-Cuntz pairs to Kasparov A-B-modules induces an
isomorphism between the group of homotopy classes of weakly X-equivariant
(respectively weakly X-nuclear) A-B-Cuntz pairs, and the Kasparov group
KK(X;A,B) (respectively KKnuc(X;A,B)).
Proof. As the proof very close to the similar proof in the classical case, the
proof will only be sketched, and only in the X-nuclear case.
By Corollary 11.12, E(φ0,φ1) is X-nuclear whenever (φ0, φ1) is weakly X-
nuclear. A homotopy of weakly X-nuclear A-B-Cuntz pairs induces an
A-IB-Cuntz pair which is weakly X-nuclear by Lemma 10.30. So by ap-
plying the map (12.32) one obtains a homotopy of X-nuclear Kasparov A-
B-modules, which implies that the map [φ0, φ1] 7→ [E(φ0,φ1)] is well-defined.
It is routine to show that it takes Cuntz sums to diagonal sums, and clearly
[0, 0] 7→ [0], so [φ0, φ1] 7→ [E(φ0,φ1)] is a well-defined group homomorphism
into KKnuc(X;A,B).
Arguing exactly as [Bla98, Section 17.6] it follows that the map [φ0, φ1] 7→
[E(φ0,φ1)] is surjective. Similarly, by applying these arguments to an X-
nuclear homotopy from E(φ0,φ1) to E(ψ0,ψ1), one may lift such a homotopy
of X-nuclear Kasparov modules, to a homotopy of weakly X-nuclear Cuntz
pairs. The endpoints of this homotopy are unitarily equivalent to the weakly
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X-nuclear Cuntz pairs (φ0, φ1)⊕s1,s2 (0, 0) and (ψ0, ψ1)⊕s1,s2 (0, 0) respec-
tively. As these are homotopic to (φ0, φ1) and (ψ0, ψ1) respectively, it fol-
lows that [φ0, φ1] 7→ [E(φ0,φ1)] is injective and thus induces a group isomor-
phism. 
12.4. The Fredholm picture. In this subsection, a Fredholm type picture
of KK(X) and KKnuc(X) is obtained, cf. [Hig87, Section 2.1].
Let A be a separable X-C∗-algebra, B be a σ-unital X-C∗-algebra (these
are considered as trivially graded). An (A-B-)cycle is a triple
(12.33) (φ0 : A→ B(E0), φ1 : A→ B(E1), u),
usually just written (φ0, φ1, u), where E0 and E1 are countably generated
Hilbert B-modules, φ0 and φ1 are ∗-homomorphisms, and u ∈ B(E0, E1)
satisfies
(12.34) uφ0(a)− φ1(a)u ∈ K(E0, E1)
(12.35) (u∗u− 1)φ0(a) ∈ K(E0), (uu
∗ − 1)φ1(a) ∈ K(E1)
for all a ∈ A. A cycle (φ0, φ1, u) is called degenerate if
(12.36) uφ0(a)− φ1(a)u = 0, (u
∗u− 1)φ0(a) = 0, (uu
∗ − 1)φ1(a) = 0,
for all a ∈ A. Two cycles
(12.37)
(φ0 : A→ B(E0), φ1 : A→ B(E1), u), (φ
′
0 : A→ B(E
′
0), φ
′
1 : A→ B(E
′
1), u
′),
are unitarily equivalent if there are unitaries vi ∈ B(Ei, E
′
i) for i = 0, 1, such
that
(12.38) φ0(a)v0 = v0φ
′
0(a), φ1(a)v1 = v1φ
′
1(a), v1u = u
′v0.
for all a ∈ A.
Say that two cycles as in (12.37) are operator homotopic if φi = φ
′
i (and
thus also Ei = E
′
i), for i = 0, 1, and if there is a norm continuous path
[0, 1] ∋ t 7→ vt ∈ B(E0, E1) such that v0 = v, v1 = v
′, and each (φ0, φ1, vt) is
a cycle.
Addition of two cycles as in (12.37) is defined by direct sums as
(12.39) (φ0 ⊕ φ
′
0 : A→ B(E0 ⊕ E
′
0), φ1 ⊕ φ
′
1 : A→ B(E1 ⊕ E
′
1), u⊕ u
′).
Definition 12.29. Say that an A-B-cycle (φ0, φ1, v) is weakly X-equivariant
(respectively weakly X-nuclear) if φ0 and φ1 are weakly X-equivariant (re-
spectively weakly X-nuclear).
Let ∼oh denote the equivalence relation on weakly X-equivariant (resp.
weakly X-nuclear) A-B-cycles generated by unitary equivalence, operator
homotopy, and addition of degenerate, weakly X-equivariant (respectively
weakly X-nuclear) A-B-cycles.
The set of ∼oh-equivalence classes of weakly X-equivariant (respectively
X-nuclear) A-B-cycles is an abelian group where addition is as in (12.39).
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Proposition 12.30 (The Fredholm picture). Let X be a topological space,
and let A and B be X-C∗-algebras for which A is separable and B is σ-unital.
The assignment
(12.40) (φ0, φ1, u) 7→ E(φ0,φ1,u) :=
(
E0 ⊕ E
op
1 , φ0 ⊕ φ1,
(
0 u∗
u 0
))
between the collections of A-B-cycle and Kasparov A-B-modules induces an
isomorphism between the group of ∼oh-equivalence classes of weakly X-equi-
variant (respectively weakly X-nuclear) A-B-cycles, and the Kasparov group
KK(X;A,B) (respectively KKnuc(X;A,B)).
Proof. As with the proof of the Cuntz pair picture, this is very close to the
similar proof in the classical case, so it will only be sketched, and only in
the X-nuclear case.
By definition, E(φ0,φ1,u) is X-nuclear whenever (φ0, φ1, u) is weakly X-
nuclear. As the assignment (12.40) preserves direct sums (up to unitary
equivalence), unitary equivalence, operator homotopy, and degeneracy, it
follows that it induces a well-defined homomorphism into KKnuc(X;A,B).
For surjectivity, the Cuntz pair picture (Proposition 12.28) implies that
for every element in KKnuc(X;A,B) there is a weakly X-nuclear Cuntz
pair (φ0, φ1) such that E(φ0,φ1) represents the element. By Corollary 11.12,
(φ0, φ1, 1) is a weakly X-nuclear cycle and E(φ0,φ1) = E(φ0,φ1,1), so our map
is surjective.
For injectivity, let (φ0, φ1, u) and (ψ0, ψ1, v) be weakly X-nuclear cy-
cles for which E0 := E(φ0,φ1,u) and E1 := E(ψ0,ψ1,v) have the same class in
KKnuc(X;A,B). By Proposition 12.20, E0 ∼oh E1, so there are degenerate,
X-nuclear Kasparov modules D0 and D1 such that E0 ⊕ D0 ≈oh E1 ⊕ D1.
Arguing as in [Bla98, Section 17.5],43 there are degenerate, X-nuclear Kas-
parov modules D′i for i = 0, 1, such that Di ⊕ D
′
i is unitarily equivalent to
a module of the form E
(η
(i)
0 ,η
(i)
1 ,w
(i))
for a degenerate, weakly X-nuclear cycle
(η
(i)
0 , η
(i)
1 , w
(i)). It is easy to see that the operator homotopy E0⊕D0⊕D
′
0 ≈oh
E1 ⊕D1 ⊕D
′
1 induces an operator homotopy between
(12.41) (φ0, φ1, u)⊕ (η
(0)
0 , η
(0)
1 , w
(0)) and (ψ0, ψ1, v)⊕ (η
(1)
0 , η
(1)
1 , w
(1)).
Hence the assignment (12.40) induces an isomorphism as desired. 
If (φ0, φ1) is an A-B-Cuntz pair, then (φ0, φ1, 1ℓ2(N)⊗B) is an A-B-cycle.
By Corollary 11.12, if (φ0, φ1) is weakly X-equivariant or weakly X-nuclear,
then so is (φ0, φ1, 1). However, it is a very non-trivial fact (relying on ho-
motopy and operator homotopy agreeing for Kasparov modules) that this
assignment induces a well-defined map between homotopy class of Cuntz
pairs and ∼oh-classes of cycles. It follows immediately from Propositions
43The Fredholm picture in [Bla98, Section 17.5] is slightly different from the one given
here. While it requires that u in the cycle (φ0, φ1, u) is a unitary, it also requires that A
is unital. The arguments given in [Bla98, Section 17.5] still carry through word for word,
but produce an operator u satisfying (12.35) instead of a unitary.
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12.28 and 12.30 that it is actually well-defined, and, moreover, an isomor-
phism.
Corollary 12.31. Let X be a topological space, and let A and B be X-C∗-
algebras for which A is separable and B is σ-unital. The assignment
(12.42) (φ0, φ1) 7→ (φ0, φ1, 1ℓ2(N)⊗B)
between the collections of A-B-Cuntz pairs and A-B-cycles induces an iso-
morphism between the group of homotopy classes of weakly X-equivariant
(respectively weakly X-nuclear) A-B-Cuntz pairs, and the group of ∼oh-
equivalence classes of weakly X-equivariant (respectively weakly X-nuclear)
A-B-cycles.
13. A stable uniqueness theorem
The new proof of the Kirchberg–Phillips theorem presented in Section
8 required a stable uniqueness theorem due to Dadarlat and Eilers [DE01,
Theorem 3.10]. A similar stable uniqueness theorem for KKnuc(X) will be
used to prove the non-simple classification theorem. The goal of this section
is to prove this stable uniqueness theorem.
The proof presented here mimics the original proof, but one runs into
trouble due to the original proof using several instances of unitisations. Re-
solving these unitisation issues becomes one of the main complications when
compared to the original proof.
Consider the automorphism group of a C∗-algebra as equipped with the
uniform topology.44
Proposition 13.1 ([DE01, Proposition 2.15]). Let D be a unital, separable
C∗-algebra, and let (αt)t∈R+ be a continuous path of automorphisms on D
with α0 = idD. Then there exists a continuous path (vt)t∈R+ of unitaries in
D with v0 = 1 such that
(13.1) lim
t→∞
‖αt(d)−Ad vt(d)‖ = 0, d ∈ D.
The following is an extension of the above proposition, and the (unital
version of the) proof is essentially contained in the proof of [DE01, Proposi-
tion 3.6]. This version is easier to apply, when working with not necessarily
separable and unital C∗-algebras.
Corollary 13.2. Let E be a C∗-algebra, A ⊆ E be a separable C∗-sub-
algebra, and (αt)t∈R+ be a continuous path of automorphisms on E with
44In particular, a norm-continuous unitary path (ut) in M(B) gives rise to a continuous
path (Adut)t∈R+ in Aut(B), whereas for a strictly continuous unitary path (vt) inM(B),
the path (Ad vt)t∈R+ is not necessarily continuous! However, (Ad vt)t∈R+ is continuous
if one instead equips Aut(B) with the point-norm topology, but this will not be relevant
here.
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α0 = idE. Then there is a continuous path (vt)t∈R+ of unitaries in E˜ with
v0 = 1 such that
(13.2) lim
t→∞
‖αt(a)−Ad vt(a)‖ = 0, for all a ∈ A.
Proof. If E is non-unital then each αt extends canonically to an automor-
phism α˜t on E˜. For any x ∈ E and µ ∈ C we have
(13.3)
‖α˜t(x+µ1)− α˜s(x+µ1)‖ = ‖αt(x)+µ1E˜−αs(x)−µ1E˜‖ = ‖αt(x)−αs(x)‖.
Moreover, if ‖x + µ1‖ ≤ 1, then ‖x‖ ≤ 2 and |µ| ≤ 1. Thus it follows that
‖α˜t − α˜s‖B(E˜) ≤ 2‖αt − αs‖B(E),
45 so (α˜t)t∈R+ is also continuous. Hence we
may assume that E is unital.
Let D denote the unital C∗-subalgebra of E generated by all subalgebras
of the form
(13.4) (αj1t1 ◦ · · · ◦ α
jn
tn )(A)
for all n ∈ N, ji ∈ Z and ti ∈ R+ ∩ Q. Then D is separable and unital,
contains A, and each αt restricts to an automorphism onD. Thus (αt|D)t∈R+
and D satisfy the condition of Proposition 13.1, so there exists a continuous
path of unitaries (vt)t∈R+ in D, which are also unitaries in E, such that
(13.5) lim
t→∞
‖αt(d)−Ad vt(d)‖ = 0, for all d ∈ D.
As A ⊆ D, this finishes the proof. 
Given a ∗-homomorphism φ : A → M(B), let φ˙ : A → Q(B) denote the
induced ∗-homomorphism, and
(13.6) Dφ := {x ∈ M(B) : [x, φ(A)] ⊆ B}, Eφ := φ(A) +B.
Note that if u ∈ Dφ is a unitary then Adu induces a (not necessarily inner)
automorphism on Eφ. Also, one obtains a short exact sequence
(13.7) 0→ B → Dφ → Q(B) ∩ φ˙(A)
′ → 0.
If ψ : A →M(B) is such that ψ˙ = φ˙, i.e. φ(a) − ψ(a) ∈ B for all a ∈ A,
then Dφ = Dψ, and Eφ = Eψ, so in particular, ψ induces the exact same
exact sequence as above.
Definition 13.3. Two ∗-homomorphisms φ,ψ : A → M(B) are properly
asymptotically unitarily equivalent, written φ ≅ ψ, if there is a continuous
unitary path (ut)t∈R+ in B˜ such that
lim
t→∞
‖u∗tφ(a)ut − ψ(a)‖ = 0, a ∈ A.
Write φ ≅0 ψ if it is possible to choose u0 = 1 above.
45Here B(E) denotes the Banach algebra of bounded operators on E, not to be confused
with the C∗-algebra of adjointable operators when E is a Hilbert C∗-module. I hope this
overlap of notation does not confuse the reader.
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Obviously φ(a) − ψ(a) ∈ B for all a ∈ A provided φ ≅ ψ. The following
is essentially proved in [DE01] and is how one obtains proper asymptotic
unitary equivalence.
Lemma 13.4. Let A be a separable C∗-algebra, and let φ,ψ : A → M(B)
be ∗-homomorphisms such that (φ(A) + C1M(B)) ∩ B = {0} and for which
φ(a)− ψ(a) ∈ B for all a ∈ A. Suppose that (ut)t∈R+ is a norm-continuous
unitary path in Dφ for which
lim
t→∞
‖u∗tφ(a)ut − ψ(a)‖ = 0, a ∈ A.
Then Adu0 ◦ φ ≅0 ψ.
In particular, if u0 ∈ B˜ then φ ≅ ψ.
Proof. Let αt = Ad(u
∗
0ut) ∈ Aut(Eφ), and note that αt ◦ φ converges point-
norm to Adu∗0 ◦ ψ. Clearly (αt)t∈R+ is a continuous path in Aut(Eφ) (with
the uniform topology) with α0 = idEφ , so by Corollary 13.2 there is a con-
tinuous unitary path (vt)t∈R+ in E˜φ = Eφ + C1M(B) with v0 = 1 such that
lim
t→∞
‖αt(φ(a)) −Ad vt(φ(a))‖ = 0, a ∈ A.
In particular, Ad vt ◦ φ converges point-norm to Adu
∗
0 ◦ ψ. Since (φ(A) +
C1M(B)) ∩ B = {0}, there is a canonical identification φ(A) + C1M(B) ∼=
(Eφ + C1M(B))/B, so let (xt)t∈R+ be the unitary path in φ(A) + C1M(B)
corresponding to (vt +B)t∈R+ in (Eφ + C1M(B))/B. For yt := vt − xt ∈ B,
the path (yt)t∈R+ is clearly continuous and bounded. Note that
lim
t→∞
‖xtφ(a)x
∗
t − φ(a)‖ = limt→∞
‖vtu0ψ(a)u
∗
0v
∗
t − φ(a) +B‖(Eφ+C1M(B))/B
≤ lim
t→∞
‖v∗t φ(a)vt −Adu
∗
0 ◦ ψ(a)‖
= 0.
Letting wt = x
∗
t vt = 1 + x
∗
t yt produces a continuous unitary path (wt)t∈R+
in B˜ for which w0 = 1. It follows that
‖w∗t φ(a)wt −Adu
∗
0 ◦ ψ(a)‖(13.8)
≤ ‖v∗t (xtφ(a)x
∗
t − φ(a))vt‖+ ‖v
∗
t φ(a)vt −Adu
∗
0 ◦ ψ(a)‖(13.9)
→ 0,(13.10)
for all a ∈ A, so φ ≅0 Adu
∗
0 ◦ ψ, or equivalently, Adu0 ◦ φ ≅0 ψ. 
It is finally time to take care of the unitisation issues mentioned at the
beginning of the section. For a topological space X, let X† denote the
(always non-Hausdorff) topological space X ⊔ {⋆} with open sets O(X†) =
O(X) ⊔ {X†}. If A is an X-C∗-algebra, then the forced unitisation A† has
a canonical action of X† given by
(13.11) A†(U) =
{
A(U), if U ∈ O(X) (⊆ O(X†))
A†, if U = X†.
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Similarly, if B is an X-C∗-algebra then there is a canonical action of X† on
B which is the ordinary action for open subsets in X ⊆ X†, and B(X†) = B.
Lemma 13.5. Let A and B be X-C∗-algebras and let φ : A† → B be a
c.p. map. Then φ is X†-equivariant (respectively X†-nuclear) if and only if
φ|A is X-equivariant (respectively X-nuclear).
Proof. Since φ(A†(X†)) = φ(A†) ⊆ B = B(X†), it easily follows that φ is
X†-equivariant if and only if φ|A is X-equivariant. If U ∈ O(X), then
(13.12) [φ]U : A
†/A†(U)→ B/B(U), [φ|A]U : A/A(U)→ B/B(U),
the latter map being the restriction of [φ]U to A
†/A†(U) ∼= (A/A(U))†. By
Lemma 5.8 it follows that [φ]U is nuclear if and only if [φ|A]U is nuclear, so
φ is X†-nuclear if and only if φ|A is X-nuclear. 
Proposition 13.6. Let A be a separable X-C∗-algebra and let B be a σ-
unital X-C∗-algebra. Then the maps
(13.13)
KK(X;A,B)→ KK(X†;A†, B), KKnuc(X;A,B)→ KKnuc(X
†;A†, B)
given in the Cuntz pair picture by [φ,ψ] 7→ [φ†, ψ†] are well-defined, injective
homomorphisms.
Proof. We only do the X-nuclear version. If φ is weakly X-nuclear then φ†
is weakly X†-nuclear by Lemma 13.5. By unitising an X-nuclear homotopy
between Cuntz pairs (φ0, ψ0) and (φ1, ψ1), one thus obtains an X
†-nuclear
homotopy between (φ†0, ψ
†
0) and (φ
†
1, ψ
†
1). Hence the map is well-defined, and
is clearly homomorphism.
As any X†-nuclear homotopy from (φ†, ψ†) to (0, 0) restricts to a X-
nuclear homotopy from (φ,ψ) to (0, 0), the homomorphism is injective. 
If (φ0, φ1, u) is an A-B-cycle then (φ
†
0, φ
†
1, u) is an A
†-B-cycle if and only
if u is a unitary modulo “compacts”.46 In particular, if γ : A→M(B ⊗K)
is a ∗-homomorphism and w ∈ Dγ is a unitary, then (γ
†, γ†, w) is an A†-B-
cycle. By Corollary 11.12 and Lemma 13.5, if γ is weakly X-nuclear, then
(γ†, γ†, w) is a weakly X†-nuclear cycle.
Lemma 13.7. Suppose γ : A→M(B ⊗K) is a weakly X-nuclear ∗-homo-
morphism and that w1, w2 ∈ Dγ are unitaries. If [γ, γ, w1] = [γ, γ, w2] in
KKnuc(X;A,B) then [γ
†, γ†, w1] = [γ
†, γ†, w2] in KKnuc(X
†, A†, B) (using
the Fredholm picture, Proposition 12.30).
Proof. The cycle (γ, γ, wi) is unitarily equivalent to (γ,Adwi ◦ γ, 1). Using
Corollary 12.31 to view everything in the Cuntz pair picture (Proposition
12.28), [γ,Adw1 ◦ γ] = [γ,Adw2 ◦ γ] in KKnuc(X;A,B). By Proposi-
tion 13.6, [γ†, (Adw1 ◦ γ)
†] = [γ†, (Adw2 ◦ γ)
†] in KKnuc(X
†;A†, B). As
(Adwi ◦γ)
† = Adwi ◦γ
†, and as the cycles (γ†,Adwi ◦γ
†, 1) and (γ†, γ†, wi)
46Since one adds the relations u∗u− 1 ∈ K(E0) and uu
∗ − 1 ∈ K(E1) to (12.35).
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are unitarily equivalent, it follows from Corollary 12.31 that [γ†, γ†, w1] =
[γ†, γ†, w2] in KKnuc(X
†;A†, B). 
The following lemma, which is an ideal-related version of [DE01, Lemma
3.5], will be needed.
Lemma 13.8. Let A be a separable X-C∗-algebra and let B a σ-unital X-
C∗-algebra. Let γ : A→M(B⊗K) be a weakly X-nuclear ∗-homomorphism
and let w1, w2 ∈ Dγ be unitaries. If [γ, γ, w1] = [γ, γ, w2] in KKnuc(X;A,B)
then there is a unital, weakly X†-nuclear ∗-homomorphism Θ: A† →M(B⊗
K) such that
(13.14) (γ† ⊕Θ, γ† ⊕Θ, w1 ⊕ 1) and (γ
† ⊕Θ, γ† ⊕Θ, w2 ⊕ 1)
are operator homotopic.
Proof. By Lemma 13.7, [γ†, γ†, w1] = [γ
†, γ†, w2] inKKnuc(X
†;A†, B) (using
the Fredholm picture). Hence there are degenerate, weaklyX†-nuclear cycles
(13.15) (θ
(i)
0 : A
† → B(E
(i)
0 ), θ
(i)
1 : A
† → B(E
(i)
1 ), v
(i))
for i = 1, 2 such that
(13.16) (γ†, γ†, w1)⊕ (θ
(1)
0 , θ
(1)
1 , v
(1)) and (γ†, γ†, w2)⊕ (θ
(2)
0 , θ
(2)
1 , v
(2))
are unitarily equivalent to operator homotopic cycles. By otherwise cutting
down with θ
(i)
j (1A†) all over, we may assume without loss of generality that
each θ
(i)
j is a unital map and that each v
(i) is a unitary for i = 1, 2 and j =
0, 1.47 Define Ej :=
⊕
N(E
(1)
j ⊕ E
(2)
j ), Θj :=
⊕
N(θ
(1)
j ⊕ θ
(2)
j ) : A
† → B(Ej),
and v =
⊕
N(v
(1) ⊕ v(2)) ∈ B(E0, E1), the latter being a unitary. As
(13.17) (θ
(i)
0 , θ
(i)
1 , v
(i))⊕ (Θ0,Θ1, v) and (Θ0,Θ1, v)
are unitarily equivalent (by unitaries that permute the indices of the direct
sums), it follows that
(13.18) (γ†, γ†, w1)⊕ (Θ0,Θ1, v) and (γ
†, γ†, w2)⊕ (Θ0,Θ1, v)
are operator homotopic. Since v is a unitary and (Θ0,Θ1, v) is degenerate,
it follows that Θ0 = Ad v ◦ Θ1, and thus (Θ0,Θ1, v) is unitarily equiva-
lent to (Θ0,Θ0, 1). Let π : A
† → B(ℓ2(N) ⊗ B) be the unique unital ∗-
homomorphism such that π|A = 0. By Lemma 13.5, π is weakly X
†-nuclear.
Using that E0 ⊕ (ℓ
2(N) ⊗ B) ∼= ℓ2(N) ⊗ B by Kasparov’s stabilisation, let
Θ: A† → B(ℓ2(N)⊗B) =M(B⊗K) be a map unitarily equivalent to Θ0⊕π.
As (Θ,Θ, 1) is unitarily equivalent to (Θ0,Θ1, v) ⊕ (π, π, 1), it follows that
(13.19) (γ† ⊕Θ, γ† ⊕Θ, w1 ⊕ 1) and (γ
† ⊕Θ, γ† ⊕Θ, w2 ⊕ 1)
are operator homotopic. 
47This only works because (θ
(i)
0 , θ
(i)
1 , v
(i)) is degenerate for i = 1, 2.
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With the above ingredients, one can now prove an ideal-related version
of the Dadarlat–Eilers stable uniqueness theorem from [DE01].
Theorem 13.9. Let X be a topological space, let A be a separable X-C∗-
algebra, and let B be a σ-unital X-C∗-algebra. Let φ,ψ : A → M(B ⊗ K)
be weakly X-nuclear ∗-homomorphisms such that φ(a) − ψ(a) ∈ B ⊗ K for
all a ∈ A. If [φ,ψ] = 0 in KKnuc(X;A,B) (using the Cuntz pair picture,
Proposition 12.28) then there exist a weakly X-nuclear ∗-homomorphism
Θ: A→M(B⊗K) and a continuous path (vt)t∈R+ of unitaries in (B⊗K)
∼
such that
(13.20) ‖vt(φ⊕s1,s2 Θ)(a)v
∗
t − (ψ ⊕s1,s2 Θ)(a)‖ → 0,
for all a ∈ A. Here s1, s2 ∈ M(B ⊗K) are O2-isometries.
Proof. Let φ∞ and ψ∞ be infinite repeats of φ and ψ, see Remark 5.2, and
let σ = φ∞ ⊕ ψ∞ be a Cuntz sum. Define φ0 = φ ⊕ σ and ψ0 = ψ ⊕ σ by
Cuntz sums. Then ψ0 = Adu
′ ◦ φ0 for some unitary u
′ which permutes the
direct summands. Thus
(13.21) [φ0, φ0, u
′] = [φ0, ψ0, 1] = [φ,ψ, 1] ⊕ [σ, σ, 1] = 0 = [φ0, φ0, 1]
in KKnuc(X;A,B) using the Fredholm picture, Proposition 12.30, as well
as using Corollary 12.31 to conclude that [φ,ψ, 1] = 0. As (φ0, φ0, u
′) is a
cycle, it follows that [u′, φ0(A)] ⊆ B ⊗ K by (12.34), so u
′ is a unitary in
Dφ0 . By Lemma 13.8, there is a unital, weakly X
†-nuclear ∗-homomorphism
Θ0 : A
† →M(B ⊗K) such that
(13.22) (φ†0 ⊕Θ0, φ
†
0 ⊕Θ0, u
′ ⊕ 1) and (φ†0 ⊕Θ0, φ
†
0 ⊕Θ0, 1 ⊕ 1)
are operator homotopic. By replacing Θ0 with its infinite repeat, we may
obtain the above with Θ0 being an infinite repeat. We make sense of the
direct sum ⊕ above by a fixed Cuntz sum. Let Φ0 := φ
†
0⊕Θ0 and u = u
′⊕1.
Let (ws)s∈[0,1] be a norm-continuous path in M(B ⊗ K) which implements
the above operator homotopy from w0 = 1 to w1 = u. As (Φ0,Φ0, ws) is
a cycle for every s ∈ [0, 1], and as Φ0 is unital, it follows from (12.34) and
(12.35) that the image in Q(B⊗K), (w˙s)s∈[0,1], is a continuous unitary path
in Q(B ⊗K) ∩ Φ˙0(A
†)′ which connects 1 and u˙.48 Using the exact sequence
(13.7), we may lift (w˙s)s∈[0,1] to a continuous unitary path (us)s∈[0,1] in DΦ0
for which u1 = u and u0 ∈ (B ⊗K)
∼.
Let Θ := (σ⊕Θ0)|A, so that φ⊕Θ = Φ0|A. As ψ⊕σ = ψ0 = Adu
′◦φ⊕σ,
it follows that Adu ◦ ψ ⊕ Θ = φ⊕ Θ (with respect to the same Cuntz sum
48This is the subtle part where the unitality we fought for earlier in the section plays
a crucial role. The arguments could had been run without any unitality assumptions,
but then the unitary path would be in Q(B ⊗K) ∩ Φ˙0(A)
′/Ann Φ˙0(A). Considering this
relative commutant, the final part of the proof would not be enough to obtain a unitary
path in (B ⊗K)∼.
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⊕ = ⊕s1,s2). Hence (us)s∈[0,1) is a continuous path of unitaries in DΦ0 with
u0 ∈ (B ⊗K)
∼ such that
(13.23) lim
s→1
‖u∗s(ψ ⊕Θ)(a)us − (φ⊕Θ)(a)‖ = 0.
As φ and ψ agree modulo B⊗K, and as Φ0 is the forced unitisation of φ⊕Θ,
it follows that Dψ⊕Θ = Dφ⊕Θ = DΦ0 . As ψ⊕Θ is unitarily equivalent to the
infinite repeat (φ⊕ψ)∞⊕Θ0|A, it follows that ((ψ⊕Θ)(A)+1C)∩(B⊗K) =
{0}. Hence Lemma 13.4 implies that ψ ⊕Θ ≅ φ⊕Θ. 
Using that infinite repeats of nuclear X-full ∗-homomorphisms are weakly
X-nuclear and X-nuclearly absorbing by Theorem 11.14, the following is a
consequence of the above theorem.
Theorem 13.10. Let X be a topological space, let A be a separable, exact,
lower semicontinuous X-C∗-algebra, and let B be a σ-unital, stable X-C∗-
algebra. Let φ,ψ, θ : A → B be nuclear, X-equivariant ∗-homomorphisms
and suppose that θ is X-full. If KKnuc(X;φ) = KKnuc(X;ψ) then there is
a continuous unitary path (vt)t∈R+ in B˜ such that
(13.24) lim
t→∞
‖vt(φ⊕s1,s2 θ∞)(a)v
∗
t − (ψ ⊕s1,s2 θ∞)(a)‖ = 0
for all a ∈ A. Here s1, s2 ∈ M(B) are O2-isometries, and θ∞ is an infinite
repeat of θ.
Proof. By Theorem 13.9 there is a weakly X-nuclear Θ: A → M(B) such
that φ ⊕ Θ ≅ ψ ⊕ Θ. Hence φ ⊕ Θ ⊕ θ∞ ≅ ψ ⊕ Θ ⊕ θ∞. By Theorem
11.14, θ∞ is weakly X-nuclear and X-nuclearly absorbing, and in particular
it absorbs Θ. As θ∞ is an infinite repeat, and is thus unitarily equvalent to
an infinite repeat of itself (θ∞)∞, it follows from [DE01, Lemmas 2.4 and
3.4] that φ⊕ θ∞ ≅ ψ ⊕ θ∞. 
14. An ideal-related O2-embedding theorem
The iconic O2-embedding theorem of Kirchberg [Kir95a] (see also [KP00])
asserts that any separable, exact C∗-algebra admits an embedding into O2.
This played a major role in the proofs of Theorems A, B, C, and D. Similarly,
an ideal-related version of this theorem will be used to prove Theorems E,
F, and G.
Such an ideal-related O2-embedding theorem was also a main ingredient
in Kirchberg’s approach to Theorem G, see [Kir00, Hauptsatz 2.15], and a
similar result has appeared in [Gab18a, Theorem 6.1]. The latter of these
results assumed that the target C∗-algebra B was separable, nuclear, and
O∞-stable, so that one could combine an application of Michael’s selection
theorem with a deep result of Kirchberg and Rørdam from [KR05] to pro-
duce the desired map. While [Gab18a, Theorem 6.1] would be strong enough
to prove the main classification result, Theorem G, one would only be able
to prove the existence result E under the additional assumptions that the
target B be separable and nuclear. To remove these assumptions, I present
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Theorem 14.1; a generalised version of the ideal-related O2-embedding the-
orem from [Gab18a].
The proof does not require the use of Michael’s selection theorem or the
results of Kirchberg and Rørdam. Instead it uses a recent construction
from [BGSW19], which despite its technical proof is a fairly elementary
application of Voiculescu’s quasidiagonality theorem [Voi91]. With that at
hand, the proof from [Gab18a] carries over almost verbatim.
Theorem 14.1. Let A be a separable, exact C∗-algebra, let B be an O∞-
stable C∗-algebra, and let Φ: I(A) → I(B) be a Cu-morphism (see Defini-
tion 10.1). Then there exists a nuclear, strongly O2-stable ∗-homomorphism
φ : A→ B such that I(φ) = Φ.
Proof. Arguing exactly as in the beginning of the proof of [Gab18a, Theorem
6.1], we may assume that B is stable and O2-stable.
49 By [BGSW19, Lemma
3.5], we find a ∗-homomorphism ρ : C0(0, 1] ⊗A→ B∞ such that
(14.1) I(ρ)(I ⊗ J) = B∞Φ(J)B∞, I ∈ I(C0(0, 1]) \ {0}, J ∈ I(A),
and such that the completely positive order zero map ρ(id(0,1] ⊗ −) can be
represented as a sequence of completely positive contractive maps (which
would be (ηn ◦ ψn(id(0,1] ⊗−))n∈N in that lemma), each of which is nuclear
as it factors through a finite dimensional C∗-algebra. By exactness of A,
ρ(id(0,1] ⊗ −) is nuclear by [Dad97, Proposition 3.3], and so ρ is nuclear by
[Gab17, Theorem 2.9]. By [Gab18a, Lemma 6.7], ρ is O2-stable, since we
assumed B is O2-stable.
Now the proof follows that of [Gab18a, Theorem 6.1] almost word by
word. Let Ψ: C0(0, 1) ⊗ A → B∞ be the restriction of ρ, which is nuclear,
O2-stable, and for which I(Ψ)(I ⊗ J) = B∞Φ(J)B∞ for I 6= 0. Let α be
an automorphism on C0(0, 1) such that C0(0, 1) ⋊α Z ∼= C(T) ⊗ K, and let
β := α⊗ idA. Then Ψ◦β is also nuclear, O2-stable, and I(Ψ◦β) = I(Ψ) by
(14.1). By [Gab18a, Theorem 3.23], Ψ◦β and Ψ are approximately Murray–
von Neumann equivalent. By a standard reindexing argument (cf. [Gab18a,
Lemma 4.1]) there is a contraction u ∈ B∞ such that uΨ(−)u
∗ = Ψ ◦ β and
u∗Ψ(β(−))u = Ψ. Hence there exists a ∗-homomorphism ψ0 : (C0(0, 1) ⊗
A) ⋊β Z → B∞ such that ψ0(xv
n) = Ψ(x)un for x ∈ C0(0, 1) ⊗ A and
n ∈ N0 and ψ0(xv
−n) = Ψ(x)(u∗)n if n ∈ N.50 Here v denotes the canonical
unitary in the crossed product. By [Gab18a, Lemma 6.10],51 nuclearity of
Ψ entails nuclearity of ψ0.
49Essentially, by embedding B ⊗ O2 ⊗ K →֒ B ⊗ O∞ ∼= B and making sure that these
maps do the right thing on ideals.
50Dilate u to a unitary w =
(
u (1− uu∗)1/2
(1− u∗u)1/2 −u∗
)
∈ M2(B˜∞). This satisfies
w(Ψ ⊕ 0)w∗ = (Ψ ◦ β) ⊕ 0 (one can use Lemma 2.5 to see this) so there is an induced
∗-homomorphism (C0(0, 1) ⊗ A) ⋊β Z → M2(B˜∞). Using Lemma 2.5 it is easy to check
that it factors through the (1, 1)-corner and induces a ∗-homomorphism ψ0 as described.
51This is proved in the unital case. One obtains the non-unital case by unitising every-
thing, and using that the unitisation of nuclear maps are nuclear.
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As (C0(0, 1) ⊗ A) ⋊β Z ∼= (C0(0, 1) ⋊α Z) ⊗ A canonically, we identify
these. Since C0(0, 1) ⋊α Z ∼= C(T) ⊗ K contains a full projection p, let
ψ := ψ0(p⊗−) : A→ B∞. Using (14.1), it is not hard to see
52 that
(14.2) I(ψ)(J) = B∞Φ(J)B∞, J ∈ I(A).
Consider the unitisation ψ† : A† →M(B)∞ of ψ which is nuclear by Lemma
5.8. Let η : N → N be a map such that limn→∞ η(n) = ∞ and denote by
η∗ : M(B)∞ → M(B)∞ the induced ∗-homomorphism. As every ideal in
the image of I(ψ) is generated by constant elements, [Gab18a, Lemmas 6.6
and 6.7] implies that the maps ψ† and η∗ ◦ ψ† are nuclear, O2-stable, and
agree when applying I. Hence by [Gab18a, Theorem 3.23], ψ† and η∗ ◦ ψ†
are approximately unitarily equivalent. By [Gab18a, Theorem 4.3], ψ is
approximately unitarily equivalent to a ∗-homomorphism φ : A→ B ⊆ B∞.
As I(ψ) = I(φ) (when φ is considered as a map into B∞), it follows from
(14.2) that I(φ) = Φ when φ is considered as a ∗-homomorphism into B.
Moreover, φ is nuclear by nuclearity of ψ, and strongly O2-stable since it
was assumed that B is O2-stable. 
The following is an immediate consequence of the above theorem and
Lemma 10.17(c).
Corollary 14.2. Let X be a topological space, let A be a separable, exact,
monotone continuous X-C∗-algebra, and let B be an O∞-stable, X-compact,
upper semicontinuous X-C∗-algebra. Then there exists a nuclear, strongly
O2-stable, X-full ∗-homomorphism φ : A→ B.
15. The main theorems
The end is nigh, and the classification of separable, nuclear, O∞-stable
C∗-algebras – which are not necessarily simple – is finally within reach. The
proof will follow the same strategy as in Section 8 for the simple case.
15.1. Existence of θ. In Theorems A and B, the target C∗-algebra B was
always assumed to contain a properly infinite, full projection. Such a projec-
tion ensures the existence of a full embedding O2 →֒ B, and combined with
Kirchberg’s O2-embedding theorem one could produce a ∗-homomorphism
as the composition A →֒ O2 →֒ B. In Lemma 8.5, this idea was slightly
modified to construct a full, nuclear ∗-homomorphism θ : A → B ⊗ K such
that O2-embeds unitally inM(B⊗K)∩ θ(A)
′. The existence of such a map
θ so that one could apply the results from Section 7 was the key technical
ingredient in the proofs of Theorems A and B.
In this section some similar results are presented on how to produce X-
full, nuclear ∗-homomorphisms θ : A → M(B ⊗ K) such that O2 embeds
unitally in M(B ⊗ K) ∩ θ(A)′. The main one of these constructions comes
from the existence of an O∞-stable C
∗-subalgebra D ⊆ B which induces the
52The proof of [Gab18a, Theorem 6.1, bottom of page 39] contains the exact details for
this proof, word by word.
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action of X on B, see Lemma 15.4 for the precise statement. The existence
of such a C∗-subalgebra D ⊆ B is an ideal-related analogue of B containing
a properly infinite, full projection.
First some ideal-related versions of standard results will be proved. Kas-
parov’s stabilisation theorem [Kas80a, Theorem 2] implies that if B is a
σ-unital, stable C∗-algebra, and if B0 ⊆ B is a σ-unital, hereditary C
∗-
subalgebra, then B0 is isomorphic to a corner in B. Part (a) below is an
ideal-related version of a technical extension of this result. Part (b) is an
ideal-related version of Brown’s stable isomorphism theorem [Bro77].
Recall that if φ : A→ B is a ∗-homomorphism, then I(φ) : I(A)→ I(B)
is the map I 7→ Bφ(I)B. Also, a ∗-homomorphism φ : D → B is called
extendible if the hereditary C∗-subalgebra φ(D)Bφ(D) is a corner PBP for
a (unique) projection P ∈ M(B). Note that φ extends canonically to a
∗-homomorphism M(φ) : M(D)→M(B) satisfying M(φ)(1M(D)) = P .
Proposition 15.1. Let B be a σ-unital, stable C∗-algebra.
(a) Suppose that D is a σ-unital C∗-algebra and that η : D → B is a ∗-
homomorphism. Then there exists an extendible ∗-homomomorphism
κ : D → B such that I(κ) = I(η) and for which 1M(B)−M(κ)(1M(D))
is Murray–von Neumann equivalent to 1M(B) in M(B). Also, if η
is nuclear, then κ may be chosen nuclear.
(b) Suppose B0 is a σ-unital, full, hereditary, stable C
∗-subalgebra of
B, and let j : B0 →֒ B denote the inclusion. Then there exists an
isomorphism Ω: B0
∼=
−→ B, such that I(Ω) = I(j).
Proof. The proofs of (a) and (b) only differ at the very end. Let B0 :=
η(D)Bη(D) (which we only assume is full and stable when considering part
(b) at the end of the proof). Consider the C∗-algebra C =
(
B0 B0B
BB0 B
)
which is a subalgebra of M2(B). As B0B ⊕ B ∼= B as Hilbert B-modules
by Kasparov’s stabilisation theorem [Kas80a, Theorem 2], it follows that
C ∼= KB(B0B ⊕B) ∼= B is σ-unital and stable.
Let η0 : D → B0 be the corestriction of η, which is non-degenerate and
nuclear if η is nuclear, and let j : B0 → B be the inclusion, so that η = j◦η0.
Consider the obvious embedding j1,1 : B0 → C which is extendible, as well
as j2,2 : B → C, i : C → M2(B), and idB ⊗ ek,k : B → M2(B) for k = 1, 2
which are all embeddings of full, hereditary C∗-subalgebras, and are thus
invertible once applying I (cf. [Ped79, Proposition 4.1.10]). Moreover, as
I(idB⊗e1,1) = I(idB⊗e2,2), (idB⊗e1,1)◦j = i◦j1,1 and i◦j2,2 = idB⊗e2,2,
it follows that
I(j) = I(idB ⊗ e1,1)
−1 ◦ I(i ◦ j1,1)
= I(j2,2)
−1 ◦ I(i)−1 ◦ I(i) ◦ I(j1,1)
= I(j2,2)
−1 ◦ I(j1,1).(15.1)
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Note that j2,2 : B →֒ C is the embedding of B as a full corner in C, and
let p2,2 = M(j2,2)(1M(B)). As both B and C are σ-unital and stable, it
follows from [Bro88, Theorem 4.23] that there is an isometry v in M(C)
with vv∗ = p2,2. Clearly Ω2,2 := Ad v ◦ j2,2 is an isomorphism B
∼=
−→ C such
that I(Ω2,2) = I(j2,2), so κ := Ω
−1
2,2 ◦ j1,1 ◦ η0 is extendible, nuclear if η is
nuclear, and satisfies
(15.2) I(κ) = I(j2,2)
−1 ◦ I(j1,1) ◦ I(η0)
(15.1)
= I(j ◦ η0) = I(η).
Moreover, as M(Ω2,2)(1 − M(κ)(1)) = p2,2, which is equivalent to 1 in
M(C), it follows that 1 −M(κ)(1) is equivalent to 1 in M(B). This com-
pletes part (a).
For part (b), B0 is assumed to be stable and full in B, so arguing as
for Ω2,2 above, one constructs an isomorphism Ω1,1 : B0
∼=
−→ C such that
I(Ω1,1) = I(j1,1). Hence Ω := Ω
−1
2,2 ◦ Ω1,1 satisfies the conditions of (b) by
(15.1). 
Lemma 15.2. Let D be a σ-unital, O∞-stable C
∗-algebra, let B be a σ-
unital, stable C∗-algebra, and let η : D → B be a ∗-homomorphism. Then
there exists a ∗-homomorphism κ : D → B such that I(κ) = I(η), and such
that O2 embeds unitally into M(B) ∩ κ(D)
′. Moreover, if η is nuclear then
κ may be chosen nuclear.
Proof. AsD isO∞-stable, and asO∞ is strongly self-absorbing (see [TW07]),
we may assume that D = D1 ⊗ O∞ and that there exists an isomor-
phism δ : D
∼=
−→ D1 such that idD and δ ⊗ 1O∞ are approximately uni-
tarily equivalent.53 Hence I(δ ⊗ 1O∞) = idI(D). Fix a non-zero projec-
tion p ∈ O∞ with [p]0 = 0 in K0(O∞), and let O
st
∞ := pO∞p. As O∞
is simple, it follows that δ ⊗ p : D → D agrees with δ ⊗ 1 when applying
I. Consider the ∗-homomorphism δ ⊗ 1Ost∞ : D → D1 ⊗ O
st
∞, the inclusion
ι : D1 ⊗O
st
∞ →֒ D1 ⊗O∞ = D, and note that δ ⊗ p = ι ◦ (δ ⊗ 1Ost∞). Hence
(15.3) I(ι) ◦ I(δ ⊗ 1Ost∞) = I(δ ⊗ p) = I(δ ⊗ 1O∞) = idI(D).
Apply Proposition 15.1(a) to the ∗-homomorphism η ◦ ι : D1 ⊗O
st
∞ → B,
and obtain an extendible ∗-homomorphism κ0 : D1 ⊗ O
st
∞ → B such that
I(κ0) = I(η) ◦ I(ι) and 1−M(κ0)(1) ∼ 1 in M(B). If η is nuclear then so
is η◦ι, so that κ0 could be chosen nuclear. Define κ := κ0◦(δ⊗1Ost∞) : D → B
which is nuclear if κ0 is nuclear. Then
(15.4) I(κ) = I(κ0) ◦ I(δ ⊗ 1Ost∞) = I(η) ◦ I(ι) ◦ I(δ ⊗ 1Ost∞)
(15.3)
= I(η).
53In fact, we may assume D = D2 ⊗ O∞ ⊗ O∞. As O∞ is strongly self-absorbing, there
is an isomorphism φ : O∞
∼=
−→ O∞ ⊗ O∞ which is approximately unitarily equivalent to
idO∞ ⊗ 1O∞ . Letting D1 = D2 ⊗O∞, and δ = idD2 ⊗ φ
−1 does the trick.
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Fix O2-isometries s1, s2 ∈ O
st
∞. As B is stable and 1 −M(κ)(1) ∼ 1, we
may pick t1, t2 ∈ M(B) such that
(15.5) t∗1t1 = t
∗
2t2 = t1t
∗
1 + t2t
∗
2 = 1−M(κ)(1).
Then Si :=M(κ0)(1M(D1) ⊗ si) + ti ∈ M(B) for i = 1, 2 are O2-isometries
that commute with the image of κ, so O2 embeds unitally inM(B)∩κ(D)
′.

Lemma 15.3. Let X be a topological space, let A be a separable, exact,
lower semicontinuous X-C∗-algebra, and let B be a σ-unital X-C∗-algebra.
Suppose that there exists an X-full, nuclear, O∞-stable ∗-homomorphism
φ : A → B. Then there exists an X-full, nuclear ∗-homomorphism θ : A →
B ⊗K such that O2 embeds unitally in M(B ⊗K) ∩ θ(A)
′.
Proof. By the McDuff type property for O∞-stable maps [Gab18a, Corollary
4.5], there exists a ∗-homomorphism ψ : A⊗O∞ → B⊗K such that ψ◦(idA⊗
1O∞) and φ⊗ e1,1 are approximately Murray–von Neumann equivalent. As
φ⊗e1,1 is nuclear, so is ψ◦(idA⊗1O∞) and thus by Lemma 9.5, ψ is nuclear.
By Lemma 15.2, there is a nuclear ∗-homomorphism κ : A⊗O∞ → B such
that I(κ) = I(ψ) and for which O2 embeds unitally in M(B ⊗K) ∩ κ(A ⊗
O∞)
′. Letting θ = κ ◦ (idA ⊗ 1O∞) one has
(15.6) I(θ) = I(ψ) ◦ I(idA ⊗ 1O∞) = I(φ⊗ e1,1)
and therefore θ is X-full since φ⊗ e1,1 is clearly X-full. 
Consequently, and by using the ideal-related O2-embedding theorem from
the previous section, one obtains the following X-equivariant version of
Lemma 8.5. The condition of containing an O∞-stable subalgebra as in
the lemma should be considered as an ideal-related version of containing a
properly infinite, full projection, as was assumed in Theorem A.
Lemma 15.4. Let X be a topological space, let A be a separable, exact,
monotone continuous X-C∗-algebra, and let B be a σ-unital C∗-algebra,
containing an O∞-stable C
∗-subalgebra D ⊆ B. Suppose D is equipped with
an upper semicontinuous, X-compact action of X, and equip B with the
action of X given by B(U) := BD(U)B for U ∈ O(X). Then there exists
a nuclear, X-full ∗-homomorphism θ : A → B ⊗ K such that O2 embeds
unitally in M(B ⊗K) ∩ θ(A)′.
Proof. By Corollary 14.2, there is an X-full ∗-homomorphism φ : A → D.
The composition φ : A → D ⊆ B is a nuclear, X-full, O∞-stable ∗-homo-
morphism, so θ as in the statement of the lemma exists by Lemma 15.3. 
15.2. Proving Theorems E, F and G. The following is an X-equivariant
analogue of Lemma 8.6, and the proof is identical.
Lemma 15.5. Let A be a separable X-C∗-algebra, B be a σ-unital, stable
X-C∗-algebra, and suppose that Θ: A →M(B) is a weakly X-nuclear, X-
nuclearly absorbing ∗-homomorphism. Any element x ∈ KKnuc(X;A,B) is
represented by a weakly X-nuclear Cuntz pair of the form (ψ,Θ).
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Proof. The proof of Lemma 8.6 carries over verbatim, by replacing the word
“nuclear” with the word “X-nuclear”. 
The following is the main existence result. It is stated in a somewhat
abstract way, but I emphasise that Lemma 15.4 can be used to produced
the map θ in the statement of the proposition.
Proposition 15.6. Let X be a topological space, let A be a separable, exact,
lower semicontinuous X-C∗-algebra, and let B be a σ-unital X-C∗-algebra
containing a σ-unital, stable, full, hereditary C∗-subalgebra. Suppose that
there exists a nuclear, X-full, O∞-stable ∗-homomorphism A→ B.
For any x ∈ KKnuc(X;A,B) there exists a nuclear, strongly O∞-stable,
X-full ∗-homomorphism φ : A→ B such that KKnuc(X;φ) = x.
Moreover, if A and B are unital then φ may be picked to also be unital if
and only if the following conditions hold:
(1) B(U) = B for every U ∈ O(X) satisfying A(U) = A; and
(2) Γ0(x)([1A]0) = [1B ]0 in K0(B).
Proof. Let B0 ⊆ B be a σ-unital, stable, full, hereditary C
∗-subalgebra of
B. The inclusion ι : B0 →֒ B induces an isomorphism I(ι) : I(B0)
∼=
−→ I(B),
and thus induces an action of X on B0 which satisfies that B0(U) is full in
B(U) for all U ∈ O(X). By Proposition 12.24, the inclusion ι induces an iso-
morphism KKnuc(X;A,B0) ∼= KKnuc(X;A,B). Let x0 ∈ KKnuc(X;A,B0)
be the element mapped to x by this isomorphism. The strategy will be to
find a nuclear, strongly O∞-stable, X-full ∗-homomorphism φ0 : A → B0
such that KKnuc(X;φ0) = x0. Then the composition φ := ι ◦ φ0 : A → B
is nuclear, strongly O∞-stable (by Lemma 2.7(c)), X-full, and satisfies
KKnuc(X;φ) = x.
The ideal-related version of Brown’s stable isomorphism theorem, Propo-
sition 15.1(b), implies that B0 = B0⊗e1,1 and B⊗K are isomorphic asX-C
∗-
algebras, so by Lemma 15.3 there exists a nuclear, X-full ∗-homomorphism
θ : A→ B0 such that O2 embeds unitally into M(B0) ∩ θ(A)
′.
By Theorem 11.14, any infinite repeat θ∞ =
∑∞
i=1 siθ(−)s
∗
i of θ is weakly
X-nuclear, and X-nuclearly absorbing. Let s0 ∈ M(B0) be an isometry
satisfying s0s
∗
0 = 1 − s1s
∗
1 so that s1, s0 are O2-isometries. Lemma 15.5
provides the existence of a weakly X-nuclear Cuntz pair of the form (ψ, θ∞)
which induces x0. By Lemma 7.3, there is a continuous unitary path (vt)t∈R+
in M(B0) ∩ θ∞(A)
′ with v0 = 1, and a ∗-homomorphism φ1 : A→ B0 such
that vtψ(−)v
∗
t converges point-norm to φ0 := s1φ1(−)s
∗
1 +
∑∞
i=2 siθ(−)s
∗
i .
Let θ0 :=
∑∞
i=2 s
∗
0siθ(−)s
∗
i s0 so that φ0 = φ1 ⊕s1,s0 θ0 and θ∞ = θ ⊕s1,s0
θ0. There is a homotopy of weakly X-nuclear Cuntz pairs from (ψ, θ∞) to
(φ1, θ)⊕s1,s0 (θ0, θ0) given via (Ad vt ◦ψ, θ∞). As (θ0, θ0) is zero homotopic,
it follows that (φ1, θ) is a weakly X-nuclear Cuntz pair inducing x0. As
φ1 = s
∗
1φ0(−)s1 is weakly X-nuclear and takes values in B0, it follows that
it is X-nuclear. Thus
(15.7) x0 = KKnuc(X;φ1)−KKnuc(X; θ) = KKnuc(X;φ1).
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Here we used that O2 embeds unitally inM(B0)∩θ(A)
′, which by the same
argument as for ordinary KK-theory implies that KKnuc(X; θ) = 0.
Let φ2 = φ1 ⊕s1,s0 θ. As both φ1 and θ are X-nuclear, so is φ2. As θ
is nuclear and X-full, and φ1 is nuclear and X-equivariant, it follows from
Corollary 10.24 that θ approximately dominates φ2. As θ is strongly O∞-
stable, Proposition 4.10(a) implies that φ2 is strongly O∞-stable. As θ is
nuclear and X-full, and as φ1 is nuclear and X-equivariant, it follows that
φ2 is nuclear and X-full. Hence
(15.8)
KKnuc(X;φ2) = KKnuc(X;φ1) +KKnuc(X; θ) = KKnuc(X;φ1) = x0.
Letting φ := ι ◦ φ2 : A → B, we have obtained a nuclear, strongly O∞-
stable, X-full ∗-homomorphism for which KKnuc(X;φ) = x as desired. This
finishes the proof in the not necessarily unital case.
“Moreover”: Now suppose that A and B are unital. For “only if”, suppose
φ : A → B is an X-full, unital ∗-homomorphism. If U ∈ O(X) is such that
A(U) = A, then
(15.9) 1B = φ(1A) ∈ φ(A(U)) ⊆ B(U)
which implies that B(U) = B, so (1) holds. That (2) holds follows from
Observation 12.15.
For “if”, suppose that (1) and (2) hold. Use the not necessarily unital
part of the proposition to lift x to a nuclear, strongly O∞-stable, X-full
∗-homomorphism φ0 : A → B. Let ΦB denote the action of B, and let ΨA
denote the dual action of A. As φ0 is X-full, it follows that I(φ0) = ΦB ◦ΨA.
By Lemma 10.15, it follows that U = ΨA(A) ∈ O(X) satisfies A(U) = A.
So (1) implies that ΦB ◦ ΨA(A) = B. Hence Bφ0(A)B = B, and thus
φ0(1A) is a full projection in B. As φ0 is strongly O∞-stable, it follows
that φ0(1A) is properly infinite by Remark 4.7, and hence 1B is also a full,
properly infinite projection. By (2) it follows that [1B ]0 = [φ0(1A)]0 in
K0(B), so by [Cun81] there is an isometry v ∈ B for which vv
∗ = φ0(1A).
Now φ := v∗φ0(−)v : A→ B is a nuclear, X-full ∗-homomorphism with the
same KKnuc(X)-class as φ0. Finally φ is strongly O∞-stable by Lemma
2.7(c). 
Theorem E is an immediate corollary.
Proof of Theorem E. Combine Proposition 15.6 with Lemma 15.4 in the spe-
cial case D = B. 
Proof of Theorem F. (ii) ⇒ (i) is Corollary 12.26 (using Lemma 10.28 and
Remark 10.29 to see that beingX-nuclear is the same as beingX-equivariant
and nuclear). The equivalence (ii)⇔ (iii) is Proposition 2.3. Only (i)⇒ (ii)
remains to be proved, so assume that KKnuc(X;φ) = KKnuc(X;ψ).
By Proposition 2.8, it suffices to prove that the maps φ⊗e1,1, ψ⊗e1,1 : A→
B ⊗ K are asymptotically Murray–von Neumann equivalent. Let θ : A →
B ⊗ K be as in Lemma 15.3. Since φ ⊗ e1,1, ψ ⊗ e1,1 and θ are nuclear
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and X-full, they approximately dominate each other by Corollary 10.24.
Thus, combining the stable uniqueness theorem, Theorem 13.10, with the
key lemma for uniqueness, Lemma 7.4(a), it follows that φ ⊗ e1,1 ∼asMvN
ψ ⊗ e1,1. 
The following is a consequence of the uniqueness result above which does
not initially use actions of topological spaces. Recall that for any C∗-algebra
A, there is a canonical action IA : O(PrimA) → I(A) which is an order
isomorphism.
Corollary 15.7. Let A be a separable, exact C∗-algebra, let B be a σ-
unital C∗-algebra, and let φ,ψ : A → B be nuclear, strongly O∞-stable ∗-
homomorphisms. Then φ and ψ are asymptotically Murray–von Neumann
equivalent if and only if I(φ) = I(ψ) and for X := PrimA the induced
action ΦB = I(φ) ◦ IA : O(X)→ I(B) one has
(15.10) KKnuc(X;φ) = KKnuc(X;ψ) in KKnuc(X; (A, IA), (B,ΦB)).
The main classification theorem, Theorem G, is an easy consequence of
Theorems E and F, using the asymptotic intertwining (Proposition 6.6) to
see that one may lift the ideal-related KK-equivalence to an isomorphism
of the C∗-algebras. The details are presented below.
Proof of Theorem G. (a): By Theorem E it is possible to find X-full ∗-
homomorphisms φ0 : A→ B and ψ0 : B → A such that KK(X;φ0) = x and
KK(X;ψ0) = x
−1. As φ0 and ψ0 are X-full so is ψ0 ◦ φ0, and as A is tight,
it follows that ψ0(φ0(A)) is full in A. Hence both ψ0 ◦φ0 and idA are X-full,
nuclear, strongly O∞-stable ∗-homomorphisms with full images for which
(15.11) KK(X;ψ0 ◦ φ0) = x
−1 ◦ x = KK(X; idA).
By Theorem F (i) ⇒ (iii) it follows that ψ0 ◦ φ0 ∼asu idA. Similarly, one
obtains φ0 ◦ ψ0 ∼asu idB. By Proposition 6.6, there exists an isomorphism
φ : A
∼=
−→ B and a homotopy (φs)s∈[0,1] from φ0 to φ, such that φs ∼aMvN φt
for all s, t ∈ [0, 1]. As approximate Murray–von Neumann equivalence pre-
serves X-equivariance of ∗-homomorphisms, it follows that each φt is X-
equivariant. By Lemma 10.30, it follows that φ0 and φ are homotopic in
the X-equivariant sense, and thus KK(X;φ0) = KK(X;φ). As A and B
are both tight, any X-equivariant ∗-isomorphism is automatically an iso-
morphism of X-C∗-algebras, thus completing the proof of part (a).
(b): This is proved exactly as above but using the unital versions of
Theorems E and F. 
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