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Introduction ge´ne´rale
Bien que les phe´nome`nes non-line´aires suscitent beaucoup d’inte´reˆt depuis
l’observation d’une onde solitaire en 1834 par John Scott Russell [1], la non-
line´arite´ a souvent e´te´ e´carte´e et traite´e comme une perturbation de la line´arite´.
Pourtant, le non-line´aire est aujourd’hui quelque chose d’essentiel en physique,
riche de particularite´s et de proprie´te´s propres a` lui-meˆme. Pour ces raisons, et
parce que le terme non entraˆıne une connotation ne´gative, on prendra la liberte´
d’e´crire dans ce manuscrit, nonline´aire, et non pas, non-line´aire.
Cette the`se proce`de par l’e´tude des proprie´te´s d’e´quations nonline´aires, telle
que l’e´quation de sine-Gordon et l’e´quation de Schro¨dinger nonline´aire, pour les
confronter a` des dispositifs physiques re´els.
Une premie`re proprie´te´ est la supratransmission nonline´aire [2] qui montre
l’existence d’un seuil au-dela` duquel un soliton est e´mis, et se propage dans un
milieu nonline´aire. Ce processus est obtenu en forc¸ant l’e´quation d’onde a` une
extre´mite´ dans la bande interdite, et il re´sulte d’une instabilite´ fondamentale du
profil d’ondes e´vanescent ge´ne´re´ dans le milieu par l’onde incidente [3].
Une autre proprie´te´ est l’existence d’un comportement de bistabilite´ non-
line´aire ge´ne´rant un phe´nome`ne d’hyste´re´sis. Il faut comprendre par bistabilite´,
le fait qu’il existe deux e´tats stationnaires stables, qui sont comple`tement lie´s au
caracte`re de la supratransmission, puisque le passage d’un e´tat dit e´vanescent, a`
un e´tat dit stationnaire de grandes amplitudes par abus de langage, se fait par le
biais du seuil de supratransmission nonline´aire.
Cette the`se est divise´e en deux parties, dont la premie`re sera consacre´e a`
l’equation nonline´aire de re´fe´rence, a` savoir l’e´quation de sine-Gordon (SG) et
une seconde, ou` il sera question de l’e´quation de Schro¨dinger nonline´aire (NLS).
La premie`re partie traite, tout d’abord, de la supratransmission dans SG a`
travers l’exemple de la chaˆıne de pendules nonline´aire. C’est un exemple simple
de syste`me nonline´aire posse´dant une bande interdite me´canique. La supratrans-
mission consiste ici a` forcer le premier pendule de la chaˆıne, avec une fre´quence
prise dans la bande interdite, et d’observer pour quelle valeur d’angle du pen-
dule, par rapport a` sa position d’e´quilibre, un soliton est e´mis dans la chaˆıne. On
e´tablira en fonction de la fre´quence de forc¸age, le seuil de supratransmission, a`
l’aide de simulations nume´riques d’une perturbation line´aire de SG.
Ensuite, on e´tudiera les proprie´te´s de bistabilite´ de SG et on montrera son exis-
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tence par des expe´riences re´alise´es sur une chaˆıne de pendules courte (moins de 10
pendules). On apportera une description analytique comple`te du phe´nome`ne de
bistabilite´ observe´ dans la chaˆıne de pendules courte [4]. On verra en particulier,
la possibilite´, pour une meˆme fre´quence et une meˆme amplitude de forc¸age du
premier pendule, d’obtenir deux comportements tout a` fait diffe´rents pour l’en-
semble de la chaˆıne. Le premier sera l’e´quivalent d’une onde e´vanescente dans la
chaˆıne de pendules, alors que le second sera une onde stationnaire de tre`s grande
amplitude.
On appliquera ensuite la bistabilite´ a` un re´seau de jonctions Josephson courtes
dans le but de concevoir un de´tecteur ultra-sensible. Le principe est d’utiliser la
possibilite´ du syste`me de bifurquer d’un e´tat de faible intensite´ de sortie du re´seau
vers un e´tat intense, et vice-versa, graˆce aux proprie´te´s d’hyste´re´sis de la bista-
bilite´. On donnera meˆme, graˆce a` la connaissance des solutions analytiques sta-
tionnaires de bistabilite´, le seuil pour lequel ce dispositif fonctionne en de´tecteur
ultra-sensible [5]. On montrera, de plus, que ce syste`me peut se comporter comme
un amplificateur digital, si l’on prend soin de moduler convenablement le courant
source, c’est-a`-dire le courant alimentant le re´seau.
Enfin, on de´montrera la possibilite´ d’utiliser les syste`mes a` double couches
a` effet Hall quantique pour re´aliser un amplificateur digital sans recours a` la
supraconductivite´, a` la diffe´rence des jonctions Josephson.
La seconde partie de´butera par une bre`ve introduction a` la nonline´arite´ Kerr,
que l’on appliquera par la suite aux milieux d’indices pe´riodiques. Une onde
se propageant suivant la direction de variation de l’indice (milieux de Bragg)
sera de´crite par les modes couple´s, tandis qu’une onde se propageant suivant la
direction transverse de variation de l’indice sera de´crite par NLS. On se limitera
ici a` l’e´tude de la supratransmission nonline´aire dans les milieux Kerr, lorsque
l’onde incidente se propage suivant la direction de variation transverse de l’indice.
On e´tablira ensuite le mode`le NLS discret de´crivant les re´seaux de guides
d’ondes nonline´aires afin de concevoir un de´tecteur de lumie`re bistable [6]. Le
principe est l’utilisation d’un re´seau de guides d’ondes d’indice n1 fonctionnant
en re´gime nonline´aire Kerr, couple´ a` deux guides d’ondes maˆıtres d’indice n0 > n1.
La diffe´rence d’indices entraˆıne l’existence d’une bande interdite photonique. Le
forc¸age avec une fre´quence prise dans le gap, exerce´ par les guides d’ondes maˆıtres
late´raux sur le re´seau, entraˆıne, pour une amplitude suffisante, un siphonnage de
l’e´nergie par le re´seau, envoye´e sous forme lumineuse, dans les guides d’ondes
maˆıtres. On montrera alors qu’il existe la possibilite´, pour ce re´seau, de propager
ou non une onde stationnaire graˆce aux proprie´te´s de bistabilite´.
Pour finir, on e´tablira, un mode`le continu sous la forme de NLS, permettant de
de´crire tous types de milieux a` nonline´arite´ Kerr, dans lesquels la lumie`re suit une
direction de propagation transverse a` la direction de variation de l’indice [7]. Ceci,
sera donc applique´ au cas d’un coupleur directionnel compose´ de trois fibres, qui
est en fait la re´duction du re´seau pre´ce´dent a` une seule fibre. Le but est d’explorer
les effets de diffraction transverse graˆce a` un mode`le continu, et de regarder
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la possibilite´ pour ce genre de dispositif d’ouvrir la voie vers la re´alisation de
composants optiques copiant les composants e´lectroniques. En effet, la conception
de dispositifs ultra-sensibles a` la lumie`re permet d’envisager la fabrication de
de´tecteurs de lumie`re, de switches, de portes logiques ou bien meˆme de transistors
optiques.
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Premie`re partie
Le mode`le sine-Gordon
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Chapitre 1
Supratransmission dans
l’e´quation de sine-Gordon
Le but de ce chapitre est d’amener les concepts de base de la supratransmis-
sion nonline´aire, dans les milieux re´gis par l’e´quation de sine-Gordon (SG). A
travers l’exemple simple de la chaˆıne de pendules, on verra la re´alisation expe´ri-
mentale de ce phe´nome`ne. On expliquera par la suite ce processus, a` l’aide de
simulations nume´riques montrant le crite`re d’instabilite´ dans SG.
1.1 L’e´quation de sine-Gordon
1.1.1 La chaˆıne de pendules couple´s
On conside`re la chaˆıne de pendules couple´s line´airement de la figure (1.1)
construite suivant [1, 2]. Tous les pendules sont quasi-identiques de masse m et
libres de rotation autour d’un axe commun et on note ω0 leur fre´quence propre.
Deux pendules voisins sont couple´s line´airement entre eux par une force de rappel,
mate´rialise´e par un ressort, donnant lieu a` la fre´quence ω1.
1.1.2 Mode`le discret
Le Lagrangien du syste`me est donne´ par la somme sur toutes les mailles de la
chaˆıne, de la diffe´rence entre l’e´nergie cine´tique et l’e´nergie potentielle de chaque
pendule
L =
N∑
n=1
ml2
2
θ˙2n −
mω21l
2
2
(θn − θn−1)2 −mω20l2 (1− cos θn), (1.1)
ou` θi est l’e´cart angulaire du pendule i par rapport a` sa position d’e´quilibre,
et l est la distance entre l’axe de rotation et le centre de gravite´ du pendule. Le
point au-dessus θ de´signera de manie`re standard la de´rive´e par rapport au temps.
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Fig. 1.1 – Photo d’un Breather en mouvement dans la chaˆıne de pendules.
La premie`re contribution de l’e´quation (1.1) correspond a` l’e´nergie cine´tique
de rotation des pendules. Le second terme repre´sente l’e´nergie de couplage e´lasti-
que entre deux pendules voisins. Enfin, le dernier terme de´crit l’e´nergie potentielle
de pesanteur d’un pendule et introduit l’aspect nonline´aire.
L’introduction des moments conjugue´s pi des coordonne´es qi = lθi de´finis par
les relations
pi =
∂L
∂q˙i
=
1
l
∂L
∂θ˙i
= mlθ˙i, i = 1, .., N, (1.2)
et l’utilisation des e´quations d’Euler-Lagrange
p˙i =
∂L
∂qi
⇒ mlθ¨i = mω21l (θi+1 − 2θi + θi−1)−mω20l, i = 1, .., N, (1.3)
conduisent aux e´quations diffe´rentielles nonline´aires couple´es suivantes
θ¨n − ω21(θn+1 − 2θn + θn−1) + ω20 sin θn = 0, n = 1, .., N. (1.4)
1.1.3 Mode`le continu
Bien qu’aucune solution de l’e´quation (1.4) ne soit connue, il est possible
d’obtenir une solution approche´e graˆce a` l’approximation des milieux continus,
c’est-a`-dire quand le caracte`re discret de la chaˆıne est pratiquement inaperc¸u par
l’onde. Elle est valable dans le cas d’un couplage fort, ou` la variable θ varie peu
d’un pendule a` l’autre |θn+1−θn| ¿ |θn|. On note d la distance entre les pendules
et on remplace la variable discre`te θn(t) par le champ u(x, t) ou` x = nd. On utilise
le de´veloppement de Taylor autour du point x = nd
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θn±1(t) = u(x± d, t) = u(x, t)± d∂u
∂x
(x, t) +
d2
2
∂2u
∂x2
(x, t)
± d
3
6
∂3u
∂x3
(x, t) +O(d4∂
4u
∂x4
(x, t)). (1.5)
Ainsi, l’on a, apre`s simplification
un+1 − 2un + un−1 ' d2∂
2u
∂x2
(x, t) +O(d4∂
4u
∂x4
(x, t)), (1.6)
et l’on obtient en remplac¸ant (1.6) dans (1.4), l’e´quation de sine-Gordon (SG),
a` savoir
∂2u
∂t2
− c2∂
2u
∂x2
+ ω20 sinu = 0, (1.7)
ou` c = ω1d.
1.1.4 Limite line´aire et bande interdite
Conside´rons le cas des faibles amplitudes, c’est-a`-dire θ ¿ 2pi. En prenant la
limite line´aire du terme sinuso¨ıdal, l’e´quation (1.4) devient
θ¨n − ω21(θn+1 − 2θn + θn−1) + ω20θn = 0. (1.8)
Elle admet des solutions du type θn(t) = θ0e
i(knd−ωt) + c.c dans lesquelles la
pulsation ω et le vecteur d’onde k a` une dimension, sont relie´s par la relation de
dispersion
ω2 = ω20 + 2ω
2
1(1− cos kd), (1.9)
repre´sente´e sur la figure (1.2). Cette relation de dispersion montre que les pulsa-
tions ω infe´rieures a` la pulsation propre ω0 d’un pendules, correspondent a` des
vecteurs d’ondes k imaginaires, c’est-a`-dire des ondes atte´nue´es exponentielle-
ment. Autrement dit, les ondes ne se propagent pas dans la chaˆıne de pendule,
c’est une bande interdite (ou gap de fre´quence) pour laquelle le milieu est non
passant. Soit k = iλ, la relation de dispersion devient
ω2 = ω20 − 2ω21(coshλd− 1) ≤ ω20, (1.10)
d’ou` l’on peut extraire
λ =
1
d
arccosh
[
1 +
ω20 − ω2
2ω21
]
. (1.11)
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Si l’on conside`re le cas des milieux continus, la limite line´aire du terme si-
nuso¨ıdal de l’e´quation SG (1.7) conduit a` l’e´quation de Klein-Gordon a` une di-
mension, soit
∂2u
∂t2
− c2∂
2u
∂x2
+ ω20u = 0. (1.12)
Elle admet des solutions en ondes planes du type un(t) = u0e
i(kx−ωt) + c.c dans
lesquelles la pulsation ω et le vecteur d’onde k a` une dimension, sont relie´s par
la relation de dispersion
ω2 = ω20 + c
2k2, (1.13)
repre´sente´e sur la figure (1.2). De meˆme que pre´ce´demment, il existe une bande
interdite pour des fre´quences infe´rieures a` ω0.
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Fig. 1.2 – La courbe en rouge repre´sente la relation de dispersion line´aire w(k)
du mode`le continu (1.13) et la courbe verte en traits discontinus repre´sente la
relation de dispersion du mode`le discret (1.10). Il existe un gap de fre´quence
pour toutes fre´quences |ω| < ω0.
1.2 Supratransmission nonline´aire
1.2.1 Introduction
La supratransmission nonline´aire [3] est la proprie´te´ que peut de´velopper un
syste`me nonline´aire posse´dant une bande interdite naturelle. Elle consiste a` trans-
mettre l’e´nergie d’un signal, dont la fre´quence est prise dans le gap, graˆce a` la
ge´ne´ration de modes nonline´aires, encore appele´s solitons de gap. Ce processus
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est de´crit comme le re´sultat d’une instabilite´ du profil d’ondes e´vanescent ge´ne´re´
dans le milieu nonline´aire par le signal incident [4].
1.2.2 Description du mode ope´ratoire de supratransmis-
sion
Pour mener l’expe´rience de supratransmission, on dispose d’une chaˆıne de
pendules dont le premier pendule est asservi par un moteur dont on controˆle
parfaitement l’amplitude et la fre´quence. D’un point de vue plus the´orique, on
cre´e aux bords du milieu de´crit par SG, une excitation stationnaire pe´riodique
et on regarde la re´ponse de ce milieu. C’est un proble`me d’e´quation d’onde sur
la ligne semi-infinie n > 0 avec les conditions de bords suivantes : la donne´e de
l’amplitude et de la fre´quence de forc¸age θ0(t) = A cos(Ωt) et une extre´mite´ libre
en bout de chaˆıne θN(t) = θN+1(t). Dans le cas ou` l’on force la chaˆıne avec une
fre´quence prise dans la bande passante Ω > ω0, l’onde pe´ne`tre le milieu avec une
fre´quence ω e´gale a` la fre´quence de forc¸age Ω. L’effet de la nonline´arite´ est alors
une modulation du train d’ondes. Par contre, si l’on excite le milieu avec une
fre´quence prise dans la bande interdite Ω < ω0, le milieu est re´fle´chissant et on
observe une onde e´vanescente dans la chaˆıne. Si le milieu e´tait line´aire, l’onde
produite aurait le profil e´vanescent suivant
θn(t) = A sin(Ωt) exp(−λnd), (1.14)
ou` λ est de´fini en (1.11) et d est la distance inter-pendules.
L’expe´rience de supratransmission consiste a` augmenter progressivement l’am-
plitude jusqu’a` l’e´mission d’un Breather comme on peut le voir sur la figure (1.1).
Avant l’e´mission, le milieu ajuste un profil e´vanescent nonline´aire qui est la queue
d’un Breather statique
θb(t) = 4 arctan
[
λω1 sin(Ωt)
Ω cosh[λ(n+ n0)d]
]
. (1.15)
C’est une solution qui n’est exacte que dans la limite continue comme on le
de´montre en annexe (p.29). Le parame`tre n0 permet d’ajuster le centre du Brea-
ther. En fait, pour toutes valeurs de n0 < 0, le milieu n’e´met pas de soliton, mais
pour n0 ≥ 0, on a une instabilite´ ge´ne´rique du profil e´vanescent qui de´clenche
l’e´mission d’un soliton.
1.2.3 Simulations nume´riques et expe´rience du seuil de
supratransmission
Avant de recourir a` une e´tude du crite`re d’instabilite´ de´crivant le phe´nome`ne
de supratransmission, on effectue un calcul brutal du seuil de supratransmission.
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Autrement dit, on cherche une solution de l’e´quation SG discre`te sous forme
d’ondes planes
θn(n, t) =
√
3Aei(knd−Ωt). (1.16)
On effectue un de´veloppement limite´ du sinus dans SG en ne gardant que le
premier terme nonline´aire
θtt(x, t)− ω21(θn+1(x, t)− 2θn(x, t) + θn−1(x, t)) + ω20θ(x, t)− ω20
θ3(x, t)
6
. (1.17)
On introduit (1.16) dans (1.17)
−Ω2 − 2ω21(cos(kd)− 1) + ω20 − ω20
A2
2
= 0. (1.18)
La premie`re onde qui se propage intervient pour k = 0, et on obtient le seuil
As =
√
2
(
ω20 − Ω2
ω20
)
. (1.19)
Il faut noter que l’on trouve exactement le meˆme re´sultat si l’on calcule le seuil
As a` partir de SG continue.
On re´alise des simulations nume´riques de SG discre`te avec les conditions ini-
tiales
θ0(t) = A sin(Ωt), θn(0) = 0, θ˙n(0) = AΩe
−λn. (1.20)
Ces conditions imposent un forc¸age pe´riodique du pendule virtuel n = 0, ou`
la chaˆıne est initialement au repos. Les conditions initiales de ve´locite´ de la
chaˆıne sont impose´es afin de ne pas brusquer le syste`me, c’est une fac¸on d’e´tablir
l’expe´rience de fac¸on adiabatique.
Afin de pouvoir comparer les re´sultats des expe´riences aux simulations nu-
me´riques, on doit de´terminer les parame`tres physiques de la chaˆıne, a` savoir la
fre´quence propre ω0 et le couplage entre pendules ω1, a` partir de la relation de
dispersion (1.9). Le principe est de forcer la chaˆıne de pendules a` faible amplitude,
avec une fre´quence prise dans la bande de phonons Ω > ω0, puis de mesurer le
nombre d’ondes k en comptant le nombre de pendules constituant une longueur
d’onde. On a obtenu
ω0 = 15.1Hz, ω1 = 32.4Hz. (1.21)
La figure (1.3) pre´sente le re´sultat de simulations nume´riques de l’e´quation SG
discre`te avec les conditions initiales (1.20) et le re´sultat de ve´ritables expe´riences
sur la chaˆıne de pendules.
On a trace´ le seuil de supratransmission en fonction de la fre´quence de forc¸age
Ω. La premie`re remarque que l’on peut faire est que les simulations, ainsi que les
expe´riences, sont en de´saccord avec le seuil As calcule´ pre´ce´demment (1.19). On
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Fig. 1.3 – Trace´ de l’amplitude de supratransmission As en fonction de la
fre´quence de forc¸age Ω. Les croix noires repre´sentent le re´sultat de simulations
nume´riques de l’e´quation (1.4) avec les conditions initiales (1.20). Les barres
d’erreurs en bleu sont le re´sultat d’expe´riences sur la chaˆıne de pendules. La
courbe discontinue en vert repre´sente le seuil obtenu en (1.19). La courbe en
rouge repre´sente le ve´ritable seuil donne´ en (1.30).
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a donc utilise´ une mauvaise approche. Le seuil de supratransmission se situe plus
haut, c’est-a`-dire que le syste`me ne´cessite plus d’e´nergie pour e´mettre un soliton.
En second lieu, on peut remarquer que pour une fre´quence de forc¸age tendant
vers 0, l’amplitude seuil est de 2 pi, ce qui semble tout a` fait raisonnable. En effet,
on conc¸oit assez facilement, sans faire l’expe´rience, qu’un soliton est e´mis quand
le premier pendule a fait un tour complet et ce, avec un temps infini (Ω = 0).
1.2.4 Instabilite´ du profil d’ondes nonline´aire e´vanescent
On e´carte de´sormais le mode`le SG discret pour se consacrer au mode`le SG
continu, sachant que les re´sultats seront valables pour un fort couplage dans le
cas discret.
On souhaite montrer l’existence d’une instabilite´ dans l’e´quation de SG
∂2u
∂t2
− c2∂
2u
∂x2
+ ω20 sinu = 0, (1.22)
avec un forc¸age pe´riodique en x = 0 et des conditions de bords libres en x = L
u(0, t) = A cos(Ωt), ux(L, t) = 0, (1.23)
ou` 0 < Ω < ω0 est la fre´quence de forc¸age prise dans la bande interdite.
Il est tout d’abord essentiel de comprendre que les conditions de forc¸age aux
bords, ge´ne`rent dans le milieu, une onde e´vanescente de´forme´e par la nonline´arite´.
Les simulations nume´riques de (1.22) avec les conditions de bords (1.23) sur la
figure (1.4), le montrent d’ailleurs tre`s bien .
C’est encore plus spectaculaire lors d’expe´riences sur la chaˆıne de pendules
ou` l’on voit la de´formation de plus en plus prononce´e au fur et a` mesure que l’on
augmente l’amplitude de forc¸age comme le montre les figures (1.5).
Dans le cas ou` l’on force SG avec des conditions de bords pe´riodiques, la
solution induite par les valeurs de l’amplitude au bord est le Breather statique
ub(x, t) = 4 arctan
[
λc cos(Ωt)
Ω cosh[λ(x− x0)]
]
. (1.24)
ou` x0 est le centre du Breather. On veut montrer que le seuil de supratransmission
est donne´ pour chaque valeur de Ω par le maximum de l’amplitude de ub(x, t).
Afin d’observer les effets du au forc¸age, on e´tudie la perturbation de la solution
exacte de SG ub(x, t), soit
u(x, t) = ub(x, t) + ²η(x, t), ²¿ 1. (1.25)
On substitue (1.25) dans (1.22), il vient a` l’ordre ²
ηtt − c2ηxx + ω20ηV = 0, (1.26)
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Fig. 1.4 – Re´sultats de simulations nume´riques, ou` l’on a trace´ en rouge l’e´cart
angulaire u(x, t) en fonction de x, compare´ a` l’e´cart angulaire en vert pointille´
dans le cas ou` le milieu serait line´aire (e´quation Klein-Gordon). Les deux courbes
sont obtenues avec les parame`tres t = 15.5, Ω = 0.5, c = 1, A = 4.1.
Fig. 1.5 – Photos de la chaˆıne de pendules pour deux amplitudes de forc¸age
diffe´rentes.
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ou` l’on a utilise´ un de´veloppement de Taylor de sin(ub+ ²η) ≈ sinub+η cosub
et ou` V = cos ub. Sachant
cos[4 arctan(f)] = 1− 8f
2
(1 + f 2)2
, (1.27)
on peut alors e´crire
V (x, t) = 1− 8 λ
2c2 cos2(Ωt)
Ω2 cosh[λ(x− x0)]
[
1 +
λ2c2 cos2(Ωt)
Ω2 cosh[λ(x− x0)]
]−2
. (1.28)
Le maximum du Breather (1.24), donnant le seuil de supratransmission As,
est obtenu pour la valeur maximum de cos(Ωt), et le minimum de cosh(λ(x−x0)),
soit en t = 2ppi/Ω et si x0 = 0 en x = 0. On a donc
As = 4arctan
[
λc
Ω
]
. (1.29)
La relation de dispersion line´aire, Ω2 = ω20−λ2c2 (cf p.29) et (1.29) donne le seuil
de supratransmission nonline´aire en fonction de la fre´quence de forc¸age Ω et de
la fre´quence propre ω0
As = 4arctan
[√
ω20 − Ω2
Ω
]
. (1.30)
On doit maintenant montrer, que l’existence du seuil As est bien le re´sultat
d’une instabilite´ du profil d’onde e´vanescent pour une amplitude de forc¸age As.
Pour cela, on suppose que le profil d’onde e´vanescent nonline´aire ue ge´ne´re´ dans
le milieu a la forme
ue(x, t) = 4 arctan
[
B cos(Ωt)
cosh(λX)
]
, (1.31)
ou` B est l’amplitude permettant de rattacher l’onde aux conditions de forc¸age.
On suppose que le potentiel V (x) est obtenu a` partir du profil e´vanescent en
conside´rant son extremum sur une pe´riode
V (x) = max
t
V [ue(x, t)]. (1.32)
(1.31) et (1.32) donnent alors le potentiel
V (x) = 1− 8 B
2
cosh(kx)
[
1 +
B2
cosh(kx)
]−2
. (1.33)
On effectue maintenant des simulations nume´riques de (1.26) avec notre nou-
veau potentiel (1.33). On donne comme condition initiale une petite perturbation
de ub, c’est-a`-dire η(x, 0) = 0.01 avec les conditions de bords η(0, t) = η(L, t) =
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0.01 et ηt(x, 0) = 0. On augmente ensuite progressivement l’amplitude B. En
comparant (1.28) avec (1.33) et en conside´rant (1.32), on voit que l’instabilite´
doit se produire pour
B =
λc
Ω
. (1.34)
Tant que l’amplitude B est infe´rieure au seuil, on observe de petites oscillations de
η autour de sa valeur initiale. Par contre, lorsque l’on se rapproche du seuil, on ob-
serve des oscillations qui grandissent exponentiellement. La figure (1.6) montre le
re´sultat de ces simulations nume´riques ou` l’on a trace´, en fonction de la fre´quence
de forc¸age Ω, les valeurs de B pour lesquelles η de´marre sa croissance exponen-
tielle.
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Fig. 1.6 – Les barres d’erreur en bleu donnent le crite`re d’instabilite´ B, obtenu
par simulations nume´riques de (1.25) avec le potentiel (1.33). Il est difficile de
juger a` partir de quand pre´cise´ment, η croit exponentiellement, on a donc une
erreur sur B d’environ 0.3 . La courbe rouge est la pre´diction faite en (1.33). Les
parame`tres utilise´s sont L = 10, Ω0 = 1 et c = 1 .
1.2.5 Conclusion
Les simulations sont en tre`s bon accord avec les pre´dictions. On a donc une
description du phe´nome`ne de supratransmission nonline´aire. Elle re´sulte de l’in-
stabilite´ du profil d’onde e´vanescent dans un milieu nonline´aire, ge´ne´re´e par le
forc¸age pe´riodique des conditions de bords, avec une fre´quence prise dans le gap.
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On a de´sormais une expression analytique du seuil d’amplitude ge´ne`rant une
supratransmission nonline´aire dans le cas SG continu
As = 4arctan
[√
ω20 − Ω2
Ω
]
. (1.35)
Il faut noter que pour l’e´quation de SG normalise´e
∂2u
∂t2
− ∂
2u
∂x2
+ sin u = 0, (1.36)
obtenue par la transformation t = ω0t
′ et x = ω0
c
en omettant les primes, a` partir
de (1.20), le seuil de supratransmission vaut
As = 4arctan
[√
1− Ω2
Ω
]
. (1.37)
On peut d’ailleurs obtenir simplement (1.37) en posant ω0 = 1 (Ω/ω0 Ã Ω avec
0 ≤ Ω ≤ 1) dans (1.35).
Le seuil de supratransmission s’exprime, tout simplement, comme e´tant le
maximum de la solution soliton. Si l’on applique cette re`gle a` l’e´quation SG
discre`te (1.37) qui mode´lise la chaˆıne de pendules, le seuil est obtenu pour le
maximum de la solution Breather (1.15), soit
As = 4arctan
[
ω1
dΩ
arccos
(
1 +
ω20 − ω2
2ω21
)]
. (1.38)
Le seuil de supratransmission (1.35) obtenu de SG continu est alors une bonne
approximation du seuil donne´ en (1.38) dans le cas ou` le couplage entre pendules
est suffisamment fort.
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A Annexe : Solution Breather
∂2u
∂t2
− c2∂
2u
∂x2
+ ω20 sinu = 0. (1)
Depuis la solution Kink (34), on peut supposer [5] que l’e´quation (1) admet
des solutions de la forme
u = 4arctan
F (x)
G(t)
, (2)
ou` F et G sont des fonctions arbitraires. On e´crit (2) sous la forme
tan(u/4) =
F (x)
G(t)
. (3)
On rappelle l’identite´
sinu = 4 tan(u/4)
1− tan2(u/4)
(1 + tan2(u/4))2
= 4
F (x)
G(t)
1− F 2(x)
G2(t)(
1 + F
2(x)
G2(t)
)2 . (4)
Apre`s substitution de (2) et (4) dans (1), il vient
(G2 + F 2)
(
c2
Fxx
F
+
Gtt
G
)
− 2((cFx)2 + (Gt)2) + ω20(F 2 −G2) = 0. (5)
On de´rive successivement par x et t
c2G2
(
Fxx
F
)
x
+ c2 (FFxx)x + (F
2)x
Gtt
G
− (2(cFx)2 − ω20F 2)x = 0, (6)
c2(G2)t
(
Fxx
F
)
x
+ (F 2)x
(
Gtt
G
)
t
= 0. (7)
La se´paration de variables de (7) donne
1
(F 2)x
(
Fxx
F
)
x
= − 1
c2(G2)t
(
Gtt
G
)
t
= A, (8)
ou` A est une constante. On inte`gre (8)
Fxx = AF
3 +B1F, (9)
Gtt = −Ac2G3 +B2G, (10)
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ou` B1 et B2 sont des constantes. On multiplie respectivement (9) et (10) par 2Fx
et 2Gt, et apre`s inte´gration l’on obtient
(Fx)
2 =
A
2
F 4 +B1F
2 + C1, (11)
(Gt)
2 =
Ac2
2
G4 +B2G
2 + C2, (12)
ou` C1 et C2 sont deux nouvelles constantes d’inte´gration. La substitution de
(9),(10),(11) et (12) dans (5) impose
c2B1 −B2 = ω20, c2C1 + C2 = 0. (13)
On introduit la relation de dispersion line´aire Ω2 = ω20 − c2λ2, et on pose
A
2
= −q2, B1 = λ2, (14)
il vient
(Fx)
2 = −q2F 4 + λ2F 2 + C1, (15)
(Gt)
2 = q2c2G4 − Ω2G2 − c2C1. (16)
On e´tudie le cas particulier C1 = 0. (15) et (16) deviennent alors
dF√
F 2(λ2 − q2F 2) = ±dX, (17)
dG√
G2(q2c2G2 − Ω2) = ±dT. (18)
Or d’apre`s les tables [6], on a[
1
cosh
]−1
(y) =
∫ 1
y
dt√
t2(1− t2) , (19)[
1
cos
]−1
(y) =
∫ y
1
dt√
t2(t2 − 1) , (20)
ou` [...]−1 de´signe la fonction inverse. On pose f = q
λ
F et g = qc
Ω
G puis on inte`gre
(17) qui devient ∫ f(0)=1
f(X)
df√
f 2 (1− f 2) = ±
∫ 0
X
λdX, (21)
et, d’apre`s (19)
F (X) =
λ
q cosh(λX)
. (22)
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De meˆme pour (18)∫ g(T )
g(0)=1
dg√
g2 (g2 − 1) = ±
∫ T
0
ΩdT, (23)
et, d’apre`s (20)
G(T ) =
Ω
qc cos(ΩT )
. (24)
Une solution particulie`re ub(x, t) de (1) est
ub(x, t) = 4 arctan
[
λc cos(ΩT )
Ω cosh(λX)
]
, (25)
appele´e Breather.
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B Annexe : Solution Kink
On cherche des solutions a` profil constant, mobile a` la vitesse v, c’est a` dire
ne de´pendant que de la variable z = x− vt. Il vient pour l’e´quation de SG (1)
v2
∂2φ
∂z2
+ ω20 sinφ = ω
2
0
∂2φ
∂z2
, (26)
ou bien
∂2φ
∂z2
=
ω20
c2 − v2 sinφ. (27)
En multipliant par dθ/dz et en inte´grant par rapport a` z on obtient
1
2
(
∂φ
∂z
)2
= − ω
2
0
c2 − v2 cosφ+K, (28)
ou` K est une constante arbitraire d’inte´gration. Comme on cherche des solutions
localise´es spatialemment, on doit avoir φ(z) → 0 et dφ(z)/dz → 0 pour z →∞,
puisqu’a` l’infini, tous les pendules doivent eˆtre dans leur e´tat fondamental. On
a donc K = ω20/(c
2 − v2). Un soliton ne pouvant avoir une vitesse v > c, (28)
devient √
2ω0√
c2 − v2dz = ±
dφ
1− cosφ. (29)
On inte`gre
√
2ω0√
c2 − v2 (z − z0) = ±
∫
dφ
1− cosφ = ±
∫
dφ√
2 sin φ
2
(0 < φ < 2pi), (30)
ou` z0 est une constante d’inte´gration (position du soliton a` l’instant initial). Or,
si on pose s = tan(φ/4), et en utilisant la relation trigonome´trique suivante
sin
φ
2
=
2s
1 + s2
, dφ =
4ds
1 + s2
, (31)
on a ∫
dφ√
2 sin φ
2
=
1√
2
∫
4ds
1 + s2
1 + s2
2s
=
√
2
∫
dy
y
=
√
2 ln y. (32)
Une solution de (1) est
ω0√
c2 − v2 (z − z0) = ± ln tan
φ
4
, (33)
ou bien
φ = 4arctan exp
[
±ω0
c
z − z0√
(1− v2/c2)
]
, z = x− vt, (34)
appele´e solution Kink.
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Chapitre 2
Bistabilite´ dans sine-Gordon
1 Introduction
Dans ce chapitre, on abordera la bistabilite´ dans SG a` travers l’exemple de
la chaˆıne de pendules courte, c’est a` dire, que sa longueur est infe´rieure a` l’ex-
tension spatiale typique d’un Breather. La bistabilite´ traduit ici, la possibilite´
pour un syste`me d’exister sous deux e´tats stables. On verra que, pour une meˆme
fre´quence (dans la bande interdite) et une meˆme amplitude de forc¸age, il existe
deux e´tats pour la chaˆıne de pendules. Un e´tat de´crivant une onde e´vanescente,
ou` les pendules oscilleront avec une faible amplitude, et un e´tat ou` les pendules
oscilleront avec une tre`s grande amplitude, voir figure (2.1).
Avant d’entrer dans le vif du sujet, on fera une remarque pre´liminaire tout
a` fait inte´ressante. On conside`re un seul pendule, soumis a` une force exte´rieure,
qui le fait osciller pre´cise´ment de −pi a` pi. Ce syste`me tre`s simple posse`de de´ja` la
proprie´te´ de bistabilite´. En effet, la moindre petite perturbation fera tournoyer
le pendule. Il y a donc deux e´tats possibles pour ce pendule simple, le premier
oscillant de −pi a` pi, et le second, tournoyant, et tout ceci avec la meˆme force
exte´rieure. Un pendule seul est de´ja` un syste`me bistable, il est donc naturel que
le couplage line´aire de plusieurs pendules fabrique un syste`me, lui aussi bistable.
On de´montrera dans ce chapitre la bistabilite´ de l’e´quation de SG, en donnant
tout d’abord les solutions analytiques stationnaires, puis en voyant l’exemple
expe´rimental de la chaˆıne de pendules courte.
2 E´quation des fonctions elliptiques de Jacobi
Notre objectif est de trouver une ou plusieurs solutions particulie`res de SG
sous la forme explicite de fonctions elliptiques de Jacobi. Pour cela, on conside`re
l’e´quation de SG normalise´e suivante
∂2u
∂t2
− ∂
2u
∂x2
+ sin u = 0, (2.1)
35
Fig. 2.1 – Photos de la chaˆıne de pendules courte pour une meˆme amplitude
de forc¸age et une meˆme fre´quence prise dans la bande interdite : La figure de
gauche pre´sente une onde stationnaire e´vanescente et la figure de droite une onde
stationnaire de grande amplitude. Il faut bien noter la diffe´rence d’amplitude du
dernier pendule (premier plan) entre les deux photos.
obtenue de (1.7) par le changement de variables u(ω0x/c, ω0t) =⇒ u(x, t). On
suppose que l’e´quation SG (2.1) admet des solutions de la forme
u(x, t) = 4 arctan[X(x)T (t)], (2.2)
sugge´re´es en [1] et ou` X et T sont des fonctions arbitraires. On e´crit (2.2) sous
la forme tan(u/4) = X(x)T (t) et on rappelle l’identite´
sinu = 4 tan(u/4)
1− tan2(u/4)
(1 + tan2(u/4))2
= 4XT
1−X2T 2
(1 +X2T 2)2
. (2.3)
On substitue (2.2) et (2.3) dans (2.1), il vient apre`s simplification(
1
X3T 3
+
1
XT
)
(XTtt −XxxT ) + 2
(
(Xx)
2
X2
− (Tt)
2
T 2
)
+
1
X2T 2
= 1. (2.4)
On de´rive successivement par x et t (2.4)
1
T 2
(
1
X2
− Xxx
X3
)
x
+
Ttt
T 3
(
1
X2
)
x
−
(
Xxx
X
)
x
+ 2
(
(Xx)
2
X2
)
x
= 0, (2.5)(
1
T 2
)
t
(
1
X2
− Xxx
X3
)
x
+
(
Ttt
T 3
)
t
(
1
X2
)
x
= 0. (2.6)
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La se´paration de variables de (2.6) donne(
Xxx
X3
− 1
X2
)
x
/(
1
X2
)
x
=
(
Ttt
T 3
)
t
/(
1
T 2
)
t
= C, (2.7)
ou` C est une constante. On inte`gre (2.7)
Xxx = (C + 1)X +D1X
3, (2.8)
Ttt = CT +D2T
3, (2.9)
ou` D1 et D2 sont les constantes d’inte´gration. On multiplie respectivement (2.8)
et (2.9) par 2Xx et 2Tt, et apre`s inte´gration l’on obtient
(Xx)
2 =
D1
2
X4 + (C + 1)X2 + C1, (2.10)
(Tt)
2 =
D2
2
T 4 + CT 2 + C2, (2.11)
ou` C1 et C2 sont deux nouvelles constantes d’inte´gration. Par substitution de
(2.8), (2.9), (2.10) et (2.11) dans (2.4), on trouve
D1 + 2C2 = 0, (2.12)
D2 + 2C1 = 0. (2.13)
En utilisant (2.12) et (2.13) dans (2.10) et (2.11), on obtient un syste`me d’e´qua-
tions diffe´rentielles couple´es
(Xx)
2 = −C2X4 + (C + 1)X2 + C1, (2.14)
(Tt)
2 = −C1T 4 + CT 2 + C2, (2.15)
dont les solutions sont des fonctions elliptiques de Jacobi.
3 Solutions stationnaires dans la chaˆıne de pen-
dules
3.1 La chaˆıne de pendules courte
Notre dispositif expe´rimental est la chaˆıne de pendules couple´s pre´sente´e au
chapitre 1, mais posse´dant moins de 10 pendules comme sur la figure (2.2).
La dynamique de cette chaˆıne est de´crite par le mode`le de Frenkel-Kontorava
[2]
u¨n + δu˙n − ω21 (un+1 + un−1 − 2un) + ω20 sinun = 0, (2.16)
ou` δ est un coefficient d’amortissement phe´nome´nologique.
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Fig. 2.2 – Photo de la chaˆıne de pendules courte utilise´e pour les expe´riences.
Un moteur e´lectrique pilote´ par un ge´ne´rateur de tension sinuso¨ıdale impose
un mouvement sinuso¨ıdal du pendule virtuel n = 0, qui peut eˆtre mode´lise´ par
la condition au bord suivante
u0(t) = A sin(Ωt), (2.17)
ou` Ω < ω0 afin de forcer la chaˆıne avec une fre´quence dans la bande interdite.
L’extre´mite´ de la chaˆıne e´tant libre, on a
uN+1(t) = uN(t). (2.18)
Pour de´crire le comportement de bistabilite´ de la chaˆıne, on cherche des so-
lutions stationnaires du mode`le continu, qui de´criront raisonablement bien le
syste`me discret de la chaˆıne, sous les conditions de fort couplage entre les pen-
dules.
3.2 Expression ge´ne´rale
Une premie`re hypothe`se fondamentale sugge`re que la solution (2.2) se synchro-
nise avec la condition au bord impose´e par le mouvement du moteur, d’amplitude
A sin(Ωt) et de pe´riode 2pi/Ω, ou` Ω est la fre´quence de forc¸age. Dans ce cas, la
fonction pe´riodique T (t) doit accorder sa pe´riode avec le pendule virtuel force´
T
(
t+
2pi
Ω
)
= T (t). (2.19)
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C’est l’hypothe`se de synchronisation. La seconde hypothe`se demande a` la solution
de s’adapter a` l’amplitude A = 4arctan(a) du pendule force´ (n = 0 ⇔ x = 0),
soit
X(0) = a = tan
[
A
4
]
. (2.20)
C’est l’hypothe`se de d’adaptation. La chaˆıne e´tant constitue´e de N pendules, on
a donc une longueur normalise´e
L = N
ω0d
ω1
. (2.21)
On impose des conditions libres en fin de chaˆıne
X ′(L) = 0 (2.22)
On de´finit l’amplitude en fin de chaˆıne
b = 4arctan[B] ⇔ X(L) = B, (2.23)
ou` B est un parame`tre e´chelonnant T (t) a` l’unite´ (normalisation)
max
t
|T (t)| = 1. (2.24)
Autrement dit, la mesure des amplitudes est faite sur X(x), ce qui permet
d’e´crire (2.24) de la manie`re suivante
∃ t0 : T ′(t0) = 0, T (t0) = 1. (2.25)
Les parame`tres C, C1 et C2 de (2.14) et (2.15) sont de´termine´s par les condi-
tions aux bords (2.22), (2.23) et (2.25)
(X ′(L))2 = 0 = −C2B4 + (C + 1)B2 + C1, (2.26)
(T˙ (t0))
2 = 0 = −C1 + C + C2, (2.27)
d’ou` l’on extrait
c =
c2B
4 −B2 − c2
B2 + 1
, (2.28)
c1 =
B2(B2c2 + c2 − 1)
B2 + 1
. (2.29)
Ainsi, (2.14) et (2.15) deviennent
(Xx)
2 = c2(B
2 −X2)
(
X2 + 1− 1
c2(1 +B2)
)
, (2.30)
(Tt)
2 = c2(1− T 2)
(
T 2B2 − T
2B2
c2(1 +B2)
+ 1
)
. (2.31)
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En posant
α = B2c2 − B
2
1 +B2
, (2.32)
Γ =
1
B2
+
1
α(1 +B2)
, (2.33)
on obtient ces e´quations diffe´rentielles
(Xx)
2 = αΓ(B2 −X2)
(
X2 +
1
ΓB2
)
, (2.34)
(Tt)
2 = α(1− T 2)(T 2 + Γ), (2.35)
ou` α est un parame`tre libre.
3.3 Solutions stationnaires
En accord avec (2.22), (2.23) et (2.24), l’e´quation pour X(x) est inte´gre´e
sur l’intervalle [x, L] et l’e´quation pour T (t) est inte´gre´e sur l’intervalle [t, t0].
Les solutions sont comple`tement de´termine´es en termes de fonctions elliptiques
de Jacobi par les valeurs de trois parame`tres : l’amplitude B, la fre´quence de
forc¸age Ω et la longueur L.
Il existe trois types de solutions stationnaires, dont on donne le de´tail du
calcul, des solutions et des parame`tres mis en jeu, en annexe (p.55). On obtient
uI(x, t) = 4 arctan[B cn(k1(x− L), µ1) cn(ω1(t− t0), ν1)], ∞ > B >B1,
uII(x, t) = 4 arctan[B dn(k2(x− L), µ2) sn(ω2(t− t1), ν2)], B1 > B >B0,
uIII(x, t) = 4 arctan
[
B sn(ω2(t− t1), ν2)
dn(k3(x− L), µ3)
]
, B0 > B >0,
(2.36)
ou`
B1 =
√
1− Ω2
Ω
, ΩK(B20) =
pi
2(1 +B20)
, (2.37)
et
K(m) =
∫ pi/2
0
dξ√
1−m2 sin2 ξ
, (2.38)
est l’inte´grale elliptique comple`te. Les quantite´s B, νj, µj et kj sont des pa-
rame`tres soumis a` des relations qui sont l’analogue nonline´aire d’une relation de
dispersion et qui assurent que les uj sont solutions de (2.1).
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A ce stade, il est inte´ressant de remarquer que l’amplitude en x = L de la
solution uI(x, t) n’existe que pour B > B1 soit
uI(L, t) = 4 arctan[B] > 4 arctan
[√
1− Ω2
Ω
]
= As, (2.39)
ou` As est le seuil de supratransmission de SG donne´ en (1.37). Autrement dit,
cette solution est accessible, uniquement si l’on de´passe le seuil de supratrans-
mission.
Tout comme les fonctions sinus et cosinus, les fonctions elliptiques sont pe´rio-
diques, mais leur pe´riode est de 4K. La condition de synchronisation (2.19) impose
alors
2pi
Ω
=
4K
ω1,2
. (2.40)
K et ω e´tant fonction de ν1 ou de ν2, on a
ΩK(ν1,2) =
pi
2
ω(ν1,2), (2.41)
avec
ω21 =
B2
1 +B2
1
B2 − ν21(1 +B2)
, ω22 =
B2
(1 +B2)(B2 + ν22)
. (2.42)
Il est donc possible de tracer nume´riquement ν1,2 en fonction de B, a` partir
de (2.41) pour une valeur de Ω donne´e, voir figure (2.3).
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Fig. 2.3 – ν en fonction de B avec Ω = 0.5 et L = 4.
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On observe que le parame`tre B de´ternine de manie`re unique le parame`tre
ν, et ainsi, toutes les solutions (2.36) sont de´termine´es puisque les six autres
parame`tres ne´cessaires sont fonction de B et ν
k21 =
1
1 +B2
B4(1− ν21) + ν21
B2 − ν21(1 +B2)
, µ21 =
B4(1− ν21)
B4(1− ν21) + ν21
,
k22 =
B4
(1 +B2)(B2 + ν22)
, µ22 = 1−
ν22
B4
, (2.43)
k23 =
ν22
(1 +B2)(B2 + ν22)
, µ23 = 1−
B4
ν22
.
De plus, la valeur de B de´termine les diffe´rentes solutions uI , uII ou uIII . En
effet, le parame`tre ν1 n’a pas de solution pour B < B1, ou` B1 est la valeur de B
quand uI = uII . Ainsi la solution uI n’est valable que pour B > B1. De meˆme,
il existe un parame`tre B0 qui de´finit la frontie`re entre u
II et uIII . En effet, les
modules µ2 et µ3 doivent eˆtre positifs, ce qui impose, d’apre`s (2.43)
µ2 > 0⇐⇒ ν2 < B2, (2.44)
µ3 > 0⇐⇒ ν2 > B2. (2.45)
On a donc trace´ sur la figure (2.3), la droite d’e´quation ν2 = B
2. Ainsi, les valeurs
de ν2 infe´rieure a` B
2 correspondent a` la solution uII , et celles supe´rieures a` B2
correspondent a` la solution uIII .
4 Comportement de bistabilite´ dans SG
On re´alise dans cette section des expe´riences nume´riques, afin d’explorer les
proprie´te´s nume´riques de SG continue qui nous ame`neront ensuite a` comprendre
la bistabilite´.
4.1 Expe´riences nume´riques
Le syste`me est le mode`le continu SG soumis a` des conditions de bords pe´rio-
diques en x = 0 et libres en x = L
utt − uxx + sin u+ δut = 0, u(0, t) = A cos(Ωt), ut(L, t) = 0, 0 < Ω < 1,
(2.46)
ou` δ rend compte de l’amortissement. On regarde le comportement de SG amortie
avec les conditions de bords pre´ce´dentes pour diffe´rentes formes d’amplitude de
forc¸age. Pour commencer, on proce`de en augmentant progressivement l’amplitude
A, tel qu’on le repre´sente sur la figure (2.4).
Les deux graphiques de la figure (2.5) pre´sentent l’amplitude u(x, t) pour
deux valeurs d’amplitude de forc¸age diffe´rentes en x = L. Dans le cas de la
chaˆıne courte, cela repre´sente l’amplitude angulaire du dernier pendule.
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Fig. 2.4 – Amplitude de forc¸age A en fonction du temps permettant d’e´tablir
une amplitude maximale de fac¸on adiabatique
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Fig. 2.5 – Trace´ de l’amplitude en x = L = 4 en fonction du temps, pour
une amplitude maximale de 1.39 sur la figure de gauche et de 1.40 sur la figure
de droite, pour une fre´quence Ω = 0.9 et un amortissement δ = 0.01. Il faut
noter la grande diffe´rence d’amplitude des oscillations au passage du seuil de
supratransmission.
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On voit tre`s nettement la diffe´rence d’amplitude en x = L entre les deux
figures. Le syste`me est passe´ d’un e´tat stationnaire de faible amplitude vers un
e´tat stationnaire d’intense amplitude de sortie. la figure de gauche pre´sente des
amplitudes d’environ 0.8rad ≈ 45◦ alors que la figure de droite pre´sente des
amplitudes de l’ordre de 3.7rad ≈ 210◦. Le passage d’un e´tat a` l’autre se fait
lorsque l’on atteint le seuil de supratransmission As ≈ 1.4rad ≈ 80◦. Il y a donc
deux comportements, diffe´rents suivant si l’amplitude de forc¸age est suffisante ou
non.
On effectue d’autres simulations nume´riques, ou` l’on augmente progressive-
ment le forc¸age A jusqu’au seuil de supratransmission, et une fois que le syste`me
a bifurque´ sur un e´tat de grande amplitude, on redescend progressivement l’am-
plitude. On re´alise d’abord une simulation avec un amortissement nul (cf figure
2.6). Le syste`me ne´cessite un laps de temps pour bifurquer, c’est pour cela que
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Fig. 2.6 – A gauche est trace´e l’amplitude A(t), et a` droite, la de´viation angulaire
u(x = L, t) pour Ω = 0.9 δ = 0 . La ligne en traits et points repre´sente le seuil
de supratransmission As = 1.4 .
l’amplitude de forc¸age A de´passe le seuil As. On note, par ailleurs, que le syste`me
reste bloque´ sur l’e´tat de grande amplitude, meˆme si l’on arreˆte totalement le
forc¸age A = 0 en l’absence d’amortissements (sans frottements).
Pour un syste`me posse´dant de l’amortissement, on montre qu’il y a un seuil
infe´rieur Ae, pour lequel le syste`me revient a` un e´tat de faible amplitude. La
figure (2.7) montre l’allure de l’amplitude A que l’on utilise pour les simulations
re´alise´es avec un syste`me posse´dant de l’amortissement.
Les figures (2.8) pre´sentent l’amplitude de u(x, t) en x = L. La figure de
gauche montre le cas ou` l’on redescend l’amplitude juste au-dessus de Ae, et la
figure de droite, le cas ou` l’on redescend l’amplitude a` Ae.
On voit tre`s nettement, qu’apre`s avoir bifurque´ vers un e´tat intense d’ampli-
tude, le syste`me reste bloque´ dans cet e´tat, s’il re´side une amplitude de forc¸age
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Fig. 2.7 – Trace´ de l’amplitude A(t) en rouge. Les lignes en traits et points
repre´sentent le seuil de supratransmission As = 1.4 et le seuil d’extinction Ae =
0.12.
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Fig. 2.8 – Trace´ des amplitudes de u(L, t) avec Ω = 0.9 et γ = 0.01. A gauche, le
syste´me reste bloque´ sur l’e´tat de grande amplitude (Afin > Ae), alors qu’a` droite,
le syste`me est redescendu sur un e´tat de faible amplitude de sortie (Afin < Ae).
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suffisante pour compenser les frottements. En effet, le franchissement du seuil
d’extinction entraˆıne le retour du syste`me vers un e´tat de faible amplitude.
Ces se´ries d’expe´riences nume´riques ont permis de de´montrer l’existence d’un
seuil de supratransmission As au-dela` duquel le syste`me est dans un e´tat d’in-
tense amplitude de sortie en x = L, et d’un seuil d’extinction Ae, ou` le syste`me
redescend sur un e´tat e´vanescent de faible amplitude de sortie. Par conse´quent, il
semblerait qu’il existe deux e´tats possibles pour une meˆme amplitude de forc¸age.
En effet, si l’on choisit une amplitude comprise entre le seuil d’extinction et le
seuil de supratransmission, le syste`me est alors, pour le moment, dans un e´tat
e´vanescent. Maintenant, si on augmente progressivement l’amplitude jusqu’au
seuil de supratransmission, le syste`me bifurque sur un e´tat de grande amplitude.
Si, ensuite, on redescend l’amplitude jusqu’a` l’amplitude de de´part, celle-ci e´tant
supe´rieure au seuil d’extinction, le syste`me reste dans un e´tat intense d’ampli-
tude. Il y a donc deux e´tats possibles pour une meˆme amplitude de forc¸age (et
meˆme fre´quence), c’est la bistabilite´ nonline´aire.
On montre, graˆce a` une dernie`re simulation, le phe´nome`ne de bistabilite´. On
choisit une amplitude de forc¸age A1 = 0.3. Cette amplitude est, bien suˆr, au-
dessus de Ae mais en-dessous de As. Il faut montrer qu’il existe deux e´tats pour
cette meˆme amplitude. On propose donc de forcer le syste`me avec une amplitude
A comme repre´sente´e sur la figure gauche (2.9).
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Fig. 2.9 – Gauche : Trace´ de A(t) avec A1 = 0.3, Ω = 0.9 et δ = 0.01 . Droite :
amplitude u(x = 4, t)
On voit nettement que pour t < 1000, le syste`me force´ avec une amplitude A1
est dans un e´tat e´vanescent. Lorsque l’on augmente progressivement, a` partir de
t = 1000, l’amplitude A jusqu’au seuil de supratransmission, le syste`me bifurque
sur un e´tat de grande amplitude. Ensuite, en redescendant l’amplitude de forc¸age
a` A1, le syste`me reste dans son e´tat de grande amplitude de sortie. Le syste`me
pre´sente donc deux e´tats stationnaires diffe´rents, pour une meˆme amplitude et
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fre´quence de forc¸age. Pour revenir a` un e´tat e´vanescent, il faudrait, bien suˆr,
redescendre l’amplitude de forc¸age A au seuil d’extinction Ae.
Bien plus qu’un comportement de bistabilite´, on a un phe´nome`ne d’hyste´re´sis.
En effet, le chemin suivi par l’amplitude de sortie, lors de la redescente de l’am-
plitude de forc¸age, apre`s que le syste`me ait bifurque´, n’est pas le meˆme que celui
pris, lors de la monte´e de l’amplitude de forc¸age, pour faire bifurquer le syste`me.
Il re´side un phe´nome`ne de me´moire, qui fait que l’amplitude en x = L reste sur
un e´tat de grande amplitude et ne diminue pas, tant que l’amplitude A est plus
grande que le seuil d’extinction Ae.
4.2 Interpre´tation de la bistabilite´
On rappelle les trois solutions stationnaires
uI(x, t) = 4 arctan[B cn(k1(x− L), µ1) cn(ω1(t− t0), ν1)], ∞ > B >B1,
uII(x, t) = 4 arctan[B dn(k2(x− L), µ2) sn(ω2(t− t1), ν2)], B1 > B >B0,
uIII(x, t) = 4 arctan
[
B sn(ω2(t− t1), ν2)
dn(k3(x− L), µ3)
]
, B0 > B >0.
(2.47)
On souhaite tracer l’amplitude de sortie b = 4arctan[B], c’est-a`-dire u(L, t0),
en fonction de l’amplitude d’entre´e A = 4arctan[a], c’est-a`-dire u(0, t0). On rap-
pelle qu’en t = t0, la fonction T (t = t0) = 1. Concre`tement, on dresse un tableau
de valeurs des trois fonctions u(x, t) en x = 0 pour diffe´rentes valeurs de B,
ce qui nous donne A(B). Ensuite, on inverse le graphe A(B) et on peut tracer
4 arctan[B(A)]. Le re´sultat est pre´sente´ sur la figure (2.10).
Il y a donc trois solutions possibles pour une meˆme amplitude d’entre´e. Ce-
pendant, on peut montrer que les solutions a` de´rive´es ne´gatives sont instables.
On a donc finalement deux solutions stables, pour une meˆme amplitude et meˆme
fre´quence de forc¸age, qui permettent de de´crire les re´gimes stationnaires. On
re´alise des simulations nume´riques telles que celles effectue´es pre´ce´demment, ou`
on fixe le seuil d’entre´e A1 et on observe les deux e´tats, tout en relevant leur
amplitude de sortie. On a trace´ avec des croix, sur la figure (2.10), le re´sultat
de ces simulations nume´riques. Elles montrent une parfaite concordance avec le
mode`le des solutions stationnaires. Pour une amplitude donne´e, infe´rieure au seuil
de supratransmission, le syste`me se bloque sur la solution e´vanescente de faible
amplitude uIII . Au fur et a` mesure que l’on augmente l’amplitude de forc¸age,
l’amplitude de sortie b suit l’e´volution de la solution uIII jusqu’au seuil de su-
pratransmission, ou` le syste`me bifurque et se bloque sur la solution a` grande
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Fig. 2.10 – Amplitude de sortie a = 4arctan[B] en fonction de l’amplitude de
forc¸age A. La solution obtenue a` partir de uI est en traits discontinus bleus, a`
partir de uII , en pointille´ verts et a` partir de uIII , en rouge. Les lignes en traits
et points noirs de´signent le seuil d’extinction Ae et le seuil de supratransmission
As. Les croix repre´sentent le re´sultat de simulations nume´riques de (2.46) pour
diffe´rentes valeurs d’amplitude d’entre´e avec Ω = 0.9, L = 4 et δ = 0.01 .
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amplitude uI . Ensuite, le syste`me suit la de´croissance selon uI , lorsque l’on di-
minue l’amplitude de forc¸age A, et ce, jusqu’au seuil d’extinction Ae. Le trajet
suivi par l’amplitude de sortie b correspond a` l’hyste´re´sis du syste`me.
4.3 Expe´riences sur la chaˆıne de pendules courte
La chose inte´ressante est de confronter le mode`le des solutions analytiques
stationnaires de SG continue avec le re´sultat d’expe´riences sur la chaˆıne de pen-
dules courte. L’expe´rience de bistabilite´ consiste a` forcer la chaˆıne courte avec
une fre´quence prise dans la bande interdite, et avec une amplitude d’entre´e A,
qui varie de 0 au seuil de supratransmission As. Sans perturbation exte´rieure, le
syste`me se bloque sur une solution pe´riodique de faible amplitude, dont la limite
continue analytique est la solution uIII de (2.47). Graˆce a` un petit choc sur la
chaˆıne de pendules [3], le syste`me bifurque sur un e´tat de tre`s grande amplitude
de sortie, dont la limite continue est la solution uI de (2.47). Les figures (2.11)
montrent des photos d’expe´riences de bistabilite´ sur la chaˆıne de pendules courte.
On a alors mene´, par la suite, des expe´riences sur la chaˆıne de pendules courte,
avec une fre´quence ω = 0.5 ω0, et en faisant varier l’amplitude d’entre´e A. La
fre´quence Ω e´tant une fre´quence normalise´e, elle repre´sente pour la chaˆıne de pen-
dules courte, le rapport entre la fre´quence de forc¸age et la fre´quence propre ω0.
Apre`s le releve´ de l’amplitude de sortie e´vanescente, on fait bifurquer le syste`me,
et on observe le mode stationnaire de grande amplitude. La figure (2.12) montre
le re´sultat de cette expe´rience en comparaison avec les solutions analytiques sta-
tionnaires (2.44) issues du mode`le des milieux continus, valables pour un fort
couplage.
On peut remarquer le grand accord des expe´riences avec les solutions analy-
tiques stationnaires du mode`le continu SG. La meˆme me´thode que celle utilise´e
dans les simulations nume´riques est possible pour faire bifurquer la chaˆıne de
pendules, c’est-a`-dire en suivant le diagramme d’hyste´re´sis. On augmente pro-
gressivement l’amplitude du premier pendule, jusqu’a` ce que le syste`me bifurque
sur un e´tat de grande amplitude puis on redescend l’amplitude jusqu’a` l’ampli-
tude de forc¸age souhaite´e.
4.4 De´termination du seuil de supratransmission a` partir
des solutions analytiques
Le seuil de bifurcation peut eˆtre calcule´ en recherchant la valeur maximale que
peut prendre A dans le mode e´vanescent (traits discontinus bleus) de la fonction
b(A) = 4 arctan[B] de la figure (2.12). Autrement dit, on cherche l’extremum de
la fonction
A(b) = 4 arctan
[
B
dn(k3(L), µ3)
]
. (2.48)
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Fig. 2.11 – La premie`re image montre le mode e´vanescent. Les deux images
suivantes montrent le choc pour faire bifurquer le syste`me. Les deux dernie`res
montrent le mode de grande amplitude. Il faut noter la tre`s grande diffe´rence
d’amplitude entre la premie`re et les dernie`res photos, et ce, pour une meˆme
amplitude de forc¸age et une meˆme fre´quence Ω/2pi ≈ 1.5 Hz
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Fig. 2.12 – Courbe d’hyste´re´sis obtenue a` partir des solutions analytiques sta-
tionnaires (2.44) pour une fre´quence Ω = 0.5. Les barres d’erreurs repre´sentent
le re´sultat d’expe´riences sur la chaˆıne courte, dont les caracte´ristiques sont
ω0 = 15.1 Hz et ω1 = 32.4 Hz.
k3 et µ3 sont fonction de B et ν2, or la donne´e de B nous permet de connaˆıtre ν2.
Le seul vrai parame`tre est donc B. De plus, la fonction arctan est croissante, on
peut donc de´terminer l’extremum de A(b) en trouvant la valeur Be de´finie par
∂
∂B
(
B
dn(k3(L), µ3)
)
B=Be
= 0. (2.49)
Ainsi, le seuil de supratransmission est donne´ par
As = 4arctan
[
Be
dn(k3(L), µ3)
]
. (2.50)
L’expression de Be n’est, bien suˆr, pas explicite et doit eˆtre de´termine´e nume´-
riquement. Dans notre exemple (Ω = 0.5, L = 4), on obtient As = 4.06 rad ≈
233◦, tandis que la formule approche´e (1.37), de´rive´e de la limite L→∞ donne
As = 4.19.
4.5 Limites
On a donc de´montre´ le comportement de bistabilite´ d’une chaˆıne de pendules
courte, avec des expe´riences re´alise´es sur une chaˆıne de 9 pendules. Cependant,
une question se pose : que se passe-t-il quand on augmente ou diminue le nombre
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de pendules ? Avant de re´pondre, on a trace´ les graphiques b(A) pour diffe´rents
nombres de pendules sur les figures (2.13) et (2.14)
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Fig. 2.13 – Trace´ de l’amplitude de sortie b(A) avec Ω = 0.5. La figure de gauche
pre´sente le diagramme d’hyste´re´sis pour N = 3 → L = 1.33 et celle de droite
pour N = 4→ L = 1.78.
On voit que, dans le cas de chaˆınes extreˆmement courtes (N < 4), le compor-
tement de bistabilite´ cesse d’exister, similairement a` ce que l’on observe dans les
milieux optiques nonline´aires [4, 5].
D’apre`s les figures (2.14), dans le cas de plus grandes chaˆınes N > 10, les
calculs analytiques montrent l’existence de plusieurs amplitudes de sortie (plus
de trois), pour une meˆme amplitude d’entre´e. Cependant, les expe´riences mene´es
sur les chaˆınes de plus de onze pendules, montrent l’impossibilite´ d’atteindre des
re´gimes multistables. En effet, il semblerait que la chaˆıne soit assez grande pour
permettre la localisation, c’est-a`-dire la ge´ne´ration de Breathers.
5 Bistabilite´ dans la bande passante
Existe-t-il un comportement de bistabilite´ lorsque l’on force la chaˆıne avec
une fre´quence prise dans la bande passante ?
D’un point de vue expe´rimental [3] la re´ponse est donne´e par les deux photos
figure (2.15).
On voit tre`s nettement l’existence de deux e´tats stationnaires diffe´rents pour
une meˆme amplitude et meˆme fre´quence de forc¸age. Le passage d’un e´tat a` un
autre se fait graˆce a` un choc sur la chaˆıne de pendules comme cela e´te´ fait
auparavant.
D’un point de vue analytique, la condition Ω > 1 entraˆıne la disparition des
solutions uII et uIII . Ainsi, seule la solution uI permet de de´crire le comportement
de bistabilite´ dans la bande passante, soit
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Fig. 2.14 – Trace´ de l’amplitude de sortie b(A) avec Ω = 0.5. La figure de gauche
pre´sente le diagramme d’hyste´re´sis pour N = 11 → L = 4.9 et celle de droite
pour N = 4→ L = 5.34.
Fig. 2.15 – Photos de la chaˆıne de pendules courte pour une meˆme amplitude de
forc¸age et une meˆme fre´quence prise dans la bande passante.
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uI(x, t) = 4 arctan[B cn(k(x− L), µ) cn(ω(t− t0), ν)], (2.51)
ou`
k2 =
1
1 +B2
B4(1− ν2) + ν2
B2 − ν2(1 +B2) , µ
2 =
B4(1− ν2)
B4(1− ν2) + ν2 ,
(2.52)
ω2 =
B2
1 +B2
1
B2 − ν2(1 +B2) , ΩK(ν) =
pi
2
ω
On trace, en figure (2.16), l’amplitude de sortie b en fonction de l’amplitude
de forc¸age A a` partir de la solution stationnaire (2.51).
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Fig. 2.16 – Courbe d’hyste´re´sis obtenue a` partir de la solution analytique sta-
tionnaire (2.51) pour une longueur L = 4.66. Les barres d’erreurs repre´sentent le
re´sultat d’expe´riences sur la chaˆıne courte (8 pendules) obtenu pour une fre´quence
de forc¸age d’environ 18Hz soit une fre´quence normalise´e de Ω = 1.2.
On a e´galement ajoute´ sur la figure (2.16) le re´sultat d’expe´riences sur la
chaˆıne de pendules courte. Cependant, les oscillations des pendules e´tant tre`s
rapides, il est difficile d’obtenir des re´sultats pre´cis, ce qui explique le peu de
mesures sur le graphique.
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A Annexe : Solutions stationnaires SG
D’apre`s les tables [6], on a
[cn]−1(y,m) =
∫ 1
y
dt√
(1− t2) (1 + m2(t2 − 1)) , (1)
[sn]−1(y,m) =
∫ y
0
dt√
(1− t2) (1−m2t2) , (2)
[dn]−1(y,m) =
∫ 1
y
dt√
(1− t2) (t2 − 1 + m2) , (3)
[1/dn]−1(y,m) =
∫ y
1
dt√
(t2 − 1) (1− t2(1−m2)) , (4)
ou` cn(...,m) est la fonction elliptique d’amplitude cosinus de Jacobi de module 1 ≥
m ≥ 0, sn(...,m) la fonction d’amplitude sinus, dn(...,m) la fonction d’amplitude
Delta et [...]−1 de´signe la fonction inverse.
On rappelle les e´quations diffe´rentielles (2.34) et (2.35)
(Xx)
2 = αΓ(B2 −X2)
(
X2 +
1
ΓB2
)
, (5)
(Tt)
2 = α(1− T 2)(T 2 + Γ). (6)
A.1 Solution u(I) : α > 0 et Γ > 0
Solution T (I)
On e´crit (6) sous la forme
Tt =
√
α(1 + Γ)
√
(1− T 2)
(
1 +
1
1 + Γ
(T 2 − 1)
)
. (7)
On inte`gre entre t et t0∫ T (t0)=1
T (t)
dT√
(1− T 2) (1 + 1
1+Γ
(T 2 − 1)) =
∫ t0
t
√
α(1 + Γ)dt, (8)
et donc d’apre`s (1)
T (t) = cn(ω(t− t0), ν), ω21 = α (1 + Γ), ν21 =
1
1 + Γ
. (9)
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Les conditions α ≥ 0 et ω21 ≥ 0 imposent Γ ≥ 0. De 9, on obtient
α = ω21ν
2
1 , ω
2
1 =
B2
1 +B2
1
B2 − ν21(1 +B2)
. (10)
Solution X(I)
On e´crit (5) sous la forme
Xx = B
√
αΓ
(
1
ΓB2
)√
(1−X2/B2)
(
1 +
ΓB4
1 + ΓB4
(T 2 − 1)
)
. (11)
On inte`gre entre x et L∫ X(L)/B=1
X(L)/B
d(X/B)√
(1−X2/B2) (1 + ΓB4
1+ΓB4
(T 2 − 1)) =
∫ L
x
√
αΓ
(
1
ΓB2
)
dx, (12)
et donc d’apre`s (1)
X(x) = Bcn(k1(x− L), µ1), k21 = αΓ
(
B2 +
1
ΓB2
)
µ21 =
ΓB4
1 + ΓB4
. (13)
De (13) on obtient
α = k21B
2(1− µ21), k21 =
1
1 + B2
B4(1− ν21) + ν21
B2 − ν21(1 +B2)
, µ21 =
B4(1− ν21)
B4(1− ν21) + ν21
.
(14)
La solution recherche´e est
uI(x, t) = 4 arctan[B cn(k1(x− L), µ1) cn(ω1(t− t0), ν1)]. (15)
A.2 Solution u(II) : α < 0, Γ < 0 et ΛB4 > 1
On pose
β = −α, Λ = −Γ = 1
β(1 +B2)
− 1
B2
. (16)
Solution T (II)
On e´crit (6) sous la forme
Tt =
√
βΛ
√
(1− T 2)
(
1− T
2
Λ
)
. (17)
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On inte`gre entre t1 et t∫ T (t)
T (t1)=0
dT√
(1− T 2) (1− T 2
Λ
) = ∫ t
t1
√
βΛ dt, (18)
et donc d’apre`s (2)
T (t) = sn(ω2(t− t1), ν2), ω22 = βΛ, ν22 =
1
Λ
. (19)
ν22 > 0 impose Λ > 0 et donc
0 < β <
B2
1 +B2
. (20)
La fonction elliptique d’amplitude sinus vaut 1 pour un angle deK (sn(K(ν), ν2) =
1), or T (t0) = 1 = sn(ω2(t0 − t1), ν2), donc
t1 = t0 − k(ν)
ω2
. (21)
De (19) on obtient
ω22 =
B2
(1 +B2)(B2 + ν22)
. (22)
Solution X(II)
On e´crit (5) sous la forme
Xx =
√
βΛ
√
(1−X2/B2)
(
X2
B2
− 1 +
(
1− 1
ΛB4
))
. (23)
On inte`gre entre x et L∫ X(L)/B=1
X(L)/B
d(X/B)√
(1−X2/B2) (X2
B2
− 1 + (1− 1
ΛB4
)) = ∫ L
x
√
βΛ dx, (24)
et donc d’apre`s (3)
X(x) = Bdn(k2(x− L), µ2), k22 = βΛB2 µ22 = 1−
1
ΛB4
. (25)
La condition µ22 > 1 impose ΛB
4 > 1, et donc
0 < β <
B4
1 +B2
. (26)
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En fait (20) et (26) s’accordent selon que B2 est supe´rieur ou infe´rieur a` 1.
B2 > 1 : 0 < β <
B2
1 + B2
, (27)
B2 < 1 : 0 < β <
B4
1 + B2
. (28)
De (25) on obtient
β = k22B
2(1− µ22), k22 =
B4
(1 +B2)(B2 + ν22)
, µ22 = 1−
ν22
B4
. (29)
La solution recherche´e est
uII(x, t) = 4 arctan[B dn(k2(x− L), µ2) sn(ω2(t− t1), ν2)]. (30)
A.3 Solution u(III) : α < 0, ΛB4 < 1 et B2 < 1
Solution T (III) = T (II)
La solution T (t) est la meˆme que pre´ce´demment a` savoir
T (t) = sn(ω2(t− t1), ν2), (31)
ou`
ω22 = βΛ, ν
2
2 =
1
Λ
,=⇒ β = ω22ν22 , (32)
avec la condition
0 < β <
B2
1 +B2
. (33)
Solution X(III)
On e´crit (5) sous la forme
Xx =
√
βΛ
√
(X2/B2 − 1)(1− T 2(1− ΛB4)). (34)
On inte`gre entre x et L∫ X(x)
X(L)/B=1
d(X/B)√
(X2/B2 − 1)(1− T 2(1− ΛB4)) =
∫ x
L
√
βΛ dx, (35)
et donc d’apre`s (4)
X(x) = Bcn(k3(x− L), µ3), k23 =
β
B2
µ23 = 1− ΛB4. (36)
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µ23 > 1 impose ΛB
4 < 1, soit avec (33)
B4
1 +B2
< β <
B2
1 + B2
. (37)
De (36) on obtient
β = k23B
2, k23 =
ν22
(1 +B2)(B2 + ν22)
, µ23 = 1−
B4
ν22
. (38)
La solution recherche´e est
uIII(x, t) = 4 arctan
[
B sn(ω2(t− t1), ν2)
dn(k3(x− L), µ3)
]
. (39)
A.4 Parame`tre B1
On cherche les valeurs des parame`tres ω1, ω2, k1, k2, ν1, ν2, µ1 et mu2, pour
lesquelles, on a
uI(x, t) = uII(x, t), (40)
soit,
cn(k1(x− L), µ1) cn(ω1(t− t0), ν1) = dn(k2(x− L), µ2) sn(ω2(t− t0) +K(ν2), ν2),
(41)
or sn(u +K) = cn(u)
dn(u)
, et donc
cn(k1(x− L), µ1) cn(ω1(t− t0), ν1) = dn(k2(x− L), µ2) cn(ω2(t− t0), ν2)
dn(ω2(t− t0), ν2) . (42)
La seule solution est
cn(k1(x− L), µ1) = dn(k2(x− L), µ2),↔ k1 = k2 = 0,=⇒ ω21 = ω21 =
1
1 + B21
,
(43)
cn(ω1(t− t0), ν1) = cn(ω2(t− t0), ν2)
dn(ω2(t− t0), ν2) ,⇐⇒ ν1 = ν2 = 0,→ µ
2
1 = µ
2
2 = 1,
(44)
car
cn(u, 0) = cos(u), (45)
dn(u, 0) = 1, (46)
cn(0,m) = 1, (47)
dn(0,m) = 1. (48)
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La condition de synchronisation (2.19)
ΩK(ν) =
pi
2
ω, (49)
donne, en sachant K(0) = pi/2, on obtient
B1 =
√
1− Ω2
Ω
. (50)
A.5 Parame`tre B0
De meˆme, on cherche les valeurs des parame`tres ω1, ω2, k2, k3, ν1, ν2, µ2 et
µ3, pour lesquelles, on a
uII(x, t) = uIII(x, t). (51)
Soit
dn(k2(x− L), µ2) = 1
dn(k3(x− L), µ3) . (52)
La seule solution est
µ2 = µ3 = 0,=⇒ ν2 = ν3 = B20 . (53)
La condition de synchronisation (2.19) donne
ΩK(B20) =
pi
2(1 +B20)
. (54)
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Chapitre 3
Re´seau de jonctions Josephson
1 Introduction
Depuis quelques anne´es, la bistabilite´ induite par la nonline´arite´ a permis de
concevoir des dispositifs tels que des de´tecteurs ultra-sensibles, des switches, des
amplificateurs et des me´moires permanentes. En 1986, des simulations nume´riques
de l’e´quation de SG amortie [1], mode´lisant les jonctions Josephson longues, sou-
mises a` une irradiation, ont de´montre´ l’existence d’un comportement de bistabi-
lite´. Cela a e´te´ e´tendu plus tard, au re´seau de jonctions tunnels courtes supra-
conductrices, couple´es a` l’aide de fils supra-conducteurs [2], appele´ re´seau de
jonctions Josephson paralle`les [3]. Graˆce a` une analyse perturbative, une in-
terpre´tation de la bistabilite´ nonline´aire dans ce contexte a e´te´ faite [4], mais
aucune description analytique permettant de comprendre le phe´nome`ne n’e´tait
encore disponible.
On apportera ici une comple`te description analytique du comportement de
bistabilite´ dans un re´seau de jonctions Josephson. En particulier, on verra la
possibilite´ de pre´dire a` partir de quand, le syste`me absorbe de l’e´nergie et bifurque
d’un e´tat de faible transmission vers un e´tat d’intense transmission.
Dans ce chapitre, on applique donc la bistabilite´ nonline´aire au re´seau de
jonctions Josephson de´crit par SG discre`te [3]. Ce syste`me a la particularite´
de posse´der un gap e´lectronique, dont l’intensite´ d’entre´e source jouera le roˆle
de l’amplitude de forc¸age de la chaˆıne. Ainsi, pour un courant d’entre´e source
pe´riodique avec une fre´quence prise dans le gap, le milieu sera re´flecteur. Autre-
ment dit, le syste`me se trouvera dans un e´tat de faible transmission et aura donc
une intensite´ de sortie tre`s faible. Au contraire, si l’intensite´ devient suffisante en
atteignant le seuil de supratransmission, de l’e´nergie sera envoye´e dans le re´seau
et le syste`me bifurquera sur un e´tat d’intense courant de sortie.
On souhaite donc forcer ce syste`me, avec une fre´quence prise dans la bande
interdite, et avec une intensite´ d’entre´e, module´e entre le seuil de supratrans-
mission qui de´clenche une forte intensite´ de sortie et le seuil d’extinction qui
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re´tablit un faible courant de sortie. Si la modulation s’effectue juste en-dessous
de ces deux seuils, le moindre signal surimpose´ de´clenchera la supratransmission
et continuera jusqu’a` l’arreˆt de celui-ci, provoquant en meˆme temps, le retour du
syste`me a` son e´tat initial de faible transmission. Ainsi, on montre la possibilite´
de re´aliser un amplificateur digital graˆce aux proprie´te´s de bistabilite´ nonline´aire
que posse`de un re´seau de jonctions Josephson.
2 Re´seau de jonctions Josephson
2.1 Introduction
On conside`re un re´seau de jonctions Josephson unidimensionnel comme sche´-
matise´ sur la figure (3.1), c’est-a`-dire un ensemble de N jonctions Josephson
courtes mises en paralle`le, couple´es par des fils supraconducteurs. On utilise ici
Fig. 3.1 – Re´seau de jonctions Josephson paralle`les
le re´seau de jonctions Josephson pour concevoir un de´tecteur ultra-sensible de
signal. Le re´seau est soumis au courant rf source Is(t) dont la fre´quence est prise
dans la bande interdite. On de´finit le signal S(t) comme le signal pouvant eˆtre
de´tecte´ et Iout est la mesure de courant rf de sortie du re´seau.
Apre`s un bref rappel de la physique de´crivant les jonctions Josephson, on
e´tablira le mode`le SG discret de´crivant le re´seau de jonctions Josephson.
2.2 Courant Josephson
Une jonction Josephson est la re´union de deux supraconducteurs, se´pare´s par
une mince couche isolante, comme sur la figure (3.2). L’isolant repre´sente une
barrie`re de potentiel que les e´lectrons peuvent franchir par effet tunnel [5], a`
condition que la couche ne soit pas trop e´paisse, soit environ 10A˚.
A basse tempe´rature, deux e´lectrons de spin 1/2 et de moment oppose´ peuvent
s’apparier pour former un boson de spin entier 1, appele´ paire de Cooper. Ces
paires e´tant des bosons, ils peuvent condenser sur le meˆme e´tat quantique. Un
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Fig. 3.2 – Sche´ma d’une jonction Josephson. Elle est constitue´e de deux supra-
conducteurs S1 et S2 se´pare´s par une mince couche d’isolant.
supraconducteur peut alors eˆtre de´crit par la seule fonction d’ondes macrosco-
pique
Ψ =
√
ρeiφ, (3.1)
ou` ρ est la densite´ de porteurs par unite´ de surface dans le supraconducteur et φ
la phase commune a` toutes les paires de Cooper. Suivant l’approche de Feynman
[6], on conside`re le cas de deux supraconducteurs S1 et S2 avec pour fonction
d’ondes, respectivement, Ψ1 et Ψ2. Les supraconducteurs e´tant assez proches, il
existe un recouvrement de leurs fonctions d’ondes qui satisfait alors, au syste`me
line´aire d’e´quations de Schro¨dinger couple´es, suivant
i~
∂Ψ1
∂t
= E1Ψ1 +KΨ2, (3.2)
i~
∂Ψ2
∂t
= E2Ψ2 +KΨ1, (3.3)
ou` h = 2pi~ est la constante de Planck. E1 et E2 sont les e´tats d’e´nergie des
paires de Cooper dans les supraconducteurs S1 et S2. K est un coefficient re´el qui
de´crit le couplage d’interaction entre les deux supraconducteurs et qui de´pend
de la structure de la jonction. En l’absence de diffe´rence de potentiel applique´e
a` travers la jonction, les e´tats d’e´nergie E1 et E2 sont e´gaux. Si, au contraire, on
applique maintenant une diffe´rence de potentiel V a` travers la jonction, on a une
diffe´rence d’e´nergie E1 − E2 = 2eV , ou` 2e est la charge d’une paire de Cooper,
soit deux fois celle d’un e´lectron. En prenant le ze´ro d’e´nergie a` mi-chemin entre
E1 et E2, c’est-a`-dire E1 = eV et E2 = −eV , (3.2) et (3.3) deviennent
i~
dΨ1
dt
= eVΨ1 +KΨ2, (3.4)
i~
dΨ2
dt
= −eVΨ2 +KΨ1. (3.5)
On montre en annexe (p.79) que les e´quations (3.4) et (3.5) de´crivent la variation
de densite´ des porteurs, a` savoir
ρ˙1 = −ρ˙2 = −2K~
√
ρ1ρ2 sin θ, (3.6)
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ou` ρ1 est la densite´ de porteurs de S1 et ρ2 la densite´ de porteurs de S2. Le
passage des paires de Cooper a` travers l’isolant entraˆıne l’existence d’une densite´
de courant I passant du supraconducteur S1 au supraconducteur S2, on a donc
I = −2eρ˙1 = 2eρ˙2 = Ic sin θ, (3.7)
ou` Ic = −4eK√ρ1ρ2/~ est la densite´ de courant critique. Il faut noter que la
variable importante pour de´crire le syste`me est la diffe´rence de phases θ = φ1−φ2,
entre la phase φ1 de la jonction S1 et la phase φ2 de la jonction S2. Les deux
supraconducteurs sont ge´ne´ralement identiques, rendant le syste`me syme´trique,
et leurs densite´s de porteurs sont alors quasiment e´gales ρ1 ' ρ2. En appendice
(p.79), on montre que la diffe´rence de potentiel V a` travers la jonction peut alors
s’e´crire
V =
~
2e
θ˙. (3.8)
2.3 Mode`le SG
Une Jonction Josephson a le comportement e´lectrique d’une inductance non-
line´aire (Scott 1969), en paralle`le avec une capacite´ et une re´sistance repre´sentant
les effets dissipatifs. Le mode`le RCSJ (Resistively and Capacitively Shunted Junc-
tion) repre´sente une jonction Josephson ponctuelle et ide´ale, court-circuite´e par
une re´sistance R et une capacite´ C [7]. On peut repre´senter le re´seau de jonctions
Josephson paralle`les par le sche´ma e´lectrique e´quivalent de la figure (3.3).
Fig. 3.3 – Sche´ma du re´seau de jonctions Josephson paralle`les. Les croix
repre´sentent les jonctions Josephson ide´ales.
La densite´ de courant Ij de la jonction n est alors la somme, du courant
Josephson traversant la jonction, du courant re´sistif et du courant capacitif, soit
Ij = CV˙n +
Vn
R
+ Ic sin θn. (3.9)
Pour e´tablir le mode`le du re´seau de jonctions Josephson paralle`les, on suit
la me´thode propose´e en [3]. La premie`re loi de Kirchhoff, applique´e au nœud
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entoure´ en rouge, donne
In−1 + Iappln = In + Ij. (3.10)
On rappelle que le flux magne´tique Φ est de´fini par
V = −dΦ
dt
= −LsdI
dt
, (3.11)
ou` Ls est ici l’inductance due aux fils supraconducteurs. La seconde loi de Kir-
chhoff et (3.8), applique´es a` la boucle en vert et a` la boucle en bleu sur la figure
(3.3), donnent
In−1 =
Φn − Φn−1
Ls
=
~ (θn − θn−1)
2eLs
,
(3.12)
In =
Φn+1 − Φn
Ls
=
~ (θn+1 − θn)
2eLs
.
Les e´quations (3.9), (3.10), (3.11) et (3.12) donnent
~C
2e
θ¨N +
~C
2eR
θ˙ − ~C
2eLs
[θn+1 + θn−1 − 2θn] + Ic sin θn = Iappn . (3.13)
On normalise, en posant θ(ωpt) = u(t), ou` ωp = 1/
√
LjC est la fre´quence plasma,
et Lj = ~/(2eIc) est l’inductance Josephson. On obtient alors l’e´quation SG
discre`te
u¨N + γu˙n − λ2j [un+1 + un−1 − 2un] + sinun =
Iappn
Ic
, (3.14)
ou` le parame`tre λ2j = Lj/Ls, et γ =
√
~/(2eIcR2C) est le parame`tre d’amortis-
sement.
2.4 Re´seau de jonctions couple´es
La premie`re cellule de notre re´seau est soumise au courant f(t) = Iapp1 /Ic
normalise´ au courant critique de Josephson Ic. Les cellules de n = 2 a` n = N − 1
ne sont soumises a` aucun courant, et donc Iappl = 0 pour l = 2..N − 1. Le mode`le
de´crivant le re´seau pre´sente´ en figure (3.3) est donc le suivant
u¨1 + γu˙1 − λ2J [u2 − u1] + sinu1 = f(t), (3.15)
u¨n + γu˙n − λ2J [un+1 + un−1 − 2un] + sin un = 0, n = 2, .., N − 1, (3.16)
u¨N + γu˙N − λ2J [uN−1 − uN ] + sinuN = −Iout, (3.17)
ou` Iout = −IappN /Ic est le courant de sortie normalise´ au courant critique Ic.
Le moins provient du fait que le courant Iout est sortant et non pas entrant.
L’addition d’une re´sistance aux bornes de la dernie`re jonction N permet, en
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mesurant la tension Vout aux bornes de la re´sistance, de connaˆıtre l’intensite´ Iout
par l’interme´diaire de la loi d’Ohm Vout = RIout = u˙n, et (3.17) devient alors
u¨N +
(
γ +
1
R
)
u˙N − λ2J [uN−1 − uN ] + sinuN = 0. (3.18)
Dans les expe´riences typiques sur les re´seaux de jonctions Josephson, comme dans
[3], les parame`tres ont les valeurs suivantes : R ≈ 100Ω, C ≈ 300fF, Ic ≈ 10µA,
LS ≈pH ,γ ≈ 0.1 et enfin λJ ≈ 3. En changeant la densite´ du courant critique
et la tempe´rature, on peut facilement controˆler les deux parame`tres γ et λJ .
On choisira alors d’utiliser les valeurs λJ = 2, γ = 0.01 dans les simulations
nume´riques.
Le courant f(t) repre´sente le forc¸age du syste`me et est constitue´ du courant
source pe´riodique Is(t) = A sin(Ωt) ou` la fre´quence Ω est prise dans le gap, et du
signal surimpose´ S(t)
f(t) = Is(t) + S(t). (3.19)
En l’absence de signal S(t), le syste`me est dans un e´tat de faible transmission
de sortie. En pre´sence du signal S(t), le syste`me doit bifurquer vers un e´tat intense
de sortie. Cela implique, que le courant source Is(t) soit suffisamment proche du
seuil de supratransmission, pour que le moindre signal surimpose´ S(t), provoque
le de´passement par f(t) du seuil de supratransmission. On peut d’ailleurs choisir
le seuil de de´tection, le plus faible possible, en travaillant de plus en plus pre`s du
seuil de supratransmission.
La pre´sence du signal externe S(t) modifie ge´ne´ralement le courant source
Is(t) et la de´finition de f(t) n’est donc pas exacte. Cependant, on conside`re que
le signal S(t) est assez faible pour ne pas trop perturber le courant source Is.
Il est judicieux de de´finir deux jonctions virtuelles en n = 0 et n = N + 1 en
posant
u0 − u1 ≡ f(t), uN+1 − uN ≡ 0. (3.20)
Ainsi, dans la limite des milieux continus, le syste`me d’e´quations (3.15), (3.16)
et (3.18) devient, pour λj assez grand, l’e´quation SG continue amortie
x ∈ [0, L] : utt + δut − uxx + sin u = 0, (3.21)
ou` on a de´fini les variables x = n/λJ et δ = γ + 1/R. Afin que δ reste de
l’ordre de γ, la re´sistance R doit eˆtre assez grande pour garantir l’accord avec
nos simulations. Pour des valeurs de R plus petites, le phe´nome`ne observe´ sera
le meˆme, seul l’accord avec les simulations sera moins probant.
On associe a` (3.21) les conditions de bords de Neumann, qui s’e´crivent, d’apre`s
(3.20)
ux(0, t) = −f(t)/λJ , ux(L, t) = 0, (3.22)
avec un e´tat initial u(x, 0) = ut(x, 0) = 0.
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Cette version continue est aussi valable pour une jonction Josephson longue,
dans laquelle l’extre´mite´ en x = 0 est soumise a` une irradiation externe et ou`
f(t) joue alors le roˆle de l’intensite´ du champ magne´tique externe [8].
3 Solutions
On souhaite de´crire les re´gimes pe´riodiques asymptotiques, des syste`mes de
re´seaux de jonctions Josephson. Pour cela, on cherche une solution de (3.21) avec
δ = 0, soumis aux conditions de bords de Neumann (3.22), ou` f(t) a une structure
pe´riodique
f(t) = A sin(Ωt), Ω < 1, (3.23)
sous la forme ge´ne´rale u(x, t) = 4 arctan[X(x)T (t)].
Les solutions qui permettent, alors, de de´crire ces re´gimes pe´riodiques asymp-
totiques sont bien entendu, les solutions uI ,uII et uIII calcule´es en annexe (p.55)
et pre´sente´ auparavant, pour de´crire les e´tats stationnaires dans la chaˆıne de
pendules courte.
Le produit X(x)T (t), nous permet de choisir une normalisation arbitraire. On
e´chelonnera donc la fonction T (t) sur une pe´riode, tel que
max
t
|T (t)| = 1. (3.24)
Le proble`me de valeurs aux bords (3.22) est re´solu en exigeant l’adaptation
aux conditions de forc¸age (3.23)
max
t
|ux(0, t)| = 1
λj
max
t
|A sin(Ωt)| ⇐⇒ A
λj
=
4X ′(0)
1 +X(0)2
, (3.25)
et la synchronisation
T
(
t+
2pi
Ω
)
= T (t). (3.26)
Les conditions de bords de Neumann ux(L, t) = 0 s’e´crivent
Xx(L) = 0, X(L) = B, (3.27)
ou` B est le parame`tre d’amplitude inconnu qui de´termine les trois fonctions u(x, t)
solutions pour une longueur L et une fre´quence Ω donne´es
uI(x, t) = 4 arctan[B cn(k1(x− L), µ1) cn(ω1(t− t0), ν1)], B > B1,
uII(x, t) = 4 arctan[B dn(k2(x− L), µ2) sn(ω2(t− t1), ν2)], B ∈ [B0, B1],
uIII(x, t) = 4 arctan
[
B sn(ω2(t− t1), ν2)
dn(k3(x− L), µ3)
]
, B < B0,
(3.28)
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ou`
B1 =
√
1− Ω2
Ω
, ΩK(B20) =
pi
2(1 +B20)
. (3.29)
Les autres parame`tres sont tous fonctions de B et de ν1,2
ω21 =
B2
1 +B2
1
B2 − ν21(1 +B2)
, ω22 =
B2
(1 +B2)(B2 + ν22)
, (3.30)
k21 =
1
1 +B2
B4(1− ν21) + ν21
B2 − ν21(1 +B2)
, µ21 =
B4(1− ν21)
B4(1− ν21) + ν21
,
k22 =
B4
(1 +B2)(B2 + ν22)
, µ22 = 1−
ν22
B4
, (3.31)
k23 =
ν22
(1 +B2)(B2 + ν22)
, µ23 = 1−
B4
ν22
.
La condition de synchronisation (3.26) impose
ΩK(ν1,2) =
pi
2
ω(ν1,2). (3.32)
Ainsi la donne´e de B, Ω et L de´termine de manie`re unique la solution uj(x, t).
En effet, la donne´e de B et Ω permet de de´terminer de quelle solution on a besoin
graˆce a` (3.29). Ensuite, on cherche ν1,2, a` l’aide de (3.30) et (3.32). Les parame`tres
kj et µj restants e´tant de´termine´s par ν et B, on a la solution comple`te recherche´e
avec la donne´e de L.
On trace sur la figure (3.4) gauche la comparaison entre les profils des solutions
uII et uIII et le re´sultat de simulations nume´riques du mode`le sine-Gordon (3.21)
avec les conditions de bords (3.22), pour une intensite´ de forc¸age A = 0.1 et une
fre´quence Ω = 0.9.
La figure (3.4) droite repre´sente la RMS (Root Mean Square : racine de la
valeur du carre´ moyen) du courant Josephson de´fini par
< I > (x) =
(
1
T
∫ T
0
dt sin2 u(x, t)
)1/2
, (3.33)
ou` T est, dans les deux re´gimes, la pe´riode de forc¸age 2pi/Ω. Sur un voltme`tre,
la valeur RMS est obtenue graˆce a` un filtrage qui e´limine la composante continue
(valeur moyenne) de la tension, et permet d’obtenir la valeur efficace de l’ondu-
lation (valeur efficace RMS) de la tension.
Les figures sont obtenues en prenant la valeur maximale de u(x, t), sur une
pe´riode, des solutions analytiques et des simulations nume´riques. La figure (3.4)
droite, montre en fait, la valeur moyenne de l’intensite´ dans le re´seau a` la dis-
tance x. Il est donc important de noter la grande diffe´rence d’intensite´ RMS
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Fig. 3.4 – Re´sultat de simulations nume´riques en trait plein de (3.21) avec les
conditions (3.22) pour une amplitude source A = 0.1, une fre´quence Ω = 0.9 et
une longueur L = 4. Les lignes en pointille´s repre´sentent les solutions analytiques
(3.28). La figure de droite pre´sente le courant RMS de´fini en (3.33).
dans la dernie`re jonction en x = L, pour les deux re´gimes [9]. L’amortissement
δ permet aux solutions de se bloquer sur les re´gimes stationnaires. Il est remar-
quable de constater que les solutions obtenues nume´riquement co¨ıncident assez
pre´cise´ment avec les solutions particulie`res uII et uIII , permettant ainsi de ve´rifier
notre comple`te connaissance des bases analytiques du processus de bistabilite´.
4 Boucle d’hyste´re´sis
En utilisant les solutions (3.28) et les conditions d’adaptation (3.25), on ob-
tient les trois fonctions donnant l’amplitude de forc¸age A en fonction du pa-
rame`tre B
B1 < B, A = 4λJ
∂
∂L
arctan [Bcn(k1L, µ1)] , (3.34)
B ∈ [B0, B1], A = 4λJ ∂
∂L
arctan [Bdn(k2L, µ2)] , (3.35)
B < B0, A = 4λJ
∂
∂L
arctan [B/dn[k3L, µ3]] , (3.36)
ou` les parame`tres kj et µj sont donne´s en fonction de B dans (3.31). L’e´criture
des solutions sous la forme (3.25) est lourde et sans grand inte´reˆt, on a donc choisi
une forme plus explicite. Ces solutions sont obtenues avec la conside´ration, que la
de´rive´e de u(x, t) par rapport a` x, e´value´e en x = 0, est e´quivalente a` la de´rive´e
de u(x, t) pour x = 0 par rapport a` L. En inversant les expressions ci-dessus pour
une amplitude A donne´e, on peut tracer l’amplitude de sortie a = 4arctan(B) en
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fonction de l’amplitude de forc¸age d’entre´e A. La figure (3.5) pre´sente le re´sultat
de simulations nume´riques du syste`me (3.21) en comparaison avec le diagramme
d’hyste´re´sis obtenu a` partir des solutions analytiques suivant la me´thode que l’on
vient de de´crire.
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Fig. 3.5 – Trace´ du diagramme d’hyste´re´sis pour une fre´quence Ω = 0.9 et
une longueur L = 4. Les croix indiquent le re´sultat de simulations nume´riques
du syste`me (3.21) avec les conditions (3.22), obtenues pour diffe´rentes valeurs
d’amplitude de forc¸age A.
Bien que les solutions analytiques proviennent d’un mode`le continu, les simu-
lations sont en tre`s bon accord avec les solutions stationnaires. En pratique, le
syste`me se bloque, tout d’abord, sur la solution analytique uIII pour une inten-
site´ sous le seuil de supratransmission. Ensuite, pour une intensite´ suffisante, le
syste`me bifurque, tout d’abord, sur la solution uI et, a` cause de l’amortissement,
redescend sur la solution uII . Le saut dans la boucle d’hyste´re´sis se produit lorsque
l’on de´passe le seuil de supratransmission As, de´fini ici comme la valeur maximale
que peut prendre A dans la fonction (3.36). Ce seuil est e´value´ nume´riquement
et trace´ sur la figure (3.6).
On de´termine maintenant le seuil de supratransmission, dans le cas de la ligne
infinie (L → ∞) et dans les conditions de Neumann [10]. Le syste`me s’adapte,
dans ces conditions, a` la de´rive´e du Breather ub (1.24) centre´ en x0
∂xub|x=0 = 4λj λ
2
Ω
cos(Ωt) sinh(λx0)
cosh2(λx0) + (λ2/Ω2) cos2(Ωt)
, (3.37)
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Fig. 3.6 – Seuil de supratransmission As (croix vertes) e´value´ nume´riquement en
fonction de la fre´quence de forc¸age Ω. La ligne rouge repre´sente le seuil donne´ en
(3.39) pour la ligne L→∞.
avec c = 1 et ou` λ est de´fini en (1.11). Le coefficient λj provient des conditions
de bords (3.22).
Le seuil de supratransmission As est obtenu pour la valeur maximale de la
de´rive´e du Breather. L’expression (3.37) a un maximum pour x0 = xm de´fini par
sinh2(λxm) = 1 +
λ2
Ω2
. (3.38)
La relation de dispersion line´aire Ω2+λ2 = 1 et (3.38) donnent la valeur maximale
sur une pe´riode de l’expression (3.37), soit
As = 2λj(1− Ω2). (3.39)
Ce seuil de supratransmission est trace´ en rouge sur la figure (3.36) en fonction
de la fre´quence de forc¸age Ω. Il est remarquable de constater que le seuil de
supratransmission de la ligne infinie (3.39) co¨ıncide raisonnablement bien avec
le seuil e´value´ nume´riquement dans le cas L = 4, l’accord e´tant de plus en plus
probant pour de plus grandes valeurs de L.
5 Amplificateur digital
On montre tout d’abord, que les re´seaux de jonctions Josephson paralle`les,
sont des dispositifs capables de de´tecter des signaux extreˆmement faibles graˆce
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aux proprie´te´s de bistabilite´ nonline´aire. Ensuite, en utilisant cette capacite´ de
de´tection couple´e a` une modulation de l’intensite´ source, on proposera la re´alisa-
tion d’un amplificateur digital.
5.1 De´tecteur ultra-sensible
On choisit comme de´finition de (3.19)
Is(t) = A sinΩt, S(t) =
α
cosh[β(t− t0)] . (3.40)
Le courant source Is(t) a une fre´quence dans la bande interdite (Ω < 1) et son
amplitude se situe juste en-dessous du seuil de supratransmission As(Ω). S(t)
est un signal tre`s bref, localise´, permettant de faire bifurquer le syste`me d’une
intensite´ faible a` une tre`s large intensite´ de sortie. On re´sout nume´riquement
le syste`me (3.15),(3.16) et (3.18) pour un syste`me constitue´ de huit jonctions
paralle`les. On envoie a` t = t0, un signal bref , afin de provoquer la bifurcation du
syste`me. Le re´sultat est trace´ sur la figure (3.7).
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Fig. 3.7 – Trace´ du courant de sortie en fonction du temps, dans la dernie`re
jonction avec une re´sistance R = 10Ω. L’excitation f(t) est constitue´e ici d’une
amplitude source A = 0.65854025, avec une fre´quence Ω = 0.9 et un signal
S(t) = 0.02/ cosh[0.005(t − 2000)]. La droite en traits et points donne le temps
t0 = 2000 du signal bref S(t).
Le signal S(t) a permis de faire bifurquer le syste`me, et on peut remarquer
qu’il n’y a aucune condition de fre´quence sur ce signal. Ainsi, tout type de signal
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peut eˆtre de´tecte´ par ce dispositif, sans condition de fre´quence a` la diffe´rence
de [11, 12], ou` la fre´quence du signal surimpose´ doit eˆtre identique a` celle de la
source. Il est possible de diminuer le seuil de de´tection du signal S(t) en travaillant
de plus en plus pre`s du seuil de supratransmission, ce qui justifie la de´nomination
de de´tecteur ultra-sensible.
5.2 Amplificateur digital
Comme dans le cas de la chaˆıne de pendules, il existe un seuil d’extinction
Ae, re´ve´le´ par les simulations nume´riques. On l’a, d’ailleurs, indique´ sur la figure
(3.5). Ainsi, il est possible d’exciter le syste`me en le forc¸ant avec un courant
source, dont l’amplitude de´passe le seuil de supratransmission As, et ensuite, de
le ramener a` un e´tat non excite´, en diminuant l’amplitude de forc¸age jusqu’au
seuil d’extinction Ae.
On module donc le courant source entre le seuil de supratransmission As et
le seuil d’extinction Ae, mais en e´tant juste en-dessous de ces deux seuils. Le
syste`me est donc dans un e´tat de faible intensite´ de sortie. On de´finit donc le
courant source de la manie`re suivante
Is(t) =
1
2
cos(Ωt) [(A2 − A1) sin(λt) + A2 + A1] . (3.41)
Si l’on est suffisamment proche du seuil de supratransmission, un signal S(t),
d’une dure´e supe´rieure a` la modulation, entraˆıne la bifurcation du syste`me vers
un e´tat d’intense courant de sortie. En fait, tant que le signal existe, le syste`me
reste dans cet e´tat, puisque la modulation aura e´te´ de´place´e au-dessus du seuil
d’extinction. Par contre, de`s l’arreˆt du signal, et de`s que l’on arrive au minimum
de la modulation (sous le seuil Ae), le syste`me retourne dans un e´tat de faible
intensite´ de sortie.
On compose donc le signal S(t) d’un ensemble de se´quences de faible ampli-
tude de dure´e finie, avec une fre´quence Ω. La dure´e de chaque signal doit exce´der
la pe´riode de modulation, pour permettre au syste`me de bifurquer vers un e´tat
intense. De meˆme, la dure´e entre deux signaux doit exce´der la pe´riode de modu-
lation, pour permettre au syste`me de retourner dans l’e´tat de faible intensite´. On
donne un exemple, en utilisant le mode`le analytique d’une se´quence de plusieurs
signaux
S(t) = α cos(Ωt) [F (t1, t2) + F (t3, t4) + F (t5, t6) + ...] , (3.42)
ou`
F (ti, tj) = θ(t− ti)− θ(t− tj), (3.43)
et θ est la distribution de Heaviside.
On a effectue´ des simulations nume´riques du syste`me (3.15),(3.16) et (3.18)
pour huit jonctions, avec un amortissement δ = 0.03 et une re´sistance R = 10 Ω.
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Les parame`tres utilise´s pour le courant source sont
λ = 0.01, A1 = 0.335, A2 = 0.690, Ω = 0.9, (3.44)
et pour le signal,
α = 0.005,
t1 = 1200, t2 = 2200, t3 = 3700, t4 = 5300, (3.45)
t5 = 6800, t6 = 7200, t7 = 8100, t8 = 10400.
Le seuil d’extinction Ae est directement relie´ aux effets de l’amortissement.
Ainsi, plus δ est important, plus le seuil d’extinction sera e´leve´. Ici, on a choisi
un amortissement trois fois plus important que lors des simulations de la figure
(3.5), c’est pour cette raison que le seuil d’extinction est de l’ordre de 0.33 et
non de 0.02 comme auparavant. On a trace´, sur la figure (3.8), la modulation du
courant source Is(t), ainsi que le signal S(t).
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Fig. 3.8 – Trace´ en rouge de la modulation de l’amplitude source (3.41) en fonc-
tion du temps. Les lignes vertes en pointille´s repre´sentent le signal S(t) (3.42) et
les lignes discontinues montrent le seuil de supratransmission et le seuil d’extinc-
tion. La courbe bleue en traits et points est une perturbation. L’amplitude des
signaux et de la perturbation est trace´e avec un facteur 10 pour eˆtre visible sur
la figure.
La figure (3.9) pre´sente, quant a` elle, le courant de sortie du re´seau Iout(t),
lorsque le re´seau est soumis a` un courant d’entre´e, tel que celui trace´ en figure
(3.8).
76
0 2000 4000 6000 8000 10000 12000−0.1
−0.05
0
0.05
0.1
Temps t
Co
ur
an
t d
e 
so
rti
e 
I ou
t
Fig. 3.9 – Courant de sortie Iout en fonction du temps.
Le fonctionnement du re´seau paralle`le de jonctions Josephson en qualite´ d’am-
plificateur digital est remarquable. On note meˆme une efficacite´ d’amplification
d’environ 20 (rapport entre Iout et le signal S(t)).
Afin de mesurer l’influence du bruit ou de fluctuations thermiques, on a in-
troduit dans les simulations nume´riques, un signal de courte dure´e (n’exce´dant
pas la dure´e d’une modulation). On a indique´ cette perturbation sur la figure
(3.8). Le syste`me semble vraiment imperturbable face a` ce genre d’excitations.
En effet, il ne re´agit que pour des signaux exce´dant la dure´e d’une modulation.
Seule une fluctuation, se produisant quand la modulation atteint son maximum,
de´clencherait une re´ponse du syste`me. Il est donc assez peu probable d’avoir une
bifurcation du syste`me due a` une fluctuation, et si tel e´tait le cas, elle ne durerait
qu’une demi-modulation.
6 Conclusion
On a maintenant une description analytique comple`te du comportement de
bistabilite´ dans les re´seaux de jonctions courtes, valable e´galement pour les jonc-
tions longues. Un des re´sultats inte´ressants est de pouvoir pre´dire le seuil d’am-
plitude du courant source, pour lequel le dispositif fonctionne en de´tecteur ultra-
sensible et cela, sans condition sur la fre´quence du signal a` de´tecter. Leur fonc-
tionnement peut se faire dans une large gamme de fre´quences (toute la bande
interdite), sous re´serve d’utiliser une amplitude de l’intensite´ source convenable.
Cette capacite´ de de´tection donne aussi la possibilite´ de concevoir un amplifica-
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teur digital, en modulant convenablement l’intensite´ source rf.
Si, dans le cas des re´seaux de jonctions paralle`les, on peut supposer que seule
la premie`re (ou les quelques premie`res) jonction est excite´e par le signal externe
e´mis par une antenne, au contraire, dans le cas des jonctions longues, la totalite´
de la jonction est excite´e par le signal externe. Il peut eˆtre alors difficile dans ce
cas, de se´parer le courant d’entre´e, du courant de sortie, comme on le fait dans
les re´seaux.
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A Annexe : Densite´ de porteurs et potentiel
On rappelle les e´quations (3.4) et (3.5)
i~
dΨ1
dt
= eVΨ1 +KΨ2, (1)
i~
dΨ2
dt
= −eVΨ2 +KΨ1. (2)
On pose
Ψ1 =
√
ρ1e
iφ1 , Ψ2 =
√
ρ2e
iφ2 . (3)
On substitue (3) dans (1) et on multiplie par
√
ρ1, il vient
i~
[
1
2
dρ1
dt
eiφ1 + iρ1
dφ1
dt
eiφ1
]
= eV ρ1e
iφ1 +K
√
ρ1ρ2e
iφ2 . (4)
On se´pare parties re´elle et imaginaire
~
2
dρ1
dt
cosφ1 − ~ρ1dφ1
dt
sinφ1 = eV ρ1 sinφ1 +K
√
ρ1ρ2 sinφ2, (5)
−~
2
dρ1
dt
sinφ1 − ~ρ1dφ1
dt
cosφ1 = eV ρ1 cosφ1 +K
√
ρ1ρ2 cosφ2. (6)
On multiplie (5) par cosφ1 et (6) par − sinφ1, puis on effectue leur somme
ρ˙1 =
2K
~
√
ρ1ρ2 sin θ, (7)
ou` θ = φ2 − φ1. On effectue les meˆmes e´tapes que pre´ce´demment pour (2). On
substitue (3) dans (2) et on multiplie par
√
ρ2, il vient
i~
[
1
2
dρ2
dt
eiφ2 + iρ2
dφ2
dt
eiφ2
]
= −eV ρ2eiφ2 +K√ρ1ρ2eiφ1 . (8)
On se´pare parties re´elles et imaginaires
~
2
dρ2
dt
cosφ2 − ~ρ2dφ2
dt
sinφ2 = −eV ρ2 sinφ2 +K√ρ1ρ2 sinφ1, (9)
−~
2
dρ2
dt
sinφ2 − ~ρ2dφ2
dt
cosφ2 = −eV ρ2 cosφ2 +K√ρ1ρ2 cosφ1. (10)
On multiplie (9) par cosφ2 et (10) par − sinφ2, puis on effectue leur somme
ρ˙2 = −2K~
√
ρ1ρ2 sin θ. (11)
Si on multiplie (5) par sinφ1 et (6) par cosφ1, puis si on effectue leur somme
φ˙1 = −eV~ −
K
~
√
ρ2
ρ1
cos θ. (12)
79
De meˆme, si on multiplie (9) par sinφ1 et (10) par cosφ1, puis, si on effectue
leur somme
φ˙2 =
eV
~
− K
~
√
ρ1
ρ2
cos θ. (13)
Dans le cas ρ1 ' ρ2, la diffe´rence de (12) et (13) donne alors
θ˙ =
2eV
~
, (14)
soit
V =
~
2e
θ˙. (15)
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Chapitre 4
Amplificateur digital double
couche a` effet hall quantique
1 Introduction
Un autre domaine ou` s’applique le mode`le de sine-Gordon est le syste`me
de double couche a` effet Hall quantique [1], avec un taux de remplissage du
niveau de Landau ν = 1, et posse´dant des proprie´te´s similaires aux jonctions
supra-conductrices de Josephson. Les proprie´te´s d’effet tunnel et les anomalies
de transport dans ces syste`mes ont suscite´ un grand inte´reˆt durant ces dernie`res
anne´es [2]-[12].
Une double couche a` effet Hall quantique consiste en deux gaz d’e´lectrons,
chacun confine´s dans une couche de semi-conducteur et soumis a` un intense champ
magne´tique orthogonal aux surfaces (direction z). En l’absence de courant entre
les couches, chaque couche a un niveau de Landau ν = 1/2. Si les couches sont
identiques, le syste`me peut eˆtre de´crit a` l’aide du formalisme des pseudo-spins
[3]. Ainsi, un e´lectron, dans une couche posse´dant une orientation de pseudo-spin
haut, aura, dans l’autre couche, un pseudo-spin bas. Un e´lectron traversant, par
effet tunnel, l’espace entre les deux couches, correspond donc a` un retournement
de spin pour celui-ci. La composante z de tous les vecteurs pseudo-spins, spe´cifie
alors le de´se´quilibre entre les couches. Il est e´vident que le syste`me est dans
son e´tat de plus basse e´nergie quand tous les pseudo-spins sont aligne´s dans le
plan, ce qui implique que les e´lectrons sont e´quitablement distribue´s entre les
deux couches. On traitera notre syste`me de double couche a` effet Hall quantique,
comme un simple plan ferromagne´tique avec un axe dur d’anisotropie.
En conse´quence, on conside`re les syste`mes d’axes ferromagne´tiques simples
[13, 14]. L’e´nergie dynamique, d’une double couche a` effet Hall soumis a` une
diffe´rence de potentiel V entre les couches, est de´crite par SG amortie avec des
conditions de forc¸age de bord et une extre´mite´ libre [5].
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2 Mode`le
Il est possible d’e´tablir de manie`re tre`s rigoureuse le mode`le de la double
couche a` effet Hall, a` partir de l’e´quation du mouvement de Landau-Lifshitz pour
les milieux pseudo-ferromagne´tiques (conservation de la longueur de densite´ locale
de spin). Cependant, on pre´fe`rera suivre l’approche de [5, 15], en conside´rant
l’e´quation de conservation de la charge suivante
e
∂m
∂t
+
∂Js
∂x
= Jtun, (4.1)
ou` e est la charge e´lectrique. Le parame`tre d’ordre m de´crit le de´se´quilibre de
charge locale entre les deux couches. C’est la somme de toutes les contributions
des composantes en z de tous les vecteurs pseudo-spins. Le super courant
Js = −4pieρ`2∂u(x, t)
∂x
, (4.2)
est le courant a` l’inte´rieur de chaque couche. ` est la longueur magne´tique et
ρ repre´sente la rigidite´ du spin a` vouloir rester dans le plan, c’est-a`-dire a` ne
pas s’orienter paralle`lement au champ magne´tique. Enfin u(x,t) est la variable de
phase du pseudo-spin dans le plan. Le courant tunnel
Jtun = −2e∆sin u(x, t), (4.3)
est le courant duˆ a` l’effet tunnel entre les deux couches, et ∆ est l’amplitude
pe´ne´trante par effet tunnel. La double couche e´tant soumise a` une diffe´rence de
potentiel
V (x, t) =
~
e
u˙(x, t), (4.4)
elle pre´sente une capacite´ donnant lieu a` un axe dur d’anisotropie β et donc
m =
1
4β
u˙(x, t). (4.5)
L’ensemble des e´quations (4.1-4.5) donne l’e´volution du champ u(x, t)
∂2u
∂t2
− 2βρ(2pi`2)∂
2u
∂x2
+ 2β∆ sin u+ γ
∂u
∂t
= 0, (4.6)
ou` γ est un parame`tre d’amortissement.
La diffe´rence de potentiel applique´ a` travers la jonction, constitue les condi-
tions de forc¸age du syste`me. L’e´quation (4.4) donne d’ailleurs la diffe´rence de
potentiel a` travers la barrie`re a` la distance x en fonction du temps. Le syste`me
est donc soumis aux conditions de forc¸age en x = 0 avec une extre´mite´ libre en
x = d, soit
∂u
∂t
∣∣∣∣
x=0
=
e
~
Vin(t) ,
∂u
∂x
∣∣∣∣
x=d
= 0, (4.7)
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ou` Vin est la diffe´rence de potentiel inter-couches. On pose ω
2
0 = 8β∆ et on liste,
pour une utilisation future, les valeurs des parame`tres donne´s dans [2, 6] dans les
unite´s ~ = e = kB = 1 (ou` 1K = 1.31× 1011 s−1 et 1 J = 1.5× 1015 A) :
` = 40nm, β = 7K, ∆ = 1.7 10−5K, ρ = 0.1K, ω20 ∼ 0.13GHz. (4.8)
3 De´tection de faibles signaux
La relation de dispersion line´aire du mode`le (4.6) montre l’existence d’une
bande interdite. Par conse´quent, une double couche dont les e´lectrons sont ini-
tialement e´quitablement distribue´s, ne re´pondra pas, en re´gime line´aire, a` une
diffe´rence de potentiel inter-couches Vin(t), avec une fre´quence prise dans la bande
interdite
Vin(t) = V0 sin(ωt), ω
2 < ω20. (4.9)
En re´gime nonline´aire, le syste`me se bloquera sur une des solutions analytiques
stationnaires donne´es en annexe (p.55), et pour lesquelles une meˆme amplitude
et fre´quence de forc¸age, peut avoir deux (ou plus) expressions diffe´rentes.
On pre´dit donc l’existence d’un comportement de bistabilite´ lorsque le syste`me
est soumis a` une excitation a` ses bornes, qui permettrait notamment la de´tection
d’un tre`s faible signal. Ce signal aurait pour conse´quence de faire bifurquer
le syste`me, d’un e´tat de faible diffe´rence de potentiel , vers un e´tat d’intense
diffe´rence de potentiel a` travers les couches.
On de´finit, d’apre`s (1.34), l’amplitude de supratransmission
Vs ∼ 4~ω
e
arctan
√
ω20
ω2
− 1, (4.10)
valable pour des longueurs suffisamment grandes. On obtient Vs ≈ 13µV avec
les parame`tres (4.8) .
Les doubles couches ont la possibilite´ de fonctionner en de´tecteur, selon le
meˆme principe que les re´seaux de jonctions Josephson paralle`les. Pour cela, il
suffit de forcer le syste`me en-dessous du seuil de supratransmission Vs, avec une
excitation permanente pe´riodique. Le moindre signal, surimpose´ a` l’amplitude
source Vin, fera alors bifurquer le syste`me vers un e´tat excite´. On peut choisir
le signal aussi faible que l’on souhaite, a` condition de travailler de plus en plus
pre`s du seuil de supratransmission. D’autre part, on peut aussi choisir un seuil
Vs relativement faible, en choisissant une fre´quence ω pre`s de la bande passante,
la` ou` l’expression de Vs tend vers ze´ro.
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4 Amplificateur digital
A l’aide de simulations nume´riques, on de´montre qu’une double couche a` effet
Hall quantique peut fonctionner comme un amplificateur digital. Le mode`le e´tant
celui de SG amortie, on sait que l’amortissement ge´ne`re l’existence d’un seuil
d’extinction Ve. En modulant le signal source entre le seuil de supratransmission
Vs et le seuil d’extinction Ve, un signal surimpose´ peut donc faire bifurquer le
syste`me, d’un e´tat de faible amplitude vers un e´tat intense de sortie.
On module donc convenablement l’amplitude source, afin de concevoir un
amplificateur qui re´agit a` un signal de faible amplitude et de minimum de dure´e.
Soit
Vin(t) = [V0(t) + S(t)] sin(ωt), (4.11)
V0(t) =
1
2
(A1 + A2) cos(λt) +
1
2
(A1 − A2), (4.12)
A1 < Vs, A2 < Ve, A1 − A2 ∼ Vs − Ve, (4.13)
ou` V0(t) est la diffe´rence de potentiel source et S(t) est le signal qui doit eˆtre
de´tecte´, a` la condition qu’il dure plus d’une pe´riode (2pi/λ) de la modulation
source. On utilisera
S(t) = α [θ(t− t1)− θ(t− t2)] , (4.14)
comme repre´sentation d’un signal d’amplitude α et de dure´e t2 − t1. θ est la
fonction d’Heaviside.
On repre´sente, en figure (4.1), la diffe´rence de potentiel Vin applique´e, et en
figure (4.2), la diffe´rence de potentiel de sortie Vout, obtenue par inte´gration de
(4.6) avec les conditions de bords (4.11).
Les simulations nume´riques montrent une amplification du signal de l’ordre de
200. Les doubles couches a` effet Hall sont alors de bons candidats pour la de´tection
de tre`s faibles signaux et en tant qu’amplificateur digital. On a introduit, lors des
simulations nume´riques, une perturbation d’une dure´e infe´rieure a` la pe´riode de
modulation, comme indique´ sur la figure (4.1), afin de ve´rifier la stabilite´ du
syste`me face a` d’e´ventuels artefacts.
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Fig. 4.1 – Trace´ en rouge de la modulation d’amplitude V0 source en fonction
du temps et du signal S(t). Les valeurs des amplitudes en traits et points sont
A1 = 16.3µV , A2 = 7.7µV et α = 0.15µV . La modulation de fre´quence vaut
λ = 0.25GHz et la porteuse non repre´sente´e a une fre´quence ω = ω0/2. Les deux
lignes pointille´s montrent les valeurs des deux seuils Vs et Ve. L’amplitude du
signal et de la perturbation est trace´e avec un facteur 10 pour eˆtre visible sur la
figure.
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Fig. 4.2 – Trace´ de l’amplitude de sortie de la diffe´rence de potentiel Vout, obtenue
par inte´gration nume´rique de (4.6), avec les conditions de bords (4.11) illustre´s
dans la figure (4.1) avec une longueur d = 30µm et un amortissement γ = 0.1ω0.
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Deuxie`me partie
Le mode`le Schro¨dinger
nonline´aire
89

Chapitre 1
Supratransmission dans les
milieux a` nonline´arite´ Kerr
L’effet Kerr optique re´sulte de la de´pendance de l’indice de re´fraction a` l’in-
tensite´ du champ e´lectrique. Une des conse´quences est la possibilite´ de former
des solitons spatiaux dans des milieux diffractifs, la nonline´arite´ compensant les
effets dissipatifs. Cet effet d’auto-focalisation de la lumie`re fut propose´ en 1964 [1]
et mis en e´vidence dans l’e´quation de Schro¨dinger nonline´aire (NLS) en 1965 [2],
dont l’inte´grabilite´ fut de´montre´e en 1972 [3]. Cet effet d’auto-focalisation fut
tout d’abord re´alise´ expe´rimentalement dans des vapeurs de sodium en 1974 [4],
puis dans un milieu die´lectrique de guide d’ondes optique plan (liquide CS2) en
1985 [5] et dans un guide d’ondes en verre en 1990 [6]. Pour plus de de´tails sur
les solitons spatiaux, on donne en exemple le livre [7] et la revue [8].
1 Milieu Kerr
La premie`re the´orie sur la propagation de la lumie`re, unifiant champs e´lec-
trique et magne´tique, a e´te´ de´veloppe´e par Maxwell dans les anne´es 1860. Ces
e´quations, pour l’intensite´ des champs ~E et ~H, et les inductions ~D et ~B, sont
pour un milieu die´lectrique (en l’absence de charges libres et de courant)
−→∇ ∧ ~H(~r, t) = ∂
~D(~r, t)
∂t
, (1.1)
−→∇ ∧ ~E(~r, t) = −∂
~B(~r, t)
∂t
, (1.2)
ou` on a, pour un milieu non magne´tique
~B(~r, t) = µ ~H(~r, t), (1.3)
~D(~r, t) = ²0 ~E(~r, t) + ~P (~r, t). (1.4)
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Afin d’e´tablir une e´quation pour le champ e´lectrique, on prend le rotationnel de
(1.2) et on obtient
−→∇ ∧−→∇ ∧ ~E(~r, t)− ²0µ∂
2 ~E(~r, t)
∂t2
= µ
∂2 ~P (~r, t)
∂t2
. (1.5)
En ge´ne´ral, la polarisation est donne´e par
1
²0
~P (t) =
∫ ∞
−∞
χ(1)(t− τ) ~E(r, τ)dτ
+
∫ ∞
−∞
χ(2)(t− τ1, t− τ2) ~E(r, τ1) ~E(r, τ2)dτ1dτ2
+
∫ ∞
−∞
χ(3)(t− τ1, t− τ2, t− τ3) ~E(r, τ1) ~E(r, τ2) ~E(r, τ3)dτ1dτ2dτ3. (1.6)
Pour un milieu Kerr, la contribution de la seconde harmonique est ne´gligeable
devant l’effet de χ(3), pour des raisons de syme´trie. On remplace (1.6) dans (1.4),
et (1.5) devient
−→∇ ∧−→∇ ∧ ~E(~r, t)− 1
c2
∂2 ~E(~r, t)
∂t2
− 1
c2
∂2
∂t2
∫ ∞
−∞
χ(1)(t− τ) ~E(r, τ)dτ =
1
c2
∂2
∂t2
[∫ ∞
−∞
χ(3)(t− τ1, t− τ2, t− τ3) ~E(r, τ1) ~E(r, τ2) ~E(r, τ3)dτ1dτ2dτ3
]
, (1.7)
ce qui constitue la de´finition d’un milieu Kerr.
On suppose maintenant que la re´ponse de la polarisation ~P au champ ~E est
quasi-instantane´e
−→∇ ∧−→∇ ∧ ~E(~r, t) = 1
c2
∂2
∂t2
[
(1 + χ(1)) ~E(~r, t) + χ(3) ~E(~r, t)2 ~E(~r, t)
]
. (1.8)
La limite dite SVEA d’enveloppe lentement variable (slowly varying enve-
lope approximation) consiste a` moyenner, pour une onde monochromatique de
fre´quence angulaire ω, sur les oscillations rapides. Par conse´quent, les harmo-
niques supe´rieures, dans le terme nonline´aire ~E2, disparaissent et on peut rem-
placer
χ(1) ~Eω + χ
(3) ~E2ω ~E −→ χ(1) ~Eω + χ(3)| ~Eω|2 ~Eω. (1.9)
En re´sume´, tout revient a` remplacer l’indice n =
√
1 + χ(1) par l’indice non-
line´aire
n2 −→ n2 + χ(3)| ~Eω|2, (1.10)
et l’e´quation de propagation nonline´aire s’e´crit finalement
−→∇ ∧−→∇ ∧ ~Eω − n
2
c2
∂2
∂t2
~Eω =
χ(3)
c2
∂2
∂t2
(|Eω|2 ~Eω). (1.11)
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La nonline´arite´ provient donc de mate´riaux dont l’indice de´pend de l’intensite´
lumineuse (AlGaAs, CdS...). La valeur de χ(3) est en ge´ne´ral tre`s faible et, l’ajout
d’impurete´s lors de la re´alisation de fibres optiques, permet de leur confe´rer des
proprie´te´s nonline´aires a` flux d’e´nergie raisonnable.
On conside`re un champ e´lectrique monochromatique de fre´quence ω polarise´
dans la direction x, c’est-a`-dire orthogonalement aux directions de propagation y
et z. On observe les phe´nome`nes stationnaires, et pour cela, on pose que l’onde
e´lectrique est stationnaire en temps, c’est-a`-dire E(r, t) = E(r) cos (ωt). On choi-
sit donc une solution complexe transverse e´lectrique (TE) de la forme
−→
Eω(r, t) = Ex(y, z)e
−iωt−→ex , (1.12)
ou` ex est le vecteur unitaire de coordonne´e x. Le mode TE impose (~∇n) · ~E = 0,
c’est-a`-dire que pour une polarisation suivant x, la variation de n ne peut se
faire que suivant y ou z. Si le mate´riau est suffisamment grand dans la direction
de polarisation x, il n’y a pas de de´pendance du champ en x, a` savoir ∂
∂x
= 0.
L’e´quation de Maxwell devient alors l’e´quation nonline´aire d’Helmoltz
∂2Ex
∂y2
+
∂2Ex
∂z2
+
ω2
c2
(
n2 + 3χ(3)|Ex|2
)
Ex = 0. (1.13)
2 Seuil de supratransmission dans l’e´quation de
Schro¨dinger nonline´aire
2.1 Introduction
L’e´quation de Schro¨dinger normalise´e suivante
i
∂2ψ
∂t
+
∂2ψ
∂x2
= V ψ, (1.14)
ou` V est une constante (potentiel), posse`de des solutions ψ1 du type ondes planes
ψ1 = Ae
i(kx−wt) + c.c. (1.15)
La relation de dispersion
w = k2 + V, (1.16)
garantit que (1.15) est solution de (1.14). On voit qu’il existe une bande interdite
naturelle, pour toutes fre´quences w < V . Ainsi, toutes les ondes de fre´quence
infe´rieure au potentiel V , arrivant sur le milieu, sont refle´te´es et ge´ne`rent une
onde e´vanescente dans le milieu. Ainsi, en posant k = iκ, la relation de dispersion
(1.16) devient alors
w = V − κ2, (1.17)
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ou` κ est le ”vecteur d’ondes e´vanescent”.
On souhaite avoir une expression analytique du seuil As. De meˆme que pour
SG, on va tout d’abord effectuer un calcul direct du seuil en injectant une solution
en onde plane de la forme Aei(κx−Ωt) dans NLS. On obtient alors la relation de
dispersion A2 = V − Ω + κ2. La premie`re onde se propage pour κ = 0, et on a
donc
As =
√
V − Ω. (1.18)
Comme dans le mode`le sine-Gordon, l’e´nergie ne´cessaire a` la ge´ne´ration de
soliton est plus importante et est confirme´e par des simulations nume´riques (cf
figure 1.1).
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Fig. 1.1 – Les croix noires repre´sentent le re´sultat de simulations nume´riques de
l’e´quation (1.14) avec les conditions (1.20,1.21) et le potentiel V = 1. La courbe
verte pointille´ repre´sente le seuil obtenu en (1.19). La courbe en rouge repre´sente
le ve´ritable seuil donne´ en (1.26).
2.2 Instabilite´ du profil d’onde nonline´aire
On souhaite de´sormais, comme on l’a fait auparavant pour SG, appliquer la
supratransmission nonline´aire a` NLS
i
∂2ψ
∂t
+
∂2ψ
∂x2
+ |ψ|2ψ = V ψ, (1.19)
ou` l’on a la relation de dispersion line´aire (1.17). On soumet NLS aux conditions
de bords de Dirichlet suivantes
ψ(0, t) = A sin(Ωt), ψ(∞, t) = 0, (1.20)
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associe´e aux conditions initiales de Cauchy
ψ(x, 0) = A sin(Ωt), ψt(x, 0) = 0. (1.21)
Soit
ψs(x, t) =
√
2κe−iΩt
cosh[κ(x− x0)] , (1.22)
une solution particulie`re soliton de l’e´quation de NLS ou` x0 est le centre du
soliton. La solution (1.22) donne la relation de dispersion (1.17) pour w = Ω
et garantit que ψs est solution de NLS. On choisit de forcer le syste`me avec
une fre´quence prise dans le gap (0 < Ω < V ). Dans ces conditions, le syste`me
adopte une solution type soliton ψs. La figure (1.2) montre, pour diffe´rentes va-
leurs du temps, la naissance d’un soliton pour une fre´quence prise dans la bande
interdite et une amplitude suffisante As. On peut noter la de´formation de l’onde
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Fig. 1.2 – Trace´ de ψ pour diffe´rents temps obtenu par simulations nume´riques
de (1.20) avec L = 50 et Ω = 0.5.
e´vanescente dans le milieu, au fur et a` mesure que l’amplitude de forc¸age grandit,
jusqu’a` l’e´mission d’un soliton.
On e´tudie donc maintenant l’instabilite´ de l’onde e´vanescente nonline´aire dans
NLS avec un forc¸age pe´riodique des conditions de bords
i
∂ψ
∂t
+
∂2ψ
∂x2
+ |ψ|2ψ = V ψ, ψ(0, t) = A cos(Ωt). (1.23)
Afin d’observer les effets dus au forc¸age, on regarde la perturbation η(x, t) de
la solution ψs = ψ1e
−iΩt, soit
ψ(x, t) = [ψ1(x, t) + ²η(x, t)] e
−iΩt, ²¿ 1. (1.24)
95
On substitue (1.24) dans (1.23), il vient a` l’ordre ²
iηt + ηxx + η (Ω− V ) + (2η + η)U(x, t) = 0, (1.25)
ou` η est le complexe conjugue´ de η et U(x, t) = ψ21 repre´sente le potentiel.
Le maximum de la solution |ψs| donne le seuil de supratransmission et est
obtenu pour cosh[κ(x − x0)] = 1, soit As =
√
2κ. En utilisant la relation de
dispersion line´aire, il vient
As =
√
2 (V − Ω). (1.26)
On doit maintenant montrer que l’existence du seuil As est bien le re´sultat d’une
instabilite´ du profil d’ondes e´vanescent, pour une amplitude de forc¸age As. Pour
cela, on suppose que le profil d’ondes e´vanescent nonline´aire ψe, ge´ne´re´ dans le
milieu, a la forme
ψe(x, t) =
Ae−iΩt
cosh[κ(x− x0)] , (1.27)
A e´tant l’amplitude permettant de rattacher le profil e´vanescent aux conditions
de forc¸age en x = 0. On suppose que le potentiel U(x) est obtenu a` partir du
profil e´vanescent en conside´rant son extremum sur une pe´riode
U(x) = max
t
[ψe(x, t)] =
A2
cosh2[κx]
, (1.28)
avec x0 = 0.
On effectue maintenant des simulations nume´riques de (1.25) avec le potentiel
(1.28). On donne, comme condition initiale, une petite perturbation de ψ1, c’est-
a`-dire η(x, 0) = 0.01 avec les conditions de bords η(0, t) = η(L, t) = 0.01 et
ηt(x, 0) = 0. On augmente ensuite, progressivement, l’amplitude B. La figure (1.3)
montre le re´sultat de ces simulations nume´riques, ou` l’on a trace´ en fonction de la
fre´quence de forc¸age Ω, les valeurs de A pour lesquelles η de´marre sa croissance
exponentielle.
Tant que l’amplitude est infe´rieure au seuil, on observe de petites oscillations
de η autour de sa valeur initiale. Par contre, lorsque l’on se rapproche du seuil,
on observe des oscillations qui grandissent exponentiellement.
Les simulations sont en grand accord avec les pre´dictions. On a donc une des-
cription du phe´nome`ne de supratransmission nonline´aire dans NLS. Elle re´sulte
donc de l’instabilite´ du profil d’ondes e´vanescent, pour un milieu nonline´aire force´
aux bords par des conditions pe´riodiques et une fre´quence dans le gap.
On a par ailleurs, dans le cas NLS, une expression analytique du seuil d’am-
plitude qui ge´ne`re une supratransmission nonline´aire, a` savoir
As =
√
2 (V − Ω). (1.29)
96
0 0.2 0.4 0.6 0.8 10
0.5
1
1.5
Am
pl
itu
de
 s
eu
il A
s
Fréquence Ω
Fig. 1.3 – Les barres d’erreur en bleu donnent le crite`re d’instabilite´ A, obtenu
par simulations nume´riques de (1.25) avec le potentiel (1.33). Il est difficile de
juger a` partir de quand, pre´cise´ment, η croˆıt exponentiellement, on a donc une
erreur sur A d’environ 0.05. La courbe rouge est la pre´diction faite en (1.26). La
courbe verte en pointille´s est le seuil calcule´ en (1.18). Les parame`tres utilise´s
sont L = 10 et V = 1.
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Chapitre 2
La bistabilite´ dans les re´seaux de
guides d’ondes nonline´aires
1 Introduction
Les recherches expe´rimentales sur l’autofocalisation dans les milieux die´lectri-
ques pe´riodiques ont eu, depuis quelques anne´es, un regain d’inte´reˆt [1, 2], et ont
permis de concevoir des dispositifs posse´dant de riches proprie´te´s optiques. La
pe´riodicite´ provient de la variation de l’indice optique et on peut ”observer” ces
milieux pe´riodiques de deux manie`res diffe´rentes.
Tout d’abord, on peut faire propager le champ dans le sens de variation de
l’indice (expe´riences dans les milieux de Bragg), ou` l’on peut observer des solitons
de gap qui ont suscite´ de nombreuses e´tudes depuis leur pre´diction en 1979 [3],
leur expression analytique en 1989 [4, 5], et leur de´couverte expe´rimentale en
1992 [6].
On peut aussi faire propager le champ dans la direction transverse de variation
de l’indice. Le milieu pe´riodique devient alors un coupleur directionnel, et de
nouveaux re´sultats inte´ressants ont e´te´ obtenus. En particulier, on peut citer
les guides d’ondes optiques die´lectriques adjacents (figure 2.1), qui se couplent
par e´change de puissance entre modes guide´s [7], et qui, de´ja` dans un contexte
line´aire, re´ve`lent des anomalies stupe´fiantes de diffraction et de re´fraction [8].
Dans un contexte nonline´aire, les re´seaux de guides d’ondes couple´s deviennent
des ge´ne´rateurs de solitons [7], mis en e´vidence dans de nombreuses situations
physiques inte´ressantes [9]-[15].
On s’inte´resse ici a` la propagation de la lumie`re dans la direction transverse
de variation de l’indice, a` l’inte´rieur des re´seaux de guides d’ondes optiques.
Lorsque le re´seau fonctionne en coupleur directionnel et en re´gime nonline´aire
Kerr, le mode`le est le syste`me discret NLS, comme on le montre plus bas. Le
couplage entre guides d’ondes adjacents joue ici le roˆle de diffraction et il a e´te´
de´montre´ re´cemment que des solitons de gap peuvent eˆtre ge´ne´re´s dans de tels
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Fig. 2.1 – Re´seau de guides d’ondes line´aires a` base de polyme`res d’apre`s [8]
re´seaux, graˆce au forc¸age des conditions de bords [16]. Le principe est l’utilisation
d’un guide d’ondes maˆıtre d’indice n0, nourri par un mode guide´ et couple´ a` un
re´seau d’indice n1 < n0 par e´change de puissance entre modes guide´s. La the´orie
de la supratransmission nonline´aire [17] montre que, si l’on atteint l’intensite´ de
bifurcation dans le guide d’ondes maˆıtre, des solitons sont e´mis dans le re´seau
par siphonnage de l’e´nergie contenue dans les guides d’ondes maˆıtres.
Dans ce chapitre, on se propose de regarder la bistabilite´ induite par la non-
line´arite´ dans les re´seaux de guides d’ondes. Pour cela, on conside`re le cas de
re´seaux relativement courts suivant la direction transverse, couple´s a` deux guides
d’ondes maˆıtres late´raux, comme on peut le voir sur la figure (2.2). Les guides
d’ondes maˆıtres servent a` conduire l’injection de lumie`re et a` forcer le re´seau de
guides d’ondes dans la bande interdite. En effet, le re´seau doit posse´der un indice
infe´rieur aux guides d’ondes maˆıtres, ceci afin qu’en re´gime line´aire les modes
guide´s dans les guides d’ondes maˆıtres ne puissent se propager dans le re´seau,
a` cause de la diffe´rence d’indice (marche de potentiel). Cependant, en re´gime
nonline´aire, les modes guide´s des guides d’ondes maˆıtres vont pouvoir, pour une
intensite´ suffisante (supratransmission), se propager dans le re´seau et ce, dans
la bande interdite. L’injection de lumie`re dans les guides d’ondes maˆıtres sera
donc la cle´ du comportement bistable du re´seau. En effet, pour une amplitude
proche du seuil de supratransmission, le rayonnement passera des guides d’ondes
maˆıtres au re´seau, donnant lieu a` une concentration d’e´nergie lumineuse dans le
re´seau, et a` une forte intensite´ lumineuse en sortie du re´seau. Au contraire, une
amplitude en-dessous du seuil de supratransmission, donnera lieu a` une intensite´
quasi-inexistante dans le re´seau, c’est-a`-dire, un comportement e´vanescent.
On montre, dans la suite, que ce syste`me peut se comporter comme un re´seau
de guides d’ondes nonline´aires bistable, de´tecteur de lumie`re [18].
100
nn 0 n 1
n 0
j=0 N+1N1
n S
c
Fig. 2.2 – Re´seau de N guides d’ondes nonline´aires d’indices n1, couple´es a` deux
guides d’ondes maˆıtres d’indices n0 > n1. Les fle`ches rouge repre´sentent l’injection
de radiation.
2 Re´seau de guides d’ondes
2.1 Ge´ne´ralite´s
Les re´seaux de guides d’ondes optiques couple´s sont en ge´ne´ral constitue´s en
AlGaAs et compose´s de trois couches : le substrat d’indice ns, le cœur d’indice
nc > ns et la surface de meˆme indice ns que le substrat. La dimension d’un re´seau
est de quelques millime`tres de long (direction z), et large d’une centaine de mi-
crome`tres (direction transverse y). L’espacement et la largeur des guides d’ondes,
ainsi que l’e´paisseur des couches, sont de quelques microme`tres. La surface est
grave´e, de sorte que l’on obtienne une structure pe´riodique. La lumie`re est in-
jecte´e dans la couche de cœur, ou` elle est confine´e selon le principe de re´flexion
totale interne, puisque son indice est supe´rieur a` celui des deux autres couches.
Cependant, la diffusion dans la direction transverse y est possible, a` moins d’eˆtre
compense´e par la nonline´arite´. Par effet tunnel, le rayonnement pe´ne`tre la couche
de surface et se retrouve ainsi distribue´ dans les guides d’ondes.
2.2 Mode`le
La propagation dans la direction z d’un mode guide´ ψm, polarise´ suivant x
a` l’inte´rieur d’un guide d’ondes, est de´crite par l’e´quation de Maxwell pour un
milieu line´aire, homoge`ne, isotrope et non magne´tique,
∂2ψm
∂y2
+
(
ω2n2m
c2
− β2
)
ψm = 0. (2.1)
Le vecteur d’ondes β est un mode particulier du guide d’ondes d’indice nm. Si la
largeur du champ optique est suffisamment petite face a` la distance se´parant deux
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guide d’ondes voisins, le champ de chaque guide d’ondes se propage dans cha-
cun d’eux sans ressentir l’existence de l’autre. Dans ce cas, ces champs suivent
leur e´volution, inde´pendamment, suivant (2.1). Dans le cas ou` les deux guide
d’ondes sont suffisamment proches, il y a recouvrement du champ e´lectrique des
deux guide d’ondes voisins, et le champ n’est plus constant dans la direction z.
Ainsi, si l’intensite´ du signal incident est suffisamment forte pour modifier l’in-
dice de re´fraction (milieu Kerr), l’e´volution totale du champ E sera donne´e par
l’e´quation d’Helmoltz nonline´aire (1.13). On se place dans le cas ou` le recouvre-
ment entre deux champs adjacents est faible. On suppose alors que la variation de
puissance est faible, et l’on peut introduire une faible variation suivant z, graˆce a`
une me´thode multi-e´chelle. En suivant la me´thode [19], on pose comme solution
approche´e de (1.13),
E =
+∞∑
m=−∞
Em(νz)ψm(y)e
−iβz, (2.2)
ou` ψm(y) est un mode guide´, E(νz) est son amplitude suivant z, et ν est un petit
parame`tre de´termine´ plus tard. On introduit (2.2) dans (1.13),
+∞∑
m=−∞
[
−2iνβψm∂Em
∂z
+ ν2ψm
∂2Em
∂Z2
+
(
∂ψ2m
∂y2
+
ω2n2
c2
ψm − β2ψm
)
Em
+
3ω2χ(3)
c2
∑
m′,m”
EmEm′E
∗
m”ψmψm′ψ
∗
m”
]
e−iβz = 0. (2.3)
En conside´rant (2.1), on multiplie (2.3) par ψ∗ne
iβz, puis on inte`gre suivant y, il
vient
+∞∑
m=−∞
[(
−2iνβψm∂Em
∂Z
+ ν2ψm
∂2Em
∂Z2
)∫ +∞
−∞
dyψmψ
∗
n
+
ω2
c2
Em
∫ +∞
−∞
dy∆n2mψmψ
∗
n (2.4)
+
3ω2χ(3)
c2
∑
m′,m”
EmEm′E
∗
m”
∫ +∞
−∞
dyψ∗nψmψm′ψm”
]
= 0,
ou` ∆n2m = n
2−n2m mesure la diffe´rence entre le profil d’indice total (n) et l’indice
nm de chaque fibre m.
On suppose, comme approximation des inte´grales de recouvrement,∫ +∞
−∞
dyψmψ
∗
m+j = ajν
j,
∫ +∞
−∞
dy∆n2m|ψm|2 = Cmν,
(2.5)∫ +∞
−∞
dy∆n2mψ
∗
mψm±1 = Q(m,m±1)ν.
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Si on se limite a` l’interaction entre plus proches voisins, et que la contribution
non line´aire n’intervient que pour m = n = m′ = m”, on pose∫ +∞
−∞
dy|ψn|4 = gnl, 3χ(3) = ν, (2.6)
et (2.4) devient pour l’ordre ν,
−2iβa1∂En
∂z
+
ω2
c2
(
CnEn +Q(n,n+1)En+1 +Q(n,n−1)En−1 +
ω2
c2
gnl|En|2En
)
= 0.
(2.7)
Avec z = −2a1c
2βZ
ω2
et En =
φn√
gnl
, on obtient l’e´quation,
i
∂φn
∂Z
+ Cnφn +Q(n,n+1)φn+1 +Q(n,n−1)φn−1 + |φn|2φn = 0, (2.8)
de´crivant la propagation d’une onde lumineuse dans la direction transverse de
variation de l’indice, dans un re´seau de guides d’ondes couple´s avec leurs plus
proches voisins.
3 Dispositif
3.1 Introduction
On applique maintenant le mode`le a` notre dispositif (figure 2.2). Il est cons-
titue´ d’un re´seau de N guides d’ondes posse´dant des proprie´te´s nonline´aires, et
de deux guides d’ondes maˆıtres line´aires en n = 0 et n = N + 1. L’injection de
lumie`re se fait dans les guides d’ondes maˆıtres, ou` elle est line´airement pie´ge´e,
du fait de la diffe´rence d’indice. Un mode guide´ ne peut se propager a` l’inte´rieur
d’une fibre que si la quantite´
ω2
c2
n2m − β2 (2.9)
de l’e´quation (2.1) est positive. Dans le cas contraire, on a une onde e´vanescente.
Ces conditions, applique´es a` notre dispositif, entraˆınent, pour des guides d’ondes
maˆıtres d’indice n0 et des guides d’ondes du re´seau d’indice n1,
ω2
c2
n20 − β2 > 0,
ω2
c2
n21 − β2 < 0. (2.10)
3.2 Mode`le
Notre dispositif est constitue´ de deux types de guides d’ondes. Tout d’abord,
on a les guides d’ondes maˆıtres d’indice n0, qui donnent lieu au mode guide´ ψ0,
et ensuite, les guides d’ondes constituant le re´seau, d’indice n1, qui donnent lieu
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au mode guide´ ψ1. Ceci, sous re´serve que la propagation dans les guides d’ondes
semblables s’effectue selon le meˆme mode. Il y a donc deux types de constantes
Cn
C0 =
1
ν
∫ +∞
−∞
dy(n2(y)− n20)|ψ0|2, C1 =
1
ν
∫ +∞
−∞
dy(n2(y)− n21)|ψ0|2. (2.11)
Les diffe´rentes grandeurs
Q(m,m±1) =
1
ν
∫ +∞
−∞
dy [n2(x)− n2m]ψ∗m ψm±1, (2.12)
repre´sentent le couplage entre les fibres m et les fibres m± 1. Le couplage entre
les guides d’ondes est une notion essentielle du mode`le. En effet, ce couplage
entraˆıne une interaction entre les diffe´rents modes de chaque fibre (e´change de
puissance entre modes guide´s) et confe`rent au re´seau des proprie´te´s de bistabi-
lite´ nonline´aire. Sans le couplage, chaque champ a` l’inte´rieur d’un guide d’ondes
suit son e´volution, inde´pendamment de ses voisins. En fait, pour supprimer ou
augmenter le couplage, il suffit d’augmenter ou de diminuer l’espacement entre
les guides d’ondes.
On repre´sente sche´matiquement, sur la figure (2.3), l’amplitude des modes
guide´s de chaque fibre, avec le profil d’indices du re´seau.
Fig. 2.3 – Sche´matisation de l’amplitude du champ de chaque fibre. L’injection
de radiation se faisant dans les guides maˆıtres, l’amplitude des champs des guides
maˆıtres (rouge) est bien plus grande que pour les guides du re´seau (bleu et vert).
On trace aussi la repre´sentation des diffe´rentes valeurs Q(m,m±1) sur les figures
(2.4), (2.5), (2.6) et (2.7). Chaque figure repre´sente un coefficient particulier,
accompagne´ du profil d’indices re´sultant n2(x) − n2m pour ce coefficient. Il faut
bien comprendre, que le calcul de l’inte´grale donnant les diffe´rentes valeurs de
couplage, ne s’effectue qu’aux endroits, ou` l’amplitude des deux champs, ainsi
que le profil d’indices re´sultant, sont diffe´rents de 0. On a trace´ en violet sur les
figures les intervalles x pour lesquels ces conditions sont re´unies.
En fait, on s’aperc¸oit qu’il y a trois types diffe´rents de couplages :
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Fig. 2.4 – ν Q(0,1) =
∫ +∞
−∞ dy [n
2(x)− n20]ψ∗0 ψ1 ≡ Q0
Fig. 2.5 – ν Q(1,0) =
∫ +∞
−∞ dy [n
2(x)− n21]ψ∗1 ψ0 ≡ Q1
Fig. 2.6 – ν Q(1,2) =
∫ +∞
−∞ dy [n
2(x)− n21]ψ∗1 ψ2 ≡ Q2
Fig. 2.7 – ν Q(3,4) =
∫ +∞
−∞ dy [n
2(x)− n23]ψ∗3 ψ4 ≡ Q2
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– Le couplage, entre les guides d’ondes maˆıtres et le re´seau
Q0 = Q(0,1) =
1
ν
∫ +∞
−∞
dy [n2(x)− n20]ψ∗0 ψ1, (2.13)
– Le couplage entre le re´seau et les guides d’ondes maˆıtres
Q1 = Q(1,0) =
1
ν
∫ +∞
−∞
dy [n2(x)− n21]ψ∗1 ψ0, (2.14)
– Et enfin, le couplage entre deux guides d’ondes appartenant au re´seau
Q2 =

Q(1,2) =
1
ν
∫ +∞
−∞ dy [n
2(x)− n21]ψ∗1 ψ2,
Q(j,j±1) = 1ν
∫ +∞
−∞ dy [n
2(x)− n2j ]ψ∗j ψj±1, j = 2, .., N − 1,
Q(N,N−1) = 1ν
∫ +∞
−∞ dy [n
2(x)− n2N ]ψ∗N ψN−1,
(2.15)
On admettra, cependant, que le couplage entre deux guides d’ondes du re´seau,
est e´gal au couplage, entre le re´seau et les guides d’ondes maˆıtres, c’est-a`-dire
Q1 = Q2.
Le syste`me d’e´quations mode´lisant notre dispositif est donc, d’apre`s les con-
side´rations pre´ce´dentes et (2.8)
i
∂φ0
∂Z
+ C0φ0 +Q0φ1 = 0,
i
∂φj
∂Z
+ C1φj +Q1(φj+1 + φj−1) + |φj|2φj = 0, j = 1, .., N,
i
∂φN
∂Z
+ C0φN+1 +Q0φN = 0. (2.16)
Si on effectue le de´phasage φj = Ψje
iC0Z , et que l’on introduit de la dissipation,
il vient, pour l’enveloppe du champ Ψ
i(∂Z + γ0)Ψ0 +Q0Ψ1 = 0,
i(∂Z + γ)Ψj +Q1(Ψj+1 +Ψj−1 − 2Ψj) + |Ψj|2Ψj = VΨ, j = 1, .., N,
i(∂Z + γ)ΨN+1 +Q0ΨN = 0,
(2.17)
ou` V = C0 − C1 − 2Q1 est le potentiel. γ repre´sente l’amortissement dans le
re´seau et γ0 repre´sente l’amortissement dans les guides d’ondes maˆıtres. Les
deux constantes Q0 et Q1 repre´sentent respectivement, le couplage entre un guide
maˆıtre et son guide voisin appartenant au re´seau, et le couplage entre deux guides
d’ondes voisins du re´seau.
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3.3 Seuil de supratransmission
L’injection d’un flux d’e´nergie dans les guides d’ondes maˆıtres se traduit par
la donne´e des amplitudes d’entre´e A pour les fonctions Ψ0 et ΨN+1 en z = 0, les
guides d’ondes du re´seau e´tant, quant a` eux, initialement sans flux e´nerge´tique.
On associe donc au proble`me les conditions initiales suivantes,
Ψ0(0) = A, ΨN+1(0) = A, Ψj(0) = 0, j = 1, .., N. (2.18)
Les figures (2.8) pre´sentent le re´sultat de simulations nume´riques du syste`me
(2.17) associe´ aux conditions initiales (2.18) avec un choix de N = 3 guides
constituant le re´seau, et donc de cinq guides au total.
Le syste`me e´tant parfaitement syme´trique, le comportement dans les guides
0 et N + 1, 1 et N − 1 est identique. On observe un phe´nome`ne d’e´change de
puissance entre les guides, car une diminution d’amplitude dans les fibres maˆıtres
(courbe rouge) entraˆıne une augmentation d’amplitude dans les autres fibres et
vice-versa. On remarque e´galement l’envergure des amplitudes des fibres pour
une amplitude A diffe´rente. En effet, sur la figure (2.8) en haut, on est en-dessous
du seuil de supratransmission, et sur celle du bas, on est au-dessus du seuil.
Le passage du seuil a pour conse´quence d’entraˆıner le siphonnage par le re´seau,
de l’e´nergie lumineuse contenue dans les guides d’ondes maˆıtres late´raux. Il y a
donc un comportement tout a` fait diffe´rent du re´seau pour un choix diffe´rent de
l’amplitude d’entre´e A. La premie`re simulation, figure (2.8) en haut, montre un
flux lumineux a` l’inte´rieur du re´seau du type e´vanescent et la seconde, un flux
lumineux tre`s intense. Le passage d’un e´tat e´vanescent a` un e´tat intense se fait
par le biais du seuil de supratransmission As.
3.4 De´tecteur de lumie`re bistable
On propose de montrer que ce dispositif permet de de´tecter un signal lumineux
tre`s faible. Pour cela, on injecte dans les fibres maˆıtres un flux lumineux dont
l’amplitude est la plus proche possible du seuil de supratransmission As. En
fait, plus on est proche, plus le syste`me sera sensible. Il faut toutefois veiller a`
rester sous le seuil. La de´tection se fait dans la fibre centrale du re´seau, ce qui
correspond, pour les simulations nume´riques, a` la donne´e de l’amplitude du mode
de la fibre centrale Ψn=2(0) = a. La figure (2.9) pre´sente le re´sultat de simulations
nume´riques du syste`me (2.17) associe´ aux conditions initiales,
Ψ0(0) = A, Ψ1(0) = 0, Ψ2(0) = a, Ψ3(0) = 0, Ψ4(0) = A.
(2.19)
Ces simulations repre´sentent le re´seau, vu du dessus, en re´gime stationnaire,
pour une longueur z = 11.87. En effet, le mode`le ne tient nullement compte du
temps. Cela signifie que, sur un dispositif re´el, on obtiendrait ces images apre`s
une pe´riode de transition qui est le temps de re´ponse du milieu.
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Fig. 2.8 – Trace´ des amplitudes des champs en fonction de z pour une amplitude
de A = 3.05 (en haut) et A = 3.06 (en bas), injecte´e dans les guides d’ondes
maˆıtres, obtenu par simulations nume´riques du syste`me (2.15) associe´ aux condi-
tions initiales (2.16) avec N = 3Ω = 0.5Q = Q0 = 4 et γ = γ0 = 0.005. Les
courbes rouge, bleu (traits et points) et verte (pointille´) repre´sentent respecti-
vement l’amplitude dans les guides d’ondes maˆıtres, l’amplitude dans le guide
d’ondes central, et l’amplitude dans les guides 1 et 3.
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Fig. 2.9 – Flux d’intensite´ le long des guides d’ondes avec les parame`tres A =
3.0559, z = 11.87, Ω = 0.5, Q = Q0 = 4, γ = γ0 = 0.005. A gauche, le re´seau ne
rec¸oit aucun signal d’entre´e. A droite, le guide central du re´seau rec¸oit un flux
d’amplitude a = 0.003. Les fle`ches rouges symbolise l’injection de radiation.
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La de´tection se fait pour un signal environ 1000 fois plus faible que le flux
envoye´ dans les fibres maˆıtres. Il faut noter la diffe´rence drastique de flux sortant
entre le re´seau de droite et celui de gauche. L’amplitude de sortie centrale du
re´seau de gauche est de 1.14 contre 3.87 dans celui de droite. Le syste`me a donc
bifurque´ d’un e´tat de faible amplitude vers un e´tat plus intense, sous l’influence
d’un tre`s faible signal lumineux.
4 Les e´tats stationnaires
Le syste`me pre´sente un comportement de bistabilite´, que l’on souhaite de´crire
a` l’aide de solutions stationnaires, comme on l’a fait auparavant pour SG.
La limite continue de notre mode`le est obtenue de (2.17) pour
y = j
√
1
Q
, Ψj(z) = ψ(y, z), (2.20)
ce qui nous donne NLS continue,
iψz + ψyy + |ψ|2ψ = V ψ. (2.21)
La dimension y dans l’e´quation (2.21) n’est pas la dimension physique du syste`me
de l’expression (2.2). Les conditions de bords qui repre´sentent le flux injecte´ sont
prises constantes, soit
ψ(0, z) = ψ(L, z) = A. (2.22)
Dans le mode`le discret pre´ce´dent, l’amplitude de la lumie`re diminuait, au cours
de sa propagation dans les guides d’ondes, a` cause de l’atte´nuation. Cependant,
si le couplage Q0 entre les guides maˆıtres et le re´seau, et l’amortissement γ0 des
fibres maˆıtres, ne sont pas trop grands, l’intensite´ lumineuse de´croˆıt faiblement le
long de z et les conditions de bords (2.22) sont acceptables en comparaison avec
le mode`le discret (2.15). Les solutions stationnaires du proble`me sont obtenues en
choisissant une solution a` valeur re´elle, de´pendant uniquement de y, soit ψ(y, z) =
ψ(y) solution de
ψyy + ψ
3 = V ψ, ψ(0) = ψ(L) = A. (2.23)
Ces solutions sont donne´es en termes de fonctions elliptiques de Jacobi, comme
cela a e´te´ de´veloppe´ dans [20] et applique´ dans [21], pour obtenir un effet tunnel
nonline´aire, dans un re´seau de guides d’ondes couple´s, avec un comportement
de focalisation et de de´focalisation de la nonline´arite´. Il existe ici trois solutions
stationnaires dont le de´tail est donne´ en annexe (p.113 en notant Ω = 0 et
y0 = L/2),
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ψ1 = B · cn[σ1(y − L/2), k1], B2 > 2V (2.24)
ψ2 = B · dn[σ2(y − L/2), k2], B2 ∈ [V, 2V ] (2.25)
ψ3 =
B
dn[σ3(y − L/2), k3] , B
2 < V. (2.26)
ou`
σ21 = B
2 − V, k21 =
B2
2(B2 − V ) , (2.27)
σ22 =
B2
2
, k22 =
2(B2 − V )
B2
, (2.28)
σ23 =
2V −B2
2
, k23 =
2(V −B2)
2V −B2 . (2.29)
B repre´sente l’amplitude au milieu du re´seau en y = L/2. On trace, en figure
(2.10) l’amplitude de sortie centrale B = ψ(L/2) du re´seau en fonction de l’ampli-
tude A = ψ(0) = ψ(L) dans les guides maˆıtres (conditions de bords (2.22)) graˆce
aux solutions (2.24), (2.25) et (2.26). On a e´galement indique´ le re´sultat de simu-
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Fig. 2.10 – Diagramme d’hyste´re´sis de bistabilite´ issu des solutions analy-
tiques stationnaires (2.24), (2.25) et (2.26). Les croix repre´sentent les simulations
nume´riques du syste`me (2.15) pour diffe´rentes valeurs d’amplitude d’entre´e a.
Les parame`tres utilise´s sont Ω = 0.5, L = 4, N = 18, Q = 20, Q0 = 0.05, γ =
0.02, γ0 = 0.002.
lations nume´riques du syste`me (2.17), obtenues en suivant pas a` pas l’e´volution
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de l’amplitude ΨN/2 dans le milieu du re´seau, en fonction de l’amplitude Ψ0 dans
les guides d’ondes maˆıtres. Ensuite, il suffit d’inverser les donne´es pour obtenir
ΨN/2 fonction de Ψ0. La solution ψ3 permet de calculer le seuil de supratrans-
mission As en calculant l’extremum de ψ3(0) qui est une fonction de l’amplitude
B
∂ψ3(0)
∂B
∣∣∣∣
B=Bs
= 0 (2.30)
et donc
As = ψ3(0)|B=Bs . (2.31)
Le couplage Q0 entre les guides maˆıtres et le re´seau est e´tabli de fac¸on adia-
batique, pour ne pas brusquer le syste`me. Les simulations nume´riques sont obte-
nues en deux e´tapes. Tout d’abord, on choisit d’envoyer comme condition initiale
Ψ0 = ΨN+1 = A < As dans les guides maˆıtres. Ensuite, on suit la propagation
du flux lumineux dans les guides maˆıtres, et, quand le couplage avec le re´seau
est e´tabli, on peut suivre la lente de´croissance de l’amplitude A(z) dans les fibres
maˆıtres et relever, en meˆme temps, l’amplitude B(z) dans le centre du re´seau. Le
re´sultat obtenu correspond aux croix sur le graphique. On voit, tre`s nettement
que le syste`me se bloque sur la solution analytique ψ3 issue du mode`le continu
stationnaire. Ensuite, si on prend une amplitude A > As, et que l’on re´alise le
meˆme suivi, le syste`me se bloque alors sur la fonction analytique ψ1.
5 Conclusion
Les simulations, ainsi que l’e´tude analytique, permettent ainsi de comprendre
la bistabilite´ dans un re´seau de guides d’ondes nonline´aires. L’amplitude initiale
des flux, dans les guides maˆıtres, joue alors le roˆle de conditions de bords, pour le
mode`le continu, valable si le couplage entre le re´seau et l’amortissement dans les
fibres maˆıtres est assez faible. Le syste`me est capable de de´tecter un tre`s faible
signal lumineux, faisant ainsi bifurquer le syste`me, d’un e´tat de faible intensite´
de sortie, vers un e´tat d’intense intensite´ de sortie et est donc un re´seau de guides
d’ondes nonline´aires bistable, de´tecteur de lumie`re.
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A Annexe A : Solutions stationnaires NLS
On rappelle l’e´quation de NLS
i
∂Ψ
∂z
+
∂2Ψ
∂y2
+ |Ψ|2Ψ = VΨ. (1)
On regarde les e´tats stationnaires en z on pose donc Ψ = ψe−iΩz et NLS devient
∂2ψ
∂y2
+ |ψ|2ψ = (V − Ω)ψ. (2)
On cherche maintenant les solutions a` valeurs re´elles de
∂2ψ
∂y2
+ ψ3 = κψ, κ = V − Ω. (3)
Il existe un point pour lequel on a
ψ(y0) = B, ψy(y0) = 0. (4)
On multiplie (3) par ψy et on inte`gre entre y0 et y∫ y
y0
ψyψyydy +
∫ y
y0
ψyψ
3dy = κ
∫ y
y0
ψyψdy. (5)
On effectue un changement de variables∫ ψy
ψy(y0)=0
d(ψy)
2 +
1
2
∫ ψ
ψ(y′0)=B
d(ψ)4 = κ
∫ ψ
ψ(y0)=B
d(ψ)2. (6)
On obtient finalement l’e´quation type des fonctions elliptiques de Jacobi
ψ2y =
1
2
(B2 − ψ2)(ψ2 +B2 − 2κ). (7)
Il existe deux solutions pour lesquelles on a ψ(y0) = B > ψ(y).
ψ1 = B · cn[σ(y − y0), k], σ2 = B2 − κ, k2 = B
2
2(B2 − κ) , (8)
ψ2 = B · dn[σ(y − y0), k], σ2 = B
2
2
, k2 =
2(B2 − κ)
B2
, (9)
et une, pour laquelle on a ψ(y0) = B < ψ(y)
ψ3 =
B
dn[σ(y − y0), k] , σ
2 =
2κ−B2
2
, k2 =
2(κ−B2)
2κ−B2 . (10)
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Solution ψ1 : B
2 ≥ 2κ
D’apre`s les tables d’inte´grales [22], on a
cn−1(z, k) =
∫ 1
z
∂t√
(1− t2)(1 + k2(t2 − 1)) , 0 ≤ z < 1, (11)
dn−1(z, k) =
∫ 1
z
∂t√
(1− t2)(t2 − 1 + k2) , 1− k
2 ≤ z < 1, (12)
1
dn−1(z, k)
=
∫ z
1
∂t√
(t2 − 1)(1− (1− k2)t2) ,
1
1− k2 ≥ z > 1. (13)
On e´crit (7) sous la forme
ψy = B
√
B2 − κ
√(
1− ψ
2
B2
)(
1 +
B2
2B2 − 2κ
(
ψ2
B2
− 1
))
. (14)
On inte`gre en y et y0
∫ y0
y
√
B2 − κ ∂y =
∫ ψ(y0)/B
ψ(y)/B
∂(ψ/B)√(
1− ψ2
B2
)(
1 + B
2
2B2−2κ
(
ψ2
B2
− 1
)) . (15)
Il vient d’apre`s (12)
ψ = B · cn[σ(y − y0), k], k2 = B
2
2B2 − 2κ, σ
2 = B2 − κ, (16)
ou` k2 ≤ 1, impose B2 ≥ 2κ. De (12) on obtient les relations suivantes
B2 = 2σ2k2, σ2 =
κ
2k2 − 1 . (17)
La condition σ2 ≥ 0, donne k2 > 1
2
pour κ < 0 et 1
2
< k2 ≤ 1 pour κ > 0.
Solution ψ2 : κ < B
2 ≤ 2κ
On e´crit (7) sous la forme
ψy =
B2√
2
√(
1− ψ
2
B2
)(
ψ2
B2
− 1 + 2(B
2 − κ)
B2
)
. (18)
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On inte`gre en y et y0∫ y0
y
B√
2
∂y =
∫ ψ(y0)/B
ψ(y)/B
∂(ψ/B)√(
1− ψ2
B2
)(
ψ2
B2
− 1 + 2(B2−κ)
B2
) . (19)
Il vient d’apre`s (13)
ψ = B · dn[σ(y − y0), k], k2 = 2(B
2 − κ)
B2
, σ2 =
B2
2
, (20)
ou` 0 ≤ k2 ≤ 1, impose κ < B2 ≤ 2κ. De 12 on obtient
σ2 =
κ
2− k2 . (21)
La condition σ2 ≥ 0, impose κ > 0.
Solution ψ3 : κ > B
2
On e´crit (7) sous la forme
ψy = B
√
κ− B
2
2
√√√√(ψ2
B2
− 1
)(
1−
(
1− κ−B
2
κ− B2
2
)
ψ2
B2
)
. (22)
On inte`gre en y et y0∫ ψ(y)
ψ(y0)/B
∂(ψ/B)√(
ψ2
B2
− 1
)(
1−
(
1− κ−B2
κ−B2
2
)
ψ2
B2
) =
√
κ− B
2
2
∫ y
y0
∂y. (23)
Il vient d’apre`s (13)
ψ(y) =
B
dn[σ(y − y0), k] , k
2 =
κ−B2
κ− B2
2
, σ2 = κ− B
2
2
, (24)
ou` 0 ≤ k2, impose κ > B2. De (12) on obtient
B2 = 2σ2(1− k2), σ21 =
κ
2− k2 . (25)
La condition σ2 ≥ 0 impose κ > 0.
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Chapitre 3
Transmission par bistabilite´
nonline´aire
1 Introduction
Une question inte´ressante est de savoir ce qui se passe dans la limite N → 1
quand le re´seau se re´duit a` un seul guide d’ondes, afin de se rapprocher des
composants optiques. Si l’on utilise le mode`le discret traite´ pre´ce´demment, on perd
de l’information sur les effets de diffraction transverse, qui sont pourtant effectifs
si l’on tient compte de la direction transverse y. On e´tudie, par conse´quent dans
ce chapitre, la version continue du re´seau de guides d’ondes, dessine´e en figure
(3.1), et qui se compose de trois guides d’ondes plans couple´s, d’indices diffe´rents.
a
1
n0 n0z
y
x
cb
n
Fig. 3.1 – Coupleur de trois guides d’ondes planaires. La direction de propagation
est z, la modulation transverse travaille dans la direction y.
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2 Le mode`le
2.1 Conside´rations ge´ne´rales
On conside`re notre syste`me ou` la variation de l’indice line´aire ne s’ope`re que
dans la direction y. On suppose que le champ e´lectrique est monochromatique
de fre´quence ω, polarise´ et homoge`ne dans la direction x, a` savoir, le champ
transverse e´lectrique (T.E) suivant
~E(~r, t) = eˆx
(
E(y, z)e−iωt + c.c.
)
, (3.1)
ou` eˆx est le vecteur unitaire de la coordonne´e x. On rappelle l’e´quation d’Helmoltz
nonline´aire (1.13)(
∂2
∂y2
+
∂2
∂z2
)
· E + ω
2
c2
(
n2(y) + 3χ(3)(y) | E |2)E = 0, (3.2)
valable pour un milieu non magne´tique, sans charge libre et en assumant une
re´ponse instantane´e du milieu Kerr (susceptibilite´ nonline´aire χ(3)). L’indice op-
tique n et la susceptibilite´ nonline´aire χ(3) de´pendent de la direction y pour de´crire
notre milieu inhomoge`ne. On donne une solution de l’e´quation d’Helmoltz line´aire
dans la base des modes line´aires guide´s Ek(y, z) de´finis par
Ek(y, z) = A(y) eikz, Ayy = [k2 − ω
2
c2
n2(y)]A, (3.3)
ou` k est le nombre d’ondes gouverne´ par la propagation le long de z. L’amplitude
A(y) est le mode guide´ dans la direction transverse y. C’est le mode propre
de la solution du proble`me spectral, dans le potentiel ge´ne´re´ par la variation
de l’indice. Dans le cas d’une gravure peu profonde, c’est-a`-dire pour de petites
variations d’amplitude de l’indice n(y) autour d’une valeur de re´fe´rence n0, on
de´finit un petit parame`tre d’e´chelle (appele´ ²2) par
ω2
c2
[n20 − n2(y)] = ²2V ′(y). (3.4)
Ainsi l’e´quation diffe´rentielle (3.3) pour le mode guide´ A(y), indique que la va-
riable y devient une variable lente e´chelonne´e par ². De meˆme, la variation en z,
en re´fe´rence au nombre d’ondes k0 = ωn0/c se produira naturellement pour de
bas modes en e´nergie, comme ²2 en e´chelle de z, en accord avec la phase
kz = [k0 +O(²2)]z. (3.5)
2.2 Modulation nonline´aire
On regarde maintenant la me´thode de de´veloppement en se´rie asymptotique
selon [1]. Le petit parame`tre ², introduit pre´ce´demment, sert a` de´finir une repre´-
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sentation multi-e´chelle du champ par les variables lentes
y = ²y1 + ²
2y2 + · · · , z = z0 + ²z1 + ²2z2 + · · · , (3.6)
et par son de´veloppement
E(y, z) =
∞∑
i=1
²iEi(y1, · · · , z0, z1, · · · ),
(3.7)
Ei =
∞∑
j=1
Uij(y1, · · · , z1, · · · ) eijk0z0 .
Cela signifie que l’on restreint notre recherche a` un champ lentement variable
dans la direction transverse (pas de variable y0). On souhaite aussi obtenir que
les amplitudes Uij ne de´pendent pas de z1 pour les raisons (3.5).
En conside´rant que les termes nonline´aires E3 provenant de E1, agissent uni-
quement sur la premie`re et troisie`me harmonique, on peut simplifier, sans perdre
de ge´ne´ralite´s, en annulant les puissances paires, c’est-a`-dire E2l = 0. L’e´quation
(3.2) peut alors eˆtre de´veloppe´e en puissance de ² (de´tail des calculs en annexe
(p.132))
(²1) : L0E1 = 0, (3.8)
(²2) : L1E1 = 0, (3.9)
(²3) : L0E3 = −L2E1 −N3E1, (3.10)
avec la de´finition des ope´rateurs suivants
L0 = ∂
2
z0
+
ω2
c2
n20, (3.11)
L1 = 2∂z0∂z1 , (3.12)
L2 = ∂
2
y1
+ ∂2z1 + 2∂z0∂z2 − V ′, (3.13)
N3 = 3
ω2
c2
χ | E1 |2, (3.14)
ou` le potentiel e´chelonne´ V ′ est de´fini en (3.4).
Avec la de´finition (3.7), l’e´quation (3.8) est valable pour U1l = 0 pour tout
l > 1, et l’e´quation (3.9) donne alors
∂U11/∂z1 = 0. (3.15)
On requiert, par la suite, qu’il n’y ait pas de termes se´culaires produits dans
l’e´quation (3.10), ce qui donne
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2ik0
∂U11
∂z2
+
∂2U11
∂y21
− V ′ U11 + 3χω
2
c2
| U11 |2 U11 = 0. (3.16)
Cette e´quation est invariante par la transformation inverse vers les dimensions
physiques, a` savoir
²y1 → y, ²2z2 → z, ²2V ′ → V (y), ²U11(y1, z2)→ Ψ(y, z), (3.17)
et donc, (3.16) devient
2ik0Ψz +Ψyy + Γ | Ψ |2 Ψ = V (y)Ψ, (3.18)
avec les de´finitions suivantes
V (y) =
ω2
c2
[n20 − n(y)2], Γ = 3χ
ω2
c2
, k0 = ω
n0
c
. (3.19)
On rappelle que le champ e´lectrique est obtenu a` partir de la solution Ψ par
~E(~r, t) = eˆx Ψ(y, z) e
i(k0z−ωt) + c.c.+O(²3), (3.20)
ou` ² e´chelonne la variation de l’indice par rapport a` la valeur n0.
3 Solutions fondamentales
L’e´volution nonline´aire (3.18) est maintenant e´tudie´e dans le contexte parti-
culier de variation de l’indice correspondant a` la figure (3.1), qui se traduit par
un potentiel V (y) et un facteur nonline´aire Γ(y), constant par morceau. Le milieu
constituant le guide d’ondes central posse`de, bien suˆr, des proprie´te´s nonline´aires.
Afin de simplifier le proble`me dans la recherche des solutions pour de´crire le dis-
positif, on choisit que les deux guides d’ondes maˆıtres late´raux soient line´aires. On
peut imaginer que le guide central soit un milieu photore´fractif, dont on controˆle la
nonline´arite´ graˆce a` l’application d’un champ e´lectrique externe constant [2, 3, 4].
3.1 Proble`mes aux valeurs propres
On conside`re le dispositif dessine´ figure (3.1) et on e´tudie ses proprie´te´s in-
trinse`ques de bistabilite´. Pour un choix judicieux des parame`tres (variations d’in-
dice, longueurs de se´parations, dimensions), le forc¸age par les guides d’ondes
late´raux re´sulte approximativement des conditions de bords en y = −a et y = a
pour l’enveloppe Ψ du champ a` l’inte´rieur de la fibre centrale.
Le nombre d’ondes k0 de´finit les modes propres du guide d’ondes plan d’indice
n0, avec une dimension transverse y infinie. Dans le cas ou` la dimension suivant y
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est finie, les variations d’indices vont ge´ne´rer une variation δk0 du nombre d’ondes
k0. On peut alors conside´rer une modulation de l’enveloppe Ψ(y, z) de la forme
Ψ(y, z) = Φ(y) e−i(δk0)z, (3.21)
avec la supposition que δk0 ∼ ²2. L’amplitude stationnaire Φ(y) re´sout alors le
proble`me suivant aux valeurs propres nonline´aires
Φyy + [β
2 − V (y)] Φ = −Γ | Φ |2 Φ, (3.22)
ou` le parame`tre spectral
β2 = 2k0 · δk0 ≡ δk20, (3.23)
mesure la variation d’e´nergie. On note que, par construction, β est de l’ordre de
²2. Dans le cas line´aire Γ = 0, on retrouve les modes guide´s (3.3) avec
Φ(y) = A(y), k2 = k20 − β2 ∼ (k0 − δk0)2. (3.24)
Le profil d’indices qui correspond a` la figure (3.1) est trace´ sur la figure (3.2),
avec son potentiel re´sultant V (y).
V(y)
0 n1
n 0
n(y)
1
V(y)
a cb y
y
V0 V0 VV0 0
1V
n
Fig. 3.2 – Profil d’indices n(y) et son potentiel relatif V (y). Un exemple de mode
propre est sche´matise´ en bleu sur la figure infe´rieure, c’est l’amplitude initiale
Φ(y, 0) utilise´e pour les simulations nume´riques.
On de´finit les constantes fondamentales
V0 =
ω2
c2
[n20 − 1], V1 =
ω2
c2
[n20 − n21], (3.25)
123
qui proviennent de la de´finition (3.19) avec le choix d’indice n1 pour la fibre
centrale, n0 pour les fibres late´rales et n = 1 pour le vide entre les fibres (air).
En accord avec les particularite´s du proble`me physique, le facteur nonline´aire est
donc inexistant en dehors de la fibre centrale et on de´finit donc
|y| < a : Γ(y) = Γ1, |y| > a : Γ(y) = 0. (3.26)
Il est commode, pour la suite, de normaliser l’e´quation (3.16) en de´finissant ψ =√
Γ1Ψ et z = 2k0z
′, et l’on obtient NLS (en oubliant les primes)
iψz + ψyy+ | ψ |2 ψ = V ψ. (3.27)
En re´sume´, le syste`me a` e´tudier s’e´crit
y ∈ [−a, a] iψz + ψyy+ | ψ |2 ψ = V1ψ, (3.28)
y ∈ [a, b] ∪ [−b,−a] iψz + ψyy = V0ψ, (3.29)
y ∈ [b, c] ∪ [−c,−b] iψz + ψyy = 0, (3.30)
y ∈ [c,∞] ∪ [−∞,−c] iψz + ψyy = V0ψ. (3.31)
En accord avec (3.21), on cherche les solutions stationnaires a` valeurs re´elles sous
la forme
ψ(y, z) = φ(y) e−iβ
2z, (3.32)
et le syste`me ci-dessus se re´sume alors au proble`me a` valeurs propres suivant
y ∈ [0, a] φyy + φ3 = λ1 φ, λ1 = V1 − β2, (3.33)
y ∈ [a, b] φyy = λ0 φ, λ0 = V0 − β2, (3.34)
y ∈ [b, c] φyy = λ2 φ, λ2 = −β2, (3.35)
y ∈ [c,∞] φyy = λ0 φ, λ0 = V0 − β2, (3.36)
ou` l’on s’est restreint a` l’e´tude sur y > 0, en raison de la syme´trie du proble`me.
4 E´tats propres nonline´aires
On de´termine maintenant, a` partir du proble`me spectral, les conditions ini-
tiales pour l’e´quation de NLS (3.27) qui sont des e´tats propres nonline´aires
spe´cifiques. Ceux-ci sont donne´s en termes de fonctions elliptiques de Jacobi.
Il est clair que le signe de chaque constante λj est de´terminant pour la nature
de ces solutions. On s’inte´resse au cas particulier ou` le guide d’ondes central
(y ∈ [−a, a]) ne peut propager les modes guide´s, provenant des guides d’ondes
late´raux pilotes. Cela se produit uniquement si V1 > β
2. Le choix d’un mode
β particulier, qui a pour conse´quence d’entraˆıner un λj ne´gatif, signifie, qu’une
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onde avec ce mode, ne peut se propager line´airement dans un guide d’onde. Par
conse´quent, on conside`re maintenant les conditions sur les signes λj suivant
λ0 > 0, λ1 > 0, λ2 < 0. (3.37)
On excite le syste`me en e´tablissant un mode guide´ stationnaire dans les guides
d’ondes late´raux,
y ∈ [b, c] : φ(y) = Bin cos(β(y − y2)), (3.38)
ou` le maximum d’amplitude de cette enveloppe de´finit l’amplitude d’entre´e du
faisceau pilote. L’annexe (p.113) donne le de´tail des calculs des trois solutions
fondamentales de (3.27) pour y ∈ [−a, a]
φ(1)(y) = B cn[κ(y − y0), µ], κ2 = λ1
2µ2 − 1 , B
2 = 2κ2µ2, (3.39)
φ(2)(y) = B dn[κ(y − y0), µ], κ2 = λ1
2− µ2 , B
2 = 2κ2, (3.40)
φ(3)(y) =
B
dn[κ(y − y0), µ] , κ
2 =
λ1
2− µ2 , B
2 = 2κ2(1− µ2), (3.41)
exprime´es en termes de fonctions elliptiques de Jacobi d’argument µ ≤ 1. Les
quantite´s B,κ et µ sont des parame`tres soumis a` des relations qui sont l’analogue
nonline´aire d’une relation de dispersion, et qui assure que les φ(j) sont solutions
de (3.27). La phase y0 est un parame`tre libre qui pourra eˆtre de´termine´ par les
conditions de continuite´ et les conditions de bords. Ces solutions fondamentales
constituent alors, pour chaque λ1 donne´ (ou l’e´quivalent β
2), un jeu de familles
de deux parame`tres, B (l’amplitude) et y0 (le centre).
Le jeu de solutions est comple´te´ avec les ondes e´vanescentes qui connectent
les re´gions late´rales au guide d’ondes central et aux milieux exte´rieurs. Ce sont
des solutions des e´quations line´aires (3.34) et (3.36), a` savoir
y ∈ [a, b] : φ(y) = α1 e−
√
λ0 y + α2 e
√
λ0 y, (3.42)
y ∈ [c,∞] : φ(y) = δ1 e−
√
λ0 y, (3.43)
ou` l’on requiert un comportement asymptotique e´vanescent quand y → ∞. La
solution φ(y) est maintenant soumise aux conditions de continuite´
φ(y − y+d ) = φ(y − y−d ), φy(y − y+d ) = φy(y − y−d ), (3.44)
en chaque point de discontinuite´ yd du potentiel (yd = a, b, c). La premie`re de
ces conditions est la continuite´ du champ TE (charges libres), la seconde est la
continuite´ de la composante ~H‖ du champ magne´tique (surface non-conductrice).
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L’utilisation des conditions de continuite´ au point y = a, b, c produit, pour
la solution, un jeu de six relations pour la de´termination des sept parame`tres
libres (Bin et y2 pour le faisceau incident, B et y0 pour la solution nonline´aire,
α1, α2 et δ1 pour l’onde e´vanescente line´aire). Une relation de plus est impose´e
par la syme´trie du proble`me (y0 = 0), et on choisit le cas des solutions paires. Le
parame`tre B repre´sente, alors, l’amplitude de la solution nonline´aire, au centre
du guide d’ondes central. Les sept parame`tres, incluant l’amplitude B, sont com-
ple`tement de´termine´s par le choix de la valeur propre β, qui repre´sente le choix
du mode guide´ dans les guides d’ondes late´raux maˆıtres.
Il est plus facile, pour les simulations, de fixer l’amplitude d’entre´e Bin de
l’enveloppe injecte´e dans les re´gions y ∈ [b, c] ∪ [−c,−b]. Les conditions de conti-
nuite´ donneront alors une valeur de β (e´ventuellement un jeu de valeurs possibles
parmi lesquelles on prendra celle de plus basse e´nergie). L’amplitude Bin est alors
le parame`tre physique donnant le flux d’e´nergie injecte´ dans les guides d’ondes
maˆıtres late´raux. En suivant cette approche, on peut augmenter progressivement
l’amplitude Bin tout en observant la nature du flux de lumie`re qui e´merge du
guide d’ondes central, et e´valuer alors son amplitude de sortie Bout. Les rela-
tions qui permettent de de´terminer les sept parame`tres de la solution sont toutes
imbrique´es les unes dans les autres et seule une re´solution nume´rique est pos-
sible, afin de comparer les solutions analytiques stationnaires aux simulations
nume´riques. (voir prochaine section).
On trace en figure (3.3), l’amplitude de sortie du guide d’ondes central B =
φ(0), en fonction de l’amplitude au bord du milieu central A = φ(−a) = φ(a),
issues des trois solutions (3.39), (3.40) et (3.41).
Les solutions a` de´rive´e ne´gative sont instables et elles ne peuvent donc contri-
buer a` la description des re´sultats des simulations nume´riques.
5 Simulations nume´riques
On propose, dans cette section, de de´crire une situation physique re´aliste
ou` les radiations sont envoye´es dans les guides d’ondes maˆıtres late´raux. On
de´montre que le proble`me, aux valeurs initiales correspondantes, ge´ne`re un flux
de lumie`re dont le comportement est celui de´crit par les solutions stationnaires
fondamentales de´crites pre´ce´demment. En conse´quence, le coupleur directionnel a`
trois fibres est un bon candidat comme appareil de de´tection de lumie`re bistable.
E´clairer localement la tranche avec un faisceau signifie, pour le mode`le, de
le comple´ter avec la condition initiale Ψ(y, 0). On pre´sente le re´sultat de simu-
lations nume´riques du syste`me d’e´quations (3.28-3.31), dans le potentiel trace´
sur la figure (3.2) associe´ aux conditions initiales Ψ(y, 0). On choisit, d’ailleurs,
pour la compatibilite´ avec le sche´ma nume´rique, les valeurs asymptotiques de
Neumann Ψy(±∞, z) = 0. On re´alise les simulations nume´riques avec une condi-
tion initiale qui mode´lise le flux injecte´ dans les guides maˆıtres late´raux. Afin de
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Fig. 3.3 – Trace´ du diagramme d’hyste´re´sis de bistabilite´ a` partir des solutions
analytiques stationnaires (3.39), (3.40) et (3.41). Les parame`tres utilise´s sont
V1 = 2 et L = 2a = 1.
re´duire le bruit nume´rique, on de´marre avec un mode propre exact du syste`me
line´aire associe´, facilement calculable a` l’aide des conditions de continuite´ (3.44)
qui de´terminent tous les parame`tres et, en particulier, le mode propre β, pour la
seule donne´e du maximum d’amplitude d’entre´e Bin dans les deux guides maˆıtres
late´raux.
On pre´sente en figures (3.4), les simulations nume´riques du syste`me, observe´es
dans la direction de propagation z, pour deux valeurs de Bin diffe´rentes.
Il est important de constater la diffe´rence de flux se propageant dans le guide
d’ondes central. L’issue inte´ressante est alors de comparer le re´sultat des simu-
lations nume´riques du mode`le dynamique (3.28-3.31) aux solutions analytiques
obtenues du mode`le stationnaire (3.33-3.36). On donne la proce´dure pour la com-
paraison :
– Choisir une valeur donne´e de z, qui repre´sente la longueur de propagation.
– Mesurer la valeur actuelle du parame`tre β par une analyse du signal dans
la re´gion [a, b] ou` la propagation est line´aire.
– E´valuer approximativement la valeur du parame`tre B, qui de´finit la solu-
tion φ(j)(y) dans (3.33-3.36), en exigeant un assortiment de conditions de
continuite´ en y = a.
– Varier doucement la valeur de B telle qu’elle se bloque sur une solution
exacte, c’est-a`-dire une solution qui obe´it a` toutes les conditions de conti-
nuite´.
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Fig. 3.4 – Gauche : Trace´ de F = |Ψ(y, z)|2 le long de z, provenant de la condition
initiale Bin = 1.4. On observe B
2
out ≈ 0.46. Droite : Meˆme situation, mais avec
une amplitude initiale Bin = 1.48 (B
2
out ≈ 3.25). Les courbes bleues repre´sentent
le mode line´aire, choisi comme condition initiale pour les simulations. Les courbes
noires sont les solutions utilise´es pour la comparaison du mode`le dynamique aux
solutions analytiques stationnaires (3.28-3.31) sur les figures (3.5). Les parame`tres
sont a = 0.5, b = 1.5, c = 2.5, V0 = 2.5 et V1 = 2.
Par cette proce´dure nume´rique, on obtient les figures (3.5) ou` le re´sultat des
simulations est compare´ aux profils stationnaires exacts.
On note sur les figures (3.4), un re´gime d’oscillation du flux dans le milieu
central. En fait, cette oscillation semble perpe´tuelle, comme on peut le voir sur
la figure (3.6) haute, qui est le re´sultat de la meˆme simulation nume´riques que
sur la figure (3.4) droite, mais pour un z plus grand.
On souhaite, maintenant suivre l’e´volution de l’amplitude du milieu central
B = φ(0), en fonction de l’amplitude au bord du milieu central B = φ(0). Le
re´sultat est trace´ sur la figure (3.6), en comparaison avec les solutions analytiques
stationnaires.
6 Conclusion
En conside´rant les effets de diffraction transverse, le mode`le s’est enrichi, car
on prend en compte le dispositif dans sa globalite´, ainsi que le milieu dans lequel
il baigne (air). Cependant, il devient moins flexible et il se produit un e´change de
flux permanent entre le guide central et les guides late´raux, ce qui entraˆıne une
oscillation perpe´tuelle du flux entre le milieu central et les milieux late´raux.
L’ajout d’amortissement, soit dans le guide d’ondes central, soit dans les
guides d’ondes maˆıtres late´raux, soit tout simplement dans tous le dispositif,
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Fig. 3.5 – Comparaison des simulations nume´riques (courbes noires) de la figure
(3.4), aux solutions analytiques stationnaires (courbes rouges) pour z = 6. Les
parame`tres sont β = 1.19 et B = 0.467 pour la figure du haut et β = 1.20 et
B = 1.254 pour celle du bas.
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Fig. 3.6 – Haut : Trace´ de F = |Ψ(y, z)|2 le long de z, provenant de la condition
initiale Bin = 1.4. Bas : Trace´ du diagramme d’hyste´re´sis de bistabilite´ a` partir
des solutions analytiques stationnaires (3.39), (3.40) et (3.41) en comparaison
avec les simulations nume´riques (croix) du syste`me d’e´quations (3.28- 3.31).
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Bin = 1.7 et B
2
out ≈ 3.25.
ne permet pas selon nos simulations nume´riques de bloquer le syste`me sur une
solution stationnaire pre´cise. Le flux central oscille toujours sur une palette de
solutions de´crit par la branche basse a` de´rive´ positive de la figure (3.6) basse.
Le couplage entre les guides maˆıtres late´raux et le guide central est repre´sente´
ici par la distance les se´parant, c’est-a`-dire l’e´paisseur de la couche d’air. Il sem-
blerait donc que, pour diminuer les effets d’e´changes, une plus grande se´paration
soit ne´cessaire, mais rapidement, il devient difficile d’observer un flux dans le
guide central. Une des conse´quences imme´diate de l’e´change perpe´tuel de flux,
est l’impossibilite´ de faire bifurquer le syste`me, par la de´tection d’un tre`s faible
signal, dans le guide central, car il est absorbe´ par tout le syste`me. Cependant,
un surplus de signal envoye´ dans un des deux guides d’ondes maˆıtres late´raux,
peut provoquer un changement d’e´tat pour le milieu central.
Les simulations nume´riques semblent en accord avec le mode`le des solutions
analytiques stationnaires, pour les faibles amplitudes. En effet, pour de plus
grandes amplitudes, les solutions stationnaires ne fournissent pas une descrip-
tion pre´cise. Un tel re´sultat est trace´ en figure (3.7). La description continu d’un
coupleur a` trois guides d’ondes, ne permet pas de de´crire les oscillations que l’on
peut observer dans le guide d’ondes central, mais on suspecte que cet effet puisse
eˆtre un re´gime d’oscillations Josephson.
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A Annexe A : Modulation nonline´aire
On rappelle l’e´quation de Helmoltz (3.2)
(
∂2
∂y2
+
∂2
∂z2
) · E + ω
2
c2
(
n2(y) + 3χ(y) | E |2)E = 0, (1)
le potentiel e´chelonne´ (3.4)
ω2
c2
[n20 − n2(y)] = ²2V ′(y), (2)
ainsi que les repre´sentation multi-e´chelle du champ par les variables lentes
y = ²y1 + ²
2y2 + ²
3y3 + ²
4y4 + · · · ,
(3)
z = z0 + ²z1 + ²
2z2 + ²
3z3 + ²
4z4 + · · · ,
et par son de´veloppement
E(y, z) =
∞∑
i=1
²iEi(y1, · · · , z0, z1, · · · ), (4)
Ei =
∞∑
j=1
Uij(y1, · · · , z1, · · · ) eijk0z0 . (5)
En tenant compte des extensions (3), les ope´rateurs de de´rivation ∂/∂y et
∂/∂z doivent eˆtre conside´re´ comme les expansions respective suivantes
∂
∂y
= ²
∂
∂y1
+ ²2
∂
∂y2
+ ²3
∂
∂y3
+ ²4
∂
∂y4
+ · · · ,
(6)
∂
∂z
=
∂
∂z0
+ ²
∂
∂z1
+ ²2
∂
∂z2
+ ²3
∂
∂z3
+ ²4
∂
∂z4
+ · · · ,
et ses ope´rateurs de´rive´es seconde
∂2
∂y2
= ²2
∂2
∂y21
+ 2²3
∂2
∂y1∂y2
+ ²4
∂2
∂y22
+ 2²4
∂2
∂y1∂y3
+ · · · ,
∂2
∂z2
=
∂2
∂z20
+ 2²
∂2
∂z0∂z1
+ ²2
∂2
∂z21
+ 2²2
∂2
∂z0∂z2
+ 2²3
∂2
∂z0∂z3
+ 2²3
∂2
∂z1∂z2
+ ²4
∂2
∂z22
+2²4
∂2
∂z0∂z4
+ 2²4
∂2
∂z1∂z3
+ · · · . (7)
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On substitue (4) dans (1)(
∂2
∂z20
+
ω2
c2
n20
)(
²E1 + ²
2E2 + ²
3E3 + ²
4E4 + ²
5E5 + · · ·
)
+2²
∂2
∂z0∂z1
(
²E1 + ²
2E2 + ²
3E3 + ²
4E4 + · · ·
)
+²2
(
∂2
∂y21
+
∂2
∂z21
+ 2
∂2
∂z0∂z2
+
3ω2χ(y)
c2
|E1|2 − V ′
)(
²E1 + ²
2E2 + ²
3E3 + · · ·
)
+²3
(
2
∂2
∂z0∂z3
+ 2
∂2
∂z1∂z2
+ 2
∂2
∂y1∂y2
+
3ω2χ(y)
c2
(
E1E2 + E2E1
))
(
²E1 + ²
2E2 + · · ·
)
+²4
(
∂2
∂y22
+ 2
∂2
∂y1∂y3
+
∂2
∂z22
+ 2
∂2
∂z0∂z4
+ 2
∂2
∂z1∂z3
+
3ω2χ(y)
c2
(
E1E3 + |E2|2
+ E3E1
))(
²E1 + · · ·
)
= 0.
(8)
Ordre ²
(
∂2
∂z20
+
ω2
c2
n20
)
E1 = 0, (9)
avec la de´finition E1 =
∑∞
j=1 U1je
ijk0z0
∞∑
j=1
[(
ω2
c2
n20 − j2k20
)
U1je
ijk0z0
]
= 0. (10)
Or le nombre d’onde k0 =
ωn0
c
, impose U1l = 0 pour tout l > 1.
On pose
L0 = ∂
2
z0
+
ω2
c2
n20, (11)
et donc (9) s’e´crit
L0E1 = 0. (12)
Ordre ²2
2
∂2
∂z0∂z1
E1 +
(
∂2
∂z20
+
ω2
c2
n20
)
E2 = 0. (13)
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En conside´rant que les termes nonline´aires E3 provenant de E1, agissent uni-
quement sur la premie`re et troisie`me harmonique, on peut simplifier, sans perdre
de ge´ne´ralite´s, en annulant les puissances paires, c’est a` dire E2l = 0. On obtient
alors
2ik0
∂
∂z1
U11e
ik0z0 = 0, (14)
et donc U11 est inde´pendant de z1 comme pre´vu.
On pose maintenant
L1 = 2∂z0∂z1 , (15)
et donc (13) s’e´crit
L1E1 = 0. (16)
Ordre ²3
(
∂2
∂y21
+ 2
∂2
∂z0∂z2
+
3ω2χ(y)
c2
|E1|2 − V ′
)
E1 +
(
∂2
∂z20
+
ω2
c2
n20
)
E3 = 0, (17)
avec la de´finition E3 =
∑∞
j=1 U3je
ijk0z0
(
∂2
∂y21
+ 2ik0
∂
∂z2
+
3ω2χ(y)
c2
|U11|2 − V ′
)
U11e
ik0z0
+
∞∑
p=1
[(
ω2
c2
n20 − j2k20
)
U3je
ijk0z0
]
= 0. (18)
On pose maintenant
L2 = ∂
2
y1
+ ∂2z1 + 2∂z0∂z2 − V ′, (19)
N3 = 3
ω2
c2
χ | U11 |2, (20)
et donc (18) s’e´crit
∞∑
p=1
L0U3je
ijk0z0 = −(L2 +N3)U11eik0z0 . (21)
Afin d’e´viter les termes se´culaires on impose U3l = 0 pour tout l > 1 et comme
k0 =
ωn0
c
, on obtient l’e´quation (3.16), a` savoir
2ik0
∂U11
∂z2
+
∂2U11
∂y21
+
3ω2χ(y)
c2
|U11|2U11 = V ′U11. (22)
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Ordre ²4
(
2
∂2
∂z0∂z3
+ 2
∂2
∂y1∂y2
)
E1
+2
∂2
∂z0∂z1
E3
+
(
∂2
∂z20
+
ω2
c2
n20
)
E4 = 0 (23)
avec la de´finition E4 =
∑∞
j=1 U4je
ijk0z0
(
2ik0
∂
∂z3
+ 2
∂2
∂y1∂y2
)
U11e
ik0z0
+2ik0
∂
∂z1
U31e
ik0z0
+
∞∑
j=1
[(
ω2
c2
n20 − j2k20
)
U4pe
ijk0z0
]
= 0 (24)
Afin d’e´viter les termes se´culaires on impose U4l = 0 pour tout l > 1. U31 ne
de´pend pas de z1 et comme k0 =
ωn0
c
, on obtient
2ik0
∂U11
∂z3
+ 2
∂2U11
∂y1∂y2
= 0. (25)
Ordre ²5
(
∂2
∂y22
+ 2
∂2
∂y1∂y3
+
∂2
∂z22
+ 2
∂2
∂z0∂z4
+
3ω2χ(y)
(
E1E3 + E3E1)
)
E1
+
(
∂2
∂y21
+ 2
∂2
∂z0∂z2
+
3ω2χ(y)
c2
|E1|2 − V ′
)
E3
+2
∂2
∂z0∂z1
E4
+
(
∂2
∂z20
+
ω2
c2
n20
)
E5 = 0. (26)
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avec la de´finition E5 =
∑∞
j=1 U5je
ijk0z0(
∂2
∂y22
+ 2
∂2
∂y1∂y3
+
∂2
∂z22
+ 2ik0
∂
∂z4
+
3ω2χ(y)
(
U11U31 + U31U11)
)
U11e
ik0z0
+
(
∂2
∂y21
+ 2ik0
∂
∂z2
+
3ω2χ(y)
c2
|U11|2 − V ′
)
U31e
ik0z0
+2ik0
∂
∂z1
U41e
ik0z0
+
∞∑
p=1
[(
ω2
c2
n20 − j2k20
)
U5je
ijk0z0
]
= 0. (27)
Afin d’e´viter les termes se´culaires on impose U5l = 0 pour tout l > 1. U41 ne
de´pend pas de z1 et comme k0 =
ωn0
c
, on obtient
2ik0
∂U31
∂z2
+
∂2U31
∂y21
+
3ω2χ(y)
c2
|U31|2U31 = V ′U31, (28)
2ik0
∂U11
∂z4
+
∂2U11
∂y22
+ 2
∂2U11
∂y1∂y3
+
∂2U11
∂z22
+
3ω2χ(y)
c2
(U11U31 + U31U11) = 0. (29)
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RE´SUME´
On e´tudie, dans cette the`se, la diffusion d’ondes dans diffe´rents milieux nonline´aires posse´dant
une bande interdite naturelle. On montre, en particulier, l’existence d’un comportement de bista-
bilite´ dans les milieux re´gis, soit par l’e´quation de sine-Gordon (chaˆıne de pendules courte, re´seaux
de jonctions Josephson, double couches a` effet Hall quantique), soit par l’e´quation de Schro¨din-
ger nonline´aire (milieu Kerr et milieu de Bragg), dans les cas discrets et continus. Ces diffe´rents
milieux sont soumis a` des conditions aux bords pe´riodiques, dont la fre´quence est prise dans la
bande interdite et avec une amplitude de´terminant l’e´tat de stabilite´ du syste`me. En effet, pour une
amplitude suffisante (supratransmission), le milieu n’est plus re´fle´chissant et absorbe de l’e´nergie,
faisant passer le signal de sortie d’un e´tat d’amplitude e´vanescente vers un e´tat de tre`s grande am-
plitude. On donne, par ailleurs, une description analytique comple`te de la bistabilite´ qui permet
de comprendre les diffe´rents e´tats stationnaires observe´s dans ces milieux et de pre´dire le passage
d’un e´tat a` un autre.
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