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Abstract
Consider the Hill operator Ty = −y′′ + q(t)y in L2(R), where the real potential q is 1-
periodic and q, q ′ ∈ L2(0, 1). The spectrum of T consists of spectral bands separated by gaps
n, n1 with length |n|0. We obtain two-sided estimates of the gap lengths
∑
n2|n|2 in
terms of
∫ 1
0 q
′(t)2 dt . Moreover, we obtain the similar two-sided estimates for spectral data (the
height of the corresponding slit on the quasimomentum domain, action variables for the KdV
equation and so on). In order prove this result we use the analysis of a conformal mapping
corresponding to quasimomentum of the Hill operator. That makes it possible to reformulate
the problems for the differential operator as the problems of the conformal mapping theory.
Then the proof is based on the analysis of the conformal mapping, the embedding theorems
and the identities. Furthermore, we obtain the similar two-sided estimates for potentials which
have p2 derivatives.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the Hill operator Ty = −y′′+q(t)y in L2(R), where q ∈ W 2p−1(T), p2
is the 1-periodic real potential. Here W 2s (T), s1, is the Sobolev space equipped with
the norm ‖q‖W 2s (T) = ‖q(s)‖L2(T) and T = R/Z. It is well known that the spectrum of
T is absolutely continuous and consists of intervals (spectral bands) n = [+n−1, −n ],
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where +n−1
−
n +n , n1. These intervals are separated by the gaps (forbidden
bands) n = (−n , +n ), with the length |n|0. If a gap degenerates, i.e. n = ∅,
then the corresponding segments n, n+1 merge. Below we assume that q = q0 + q1,
where q00 is a constant deﬁned by the condition: +0 = 0 and
∫ 1
0 q1(x) dx = 0. Let
(x, ),ϑ(x, ) be the solutions of the equation
−f ′′ + qf = f,  ∈ C, (1.1)
satisfying ′(0, ) = ϑ(0, ) = 1, and (0, ) = ϑ′(0, ) = 0. The Lyapunov func-
tion (the discriminant) is given by () = 12 (′(1, ) + ϑ(1, )); note that (±n ) =
(−1)n, n0, and (n) = 0 for some n ∈ [−n , +n ]. The sequence +0 < −1  +1 <· · · is the spectrum of Eq. (1.1) with the 2-periodic boundary conditions, i.e. f (t+2) =
f (t), t ∈ R. Here equality means that −n = +n is a double eigenvalue. The eigen-
functions corresponding to ±n have period 1 when n is even and they are anti-periodic,
f (t+1) = −f (t), t ∈ R, when n is odd. We introduce a conformal mapping (the quasi-
momentum, see [MO1]) k(·) : Z → K given by the formula k(z) = arccos(z2), z ∈
Z , where
Z = C \ ∪gn, gn = (z−n , z+n ) = −g−n, K ≡ C \ ∪cn
cn = [n + ihn, n − ihn] = −c−n
and z±n =
√
±n > 0, n1. We call gn a small gap. Here cn is an excised slit of a
height hn0, which is deﬁned by the equation cosh hn = (−1)n(n)1. The function
k(·) maps the gap gn on the slit cn, and k(−z) = −k(z), z ∈ Z. Note that if q = 0,
then k(z) = z. Introduce the sequences
 = {|n|}∞1 , h = {hn}∞1 , g = {|gn|}∞1 , J = {Jn}∞1 ,
where Jn0 and the “action” J 2n 0 is deﬁned by (see [FM])
J 2n =
4

∫
gn
xv(x) dx, z = x + iy, k = u + iv, n1. (1.2)
If q ∈ W 2p−1(T), p1, then the following asymptotics are fulﬁlled (see [K2]):
k(z) = z − Q0
z
− Q2
z3
· · · − Q2p + o(1)
z2p+1
, z = iy, y → ∞,
R() ≡ k2
(√

)
= − S−1 − S0

− S1
2
− · · · − Sp−1 + o(1)
p
,  = i,  → ∞.
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Here the moments Qn, Sn are given by
Qn = 1

∫
R
xnv(x + i0) dx, n0, Sn = 1

∫
R
x2n+1u(x)v(x + i0) dx, n − 1.
Note that all Q2n+1 = 0. Deﬁne the Dirichlet integral Ip and the functions p(k), p0
by
Ip = 12
∫∫
C
|p(k)′|2 du dv, p(k) = zp(k)(k − z(k) + Pp(z(k))),
Pp(z) =
p−1∑
0
Qm−1
zm
,
where the function z(k) is given by z = k−1(·) which maps K onto Z . The Dirichlet
integral and the function p will play the crucial roles to obtain the a priori estimates of
Section 3. Recall the well-known properties of the Dirichlet integrals for the conformal
mapping (see [H]). Firstly, let F : D → D0 be a conformal mapping from a bounded
domain D onto a bounded domain D0 with the area |D0|. Then the Dirichlet integral
has the form
∫∫
D
|F ′(z)|2dx dy = |D0|. Secondly, if we consider a unbounded domain
and, for example, the conformal mapping z : K → Z , then we need some regularization
of the Dirichlet integral, in this paper we have I0. Moreover, if we need some properties
of the conformal mapping k(·) we have new modiﬁcations Ip, p1.
In order to show the relationship between q and the spectral data we consider the
KdV equation qt + qxxx + 6qqx = 0 in the class of functions periodic in x. It is well
known that the KdV equation can be viewed as a completely integrable Hamiltonian
system. Assume that q is a potential such that +0 = 0. Then we have the following
identities for the Hamiltonian:
H2(q) ≡ 2−2
∫ 1
0
[
q ′(t)2 + 2q(t)3
]
dt = 23Q4.
Moreover, the Hamiltonian Hp(q), p0, +0 = 0, of the KdV-hierarchy is the function
of q given by
H0(q) ≡
∫ 1
0
q(t) dt, H1(q) ≡ 2−1
∫ 1
0
q2(t) dt, . . . , and see Section 6 for p2,
see [MM,MO1]. Moreover, we have the identities Hp(q) = 2−p−1Q2p, p0. We
introduce the real Hilbert spaces
2p =
{
f = {fn}∞1 , fn ∈ R, ‖f ‖2p =
∑
n1
(2n)2pf 2n < ∞
}
, p0, 20 ≡ 2.
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The main gaol of our paper is to obtain two-sided estimates ‖q(p−1)‖, p2 in terms
of gap lengths ‖‖p−1, heights of vertical slits ‖h‖p, “small” gap lengths ‖g‖p, ac-
tion variables ‖J‖
p− 12 , the functionals Q2p, Sp−1, the Dirichlet integral Ip and the
Hamiltonian Hp.
For p > 1 these estimates are completely new. Firstly, note that recently the
author obtained the two-sided estimates for the case p = 0 [K8]. It means that
q ∈ W 2−1(T), i.e. q = y′ for some y ∈ L2(T). Secondly, for the sake of the
reader, we brieﬂy recall the results existing in the literature for the case p = 1. A
great many papers are devoted to the Schrödinger operator with periodic potentials
(see [MO1,MO2,MM,MT,GT1,GT2,KK1,KK2,K7]). If q ∈ W 2p−1(T), p1, then the
asymptotics from the paper [KK1] yield g, h ∈ 2p,  ∈ 2p−1, J ∈ 2p− 12 . It is important
to get a priori estimates. For example, the phase space for the KdV equation with
periodic initial condition is W 21 (T). We mention some results devoted to this prob-
lem. Marchenko and Ostrovki [MO1,MO2] obtained the next estimates: ‖q‖C(1 +
h+)‖h‖1, ‖h‖1C‖q‖ exp(A‖q‖), for some absolute constants A,C, where h+ =
supn1 hn. These estimates are not sharp since they used the Bernstein inequality. Us-
ing the harmonic measure argument Garnett and Trubowitz [GT1] obtained ‖‖(4 +
‖h‖1)‖h‖1. Various estimates for the Hill operator with a potential q ∈ L2(0, 1) were
found in the author’s paper [K5,K6] and in [KK1,K3] for the Dirac operator. In the
paper [K3,K5,K6] the following sharp estimates for the case p = 1 were obtained:
‖‖6‖q1‖
(
1 + ‖q1‖1/3
)
, ‖q1‖4‖‖
(
1 + ‖‖1/3
)
,
2‖h‖1‖q1‖
(
1 + ‖q1‖1/3
)
, ‖q1‖3‖h‖1(6 + h+)1/2, h+ = sup
n1
hn,
‖g‖13‖q1‖
(
1 + ‖q1‖1/3
)
, ‖q1‖20‖g‖1(1 + ‖g‖1),
‖‖22‖q1‖2 + 8‖‖2, where  = {n}∞1 , n = 0n − n0,
recall q1 = q−q0, q0 =
∫ 1
0 q(t) dt and 
0
n is the band for the potential q ≡ 0. It is well
known that if q = 0 then |0n| > |n| for all n1, i.e. each spectral band shrinks [Mos].
These estimates show the “equivalence” of the values ‖‖, ‖h‖1, ‖g‖1, ‖q1‖. In order to
prove these estimates the important identities were used from the author’s paper [K4]:
‖q1‖2 = 4S0 = 1

∫∫
C
|(z(k)2 − k2)′|2 du dv = 2‖J‖21/2 = 2‖q‖2 − 8I1. (1.3)
Here we have two Dirichlet integrals and the periodic potential q1 has not constant
component. This is important since the translation does not change the gap lengths.
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In some sense identities (1.3) are the analog of the Plancherel identity for the Hill
operator. The mapping q → J or q → k(·) or q → S0 are non-linear, but we have
these linear identities! Hence we see the important place of the functional S0. Note that
the various properties of a conformal mapping k(·) : Z → K were obtained partially
in [KK1,KK3,K1,K3] for the case p = 1. In the present paper, we use an approach
from [K3,K5] based on the identities for the Dirichlet integral (3.7) from [KK1,K2],
combined with the embedding theorems (see Lemma 3.2). We emphasize the important
role of the Dirichlet integral (this is the energy for the conformal mapping) in this
consideration.
In order prove the results of this paper, covering all p2, we use the analysis of a
conformal mapping corresponding to quasimomentum of the Hill operator. That makes
it possible to reformulate the problems for the differential operator as problems of
conformal mapping theory. Then we should study the metric properties of a conformal
mapping from Z onto a quasimomentum domain K. In the present paper the Dirichlet
integral Ip, p0 is used substantially. Note, that the Dirichlet integral Ip, p0, was
used to get some estimates of effective masses in the paper of Kargaev and Korotyaev
[KK1].
We describe the proof. Using identities from [KK1,K2] we obtain the identity of
the form Ip = Q2p + Ip, where Ip is the polynomial of the second order from
Q0, . . . ,Q2p−2. Using this identity we obtain two sided estimates Q2pIp(1 +
p)Q2p in Section 4. Due to the maximum principle we obtain two sided estimates
Sp−12Q2p2Sp−1(1 + Sp−1) in Section 3. Using the result from [MM] we show
two sided estimates of Q2p in terms of the (p − 1)th derivative of q, i.e. ‖q(p−1)‖ in
Section 6. Hence all values the moment Q2p, Sp−1, the Dirichlet integral Ip, the norm
q(p−1) and the Hamiltonian Hp are equivalent. In order to get other estimates we study
the conformal mapping k(·) and z(·). Below we do not use Eq. (1.1) and we study
the conformal mapping k(·) and z(·). It is important that we have asymptotics of the
conformal mapping k(z) with the coefﬁcients which satisfy the identities Ip = Q2p+Ip
and Hp(q) = 2−p−1Q2p, p0. In fact we forget about the differential equation and
study only the conformal mappings with the needed asymptotics.
In Section 3 we obtain two-sided estimates in terms of Q2p. In order to get these
inequalities, we use the Dirichlet integral Ip. We study the function Im p(k) on the
vertical slit cn ⊂ K, n1. Using some analogue of the Hardy inequality from [K3]
we obtain the local estimate hn(p) = apn hn in terms of the Dirichlet integral jn =
1
2
∫∫
Dn
|p(k)′|2 du dv for some domain Dn ⊂ C such that Dn ∩ Dm = ∅,m = n.
Here an = 12 (z−n + z+n ). This estimate yields the estimate of ‖h‖p in terms of Dirichlet
integral Ip. Here we used
∑
jn = Ip and Im p(k) = x(k)pv, k = u + iv ∈ cn. The
estimate of Q2p in terms of ‖h‖p is signiﬁcantly simpler. The analysis on the slits cn
is crucial!
In Section 4 we obtain two-sided estimates of ‖‖p−1 in terms of Q2p. Using the
standard analysis (see [KK1]) on the horizontal slits n we obtain the estimate of
‖‖p−1 in terms of Q2p. It is more difﬁcult to get the estimate of Ip in terms of
‖‖p−1. Here we use the estimate of ‖h‖p in terms of the Dirichlet integral Ip (or it
is equivalent in terms of Q2p).
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In Section 5 using the previous results we obtain two-sided estimates of action
variables ‖J‖
p− 12 in terms of Q2p.
2. Main results
Recall +0 = 0. We formulate the main results devoted to the height h,Q2p, Sp−1.
Theorem 2.1. Let q ∈ W 2p−1(T), p2. Then the following estimates are fulﬁlled:
‖h‖2pApQ2p
(
1 + Qs2p
)
, s = 2p + 1
2p + 2 , Ap = 4
8p+3, (2.1)
‖h‖2p8ApSp−1
(
1 + S
1
s
p−1
)
, (2.2)
Q2p
1
p
	2p‖h‖2p, 	 ≡ 1 +
2h+

, (2.3)
Sp−1
2
p
	2p−1‖h‖2p. (2.4)
This theorem shows the “equivalence” of the values Sp−1,Q2p, ‖h‖p. We give the
scheme of the proof. Firstly, in Lemma 3.1 we prove two-sided estimates of Q2p in
terms of Sp−1 and the estimate of Q0 in terms of Q2p and Sp−1. Moreover, we obtain
the useful estimates (2.15)–(2.16) of Q2p and Sp−1 in terms of |gn|, |hn|, (z−n + z+n ).
Secondly, the “embedding” theorem (Lemma 3.2) is proved, which helps to bound
‖h‖p in terms of Q2p. Note that we use the simple two-sided estimates of z+n in terms
of n and Q0. The estimate of Q2p in terms of ‖h‖p is more simple. The proof for
Sp−1 is similar.
We formulate the basic estimates for the “small” gap lengths |gn|, n1.
Theorem 2.2. For each q ∈ W 2p−1(T), p2 the following estimates are fulﬁlled:
Q2p(22p+1Cp)2p+1‖g‖2p
(
1 + ‖g‖4p+2p
)
, Cp = p34p+4, (2.5)
‖g‖2p42+7pQ2p
(
1 + Qp/(1+p)2p
)
, (2.6)
Sp−14p(4pCp)2p+1‖g‖2p
(
1 + ‖g‖4pp
)
, (2.7)
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‖g‖2p48p+2Sp−1
(
1 + Sp−1
)
. (2.8)
This theorem shows the “equivalence” of the values Sp−1,Q2p, ‖g‖p. Let us give
the plan of the proof. Firstly, using the maximum principal and the deﬁnition of Q2p
we obtain the estimate of ‖g‖p in terms of Q2p. Due to Theorem 2.1 we derive the
estimate of ‖h‖p in terms ‖g‖p (in fact we use the “embedding” theorem (Lemma
3.2)). Then we obtain the estimate of Q2p in terms ‖g‖p. The proof for Sp−1 is
similar.
We formulate the basic result for gap lengths |n|, n1.
Theorem 2.3. Let q ∈ W 2p−1(T), p2. Then the following estimates are fulﬁlled:
Q2p(4pCp)(2p+2)/3‖‖2p−1
(
1 + ‖‖(4p−2)/3p−1
)
, Cp = p34p+4, (2.9)
‖‖2p−147pQ2p
(
1 + Qp/(p+1)2p
)
, (2.10)
Sp−1(4pCp)(2p+1)/3‖‖2p−1
(
1 + ‖‖(4p−4)/3p−1
)
, (2.11)
‖‖2p−148p+1
(
Sp−1 + S2p−1
)
. (2.12)
This theorem shows the equivalence of the values Sp−1,Q2p, ‖‖p. The basic esti-
mates for the actions are presented.
Theorem 2.4. Let q ∈ W 2p−1(T), p2, and 
 = p−(1/2). Then the following estimates
are fulﬁlled:
Q2p4p
2+p‖J‖2

(
1 + ‖J‖
4p−2
3


)
, (2.13)
Sp−14p
2‖J‖2

(
1 + ‖J‖
4p−4
3


)
, (2.14)
‖J‖2
48pQ2p
(
1 + Q(p−1)/(p+1)2p
)
, (2.15)
‖J‖2
42+8p
(
Sp−1 + S2p−1
)
. (2.16)
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This theorem shows the equivalence of the values Sp−1,Q2p, ‖J‖p−(1/2). The proof
of this theorem is simpler than the previous theorems.
Consider the relationship between the functionals Sp−1,Q2p, the Dirichlet integral Ip
and the derivatives of the oder p−1, i.e. ‖q(p−1)‖. Firstly, we formulate the important
cases.
Theorem 2.5. (1) Let q ∈ W 21 (T). Then the following estimates are fulﬁlled:
H2(q)2‖q ′‖2
(
1 + ‖q ′‖2
)
, (2.17)
‖q ′‖242H2(q)
(
1 + 2H2(q)1/3
)
. (2.18)
(2) Let q ∈ W 22 (T). Then the following estimates are fulﬁlled:
H3(q)2‖q ′′‖2|
(
1 + ‖q ′′‖10/3
)
, (2.19)
‖q ′′‖2415H3(q)
(
2 + H3(q)5/3
)
. (2.20)
This theorem shows the equivalence of the values Q4 and ‖q ′‖, Q6 and ‖q ′′‖ also.
Secondly, we consider the general case and recall Hp(q) = 2p+1Q2p.
Theorem 2.6. Let q ∈ W 2p−1(T), p2. Then the following estimates are fulﬁlled:
Q2pIp(1 + p)Q2p, (2.21)
Sp−12Q2pSp−1
(
1 + (2Sp−1)
1
2p+1
)
, p1. (2.22)
Moreover, there exist the constants Mp,Rp such that the following estimates are ful-
ﬁlled:
|21+2pQ2p − ‖q(p−1)‖2|Mp‖q(p−2)‖3
(
1 + ‖q(p−2)‖
) 4p−5
3
, (2.23)
Q2p2−2pMp‖q(p−1)‖2
(
1 + ‖q(p−1)‖
) 4p−2
3
, (2.24)
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‖q(p−1)‖RpQ1/22p
(
1 + QNp2p
)
, (2.25)
where
Np = p3
(
1 + t (p − 1) + t2(p − 1)(p − 2) + · · · + tp(p − 1)!
)
, t = 2
3
. (2.26)
This theorem shows the equivalence of the values Sp−1,Q2p, ‖q(p−1)‖, Ip.
We describe some results needed below. Let q ∈ L2(0, 1). Then 0Q0 = 12q0 < ∞
and the following estimates from [K3] are fulﬁlled:

4
Q0‖h‖2 
2
2
bQ0
2
2
(
1 +
√
2Q0

)
Q0, b ≡ max
{
1,
h+

}
,
h+ = suphn, (2.27)
1
2
‖g‖‖h‖
(
1 + 4
2
‖g‖2
)
‖g‖, (2.28)
1
4
‖g‖2Q02‖g‖2
(
1 + 4
2
‖g‖2
)
. (2.29)
If we deﬁne the band shrinkage rn = −
(
z−n − z+n−1
)
0 and the sequence  = {n},
then
‖r‖242‖g‖2 + 2
2
log 2
Q0
(
43 + 2
2
log 2
)
Q0. (2.30)
3. Estimates of vertical slits
In this section we prove Theorem 2.1. Moreover, we obtain two-sided estimates of
Q2p in terms of Sp−1 and the estimate of Q0 in terms of Q2p. The important point
in this section is the estimate of ‖h‖p in terms of Q2p. Below we need properties
of the quasimomentum k(z). Let z : K → Z be the inverse mapping. It is clear
that this function z(·) is continuous on Z . Recall that the gap gn = (z−n , z+n ) =
(z(n−0), z(n+0) and the bands sn = [z+n−1, z−n ], and the “spectrum” s = ∪sn. Here
and below the union, the sum and the integral with no limits indicated denotes the
union, the sum and the integral from −∞ until ∞. All others cases will be designated
strictly. The function k(z) is odd of z, i.e. k(−z) = −k(z), z ∈ Z . The real part
u(z) = Re k(z) increases on each band and equals n on the segment [z−n , z+n ], n ∈ Z;
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the imaginary part v(z) = Im k(z) equals zero on each band, is convex on each gap
gn = ∅ and has maximum at the point zn =
√
n. If the gap gn = ∅, then we set
zn =
√
n = z±n . Below we need the following the simple estimate (see [MO1] or
[KK1])
|gn|2hn, n1. (3.1)
The substitution of the last estimate into the identity
z+n = n +
n∑
1
(|gn| − rn), where r = {rn}∞1 , rn = − (z−n − z+n−1)0 (3.2)
implies
z+n n + 2nh+n	, 	 = 1 +
2h+

. (3.3)
Using (3.2), (2.30), we deduce that
nz−n +
√
n‖r‖z−n +
√
nQ0,  = 25. (3.4)
Let an = 12
(
z−n + z+n
)
. Due to inequality (3.4) we have
n
{
2an if a2nnQ0,
4Q0 if a2nnQ0.
(3.5)
We need the estimate from [KK3] (see also [K2])
h2+2Q0 (3.6)
and the identities from [KK1]
Ip + p2 Sp−1 +
p−2∑
0
(p − 1 − m)QmQ2p−m−2 = (1 + p)Q2p, p0 (3.7)
and from [K2]
S−1 = 2Q0, S0 + Q20 = 2Q2, S1 + 2Q0Q2 = 2Q4, . . . , (3.8)
Sp−1 +
p−1∑
0
Q2p−2−2mQ2m = 2Q2p. (3.9)
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We rewrite Q2p, Sp−1 in the form
Q2p = 2

∫ ∞
0
x2pv(x)dx = 2

∑
n1
∫
gn
x2pv(x)dx, (3.10)
Sp−1 = 4

∫ ∞
0
x2p−1u(x)v(x)dx = 4

∑
n1
∫
gn
x2p−1u(x)v(x)dx, (3.11)
these identities will be used below. Recall that h+ = suphn.
Lemma 3.1. For each q ∈ W 2p−1(T), p1 the following estimates are fulﬁlled:
Sp−12Q2p	Sp−1, (3.12)
Q
p+1
0 2Q2p, (3.13)
Q
p−1
0 Q2Q2p, (3.14)
2−2p
(2p + 1)(p + 1)
∑
n1
(2an)2phn|gn|Q2p 1
(2p + 1)
∑
n1
(2an)2phn|gn|, (3.15)
2−2p+1
(2p + 1)(2p − 1)
∑
n1
(2an)2p−1(2n)hn|gn|Sp−1
 1
p
∑
n1
(2n)(2an)2p−1hn|gn|, (3.16)
Q0 max
{
(2Sp−1)
1
p+1 , (2Sp−1)
2
2p+1
}
,
2h+

 max
{
1, (2Sp−1)
1
1+2p
}
. (3.17)
Proof. Identity (3.9) gives the ﬁrst estimate in (3.12). In order to get the second one
in (3.12) we use (3.10)–(3.11), (3.3) and we have
Q2p =
∑
n1
2

∫
gn
x2pv(x)dx
∑
n1
2

∫
gn
	u(x)x2p−1v(x)dx = 	
2
S2p−1.
We show (3.13) by induction. Estimates (3.13) at p = 0, 1 follow from (3.8). Let esti-
mate (3.13) be true at p = n, then (3.9) yields Q0Q2nQ2n+2 and since Qn+10 2Q2n
we get the needed result at p = n + 1 and (3.13) is proved.
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We prove (3.14) by induction again. Inequality (3.14) at p = 1, 2 follow from
(3.9). Assume (3.14) is true at p = n, then (3.9) implies Q0Q2nQ2n+2 and since
Qn−10 Q2Q2n we get the needed estimate at p = n + 1 and (3.14) is proved.
In order to get (3.15) we consider each integral in (3.10). The function v(x), x ∈ gn,
is convex (see [K1]) and the following estimates are fulﬁlled:
v(x)v−(x), x ∈ (z−n , zn), and v(x)v+(x), x ∈ (zn, z+n ),
v±(x) = c±(x − z±),
where c± = h(zn − z±)−1. Substituting the last inequalities into the integral and inte-
grating by parts we obtain
∫
gn
x2pv(x)dx 
∫ zn
z−n
x2pv−(x)dx +
∫ z+n
zn
x2pv+(x)dx
= −
∫ zn
z−n
x2p+1v−(x)′dx
1 + 2p −
∫ z+n
zn
x2p+1v+(x)dx
1 + 2p
= −Kp
[
c−x2p+2|zn
z−n
+ c+x2p+2|z
+
n
zn
]
,
where Kp = 1(1+2p)(2+2p) . By rearranging, we derive
∫
gn
x2pv(x)dx  Kp
[
−c+
(
(z+n )2p+2 − (zn)2p+2
)
+ c−
(
(z−n )2p+2 − z2p+2n
)]
= Kphn
[{
(z+n )2p+1 + · · · + (zn)2p+1
}
−
{
(z−n )2p+1 + · · · + z2p+1n
}]
 Kphn
[
(z+n )2p+1−(z−n )2p+1+ · · ·
]
=Kphn|gn|
[
(z+n )2p+ · · ·+(z−n )2p
]
which yields
∫
gn
x2pv(x)dxKphn|gn|[z+n + z−n ]2p2−2p = Kphn|gn|[2an]2p2−2p.
The substitution of the last estimate into (3.10) yields the ﬁrst one in (3.15). Using
(3.1), (3.10), we deduce that
Q2p
2

∑
n1
∫
gn
x2phndx2
∑
n1
[
(z+n )2p+1 − (z−n )2p+1
]
hn
(2p + 1) 
∑
n1
(2an)2p|gn|hn
(2p + 1) .
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The proof for Sp−1 repeats the case of Q2p and it is omitted. We show (3.17). Let t =
2h+/, 	 = 1+t . Firstly, let t > 1. Then (3.6), (3.12)–(3.13) yield (h2+/2)p+1Qp+10 
2tSp−1, and then
[
2
8 t
2
]p+1
2tSp−1 hence t2p+12Sp−1, which gives the second
estimate in (3.17). Secondly, let t1, then (3.12) implies Qp+10 2Sp−1. If t > 1, then
(3.12) implies
Q
p+1
0  t2Sp−1(2Sp−1)
(2p+2)/(2p+1),
which gives the ﬁrst estimate in (3.17). 
The next “embedding theorem” is basic.
Lemma 3.2. For each q ∈ W 2p−1(T), p2 the following estimates are fulﬁlled:
‖h(p)‖2(4p)−1CpbIpCpbQ2p, Cp = p34p+4, h(p) = {(2an)phn}∞1 , (3.18)
‖h(p)‖2Cpb	Sp−1, (3.19)
‖h(p)‖	p‖h‖p. (3.20)
Proof. Recall that p(k) = zp(k)(k − z(k)+ Pp(z(k))) and rewrite this function in the
form
p(k) = f1(k) + if2(k), f1 = xp(k)(u − x(k) + Pp(x(k))),
f2 = xp(k)v, k = u + iv.
Let the domain Dn = (n, (n + 1)) × (0, hn), n1. Fix n1 for some hn > 0.
The function f2(k) is continuous in D¯n, since z(k) is continuous in D¯n. We have
f2(u+ i0) = 0, u ∈ R. The function F(v) ≡ x(n+0+ iv), v ∈ B ≡ [0, hn], is convex
(see [K5]). Then x(n + 0 + iv) > w(v) for all v ∈ B, where w(v) = z+n − tv, t =
r/hn, r = z+n − zn.
We need the following estimate from [K3]. Let the domain D() = (0, )×(0, ) for
some  > 0 and let a real function f satisﬁes the conditions: (a) f (u, v) is continuous
in D¯(), and f ∈ W 21 (D()), (b) f (u, 0) = 0 for each u ∈ (0, ). Then
∫ 
0
|f (0, v)|2dv
v
 
2
max
{
1,


}∫∫
D()
|∇f (u, v)|2du dv. (3.21)
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The calculation for the linear function w(v) yield
∫ hn
0
vw(v)2pdv = −1
t
∫ hn
0
vdw(v)2p+1 = −vw(v)
2p+1
t (2p + 1)
∣∣∣∣
hn
0
+
∫ hn
0
w(v)2p+1
t (2p + 1)dv
= − h
2
nz
2p+1
n
r(2p + 1) −
h2nw(v)
2p+2
r2(2p + 1)(2p + 2)
∣∣∣∣
hn
0
.
Then we obtain
∫ hn
0
vw(v)2pdv = − h
2
nz
2p+1
n
r(2p + 1) −
h2n
(
z
2p+2
n − (z+n )2p+2
)
r2(2p + 1)(2p + 2)
= h
2
n
r2(2p + 1)(2p + 2)
[
(z+n )2p+2 − z2p+2n − r(2p + 2)z2p+1n
]
= h
2
n
r(2p + 1)(2p + 2)
[
(z+n )2p+1 + (z+n )2pzn
+ · · · + z2p+1n − (2p + 2)z2p+1n
]
 h
2
n
(2p + 1)(2p + 2)
[
(z+n )2p + (z+n )2p−1zn + · · · + z2pn
]
 hn(p)
2
4(1 + p)222p
and
∫ hn
0
vw(v)2pdv hn(p)
2
4(1 + p)222p 
hn(p)
2
p24p+2
. (3.22)
Applying estimate (3.21) to f2(k) = vx(k)p, k ∈ Dn, and using (3.7), we derive (3.18):
‖h(p)‖2 =
∑
n1
hn(p)
2  Cp
42p
∑
n1
∫ hn
0
vw2p(v)dv
 Cp
42p
∑
n1
∫ hn
0
vx(n + 0 + iv)2pdv
 Cpb
42p2
∑
n1
∫ ∫
Dn
|p(k)′|2du dv
 Cpb
4p
IpCpbQ2p.
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Hence (3.12) implies (3.19). Due to inequality (3.3) we get hn(p)	p(2n)phn, which
yields (3.20). 
Below we need the estimate for  = {n}∞1 and (p) = {(2an)pn}∞1 . Using (3.5)
we get
‖‖2p =
∑
a2nnQ0
(2n)2p2n +
∑
a2n<nQ0
(2n)2p2n
∑
a2nnQ0
(4an)2p2n
+
∑
a2n<nQ0
(8Q0)2p2n,
which implies the following inequality:
‖‖2p4p‖(p)‖2 + 48pQ2p0 ‖‖2. (3.23)
We prove Theorem 2.1 with the additional results.
Theorem 3.3. For each q ∈ W 2p−1(T), p2 estimates (2.1)–(2.4) and the following
estimate are fulﬁlled:
‖h‖2p4p‖h(p)‖2 +
48p2
2
bQ
2p+1
0 . (3.24)
Proof. Inequalities (3.23) and (2.27) imply
‖h‖2p4p‖h(p)‖2 + 48pQ2p0 ‖h‖24p‖h(p)‖2 + 48pQ2p0
2
2
bQ0,
which yields (3.24). Substituting (3.18) into (3.24) and using (3.13), (3.6) we have
‖h‖2p  4pbCpQ2p + 48pQ0Q2pb2bQ2p248p(1 + Qp0 )
 Q2p248p(1 + Qp0 )
(
1 +√Q0
)
 Q2p248p3
(
1 + Qp+(1/2)0
)
Q2p248p6(1 + Qs2p),
which yields (2.1). We prove (2.2). First let w ≡ 2Sp−11, then using (3.17), the
identity 	 = 1 + (2h+/) and (3.12), we derive 	2, Q2p1/2 and Q2pSp−1.
Then (2.1) implies
‖h‖2p2ApSp−1. (3.25)
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Second, let now w = 2Sp−1 > 1, then (3.17) yield 	2w,  = (1 + 2p)−1, and
using (3.12) we deduce that Q2p(1/2)w+1. Hence due to (2.1) we have
‖h‖2pAp 12w+1
[
1 + w(1+)s
]
Apw(+1)(1+s)Apw1+(1/s). (3.26)
Summing (3.25)–(3.26) we obtain (2.2). Substituting the estimate |gn|2hn into (3.15)
and applying (3.20) we get (2.3):
Q2p
1
p
‖h(p)‖2 1
p
	2p‖h‖2p.
Similarly (3.16) yields (2.4). 
4. Estimates of gap lengths
In this section we prove Theorems 2.2 and 2.3. Below we need the following result:
Lemma 4.1. (1) Let Q2p	2A for some numbers 0 <  < p + 1, A > 0. Then
Q2p4A
[
1 + (22+1A) p+1−
]
, p1. (4.1)
(2) Let Sp−1	2A for some number 0 <  < 12 + p,A > 0. Then
Sp−14A
{
1 + (22+1A) p+(1/2)−
}
, p1. (4.2)
(3) Let q ∈ W 2p−1(T), p1. Then the following estimates are fulﬁlled:
	2 + (2Sp−1),  = (1 + 2p)−1. (4.3)
Proof. (1) Let 	 = 1+t , where t = 2h+/. If t1, then we have 	2 and Q2p4A.
If t > 1, then Q2p4At2, and (3.6), (3.13) imply t28Q0/2(2Q2p)
2
2p+2
. Thus
2Q2p2 · 4At22 · 4A(2Q2p)/(p+1) and (2Q2p)1−

p+1 22+1A,
hence we have 2Q2p(22+1A)s , where s = 1 + (/(p + 1 − )), which yields (4.1).
(2) Assume that t = 2h+/1. Then 	2 and Sp−14A. Assume that t > 1.
Then Sp−14At2 and using (3.17) we obtain
Sp−14A(2Sp−1)
2
1+2p and Sp−14A(22+1A)
2
1+2p−2 ,
which yields (4.2).
(3) Relation (3.17) and the identity 	 = 1 + (2h+/) give (4.3). 
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We prove estimates (2.5)–(2.6) of Theorem 2.2 in
Lemma 4.2. For each q ∈ W 2p−1(T), p2 estimates (2.5)–(2.6) and the following
ones are fulﬁlled:
‖h(p)‖Cpb‖g(p)‖, (4.4)
2−2p−2‖g(p)‖2Q2pCpb‖g(p)‖2, (4.5)
Q2pCp	2p+1‖g‖2p, (4.6)
2−1−2p‖g(
)‖21/2Sp−1Cp	2p‖g‖2p, 
 = p − (1/2). (4.7)
Proof. Using (3.18) and (3.15) we deduce that ‖h(p)‖2CpbQ2pCpb‖g(p)‖‖h(p)‖,
and (4.4) is true. Substituting (4.4) into (3.15) we obtain Q2p‖g(p)‖‖h(p)‖
Cpb‖g(p)‖2, which yields the second estimate in (4.5). In order to prove the ﬁrst one
we estimate each integral in sum (3.10). Inserting the estimate v(x)
√
(x−z−n )(z+n −x),
x ∈ gn (see [KK1, Theorem 1.3]) into the integral and using the new variable x =
an + |gn|2 cos t we obtain
2

∫
gn
x2pv(x)dx  |gn|
2
2
∫ 
0
(
an + |gn|2 cos t
)2p
sin2 t dt
 |gn|
2a
2p
n
2
∫ 
0
sin2 t dt = |gn|
2(2an)2p
22p+2
.
Substituting the last estimate into (3.10) we get the ﬁrst one in (4.5).
In order to ﬁnd the ﬁrst inequality in (4.7) we use identity (3.11) and estimate each
integral in the sum. Above we have proved:
4

∫
gn
x2
v(x)dx |gn|2(2an)2
2−2
−1.
Substituting this estimate into (3.11) we have the ﬁrst estimate in (4.7). Relations (3.16),
(3.3) and (4.4) yield
Sp−1
1
p
‖h(p)‖	p−1‖g‖pCp	2p‖g‖2p,
which gives (4.7).
Using (3.3) we deduce that ‖g(p)‖	p‖g‖p and the substitution of this result
together with the estimate b	 into (4.5) implies (4.6).
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Due to (4.6) and (4.1), at  = p + (1/2), A = Cp‖g‖2p, we obtain (2.5).
Relations (3.23), (4.5), (2.29), (3.13) yield (2.6)
‖g‖2p  4p‖g(p)‖2 + 48pQ2p0 ‖g‖242p+1Q2p + 48p+1Q2p+10
 48p+2Q2p
(
1 + Qp/(1+p)2p
)
.  (4.8)
We prove estimates (2.9)–(2.10) from Theorem 2.3 in the following lemma:
Lemma 4.3. For each q ∈ W 2p−1(T), p2 estimates (2.9)–(2.10) and the following
ones are fulﬁlled:
Q2pCp	2p−1‖‖2p−1. (4.9)
Proof. Substituting (3.3) into (4.5) and using |n| = (z−n + z+n )|gn|, b	, we obtain
(4.9). Hence taking into account (4.1) with Q2pA	2, A = Cp‖‖2p−1,  = p − 12 ,
we have
Q2p  4pCp‖‖2p−1
(
1 +
(
4pCp‖‖2p−1
)(2p−1)/3)
 (4pCp)(2p+2)/3‖‖2p−1
(
1 + ‖‖(4p−2)/3p−1
)
,
which yields (2.9). Relation (3.23), (4.5) imply
‖‖2p−14p−1‖g(p)‖2 + 48(p−1)Q2p−20 ‖‖242pQ2p + 48(p−1)Q2p−20 ‖‖2. (4.10)
Substituting ‖‖28Q2 (see (4.5), at p = 1), we have ‖‖2p−142pQ2p + 48(p−1)
Q
2p−2
0 8Q2. Then using (3.13)–(3.14), we have (2.10):
‖‖2p−142pQ2p + 48(p−1)8Q2p(2Q2p)(p−1)/(p+1).  (4.11)
We prove the second main Theorem 2.2.
Proof of Theorem 2.2. Estimates (2.5)–(2.6) were proved in Lemma 4.2. Due to (4.7),
we get Sp−1A	2, where A = Cp‖g‖2p,  = p, and using (4.2) we obtain
Sp−14pCp‖g‖2p
(
1 +
(
22p+1Cp‖g‖2p
)2p)
4p(4pCp)2p+1‖g‖2p
(
1 + ‖g‖4pp
)
,
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which implies (2.7). Inequalities (3.5) and (2.29), (4.7) give
‖g‖2p4
‖g(
)‖21/2 + 48pQ2p0 ‖g‖242pSp−1 + 48p+1Q2p+10 .
Hence using (3.17) we have (2.8):
‖g‖2p  42pSp−1 + 48p+1 max
{
(2Sp−1)
2p+1
p+1 , 4S2p−1
}
 48p+2Sp−1(1 + max{S
p
p+1
p−1, Sp−1}. 
We prove the estimates devoted to .
Proof of Theorem 2.3. Estimates (2.9)–(2.10) were proved in Lemma 4.3. Due to
(3.16), (3.3) and (4.4) we get
Sp−1
1
p
	p−2‖h(p)‖‖‖p−1Cp	2p−2‖‖2p−1. (4.12)
Hence we have Sp−1A	2, where A = Cp‖‖2p−1,  = p − 1, and due to (4.2) we
obtain
Sp−14pCp‖‖2p−1
(
1 +
(
4pCp‖‖2p−1
) 2(p−1)
3
)
(4pCp)
(2p+1)
3 ‖‖2p−1
(
1 + ‖‖
(4p−4)
3
p−1
)
,
which yields (2.11). Relation (3.5) gives ‖‖2p−122p−3‖g(
)‖21/2 + 48p−1Q2p0 ‖g‖2.
Hence applying estimates (2.29), (4.7) and (3.17) we have
‖‖2p−142pSp−1 + 48pQ2p+10 42pSp−1 + 48p max
{
(2Sp−1)
2p+1
p+1 , 4S2p−1
}
,
which gives (2.12). 
5. Action variables
In this section, we obtain the estimates devoted to the action variables J 2n =
4

∫
gn
xv(x) dx. It is more simple after Sections 3 and 4. We need the simple estimate.
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If q ∈ L2(0, 1), then we have the “local” estimate
1
3
|n|hnJ 2n 
2

|n|hn, n1 (5.1)
(see [KK1]) and the “global” from [K2]
Q0‖J‖2−1/2. (5.2)
Introduce the sequences J (p) = {Jn(p)}∞1 , Jn(p) = (2an)pJn(p) and prove inequali-
ties (2.13)–(2.14) from Theorem 2.4 in the following lemma:
Lemma 5.1. For each q ∈ W 2p−1(T), p2, and 
 = p− (1/2) estimates (2.13)–(2.14)
and the following ones are fulﬁlled:
2−2p−1
(2p + 1)(p + 1)‖J (
)‖
2Q2p
3
2p + 1‖J (
)‖
2, (5.3)
2−2p
(2p + 1)(2p − 1)‖J (p − 1)‖
2
1/2Sp−1
3
p
‖J (p − 1)‖21/2. (5.4)
Proof. Substituting estimate (5.1) into (3.15) we get
Q2p
1
(2p + 1)
∑
(2an)2p−13J 2n =
3
2p + 1‖J (
)‖
2 (5.5)
and similarly
Q2p
2−2p
(2p + 1)(1 + p)
∑
(2an)2p−1J 2n /2 =
2−1−2p
(2p + 1)(1 + p)‖J (
)‖
2. (5.6)
The proof for Sp−1 is similar. Inserting estimate an	n (see (3.3)) into (5.3) one
obtains Q2p‖J (
)‖2	2
‖J‖2
. Hence applying (4.1) one has
Q2p22p−1‖J‖2

(
1 + [22p‖J‖2
]
2p−1
3
)
4p2+p‖J‖2

(
1 + ‖J‖
4p−2
3


)
, (5.7)
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which yields (2.13). The proof for Sp−1 is similar. Substituting the estimate an	n
(see (3.3)) into (5.4), we get Sp−1	2(p−1)
(
2‖J‖2

)
. Using (4.2) we have (2.14). 
We ﬁnish the proof of Theorem 2.4.
Proof of Theorem 2.4. Estimates (2.13)–(2.14) were proved in Lemma 5.1. We have
the identity
‖J‖2
 =
∑
(2n)2
J 2n =
∑
a2nnQ0
(2n)2
J 2n +
∑
a2n<nQ0
(2n)2
J 2n (5.8)
and (3.5), (1.3), yield
‖J‖2
 
∑
n1
(4an)2
J 2n + 48(p−1)Q2p−20
∑
n1
(2n)J 2n
= 4
‖J (
)‖2 + 48(p−1)Q2p−20 2S0. (5.9)
Then (5.3), (3.12) and the estimates Q2p−20 Q2Q2p(2Q2p)(p−1)/(1+p) (see (3.13)–
(3.14)) imply
‖J‖2
42p+1(1 + p)2Q2p + 48p−7Q2p−20 Q248pQ2p
(
1 + Q(p−1)/(p+1)2p
)
(5.10)
which yields (2.15). The proof for Sp−1 repeats the case of Q2p. Using (3.5), (5.8)
we have
‖J‖2

∑
n1
(4an)2p−2(2n)J 2n + (44Q0)2

∑
a2n<nQ0
J 2n . (5.11)
Consider the ﬁrst term in (5.11) in the right-hand side. Estimate (5.4) implies
∑
a2nnQ0
(4an)2p−2(2n)J 2n 4p−1‖J (p − 1)‖21/242pp2Sp−1. (5.12)
In order to study the second term in (5.11) we substitute J 2n (4an)|gn|hn/ (from
(5.1)) into the second term in (5.11) and using (3.5) we get
∑
a2n<nQ0
J 2n 
∑
a2n<nQ0
(4an)|gn|hn/(44Q0)
∑
n1
|gn|hn

,
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where we used: if a2n < nQ0, then (3.5) yields 4an<44Q0. Then
∑
n1 |gn|hnQ0
(see (3.15)) gives
(44Q0)2

∑
a2n<nQ0
J 2n 48pQ
2p+1
0 . (5.13)
Substituting estimate (5.12)–(5.13) into (5.11) one obtains
‖J‖2
42pp2Sp−1 + 48pQ2p+10 . (5.14)
Hence (3.17) implies (2.16):
‖J‖2
  42pp2Sp−1 + 48p max
{(
2S
2p+1
p+1
p−1
)
, 4S2p−1
}
 48p2Sp−1
(
1 + max
{
(2Sp−1)
p
p+1 , 2Sp−1
})
. 
Show the equivalence of Ip and Q2p, p1, and prove (2.21).
Lemma 5.2. Let q ∈ W 2p−1(T), p2. Then the following estimates and the identities
are fulﬁlled:
Q2pIp(1 + p)Q2p, (5.15)
Ip = Q2p + p2Q
2
2n +
n−1∑
0
(2m + 1)Q2mQ2p−2m−2, p = 2n + 1, n0, (5.16)
Ip = Q2p +
n−1∑
0
(2m + 1)Q2mQ2p−2m−2, p = 2n, n0. (5.17)
Proof. Estimate Ip(1 + p)Q2p follows from inequality (3.7) and then (5.16)–(5.17)
yields Q2pIp. We have to show (5.16)–(5.17). We consider the case of p odd, the
proof of even p is the similar. Rewrite identity (3.9) in the form
Sp−1 + Q22n + 2
n−1∑
0
Q2p−2−2mQ2m = 2Q2p, p = 2n + 1, n0 (5.18)
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and also rewrite (3.7) in the form
Ip + p
(
1
2
Sp−1 +
n−1∑
0
QmQ2p−m−2
)
+
n−1∑
0
(2m + 1)Q2mQ2p−2m−2
= (1 + p)Q2p, p0.
Substituting (5.18) into last identity one obtains (5.16). 
6. Hamiltonians
In this section we estimate ‖q(p−1)‖ in terms of Q2p and conversely. Only in this
section we use directly various properties of the potential q, since in the previous sec-
tions we study the conformal mapping theory. Recall the well-known results concerning
the asymptotics of quasimomentum k(z) from the paper [MO1]. Rewrite the solution
f (t, z),  = z2, of Eq. (1.1) in the following form:
f (t, z) = exp
{
i
[
zt − i
∫ t
0
w(t, z)dt
]}
, w(t, z) = 1
2iz
2p∑
0
wn(t)
(2iz)m
+ · · ·
and the quasimomentum has asymptotics
k(z) = z − i
∫ 1
0
w(t, z)dt = z − Q0
z
− Q2
z3
− Q4
z5
− · · · + Q2p
z2p+1
+ k2p+1(z)
z2p+1
and kp(z) = zp(k(z) − z − Pp(z)). We have the identities for n = 1, . . . , p
Q0 = 12
∫ 1
0
w0(t)dt, Q2 = − 123
∫ 1
0
w2(t)dt, . . . ,Q2n = (−1)
n
22n+1
∫ 1
0
w2n(t)dt. (6.1)
Here the functions wn(t), n = 0, 1, . . . , 2p, satisfy the following system of the equa-
tions:
w0 = q, w1 = −q ′, w2 = q ′′ − q2, w3 = −w′2 − 2w0w1,
w4 = −w′3 − (2w0w2 + w21),
w5 = −w′4 − (2w0w3 + 2w1w2), w6 = −w′5 − (2w0w4 + 2w1w3 + w22), . . . ,
wn+1 = −w′n −
n−1∑
0
wmwn−1−m. (6.2)
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The function wn has the form
wn = q(n) + dn, q(n) = (−1)nq(n), n1 = 0, d0 = d1 = 0, d2 = −q2, . . . ,
(6.3)
where q(n) is nth derivative of q and dn is the polynomial of q(n−2), q(n−3), . . . , q ′, q.
We are interesting in even n, and we have the identities
w2n = −w′2n−1 − (2w0w2n−2 + 2w1w2n−3 + · · · + 2wn−2wn + w2n−1). (6.4)
Substituting the last equality into (6.1) one obtains
Q2n = (−1)
n+1
22n+1
∫ 1
0
(2w0w2n−2 + 2w1w2n−3 + · · · + 2wn−2wn + w2n−1)dt,
n = 1, . . . , p. (6.5)
Hamiltonian Hm(q),m0, +0 = 0, of the KdV-hierarchy is the function of Qn:
H0(q) ≡
∫ 1
0
q(t)dt = 2Q0, H1(q) ≡ 2−1
∫ 1
0
q2(t)dt = 22Q2, (6.6)
H2(q) ≡ 2−2
∫ 1
0
(
q ′(t)2 + 2q(t)3
)
dt = 23Q4, (6.7)
H3(q) ≡ 2−3
∫ 1
0
(
q ′′(t)2 + 10q(t)q ′(t)2 + 5q(t)4
)
dx = 24Q6, (6.8)
H4(q) ≡ 2−4
∫ 1
0
(
q ′′′(t)2 + 14q(t)q ′′(t)2 + 70q(t)2q ′(t)2 + 112q(t)5
)
dt
= 25Qf8, . . . , (6.9)
see [MM,MO1]. There exist the following identities:
∫ 1
0
(q(n)(t)q(m)(t) + q(n+1)(t)q(m−1)(t))dt = 0, n0, m1. (6.10)
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Relation (6.3) yields
Q2n = (−1)
n
22n+1
∫ 1
0
((q(0) + d0)(q(2n−2) + d2n−2) + (q(1) + d1)(q(2n−3) + d2n−3)
+ · · · + (q(n−2) + dn−2)(q(n) + dn) + (1/2)(q(n−1) + dn−1)2)dt,
n = 1, . . . , p. (6.11)
Select the term depending only on qm (and this term does not depend on dm):
Q2n = Q02n + Q12n, (6.12)
Q02n =
(−1)n+1
22n+1
∫ 1
0
(
2q(0)q(2n−2) + 2q(1)q(2n−3) + · · · + 2q(n−2)q(n) + q2(n−1)
)
dt,
(6.13)
Q12n =
(−1)n
22n+1
∫ 1
0
(
(d0w2n−2 + q(0)d2n−2) + (d1w2n−3 + q(1)d2n−3)
+ · · · + (dn−2wn + q(n−2)dn) + (q(n−1)wn−1 + (1/2)dn−1)
)
dt, n = 1, . . . , p.
(6.14)
Using (6.10) one obtains
Q02n =
1
22n+1
∫ 1
0
q2(n−1)dt (6.15)
and then
Q2n = 122n+1 ‖q
(n−1)‖2 + Q12n. (6.16)
Introduce dn = d0n + d1n , where
d0n = −q(0)q(n−2) − q(1)q(n−1) − q(2)q(n−2) − · · · − q(n−2)q(0),
d1n = −(q(0)dn−2 + d0wn−2) − (q(1)dn−3 + d1q(n−3)) − · · · − (q(n−2)d0 + dn−2w0).
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We need the simple estimate
Lemma 6.1. Let q ∈ W 2p−1(T), p2. Then for each positive n < p the following
estimates are fulﬁlled:
Q2nQ
n
p
2pQ
p−n
p
0 2
p−n
p(p+1) Q
n+1
p+n
2p . (6.17)
Proof. Using the identity Q2n = 1
∫
t2nv(t)dt = 1
∫ [t2pv(t)] np [v(t)] p−np dt and the
Schwarz inequality, we obtain
Q
2p
2nQ
n
p
2pQ
p−n
p
0
and (3.13) yields (6.17). 
We need the result from [BF,MM].
Lemma 6.2. Let q ∈ W 2p−1(T), p2. Then Hamiltonian Hp is a nonlinear functional
of q of the form
Hp = 2−p−1Q2p = 2−p−1
∫ 1
0
Fp(q(x), q
′(x), q ′′(x), . . . , q(p−1)(x))dx. (6.18)
Here Fp is universal isobaric polynomial of precise degree p + 1 without constant
term, the adjective “isobaric” signify that q is considered to be of degree 1 and that
′ = differentiation is consided to raise the degree by 1/2. Moreover, we have the
identity
21+2pQ2p = ‖q(p−1)‖2 + Ep
∫ 1
0
q(x)q(p−2)(x)2dx
+
∫ 1
0
F 1p(q(x), q
′(x), q ′′(x), . . . , q(p−2)(x)) dx, (6.19)
where F 1p
(
q(x), q ′(x), q ′′(x), . . . , q ′′′(x), . . . , q(p−2)(x)
)
is polynomial of q, q ′, q ′′, . . . ,
q(p−2),
F 12p =
∑
Cnq
n0q
n1
1 · · · q
np−2
p−2 . (6.20)
Here Ep is the positive constant and the multi-index n = (n0, n2, . . . , np−2) has the
components, which are integers and satisfy the condition
(n0 + n1 + · · · + np−2) + 12 (n1 + 2n2 + 3n3 + · · · + (p − 2)np−2)
= p + 1, maxpip − 2
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and polynomial F 1p is a linear functional of q(p−2), i.e. if np−2 = 2 for some n, then
the corresponding coefﬁcient Cn = 0.
In this lemma it is important that the polynomial F 1p has not the terms q2p−2.
Recall q = q0 + q1, q0 =
∫ 1
0 q(t)dt .
Lemma 6.3. Let q ∈ W 2p(T), p1. Then the following estimates are fulﬁlled:
‖q1‖ ‖q
′‖√
2
, ‖q‖c ≡ max
x∈T
{|q(x)|} |q0| + 1√
2
‖q ′‖, (6.21)
‖q(n)‖ max
x∈T
{|q(n)(x)|} 1√
2
‖q(n+1)‖, 1np − 1, (6.22)
q0 = 2Q0
√
2(|q1‖), (y) = y(1 + y)1/3, (6.23)
q0 + ‖q ′‖2(‖q ′‖). (6.24)
Proof. The function q1 is continuous in x ∈ R and q1(x0) = 0 for some x0. Hence
we have the identity q1(x) = q1(x0) +
∫ x
x0
q ′(t)dt and the Schwarz inequality yield
‖q1‖‖q ′‖/
√
2 (6.21), which implies (6.21)–(6.22).
Estimate (3.17) and the identity 4S0 = ‖q1‖2 (see (1.3)) give
q0 = 2Q02
√
2S0
(
1 + (2S0)1/2
)1/3

√
2‖q1‖(1 + ‖q1‖)1/3
and (6.23) is true. Rewriting (6.23) in the form q0
√
2(‖q1‖), we get estimate (6.24).

We prove the theorem about the two-sided estimates.
Proof of Theorem 2.5. (1) Rewrite identity (6.7) in the form
25Q4 = ‖q ′‖2 + 2
∫
q3dx (6.25)
and applying (6.21) to the second term, one obtains
∣∣∣∣
∫
q3dx
∣∣∣∣ (q0 + ‖q ′‖)(q20 + ‖q1‖2)33(‖q ′‖) = 3‖q ′‖3(1 + ‖q ′‖).
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This inequality together with (6.25) yields
25Q4‖q ′‖2 + 6‖q ′‖3(1 + ‖q ′‖)8‖q ′‖2(1 + ‖q ′‖2), (6.26)
which implies (2.17). Using (6.21), (6.6), (3.14) we obtain
∣∣∣∣
∫
q3dx
∣∣∣∣ (q0 + ‖q ′‖)‖q‖2 = 16Q0Q2 + ‖q ′‖‖q‖216Q4 + 14‖q ′‖2 + ‖q‖4.
Substituting the last estimate into (6.7) we get
‖q ′‖225Q4 + 2
∣∣∣∣
∫
q3dx
∣∣∣∣ 25Q4 + 32Q4 + 12‖q ′‖2 + 2‖q‖4
and then (6.6) yields
‖q ′‖227Q4 + 4‖q‖4 = 27Q4 + 44Q22. (6.27)
Using (6.17) one obtains (2.18):
‖q ′‖227Q4 + 44(2Q4/34 ).
(2) Consider all terms in (6.8). Relations (6.21), (6.24) imply
∣∣∣∣
∫
qq21dx
∣∣∣∣ (q0 + ‖q ′‖)‖q ′‖22(‖q ′‖)‖q ′‖2
and similarly
∣∣∣∣
∫
q4dx
∣∣∣∣ ‖q‖2c‖q‖2(2(‖q ′‖))2((3/2)(‖q ′‖))2 = 9(‖q ′‖)4.
Substituting the last estimates into (6.8) we obtain
|27Q6 − ‖q ′′‖2|20(‖q ′‖)‖q ′‖2 + 45(‖q ′‖)445‖q ′‖3(1 + ‖q ′‖)7/3. (6.28)
Eq. (6.22) yields
|27Q6 − ‖q ′′‖2|16‖q ′′‖3(1 + ‖q ′′‖)7/3,
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which implies estimate (2.19). Show estimate (2.20). Using (6.17) we obtain Q421/12
Q
3/4
6 , and substituting the last estimates into (2.18) we have
‖q ′‖2210Q3/46
(
1 + Q1/46
)
.
Hence we get
‖q ′‖25Q3/86
(
1 + Q1/86
)
. (6.29)
Consider two cases. First, let Q61, then (6.28) implies ‖q ′‖43Q3/86 43 and (6.28)
yields
‖q ′′‖2 − 27Q6(45)
(
43Q3/86
)3
(65)7/3419Q6. (6.30)
Second, let Q6 > 1, then (6.28) implies ‖q ′‖43Q1/26 and then (6.27) yields
‖q ′′‖2 − 27Q6(45)
(
43Q1/26
)3
(65Q1/26 )
7/3419Q8/36 . (6.31)
The union of (6.27)–(6.30) gives (2.20). 
We prove the last theorem.
Proof of Theorem 2.6. Inequality (2.21) (and (2.22)) have been proved in Lemma 5.2
(and Lemma 3.1). In order to show the others estimates in Theorem 2.6 we use Lemma
6.2 and estimate all terms in (6.19). Enough to consider the following integral:
Bn =
∣∣∣∣∣
∫ 1
0
qn0q
n1
(1) · · · q
np−2
(p−2) dt
∣∣∣∣∣
for ﬁxed multi-index n = (n0, n1, . . . , np−2), where the components (integer) satisfy
Condition in Lemma 6.2. If ip − 3, then (6.21)–(6.22) imply
‖q(i)‖cq0 + ‖q(ni+1)‖q0 + ‖q(p−2)‖ε, ε = (‖q(p−2)‖). (6.32)
Let np−2 = 0, then using (6.32) we obtain
Bn =
∣∣∣∣∣
∫ 1
0
qn0q
n1
(1) · · · q
np−3
(p−3)dx
∣∣∣∣∣ 
(
q0 + ‖q(p−2)‖
)p+1 εp+1. (6.33)
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Let np−2 = 1, applying (6.32) we obtain
Bn =
∣∣∣∣∣
∫ 1
0
qn0q
n1
(1) · · · q1(p−2)dx
∣∣∣∣∣ 
(
q0 + ‖q(p−2)‖
)p ‖q(p−2)‖εp‖q(p−2)‖. (6.34)
Let np−2 = 2, then (2.25) yields
Bn =
∣∣∣∣∣
∫ 1
0
qq2(p−2)dx
∣∣∣∣∣ 
(
q0 + ‖q(p−2)‖
)
‖q(p−2)‖2ε‖q(p−2)‖2. (6.35)
Combining estimates (6.33)–(6.35) we obtain (2.23). Relations (2.23), (6.22) give (2.24):
21+2pQ2p  ‖q(p−1)‖2 + Mp‖q(p−1)‖3
(
1 + ‖q(p−1)‖
) (4p−5)
3
 Mp‖q(p−1)‖2
(
1 + ‖qp−1‖
) (4p−2)
3
.
Let us show (2.25) by induction. At p = 2 and 3 this has been proved in Theorem 6.4.
Assume we have (2.25), we need to show (2.25) for the case p + 1. Relation (6.17)
yields
Q2p2mQ, Q ≡ Q2p+2,  = p + 1
p + 2 , m =
1
p(p + 1) . (6.36)
Substituting the last estimate into (2.25) we obtain
‖q(p−1)‖Rp21+NpQ1(1 + Q2), 1 = 2 , 2 = Np (6.37)
and using (2.23) we have
‖q(p)‖223+2pQ + Mp+1‖q(p−1)‖3
(
1 + ‖q(p−1)‖
) (4p−1)
3
. (6.38)
Consider two cases. First, let Q1, then (6.37) yields
‖q(p−1)‖Rp22+NpQw1 (6.39)
and (6.38) implies
‖q(p)‖223+2pQ + Mp+1
(
Rp22+NpQ1
)3 (
1 + Rp22+Np
) (4p−1)
3 R2p+1Q, (6.40)
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where
R2p+1 = 23+2p + Mp+1
(
Rp24+Np
)2p+4
.
Second, let Q > 1, using (6.37) we obtain
‖q(p−1)‖Rp22+NpQ1+2 (6.41)
and by (6.38)
‖q(p)‖2  23+2pQ + Mp+1
(
Rp22+NpQ1+2
)3 (
1 + Rp22+NpQ1+2
) (4p−1)
3
 R2p+1Q1+2Np+1 ,
where
Np+1 = (1 + 2)2(p + 2)3 =
1
3
(1 + 2Np)(p + 1).
Combining (6.39), (6.41) we obtain (2.25). We will determine the formula for Np.
Introduce Np = ptp/3, then for tp we have tp+1 = 1 + zptp, z = 23 , which yields
tp = 1 + z(p − 1)tp−1 = 1 + z(p − 1) + z2(p − 1)(p − 2) + · · · + zp(p − 1)!
and then using Np = ptp/3 we obtain the formula for Np. 
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