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Abstract
In this paper, we study the problem of finding a maximum matching in the semi-streaming
model when edges arrive in a random order. In the semi-streaming model, an algorithm receives
a stream of edges and it is allowed to have a memory of O˜(n)1 where n is the number of vertices
in the graph. A recent inspiring work by Assadi et al. [1] shows that there exists a streaming
algorithm with the approximation ratio of 2
3
that uses O˜(n1.5) memory. However, the memory
of their algorithm is much larger than the memory constraint of the semi-streaming algorithms.
In this work, we further investigate this problem in the semi-streaming model, and we present
simple algorithms for approximating maximum matching in the semi-streaming model. Our
main results are as follows.
• We show that there exists a single-pass deterministic semi-streaming algorithm that finds a
3
5
(= 0.6) approximation of the maximum matching in bipartite graphs using O˜(n) memory.
This result significantly outperforms the state-of-the-art result of Konrad [15] that finds a
0.539 approximation of the maximum matching using O˜(n) memory.
• By giving a black-box reduction from finding a matching in general graphs to finding
a matching in bipartite graphs, we show there exists a single-pass deterministic semi-
streaming algorithm that finds a 6
11
(≈ 0.545) approximation of the maximum match-
ing in general graphs, improving upon the state-of-art result 0.506 approximation by
Gamlath et al. [9].
1 Introduction
As noted by Lova´sz and Plummer in their book [19] “Matching Theory is a central part of graph
theory, not only because of its applications, but also because it is the source of important ideas
developed during the rapid growth of combinatorics during the last several decades”. Classical
algorithms for finding a matching assume that we have enough memory to store all of the vertices
and edges of the graph in the memory. However, in the era of big data, we often face with massive
datasets that are too large to fit into the computer’s memory. Semi-streaming is one of the models
introduced to deal with massive inputs [7]. In this model, the algorithm has access to a sequence of
edges and it is allowed to have a memory of O˜(n) where n is the number of vertices in the graph.
Finding a large matching as a fundamental problem in graph theory has been extensively studied
in the semi-streaming model.
When edges of the graph arrive in an arbitrary order, it is known that a simple algorithm that
adds edges to the matching in a greedy manner, can find a maximal matching, and in fact, 1/2
approximation of the maximum matching using O˜(n) memory. However, whether or not we can
get better than 1/2 approximation with O˜(n2−ǫ) memory for a constant ǫ > 0 has remained an
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1We use O˜(.) notion to hide logarithmic factors.
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Approximation Factor
Bipartite graphs General graphs Space
Kapralov et al. [14] 1polylogn
1
polylogn O(polylog n)
Konrad et al. [16] 0.5005 0.5003 O˜(n)
Gamlath et al. [9] 0.512 0.506 O˜(n)
Konrad [15] 0.539 - O˜(n)
This paper 0.6 0.545 O˜(n)
Table 1: Single-pass semi-streaming algorithms known for the maximum matching when edges
arrive in a random order.
important open question since the introduction of the semi-streaming model [7]. It is shown in
a series of works [11, 13] that there is no semi-streaming algorithm for the maximum matching
problem with a approximation ratio better than 1 − 1/e. Specifically, a work by Kapralov [13]
shows that any streaming algorithm with the approximation ratio of better than 1 − 1/e requires
n1+Ω(1/ log logn) memory. However, this still leaves room between 1/2 and 1−1/e. In order to make
progress on this long-standing open problem, an influential work by Konrad et al. [16] studied the
problem when edges arrive in a uniformly random order. Despite the fact that the approximation
ratio of the greedy algorithm could be 1/2+o(1) in this setting, they surprisingly showed there exists
an algorithm that achieves the approximation ratio of 1/2 + 0.003 using O˜(n) memory. A recent
inspiring work of Assadi et al. [1] uses edge degree constrained subgraphs (EDCS) introduced by
Bernstein and Stein [2] to design streaming algorithms and they show that there exists a streaming
algorithm for the maximum matching problem with the approximation ratio of 2/3 that uses O˜(n1.5)
memory. However, the memory of their algorithm is not within memory bounds of semi-streaming
algorithms.
In this work, we further study the problem of finding a maximum matching in random arrival
of edges. In this model, Konrad et al. [16] showed that the 1/2 barrier can be broken, and they
designed a semi-streaming algorithm with the approximation ratio of 0.5003 in general graphs and
0.5005 in bipartite graphs. These approximation factors are later improved to 0.539 in bipar-
tite graphs and 0.506 in general graphs [9, 15]. Also, a surprising result by Kapralov et al. [14]
showed that when edges arrive in a random order, there exists a streaming algorithm that finds
(1/polylog n) approximation of the size of a maximum matching using only poly-logarithmic space.
(Table 1) gives a brief survey of known results in a random stream of edges as well as a comparison
to our results.
We improve the state-of-the-art results in both bipartite and general graphs when edges arrive
in a random order. We show that there exists a single-pass semi-streaming algorithm that finds a
0.6 approximation of the maximum matching in bipartite graphs.
Theorem 1.1. There exists a deterministic single-pass semi-streaming algorithm that w.h.p.2 finds
a
(
3
5 − o(1)
)
approximate of the maximum matching in bipartite graphs when edges arrive in a
uniformly random order.
This result significantly improves the randomized algorithm of [15] that finds a 0.539 approx-
imation of the maximum matching in bipartite graphs. We also give a black-box reduction from
finding a matching in general graphs in the semi-streaming model to the problem of finding a
matching in bipartite graphs. Our reduction result is as follows.
2With high probability
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Theorem 1.2. Given any single-pass semi-streaming algorithm with the approximation ratio of
p for finding a maximum matching in bipartite graphs in random arrival of edges, there exists a
semi-streaming algorithm that finds w.h.p. a
( 2p
2p+1−o(1)
)
approximation of the maximum matching
when edges arrive in a random order.
Using this reduction and Theorem 1.1, we can immediately get the following result.
Theorem 1.3. There exists a deterministic single-pass semi-streaming algorithm that finds w.h.p.
a
(
6
11−o(1)
)
(≈ 0.545) approximation of the maximum matching in general graphs when edges arrive
in a random order.
1.1 Related Work
In case of weighted graphs, the problem of finding a maximum weighted matching first considered
by Feigenbaum et al. [8]. They showed that a modification of the greedy algorithm can find a 1/6
approximation of the maximum weighted matching in the semi-streaming model. This bound later
improved in a series of works [17, 21, 5, 4, 18, 10] to (1/2 − ǫ) approximation. A recent work by
Gamlath et al. [9] shows that when edges arrive in a random order, there exists a semi-streaming
algorithm that finds a
(
1/2 + Ω(1)
)
approximation of the maximum weighted matching, beating
the 1/2 barrier for the weighted case.
Another line of research considers the problem of finding an approximate matching in the semi-
streaming model using a very small number of passes [6, 12].
1.2 Overview of Our Algorithm
Our algorithm starts by using a very small fraction of the edges and gives these edges to the greedy
algorithm to find a matching M0. Let R be the set of edges in the graph that do not share a
vertex with the edges in M0. Since the order of edges is uniformly random, it can be shown that
(formalized as in Lemma 3.2) the number of edges in R should be small and we can fit all of them
in the semi-streaming memory of our algorithm. Thus, we can find the maximum matching of R
using any offline algorithm. For now, just suppose that we want to break the 0.5-approximation
barrier. Let µ be the size of maximum matching in the graph. There are at most 2|M0| matching
edges that share a vertex with the edges in M0. Therefore, the size of the maximum matching in
R is at least µ − 2|M0|. Combining this matching with the matching M0 gives us a matching of
size at least µ − |M0|. Therefore, we can get a matching of size max{|M0|, µ − |M0|} using this
simple algorithm. The only case that we do not break the 0.5-approximation barrier is when we
roughly have |M0| = µ/2. Also, the size of a maximum matching in R should be almost zero. This
implies that M0 is almost a maximal matching.
Therefore, in the worst case scenario of the mentioned algorithm, the algorithm can find a
maximal matching M0 by looking at a very small fraction of the edges. Since |M0| = µ/2, there
are |M0| edge disjoint 3-augmenting paths for the edges in M0. All of the previous works in the
semi-streaming model use the remaining edges in the streaming to find augmenting paths for M0
and increase the size of the matching. Our work is different from them from several perspectives.
• All of the previous works, only use the fact that order of the edges is random to argue that
the size of M0 is very close to the half of the size of a maximum matching. For finding
augmenting paths, they use algorithms that also work when order of edges is adversarial.
However, finding augmenting paths is much trickier than finding a matching in graph, and
in fact, finding a matching in a graph can easily be reduced to finding augmenting paths.
It seems the assumption that order of edges is uniformly at random makes the problem of
finding a matching easier. Therefore, this assumption should also helps us to find a better set
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of augmenting paths. Our algorithm is a recursive algorithm that extensively uses the fact
that the order of edges is random, and it finds much better set of augmenting paths.
• Unlike the previous works on this problem, our algorithm finds augmenting paths with a
length larger than 3. We first propose an algorithm for finding 3-augmenting paths, and we
show that the approximation ratio of this algorithm is roughly 4/7 in bipartite graphs. We
then modify this algorithm to find a small set of 5-augmenting paths, and we show that using
this modification, the approximation ratio of our algorithm improves to 3/5.
• The state-of-the-art algorithm for finding semi-streaming matching is randomized [15], how-
ever our algorithm is deterministic and its expected performance only depends on the random
order of the edges, not the random choices of the algorithm.
2 Preliminaries
Let G = (V,E) be a graph. A subset of edges M ⊆ E is a matching if no two different edges in
M share a same endpoint. For any set of edges E, we use µ(E) to denote the size of a maximum
matching in E. We may also abuse the notation through the paper and use µ(E) to refer to the set
of edges in a maximum matching. We use µ(G) to denote the matching of G. We use V (G) and
E(G) to denote the set of vertices and edges of a graph G, respectively. For a subgraph S ⊆ G,
we use V (S) to denote the vertices in G that are not in V (S), i.e., V (S) = V (G) \ V (S). In case
that G = (A,B,E) is a bipartite graph, we use A(S) (respectively, B(S)) to denote the vertices
in A (resp., B) that are not in V (S). When G = (A,B,E) is a bipartite graph, for any edge
e = (a, b) ∈ E, we always assume that a ∈ A and b ∈ B.
For a graph G, let m = |E(G)| be the number of edges in G. A graph stream is a sequence of
distinct edges S = 〈e1, . . . , em〉 where (e1, · · · , em) is a permutation of the edges. Throughout this
paper, we assume that this permutation is chosen uniformly at random from all permutations. We
use S[a,b] to denote the stream 〈ea, · · · , eb〉. Also, we use S(a,b] to denote the stream 〈ea+1, · · · , eb〉.
A simple greedy algorithm (Algorithm 1) returns a 1/2-approximation of the maximum matching
when order of edges is arbitrary. However, it is easy to see that the approximation ratio of the
greedy algorithm when edges arrive in a random order could be 1/2 + o(1). For example, consider
a graph G = (A,B,E) where |A| = |B| = n. Let A = {a1, · · · , an} and B = {b1, · · · , bn}. Then
connect ai to bj if i = j or i ≤ n/2 and j > n/2. Although G has a perfect matching, the subgraph
between the first n/2 vertices of A and the last n/2 vertices of B has Ω(n2) edges, and the algorithm
is very likely to pick these edges in the matching.
Algorithm 1: Algorithm GREEDY.
Data: An arbitrary stream S = 〈e1, . . . , em〉 of edges of a graph G = (V,E).
1: Initially set M = Ø.
2: for each e ∈ S do
3: if M∪ {e} is a matching then
4: M←M∪ {e}.
5: return M.
A result by Chitnis et al. [3] shows that the maximum matching can be found in the streaming
model with a memory of size O˜(k2) where k is the cardinality of the maximum matching. Therefore,
if µ(G) ≤ √n, using their algorithm we can find the exact solution using a memory of size O˜(n).
In fact, we can always run their algorithm in parallel, and set a limitation for the memory that it
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uses, and if µ(G) is small, this algorithm finds the exact solution. Therefore, throughout this paper
we can assume that µ(G) ≥ √n.
In our analyses, we often use the Chernoff bound to prove concentration bounds (We refer the
reader to [20] for the an introduction to negative association and Chernoff bound).
Theorem 2.1 (Chernoff bound). Given n negatively associated random variables X1, · · · ,Xn taking
values in {0, 1}, let X denote their sum. Then, for 0 ≤ δ ≤ 1 we have
Pr
[
X ≤ (1− δ)E[X]] ≤ exp
(
− δ
2
E[X]
2
)
.
And,
Pr
[
X ≥ (1 + δ)E[X]] ≤ exp
(
− δ
2
E[X]
3
)
.
3 Semi-Streaming Matching in Bipartite Graphs
Algorithm 2: Algorithm BIPARTITE-MATCHING for finding an approximate matching in
bipartite graphs.
Data: A random order stream S = 〈e1, . . . , em〉 of edges of a bipartite graph G = (A,B,E).
1: Run GREEDY on the edges S[1,m/ logn] to find a matching M0.
2: Run the following subroutines in parallel.
3: Subroutine 1:
4: Run BIPARTITE-AUG-PATH with the input of matching M0 and the stream of edges
e ∈ S(m/ logn,m] such that exactly one of the endpoints of e is in V (M0). Let T be the set of
edges returned by BIPARTITE-AUG-PATH.
5: Subroutine 2:
6: Store all edges e ∈ S(m/ logn,m] such that e ∩ V (M0) = Ø. Let R be the set of these
edges.
7: return µ(M0 ∪ T ∪R).
In this section, we present our algorithm for finding an approximate matching in a random
stream of edges. In our algorithm (formalized as in Algorithm 2), we first pick a small fraction of
edges and find an approximate matching of these edges using GREEDY algorithm. Specifically, we
pick the first 1/ log n fraction of the edges in the stream and we use GREEDY algorithm to find a
matching M0. Let R be the set of edges in the remaining stream that do not interfere with any of
edges in M0. In the following lemma which is first proved in [9], we show that w.h.p. the number
of edges in R is O˜(n). Therefore, we can store all of them in the memory.
Lemma 3.1. Let G = (V,E) be a graph with n vertices and m edges, H be a subgraph in G, and
S = 〈e1, · · · , em〉 be a random stream of edges of G. Let M0 be the output of GREEDY on edges
of S[1,γ·m] that are in H. Assume that
1
log100 n
≤ γ ≤ 1, then w.h.p.,
∣∣E(H \ V (M0))∣∣ = O˜
(
n
γ
)
.
Proof. Let m′ = |E(H)| be the number of edges in H. If m′ ≤ n, then the lemma clearly holds.
Otherwise assume that m′ > n. We know that the expected number of edges of E(H) that are in
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S[1,γ·m] is γ ·m′. By Chernoff bound, the probability that less than γ ·m′/2 of these edges are in
S[1,γ·m], is at most
exp
(
− γ ·m
′
8
)
≤ exp
(
− n
100 log100 n
)
Which is less than n−15 for a large enough n. Therefore, with a probability of at least 1 − n−15,
the greedy algorithm sees γ ·m′/2 edges of H.
For a vertex v, Let pi be the probability of the event that v is not matched using the first i
edges in H and v has at least 30 log n/γ neighbors in H among unmatched vertices. We show that
pγ·m′/2 ≤ n−15. Therefore, by the union bound, the probability that at least one unmatched vertex
has 30 log n/γ neighbors in H \ V (M0) is n−14, and we can assume w.h.p. no such vertex exists,
and it proves the lemma.
Consider the event that v is not matched by the first i − 1 edges and it has di ≥ 30 log n/γ
unmatched neighbors. In each step of GREEDY algorithm we pick a random edge, and we add
it to our matching if it do not interfere with the matching edges. The probability that v remains
unmatched in the step i is at most 1− di/(m′ − i+ 1). Since di ≥ 30 log n/γ, we have
pi ≤ pi−1
(
1− 30 log n
γ(m′ − i+ 1)
)
≤ pi−1
(
1− 30 log n
γm′
)
.
Therefore,
pγ·m′/2 ≤
γ·m′/2∏
i=1
(
1− 30 log n
γ ·m′
)
=
(
1− 30 log n
γ ·m′
)γ·m′/2
≤ e−15 logn = n−15 .

According to the lemma above, the number of edges that do not interfere with any edge of M0
is small and w.h.p. we can store all of them in a memory of O˜(n). Let R be the set of these residual
edges. Since edges in R are disjoint from edges in M0, we can compute the maximum matching
in R using any offline algorithm, and report M0 ∪ µ(R) as a matching. In the following lemma
we show when size of M0 is small, this approach gives us a good approximation of the maximum
matching.
Lemma 3.2. Given a graph G = (V,E), and a matching M, let R = E(G \ V (M)) be the set
of edges that do not interfere edges in M. If |M| = αµ(G), then µ(R) ≥ (1 − 2α)µ(G) and
|M ∪ µ(R)| ≥ (1− α)µ(G).
Proof. Let M∗ be an arbitrary maximum matching in G. Let M∗1 be the set of the edges in M∗
that do not interfere with the edges in M, i.e., M∗1 =M∗ ∩R, and let M∗2 =M∗ \M∗1 be the set
of edges in M∗ that are incident to V (M). Since edges in M∗2 are a matching and they each are
incident to a vertex in V (M), we have
|M∗2| ≤ |V (M)| . (1)
Therefore,
|V (M)| ≤ 2|M| .
This along with (1) implies that
|M∗2| ≤ 2|M| = 2αµ(G) .
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Therefore,
|M∗1| = |M∗| − |M∗2| = µ(G)− |M∗2| ≥ µ(G)(1 − 2α) .
Note that µ(R) is the maximum matching in G\V (M), and all of the edges inM∗1 are in G\V (M).
Therefore,
µ(R) ≥ |M∗1| ≥ µ(G)(1 − 2α) . (2)
It implies,
|M ∪ µ(R)| = |M|+ |µ(R)|
≥ |M|+ µ(G)(1 − 2α) By (2).
= αµ(G) + µ(G)(1 − 2α) Since |M| = αµ(G).
= µ(G)(1 − α) ,
which proves the lemma. 
The mentioned lemma shows that if in our algorithm the size of the matching M0 is very
small, then we can find a good approximate of the maximum matching by finding µ(R). Also,
if size of the matching M0 is very large, we already have a large matching. Therefore, the hard
case is when size of the M0 is neither too small nor too large. In this case the algorithm calls
BIPARTITE-AUG-PATH. Suppose that E′ is the set of edges in the remaining stream. The
algorithm finds a set 3-augmenting paths and returns a set of edges T that are candidate edges for
3-augmenting paths. The algorithm BIPARTITE-AUG-PATH guarantees to return a set of edges
T such that µ(T ∪ R) ≥ (47 − o(1))µ(E′). We claim that w.h.p. µ(E′) ≥ (1 − o(1))µ(G), and this
immediately implies that µ(T ∪R) ≥ (47−o(1))µ(G). We later improve the bound to (35−o(1))µ(G)
in Subsection 3.2.
To show that µ(E′) ≥ (1 − o(1))µ(G), fix an arbitrary maximum matching M∗ in G. Each
edge e ∈ M∗ is in the last (1− 1/ log n) fraction of the edges with the probability of (1− 1/ log n).
Thus, e is in E′ with the probability of (1 − 1/ log n). Therefore, the expected number of edges
from M∗ that are in E′ is µ(G)(1 − 1/ log n). By Chernoff bound the probability that more than
2/ log n fraction of these edges are in the first 1/ log n fraction of the stream is bounded by
exp
(
− |M
∗|
3 · log n
)
≤ exp
(
−
√
n
3 log n
)
. Since µ(G) ≥ √n.
For a large enough n, we have
√
n/(3 log n) ≥ 10 log n. Therefore, the probability above is bounded
by exp(−10 log n) = n−10. Therefore, w.h.p. the size of the maximum matching in the remaining
stream is at least µ(G)(1 − 2/ log n) = µ(G)(1 − o(1)).
3.1 Finding 3-augmenting paths
In this section we explain our algorithm for finding 3-augmenting paths. Suppose that we
are given a graph G = (A,B,E) and a matching M0 in G. Let R be the set of edges that
do not interfere with any of edges in M0. Algorithm BIPARTITE-AUG-PATH finds a set of 3-
augmenting paths and returns a set T of the candidate edges for augmenting M0 such that w.h.p.
µ
(
T ∪ R) ≥ (47 − o(1))µ(G). From the algorithm BIPARTITE-MATCHING we know that w.h.p.
the number of edges in R is O˜(n) and we can store all of them in the memory. Therefore, we can
find the matching µ
(
T ∪R), and in fact, get a 4/7−o(1) approximation of the maximum matching.
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Algorithm 3: BIPARTITE-AUG-PATH Algorithm for augmenting a matching using 3-
augmenting paths.
Data: A random order stream S = 〈e1, . . . , em〉 of edges of a bipartite graph G = (A,B,E),
and a maximal matching M0.
1: Set τ = 1
100 log3 n
.
2: Run the following subroutines in parallel.
3: Subroutine 1:
4: Run GREEDY to find a matching P1 on the set of edges (a, b) ∈ S[1,m·τ ] such that
a ∈ A(M0) and b /∈ B(M0).
5: Let MP = {e ∈ M0|e ∩ V (P1) 6= Ø} be the set of edges in M0 that are incident to the
edges in P1.
6: Run GREEDY to find a matching P2 on the set of edges (a, b) ∈ S(m·τ,2m·τ ] such that
a /∈ A(M0) and b ∈ B(MP ).
7: Subroutine 2:
8: Run GREEDY to find a matching Q1 on the set of edges (a, b) ∈ S[1,m·τ ] such that
a /∈ A(M0) and b ∈ B(M0).
9: Let MQ = {e ∈ M0|e ∩ V (Q1) 6= Ø} be the set of edges in M0 that are incident to the
edges in Q1.
10: Run GREEDY to find a matching Q2 on the set of edges (a, b) ∈ S(m·τ,2m·τ ] such that
a ∈ A(MQ) and b /∈ B(M0).
11:
12: if |P2| ≥ |M0|/ log n or |Q2| ≥ |M0|/ log n ; // W.l.o.g., assume |P2| ≥ |M0|/ log n.
1 then
13: Let U be maximum 3-augmenting paths for M0 using the edges P1 and P2.
14: Let T be the output of BIPARTITE-AUG-PATH with the input of matching M0∆U , and
the stream of edges S(2m·τ,m].
15: return T ∪M0.
16: else
17: Run the following subroutines in parallel.
18: Subroutine 3:
19: Store all edges e = (a, b) ∈ S(2m·τ,m] such that a /∈ A(M0) and b ∈ B(MP ) and
e ∩ V (P2) = Ø. Let R1 be the set of these edges.
20: Subroutine 4:
21: Store all edges e = (a, b) ∈ S(2m·τ,m] such that a ∈ A(MQ) and b /∈ B(M0) and
e ∩ V (Q2) = Ø. Let R2 be the set of these edges.
22: Subroutine 5:
23: Store all edges e = (a, b) ∈ S(2m·τ,m] such that a ∈ A(M0) and b /∈ B(M0) and
e ∩ V (P1) = Ø. Let R3 be the set of these edges.
24: Subroutine 6:
25: Store all edges e = (a, b) ∈ S(2m·τ,m] such that a /∈ A(M0) and b ∈ B(M0) and
e ∩ V (Q1) = Ø. Let R4 be the set of these edges.
26:
27: Let T be M0 ∪ P1 ∪ P2 ∪Q1 ∪Q2 ∪R1 ∪ · · · ∪R4.
28: return T .
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In order to demonstrate the intuition behind our algorithm, we first describe the algorithm
when M0 is a maximal matching. Since M0 is maximal, we have |M0| ≥ µ(G)/2. For the sake of
simplicity, we only consider the case that seems to be the worst case and we assume that the size of
|M0| is exactly µ(G)/2, i.e., |M0| = µ(G)/2. We show that Algorithm BIPARTITE-AUG-PATH
finds a set of 3-augmenting paths such that by swapping the edges along these augmenting paths,
we can get w.h.p. a matching M1 with the size of at least
(
2
3 − o(1)
)
µ(G). Since M0 is maximal
and its size is µ(G)/2, each edge in M0 is part of a disjoint 3-augmenting path. Therefore there
exist a perfect matching between the matched vertices of part A (resp., B) and unmatched vertices
in B (resp., A). Let use GU to denote the induced subgraph between the matched vertices in A and
unmatched vertices in B. Then, we know that the size of the maximum matching in GU is |M0|,
i.e., µ(GU ) = |M0|. Similarly, we define GL to be the induced subgraph graph between matched
vertices in B and unmatched vertices in A. Using a similar argument we have µ(GL) = |M0|.
Simply finding a matching in GU and GL is not enough for finding 3-augmenting paths. For
example, suppose we use GREEDY algorithm to find a matching in GU and GL. Since the ap-
proximation ratio of the greedy algorithm is 1/2, it is possible that the greedy algorithm returns
a matching of size |M0|/2 in both GU and GL. The worst case scenario is when for each edge
e ∈ M0, at most one of its endpoints is covered by these two matchings. In this case, we cannot
find any 3-augmenting path for the edges in M0. This example shows that finding 3-augmenting
paths is by nature harder than finding a matching between matched and unmatched vertices.
Suppose that we want to find a 3-augmenting path for some edge e ∈M0. Then, we should find
a path (eU , e, eL) in the graph where eU ∈ E(GU ) and eL ∈ E(GL). We refer to eU as a upper wing
and we refer to eL as a lower wing. Let τ =
1
100 log3 n
be a very small number. Algorithm 3 first
finds a matching P1 (respectively, Q1) in GU (resp., GL) using the τ fraction of the edges which is
only a small portion of all edges. Consider an edge e = (a, b) ∈M0 such that a is matched by P1.
Then, the matching edge in P1 is an upper wing for e. If we match the other end of e, i.e., vertex
b, to one of the vertices in A(GL), then we have a lower wing and we can find a 3-augmenting path
for e and increase the size of the matching. Let MP = {e ∈ M0|e ∩ P1 6= Ø} be the matching
edges in M0 that are incident to the edges in P1. In order to find 3-augmenting paths, we use
another τ fraction of the edges to match the vertices in B(MP ) to the vertices in A(GL). Let P2
be the result of GREEDY algorithm to find this matching. We can use edges in P1 and P2 to find
min
{|P1|, |P2|} = |P2|, 3-augmenting paths for M0.
Consider the case that |P2| ≥ |M0|/ log n. In this case we can find |M0|/ log n disjoint
3-augmenting paths. Therefore, we can increase the size of M0 by a multiplicative factor of
(1 + 1/ log n) by swapping the edges along these augmenting paths. Therefore, our algorithm
can increase the size of M0 by a factor of (1 + 1/ log n) using only 2τ ≤ 150 log3 n fraction of the
edges which is a very small portion of all edges. In this case we increase the size of M0 and recur-
sively call the algorithm to increase the size of the new matching. Since the size ofM0 will increase
by a factor of (1 + 1/ log n) by each recursive call and initially the size of our matching is at least
µ(G)/2, the maximum number of recursive calls is bounded by log1+logn 2 ≤ log n. Eventually, our
algorithm reaches a state such that |P2| < |M0|/ log n and at this point the algorithm has seen at
the at most 2τ · log n = 1
50 log2 n
fraction of the edges which is still very small. Therefore, we can
assume that the size of P2 (similarly, Q2) is at most |M0|/ log n = o(|M0|).
Consider the case that the size of P1 is large. In this case, the greedy algorithm had returned
a matching of size |P2| = o(|M0|) = o(|P1|) between the vertices B(MP ) and A(GL) which is very
small. Roughly speaking, almost all of the vertices in B(MP ) and A(GL) are remained unmatched
using the greedy algorithm. Lemma 3.1 implies that w.h.p. the number of edges between the
vertices B(MP ) and A(GL) that do not interfere with the edges in P2 is bounded by O˜(n) and we
can store all of them in the memory. Recall that there exists a perfect matching in GL. Therefore,
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the size of the maximum matching between B(MP ) and A(GL) is |P1| and at most 2|P2| edges of
them interfere with the vertices in V (P2). Since we can store all edges between B(MP ) and A(GL)
that are not incident to the vertices in V (P2), we can find a matching of size
|P1| − 2|P2| = |P1|
(
1− o(1)) ,
between B(MP ) and A(GL). Thus, we can find |P1|
(
1 − o(1)) augmenting paths for |M0| and
increase the size of the matching. If |P1| ≥ |M0|/3, then the size of the matching returned by our
algorithm is at least
|M0|+ |P1|
(
1− o(1)) ≥ |M0|(1 + 1/3− o(1))
≥ µ(G)
2
(
1 + 1/3 − o(1)) Since M0 is a maximal matching.
=
(
2/3 − o(1))µ(G) ,
which is the desired approximation ratio.
The remaining case is when |P1| < |M0|/3. Recall that P1 is the result of the running the
greedy algorithm in order to find a matching in GU . Lemma 3.1 implies that w.h.p. the number
of edges in GU \ V (P1) is O˜(n) and we can store all of them in the memory. Let R′ be the set of
these edges. By Lemma 3.2 we know that
|P1 ∪ µ(R′)| ≥ µ(GU )− |P1|
= |M0| − |P1|
≥ 2|M0|
3
. Since |P1| < |M0|/3.
Therefore, the algorithm can find a matching of size 2|M0|/3 in GU . Using a similar argument
about Q1, we can say that the algorithm finds a matching of size at least 2|M0|/3 in GL. Therefore,
the number of edges in M0 that are covered by both of these matchings is at least
2|M0|
3
+
2|M0|
3
− |M0| = |M0|
3
.
As the result, the algorithm can find |M0|/3 augmenting paths. By applying these augmenting
paths, we get a matching of size at least
|M0|(1 + 1/3) ≥ µ(G)
2
(1 + 1/3) Since M0 is a maximal matching.
= (2/3)µ(G) ,
which is the desired approximation ratio. Roughly speaking, this shows that our algorithm has an
acceptable approximation ratio when M0 is maximal. In the following theorem, we demonstrate
the performance of our algorithm giving any matching M0.
Theorem 3.3. Given a bipartite graph G = (A,B,E) with n vertices and a matching M0. Algo-
rithm BIPARTITE-AUG-PATH returns a set of edges T such that M0 ⊆ T and w.h.p. in n, we
have |T | = O˜(n) and µ(T ∪ R) ≥ (47 − o(1))µ(G) where R = E(G \ V (M0)) is the set of edges in
G that do not interfere with the edges in M0.
Proof. Consider an arbitrary maximum matching M∗ in G. Let M∗1 be the set of edges in M∗
that are incident to the edges in M0, and M∗2 =M∗ \M∗1 be the set of other edges. M∗1 and M∗2
partition the edges in M∗. Therefore, we have
|M∗1|+ |M∗2| = |M∗| = µ(G) . (3)
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For every edge in M∗1, at least one of its endpoints is in V (M0). Therefore,
|M∗1| ≤ 2|M0| . (4)
We claim that |M0| ≤ |M∗1|. Since edges in M∗2 do not interfere with the edges in M0, edges
in M0 ∪M∗2 are a matching in the graph. Recall that M∗ is a maximum matching in G. Since
M0 ∪M∗2 is a matching we have
|M0|+ |M∗2| ≤ |M∗|
⇒ |M0|+ |M∗2| ≤ |M∗1|+ |M∗2| By (3).
⇒ |M0| ≤ |M∗1| .
This along with (4) implies that |M0| = (1/2 + δ)|M∗1| where 0 ≤ δ ≤ 1/2. Suppose that
|M∗1| = αµ(G). Considering the matching M0 ∪ µ(R), we have
|M0 ∪ µ(R)| ≥ |M0|+ µ(R)
≥ |M0|+ |M∗2| Since every edge in M∗2 is in R.
= |M0|+ (1− α)µ(G) Since |M∗1|+ |M∗2| = µ(G).
= (1/2 + δ)|M∗1|+ (1− α)µ(G)
= (1/2 + δ)αµ(G) + (1− α)µ(G) Since |M∗1| = αµ(G).
= µ(G)(1 − α/2 + αδ) .
Therefore, if α/2− αδ ≤ 37 , we have
|M0 ∪ µ(R)| ≥ µ(G)(1 − α/2 + αδ) ≥ 4
7
µ(G) .
Since M0 ⊆ T , in the set T returned by the algorithm we have µ(T ∪ R) ≥ 47µ(G) which is the
desired bound. Therefore, for the rest of the proof we can assume that
α/2 − αδ ≥ 3
7
. (5)
This also implies that α/2 + αδ ≤ 47 , since
α/2 + αδ = α− (α/2 − αδ)
≤ 1− (α/2 − αδ) Since α ≤ 1.
≤ 4/7 . By (5). (6)
We use GU to denote the induced subgraph between the matched vertices in A and unmatched
vertices in B, i.e., GU is the induced subgraph between the vertices A(M0) and B(M0). We also
use GL to denote the induced subgraph between the matched vertices in B and unmatched vertices
in A. In order to find 3-augmenting paths for the edges in M0, the algorithm should find upper
wings from GU and lower wings from GL. Let τ =
1
100 log3 n
, the algorithm uses τ fraction of the
edges and runs GREEDY algorithm to find a matching P1 (respectively, Q1) in GU (resp., GL). Let
E′ ⊆ E be the set of edges in E that are incident to the vertices in V (M0). M∗1 is a matching
using the in E′. Therefore, µ(E′) ≥ |M∗1|. The following claim shows that there exists a matching
of size at least (1/2 − δ)|M∗1| in both GU and GL. The proof is deferred to Appendix A.
Claim 3.4. Given a bipartite graph G = (A,B,E) and a maximal matching M, suppose that
|M| = (1/2+ δ)µ(G) where 0 ≤ δ ≤ 1/2, then there exists a matching of size at least (1/2− δ)µ(G)
between vertices A(M) and B(M) and also between vertices B(M) and A(M).
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The algorithm uses a small fraction of edges to find matchings P1 and Q1. LetMP be the edges
in M0 that are incident to the edges in P1. Specifically, MP = {e ∈ M0|e ∩ V (P1) 6= Ø}. Each
edge in MP is matched by the matching P1. Therefore, we have an upper wing for every edge in
MP . If we can find lower wings for these edges, then we have found 3-augmenting paths for these
edges, and we can increase the size of the matching. In order to find lower wings, the algorithm in
(Subroutine 1) uses another τ fraction of the edges and calls the greedy algorithm to match vertices
in B(MP ) to the vertices in A(GL). Let P2 be the result of this matching. We can use edges in P1
and P2 to find min
{|P1|, |P2|} = |P2|, 3-augmenting paths for M0. If |P2| ≥ (1/ log n)|M0|, then
by switching the edges along the augmenting paths, we can increase the size of M0 by a factor of
(1 + 1/ log n). In this case, the algorithm increases the size of M0 and recursively calls itself with
the new matching. Let t be the number of recursive calls. Since the size of matching M0 is always
bounded by µ(G), we have
(
1 +
1
log n
)t
≤ µ(G) ≤ n .
Thus, t is at most log1+1/ logn n which is at most 2 log
2 n for a large enough n. By the end of
all recursive calls the algorithm has only used t · 2τ · m ≤ m/(25 log n) edges which is only a
small fraction of all edges. After at most t recursive calls, the algorithm reaches a state where
|P2| < |M0|/ log n. At this point the algorithm has used at most 1/(25 log n) fraction of the edges.
We argue that ignoring this small fraction of the edges does not affect the size of the maximum
matching. Since edges arrive in a uniformly random order, for each edge inM∗ the probability that
this edge is within the first 1/(25 log n) fraction of the edges is 1/(25 log n). Hence, the expected
number of edges in M∗ that are in the first 1/(25 log n) fraction of the edges is |M∗|/(25 log n).
By Chernoff bound the probability that more than 2|M∗|/(25 log n) of these edges are in the first
1/(25 log n) fraction of the edges is bounded by
exp
(
− |M
∗|
3 · 25 log n
)
≤ exp
(
−
√
n
75 log n
)
. Since µ(G) ≥ √n.
For a large enough n, we have
√
n/(75 log n) ≥ 10 log n. Therefore, the probability above is bounded
by exp(−10 log n) = n−10 for a large enough n. Therefore, w.h.p. the size of the maximum matching
in the remaining stream is at least
|M∗|
(
1− 2
25 log n
)
= µ(G)
(
1− 2
25 log n
)
= µ(G)
(
1− o(1)) .
Thus, the recursive calls of the algorithm does not change the size of the matching, and we can
assume |P2| < |M0|/ log n. Also, using a similar argument we can assume |Q2| < |M0|/ log n.
By a slight abuse of notion, we suppose that M∗ is a maximum matching in the remaining
stream. We also suppose that M∗1 is the set of edges in M∗ that are incident to the edges in M0,
and M∗2 =M∗ \M∗1 is the set of other edges in M∗. Therefore,
|M∗| = |M∗1|+ |M∗2| = µ(G)
(
1− o(1)) .
Let RP be the set of edges in M∗2 that are incident to the edges in P1. In other words,
RP = {e ∈ M∗2 | e ∩ V (P1) 6= Ø} .
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Similarly, we define RQ to be
RQ = {e ∈ M∗2 | e ∩ V (Q1) 6= Ø} .
In order to prove the theorem, we consider two different cases on sizes of P1, Q1, RP and RQ. The
cases are as follows.
• Case 1: |P1| − |RP | ≥ 17µ(G), or |Q1| − |RQ| ≥ 17µ(G).
Without loss of generality, we assume that |P1|− |RP | ≥ µ(G)/7. Recall that MP is the set
of edges in M0 that are incident to the edges in P1. Since P1 is a matching in GU , each edge
in MP has an upper wing, and if we find lower wings for them, we have a set of 3-augmenting
path. The Algorithm in (Subroutine 1) picks a small fraction of edges and finds a greedy
matching P2 between the vertices in B(MP ) and A(GL). As we discussed before, we can
assume that |P2| ≤ |M0|/ log n. Therefore, we have
|P2| ≤ |M0|
log n
≤ µ(G)
log n
= o(µ(G)) .
Thus, the greedy algorithm has matched only a small fraction of the vertices in the induced
graph between B(MP ) and A(GL). Let G′ be the induced subgraph between vertices B(MP )
and A(GL). By Lemma 3.1 we have that w.h.p. the number of edges in the graph G
′ \V (P2)
is bounded by O˜(nτ ) = O˜(n) and we can store all of them in the memory bound of our
semi-streaming algorithm. The algorithm saves all of these edges in (Subroutine 3).
In the following claim we show that there exists a matching in G′ with the size of at least(|P1| − µ(G) · 2δα) such that its edges do not interfere with the edges in M∗2. The proof can
be found in Appendix A.
Claim 3.5. Let M′ be the set of edges in M∗1 that are in G′. Then, |M′| is at least |P1| −
µ(G) · 2δα.
We show that how this claim implies that the approximation ratio of our algorithm is at least
(4/7− o(1)). Suppose that µ(G′) is at least (|P1|−µ(G) ·2δα). Let G′′ be the graph resulting
from removing the vertices of P2 from G
′, i.e., G′′ = G′ \V (P2). Since size of P2 is very small
and it is at most o(µ(G)), we have that
µ(G′′) ≥ µ(G′)− 2|P2| = |P1| − µ(G) · 2δα − o(µ(G)) = |P1| − µ(G)
(
2δα + o(1)
)
.
Since we store all of the edges in G′′ in our memory, we can find a matching M′ of size at
least |P1| − µ(G)
(
2δα + o(1)
)
in this subgraph such that the edges of this matching do not
interfere with the edges inM∗2. Each matching edge in this subgraph will be a lower wing for
an edge in MP . Therefore, the algorithm will find |P1|−µ(G)
(
2δα+ o(1)
)
augmenting paths.
These augmenting paths interfere with at most |RP | edges of M∗2, since none of the edges in
M′ interfere with the edges in M∗2. Let T the union of the edges in M0 and the augmenting
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paths that we have found. According to what we discussed, we have
µ(T ∪R)
≥ |M0|+
(|P1| − µ(G)(2δα + o(1)))+ |M∗2| − |RP |
= (1/2 + δ)|M∗1|+ |P1| − µ(G)
(
2δα + o(1)
)
+ |M∗2| − |RP |
= (1/2 + δ)αµ(G) + |P1| − µ(G)
(
2δα + o(1)
)
+ |M∗2| − |RP | Since |M∗1| = α|M∗|.
= (1/2 − δ)αµ(G) + |P1| − o(µ(G)) + |M∗2| − |RP |
= (1/2 − δ)αµ(G) + |P1|+ (1− α)µ(G) − |RP | − o(µ(G)) Since |M∗2| = |M∗| − |M∗1|.
=
(
1− α/2− δα − o(1))µ(G) + |P1| − |RP |
≥ (1− α/2− δα − o(1))µ(G) + µ(G)/7 Since |P1| − |RP | ≥ µ(G)/7.
=
(
8/7 − α/2− δα − o(1))µ(G) .
By inequality above and (6), we have,
µ(T ∪R) ≥ (8/7 − α/2− δα − o(1))µ(G)
≥ (4/7 − o(1))µ(G) , By (6).
which is our desired bound. We can use a similar argument to show that when |Q1| − |RQ| ≥
1
7µ(G), the approximation ratio of algorithm is at least
(
4
7 − o(1)
)
.
• Case 2: |P1| − |RP | < 17µ(G), and |Q1| − |RQ| < 17µ(G).
The remaining case is when |P1| − |RP | < 17µ(G) and |Q1| − |RQ| < 17µ(G). Recall that P1
and Q1 are the result of the greedy matching algorithm using τ fraction of the edges in GU
and GL. Therefore, by Lemma 3.1, we know that with w.h.p. we can store all of the edges
in GU \ V (P1) and also all the edges in GL \ V (Q1) within a memory of size O˜(n/τ) = O˜(n)
which is within the memory bound of the semi-streaming algorithms. The algorithm stores
all the edges in GU \ V (P1) and also all the edges in GL \ V (Q1) in (Subroutine 5) and
(Subroutine 6) respectively. Let R3 and R4 be the set of these edges respectively, and T be
P1 ∪Q1 ∪R3 ∪R4. We show that µ(T ) ≥
(
4
7 − o(1)
)
µ(G).
We claim that using the edges in R3 and P1 we can find a matching of size of (
2
7−o(1))µ(G)
in GU . Consider the matching M∗1. By Claim 3.4 we know there exists a matching of size at
least (1/2 − δ)|M∗1| in GU . Let M be this matching in GU , and M′ be the set of the edges
in M that interfere with the edges in P1, i.e., M′ = {e ∈ M | e ∩ V (P1) 6= Ø}. We show
that the size of M′ is at most 2|P1| − |RP |. The total number of vertices covered by P1 is
exactly 2|P1|. However, we know that |RP | edges from P1 cover at least one vertex fromM∗2.
Since vertices of M∗1 and M∗2 are disjoint, it implies that the number of edges in M∗1 that
are covered by P1 is at most 2|P1| − |RP |. Thus, |M′| ≤ 2|P1| − |RP |. Note that edges in
M\M′ do not share a vertex with the edges in P1. Therefore, the size of maximum matching
in R3 ∪ P1 is at least,
|P1|+ |M| − |M′| ≥ |P1|+ |M| − (2|P1| − |RP |) Since |M′| ≤ 2|P1| − |RP |.
= |RP | − |P1|+ |M|
> |M| − µ(G)/7 . By the assumption of Case 2.
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Since the size M is at least (1/2 − δ)|M∗1|, we have
µ(R3 ∪ P1) ≥ |M| − µ(G)/7
≥ (1/2 − δ)|M∗1| − µ(G)/7
= (1/2 − δ)α|M∗| − µ(G)/7 Since |M∗1| = α|M∗|.
= (1/2 − δ − o(1))αµ(G) − µ(G)/7
= µ(G)(α/2 − αδ − 1/7− o(1))
≥ µ(G)(3/7 − 1/7 − o(1)) By (5).
= µ(G)(2/7 − o(1)) .
Using a similar argument for R4∪Q1, we can say that µ(R4∪Q1) ≥ (27−o(1))µ(G). Therefore,
µ(T ) = µ(P1 ∪Q1 ∪R3 ∪R4) = µ(P1 ∪R3) + µ(Q1 ∪R4) ≥ µ(G)(4/7 − o(1)) .
Which is our desired bound. This completes the analysis for the only remaining case and
completes the proof of the theorem.

3.2 Finding 5-augmenting paths
In this section, we slightly modify BIPARTITE-AUG-PATH algorithm to find a small set of 5-
augmenting paths. The algorithm receives an initial matching M0, and finds a set of augmenting
paths for M0. We use GU to denote the induced subgraph between the matched vertices in A and
unmatched vertices in B, i.e., GU is the induced subgraph between the vertices A(M0) and B(M0).
We also use GL to denote the induced subgraph between the matched vertices in B and unmatched
vertices in A. In order to find 3-augmenting paths for the edges in M0, the algorithm should find
upper wings from GU and lower wings from GL. Similar to our algorithm in the previous section,
the algorithm uses a very small fraction of the edges to find a matching P1 in GU and Q1 in GL. Let
MP andMQ be the matching edges inM0 that are incident to the edges in P1 and Q1 respectively.
Consider an edge e ∈ MP ∩ MQ, we can find an upper wing for this edge using the edges
in P1, and we can also find a lower wing for this edge using the edges in Q1. Therefore we can
find |MP ∩MQ| disjoint 3-augmenting paths. If the size of MP ∩MQ is large, e.g., larger than
(1/ log n)|M0|, our algorithm has found a large set of 3-augmenting paths by only using 2τ fraction
of the edges which is very small. We can then switch the edges along these augmenting paths,
and recursively find augmenting paths for the new matching. Therefore we can assume the size of
MP ∩MQ is at most o(|M0|). In other words we can assume the sets MP and MQ are almost
disjoint.
Our algorithm (formally as Algorithm 4) then finds a matching between B(MP ) and A(MQ).
Consider an edge e between B(MP ) and A(MQ), this edge connects two matching edges e0 ∈ MP
and e1 ∈ MQ to each other. Recall using the edges in P1, we have a upper wing for e0. Let eU
be the upper wing. Also using the edges in Q1, we have a lower wing for e1. Let eL be the lower
wing. Then (eU , e0, e, e1, eL) is a 5-augmenting path in our graph. Our algorithm uses a very small
fraction of the edges to find a matching between B(MP ) and A(MQ). If it finds a matching with
a large size, then we have a large number of 5-augmenting paths. We can exchange the edges along
these augmenting paths and recursively solve the problem for the new matching. Otherwise, we
can assume that the size of the matching found between B(MP ) and A(MQ) is very small. In that
case Lemma 3.1 roughly implies that we can store all edges between B(MP ) and A(MQ) using a
very small memory. We show that our algorithm finds
(
3
5 − o(1)
)
approximation of the maximum
matching.
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Algorithm 4: BIPARTITE-5AUG-PATH Algorithm for augmenting a matching using 3 or
5 augmenting paths.
Data: A random order stream S = 〈e1, . . . , em〉 of edges of a bipartite graph G = (A,B,E),
and a maximal matching M0.
1: Set τ = 1
100 log3 n
.
2: Run the following subroutines in parallel.
3: Subroutine 1:
4: Run GREEDY to find a matching P1 on the set of edges (a, b) ∈ S[1,m·τ ] such that
a ∈ A(M0) and b /∈ B(M0).
5: Let MP = {e ∈ M0|e ∩ V (P1) 6= Ø} be the set of edges in M0 that are incident to the
edges in P1.
6: Run GREEDY to find a matching P2 on the set of edges (a, b) ∈ S(m·τ,2m·τ ] such that
a /∈ A(M0) and b ∈ B(MP ).
7: Subroutine 2:
8: Run GREEDY to find a matching Q1 on the set of edges (a, b) ∈ S[1,m·τ ] such that
a /∈ A(M0) and b ∈ B(M0).
9: Let MQ = {e ∈ M0|e ∩ V (Q1) 6= Ø} be the set of edges in M0 that are incident to the
edges in Q1.
10: Run GREEDY to find a matching Q2 on the set of edges (a, b) ∈ S(m·τ,2m·τ ] such that
a ∈ A(MQ) and b /∈ B(M0).
11:
12: Run GREEDY to find a matching C on the set of edges (a, b) ∈ S(2m·τ,3m·τ ] such that
a ∈ A(MQ) and b ∈ B(MP ).
13: Let T ′ = P1 ∪ P2 ∪Q1 ∪Q2 ∪ C.
14: if there are at least |M0|/ log n augmenting paths using the edges in T ′ then
15: Let U be maximum augmenting paths for M0 using the edges T ′.
16: Let T be the output of BIPARTITE-5AUG-PATH with the input of matching M0∆U , and
the stream of edges S(3m·τ,m].
17: return T ∪M0.
18: else
19: Run the following subroutines in parallel.
20: Subroutine 3:
21: Store all edges e = (a, b) ∈ S(3m·τ,m] such that a /∈ A(M0) and b ∈ B(MP ) and
e ∩ V (P2) = Ø. Let R1 be the set of these edges.
22: Subroutine 4:
23: Store all edges e = (a, b) ∈ S(3m·τ,m] such that a ∈ A(MQ) and b /∈ B(M0) and
e ∩ V (Q2) = Ø. Let R2 be the set of these edges.
24: Subroutine 5:
25: Store all edges e = (a, b) ∈ S(3m·τ,m] such that a ∈ A(M0) and b /∈ B(M0) and
e ∩ V (P1) = Ø. Let R3 be the set of these edges.
26: Subroutine 6:
27: Store all edges e = (a, b) ∈ S(3m·τ,m] such that a /∈ A(M0) and b ∈ B(M0) and
e ∩ V (Q1) = Ø. Let R4 be the set of these edges.
28: Subroutine 7:
29: Store all edges e = (a, b) ∈ S(3m·τ,m] such that a ∈ A(MQ) and b ∈ B(MP ) and
e ∩ V (C) = Ø. Let R5 be the set of these edges.
30:
31: Let T be M0 ∪ P1 ∪ P2 ∪Q1 ∪Q2 ∪ C ∪R1 ∪ · · · ∪R5.
32: return T .
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Theorem 3.6. Given a bipartite graph G = (A,B,E) with n vertices and a matching M0. Algo-
rithm BIPARTITE-5AUG-PATH returns a set of edges T such that M0 ⊆ T and w.h.p. in n, we
have |T | = O˜(n) and µ(T ∪ R) ≥ (35 − o(1))µ(G) where R = E(G \ V (M0)) is the set of edges in
G that do not interfere with the edges in M0.
Proof. Consider an arbitrary maximum matching M∗ in G. Let M∗1 be the set of edges in M∗
that are incident to the edges in M0, and M∗2 =M∗ \M∗1 be the set of other edges. M∗1 and M∗2
partition the edges in M∗. Therefore, we have |M∗1| + |M∗2| = |M∗| = µ(G). For every edge in
M∗1, at least one of its endpoints is in V (M0). Therefore,
|M0| ≤ |M∗1| ≤ 2|M0| .
Let’s suppose that |M0| = (1/2+δ)|M∗1| where 0 ≤ δ ≤ 1/2. Also, Suppose that |M∗1| = α|M∗|.
Considering the matching M0 ∪ µ(R), we have
|M0 ∪ µ(R)| ≥ |M0|+ µ(R)
≥ |M0|+ |M∗2| Since every edge in M∗2 is in R.
= |M0|+ (1− α)µ(G) Since |M∗1|+ |M∗2| = µ(G).
= (1/2 + δ)|M∗1|+ (1− α)µ(G)
= (1/2 + δ)αµ(G) + (1− α)µ(G) Since |M∗1| = αµ(G).
= µ(G)(1 − α/2 + αδ) .
Therefore, if α/2− αδ ≤ 25 , we have
|M0 ∪ µ(R)| ≥ µ(G)(1 − α/2 + αδ) ≥ 3
5
µ(G) .
The algorithm returns a set T such thatM0 ⊆ T . Therefore, in this case we have µ(T ∪R) ≥ 35µ(G)
which is the desired bound. Therefore, for the rest of the proof we assume that
α/2 − αδ ≥ 2
5
. (7)
We use GU to denote the induced subgraph between the matched vertices in A and unmatched
vertices in B, i.e., GU is the induced subgraph between the vertices A(M0) and B(M0). We also
use GL to denote the induced subgraph between the matched vertices in B and unmatched vertices
in A. In order to find 3-augmenting paths for the edges in M0, the algorithm should find upper
wings from GU and lower wings from GL. Let τ =
1
100 log3 n
, the algorithm uses τ fraction of the
edges and runs GREEDY algorithm to find a matching P1 (respectively, Q1) in GU (resp., GL).
Let E′ ⊆ E be the set of edges in E that are incident to the vertices in V (M0). Matching M0
is maximal among the edges in E′. Also, M∗1 is a matching in E′. Therefore, µ(E′) ≥ |M∗1|. By
Claim 3.4 there exists a matching of size (1/2− δ)|M∗1| in both GU and GL. Let MP be the edges
in M0 that are incident to the edges in P1. In other words, MP = {e ∈ M0|e ∩ V (P1) 6= Ø}.
Similarly, we define MQ to be MQ = {e ∈ M0|e ∩ V (Q1) 6= Ø}. Each edge in MP is matched by
the matching P1. Therefore, we have an upper wing for every edge in MP . If we can find lower
wings for these edges, then we have found 3-augmenting paths for these edges, and we can increase
the size of the matching.
In order to find lower wings, the algorithm in (Subroutine 1) uses another τ fraction of the edges
and calls the greedy algorithm to match vertices in B(MP ) to the vertices in A(GL). Let P2 be the
result of this matching. We can use edges in P1 and P2 to find min
{|P1|, |P2|} = |P2|, 3-augmenting
paths forM0. If |P2| ≥ (1/ log n)|M0|, then by switching the edges along the augmenting paths, we
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can increase the size of M0 by the factor of (1+ 1/ log n). In this case, the algorithm increases the
size of M0 and recursively calls itself to find augmenting paths for the new matching. Eventually,
the algorithm reaches a state such that it cannot increase the size of matching using the edges
in P1 and P2. We then have |P2| < (1/ log n)|M0|. The algorithm also finds a matching Q2
between A(MQ) and B(GU ). Using a similar argument for Q1 and Q2, we can say that the
algorithm eventually reaches a state that we have |Q2| < (1/ log n)|M0|. Also, consider an edge in
MP ∩MQ, for these edges we have both upper and lower wings. Therefore, we have augmenting
paths for these edges. If the size ofMP ∩MQ is large, we can increase the size of matchingM0 by
these augmenting paths, and recursively find augmenting paths for the new matching. Thus, the
algorithm eventually reaches a state such that we have |MP ∩MQ| < (1/ log n)|M0|.
Our algorithm then uses another τ fraction of the edges to find a matching C between vertices
B(MP ) and A(MQ). We claim that we can find |C| augmenting paths using these edges. Consider
an edge e ∈ C, this edge is between B(MP ) and A(MQ), and it connects two matching edges
e0 ∈ MP and e1 ∈ MQ to each other. If e0 = e1, then we already have both upper and lower
wings for e0. Therefore, we have an augmenting path for e0. Consider the case that e0 6= e1. Recall
that using the edges in P1, we have a upper wing for e0. Let eU be the upper wing. Also using
the edges in Q1, we have a lower wing for e1. Let eL be the lower wing. Then (eU , e0, e, e1, eL) is
a 5-augmenting path in our graph. Therefore we have |C| augmenting paths. If the size of C is
large, we can increase the size of matching M0 by these augmenting paths, and recursively find
augmenting paths for the new matching. Thus, the algorithm eventually reaches a state such that
we have |C| < (1/ log n)|M0|.
Let t be the number of recursive calls in our algorithm. In each recursive call the algorithm
increases the size of M0 by a multiplicative factor of (1 + 1/ log n). Therefore, we have t ≤
log1+1/ logn n which is at most 2 log
2 n for a large enough n. Before each recursive call, the algorithm
uses at most 3τ fraction of the edges. Therefore, by the end of all recursive calls the algorithm has
only used t·3τ ·m ≤ m/(16 log n) edges which is only a small fraction of all edges. Since edges arrive
in a uniformly random order, for each edge in M∗ the probability that this edge is within the first
1/(16 log n) fraction of the edges is 1/(16 log n). Hence, the expected number of edges in M∗ that
are in the first 1/(16 log n) fraction of the edges is |M∗|/(16 log n). Using Chernoff bound we can
show that the probability that more than |M∗|/(8 log n) of these edges are in the first 1/(16 log n)
fraction of the edges is bounded by n−10 for a large enough n. Therefore, w.h.p. the size of the
maximum matching in the remaining stream is at least
|M∗|
(
1− 1
8 log n
)
= µ(G)
(
1− 1
8 log n
)
= µ(G)
(
1− o(1)) .
Recall that by the end of all recursive calls the size of each of P2, Q2, (MP ∩MQ) and C is bounded
by |M0|/ log n.
By a slight abuse of notion, we suppose that M∗ is a maximum matching in the remaining
stream. We also suppose that M∗1 is the set of edges in M∗ that are incident to the edges in M0,
and M∗2 =M∗ \M∗1 is the set of other edges in M∗. Therefore,
|M∗| = |M∗1|+ |M∗2| = µ(G)
(
1− o(1)) .
Let RP be the set of edges in M∗2 that are incident to the edges in P1. In other words,
RP = {e ∈ M∗2 | e ∩ V (P1) 6= Ø} .
Similarly, we define RQ to be
RQ = {e ∈ M∗2 | e ∩ V (Q1) 6= Ø} .
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Also, let M∗C to be the edges in M∗ that are between vertices A(MQ) and B(MP ), i.e.,
M∗C = {(a, b) ∈ M∗ | a ∈ A(MQ), b ∈ B(MP )} .
Then, all edges in M∗C are also in M∗1.
In order to prove the theorem, we consider the following cases.
• Case 1: |M∗C | ≥
(
1/5 − 2δα)µ(G).
Every edge in M∗C is between vertices A(MQ) and B(MP ). As we previously discussed,
every edge in M∗C forms an augmenting path. We show that our algorithm finds a large
number of these edges. The algorithm first uses a small fraction of the edges to find a
matching C between vertices A(MQ) and B(MP ). According to what we discussed, we can
assume |C| ≤ |M0|/ log n. By Lemma 3.1, we know that with w.h.p. we can store all of the
edges between vertices A(MQ) and B(MP ) that are not incident to the edges in C within a
memory of size O˜(n/τ) = O˜(n). The algorithm stores all these edges in (Subroutine 7). Let
R5 be the set of these edges, and T be P1∪Q1∪R5. We claim that µ(T∪M0) ≥ (35−o(1))µ(G).
We first show that µ(R5) ≥ |M∗C | − o
(
µ(G)
)
. Set R5 contains all edges between vertices
A(MQ) and B(MP ) that are not incident to the edges in C. Since there are at most 2|C|
edges in M∗C that are incident to a vertex in V (C), we have
µ(R5) ≥ |M∗C | − 2|C|
≥ |M∗C | − 2|M0|/ log n
≥ |M∗C | − 2µ(G)/ log n
= |M∗C | − o
(
µ(G)
)
. (8)
Each edge in R5 is between vertices A(MQ) and B(MP ). According to what we previously
discussed, each edge in R5 along with the edges in P1 and Q1 forms 3 or 5 augmenting paths
for M0. Therefore, we can find µ(R5) disjoint augmenting paths. It follows that the size of
the matching in T ∪M0 is at least
µ(T ∪M0)
≥ |M0|+ µ(R5)
≥ |M0|+ |M∗C | − o
(
µ(G)
)
By (8).
≥ |M0|+
(
1/5 − 2δα − o(1))µ(G) By the assumption of Case 1.
= (1/2 + δ)|M∗1|+
(
1/5 − 2δα − o(1))µ(G) Since |M0| = (1/2 + δ)|M∗1|.
=
(
1/2 + δ − o(1))αµ(G) + (1/5− 2δα − o(1))µ(G) Since |M∗1| = α|M∗|.
=
(
1/5 + α/2− δα − o(1))µ(G)
≥ (3/5 − o(1))µ(G) , By (7).
which is the desired bound, and it completes the proof for this case.
• Case 2: |P1| − |RP |+ |Q1| − |QP | ≤
(
α− 2αδ − 3/5)µ(G).
Recall that P1 and Q1 are the result of the greedy matching algorithm using τ fraction
of the edges in GU and GL. Therefore, by Lemma 3.1, we know that with w.h.p. we can
store all of the edges in GU \ V (P1) and also all the edges in GL \ V (Q1) within a memory
of size O˜(n/τ) = O˜(n) which is within the memory bound of the semi-streaming algorithms.
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The algorithm stores all the edges in GU \ V (P1) and also all the edges in GL \ V (Q1) in
(Subroutine 5) and (Subroutine 6) respectively. Let R3 and R4 be the set of these edges
respectively, and T be P1 ∪Q1 ∪R3 ∪R4. We show that µ(T ) ≥ (35 − o(1))µ(G).
By Claim 3.4 we know there exists a matching of size at least (1/2−δ)|M∗1| in both GU and
GL using the edges in M∗1. Therefore, there exists a matching of size at least (1− 2δ)|M∗1| in
GU ∪GL. Let M be this matching, and M′ be the set of the edges in M that interfere with
the edges in P1 or Q1, i.e., M′ = {e ∈ M | e ∩
(
V (P1) ∪ V (Q1)
) 6= Ø}. We show that the
size of M′ is at most 2|P1| + 2|Q1| − |RP | − |RQ|. The total number of vertices covered by
P1 and Q1 is exactly 2|P1|+2|Q1|. However, we know that |RP | edges from P1 cover at least
one vertex from M∗2. Since vertices of M∗1 and M∗2 are disjoint, it implies that the number
of edges from M∗1 that are covered by P1 is at most 2|P1| − |RP |. Using a similar argument,
the number of edges from M∗1 that are covered by Q1 is at most 2|Q1| − |RQ|. Thus,
|M′| ≤ 2|P1|+ 2|Q1| − |RP | − |RQ| . (9)
Note that edges in M\M′ do not share a vertex with the edges in P1 or Q1. Therefore, the
size of maximum matching in P1 ∪Q1 ∪R3 ∪R4 is at least
|P1|+ |Q1|+ |M| − |M′|
≥ |P1|+ |Q1|+ |M| − (2|P1|+ 2|Q1| − |RP | − |RQ|) By (9).
= |RP |+ |RQ| − |P1| − |Q1|+ |M|
≥ |M| − (α− 2αδ − 3/5)µ(G) . By the assumption of Case 2.
Since the size M is at least (1− 2δ)|M∗1|, we have
µ(T ) ≥ |M| − (α− 2αδ − 3/5)µ(G)
≥ (1− 2δ)|M∗1| −
(
α− 2αδ − 3/5)µ(G)
= (1− 2δ)α|M∗| − (α− 2αδ − 3/5)µ(G)
= (1− 2δ − o(1))αµ(G) − (α− 2αδ − 3/5)µ(G)
= µ(G)
(
3/5− o(1)) .
Which is our desired bound. This completes the analysis for this case.
• Case 3: |M∗C | <
(
1/5 − 2δα)µ(G) and |P1| − |RP |+ |Q1| − |QP | > (α− 2αδ − 3/5)µ(G).
The only remaining case is when |M∗C | <
(
1/5− 2δα)µ(G) and |P1|− |RP |+ |Q1|− |QP | >(
α−2αδ−3/5)µ(G). Recall thatMP is the set of edges inM0 that are incident to the edges
in P1. Since P1 is a matching in GU , each edge in MP has an upper wing, and if we find
lower wings for them, we have a set of 3-augmenting path. The Algorithm in (Subroutine 1)
picks a small fraction of edges and finds a greedy matching P2 between the vertices in B(MP )
and A(GL). As we discussed before, we can assume that |P2| ≤ |M0|/ log n. Thus, we have
|P2| = o(µ(G)). Therefore, the greedy algorithm has matched only a small fraction of the
vertices in the induced graph between B(MP ) and A(GL). Let GP be the induced subgraph
between vertices B(MP ) and A(GL). By Lemma 3.1 we have that w.h.p. the number of
edges in the graph GP \ V (P2) is bounded by O˜(nτ ) = O˜(n) and we can store all of them in
the memory bound of our semi-streaming algorithm. The algorithm saves all of these edges in
(Subroutine 3). Let R1 be the set of these edges. Similarly, let GQ be the induced subgraph
between vertices A(MQ) and B(GU ). By Lemma 3.1 we have that w.h.p. the number of
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edges in the graph GQ \ V (Q2) is bounded by O˜(nτ ) = O˜(n) and we can store all of them in
the memory bound of our semi-streaming algorithm. Let R2 be the set of these edges.
We claim that µ(GP )+µ(GQ) is at least |P1|+ |Q1|−µ(G)
(
1/5+ o(1)
)
. Every edge ofM∗1 is
covered by the vertices ofM0. Recall that setM∗C is the set of edges inM∗1 that are between
vertices A(MQ) and B(MP ). Let V ′ = V (M0) \
(
A(MQ) ∪ B(MP )
)
. It follows that the
number of edges in M∗1 that are not covered by the vertices in V ′ is bounded by
µ(GP ) + µ(GQ) + |M∗C | .
Therefore we should have
|M∗1| ≤ |V ′|+ µ(GP ) + µ(GQ) + |M∗C |
= 2|M0| − |P1| − |Q1|+ µ(GP ) + µ(GQ) + |M∗C | .
Therefore,
µ(GP ) + µ(GQ)
≥ |P1|+ |Q1|+ |M∗1| − 2|M0| − |M∗C |
= |P1|+ |Q1|+
(
α− o(1))µ(G)− 2|M0| − |M∗C | Since |M∗1| = α|M∗|.
= |P1|+ |Q1| −
(
2δα + o(1)
)
µ(G)− |M∗C | Since |M0| = (1/2 + δ)|M∗1|.
≥ |P1|+ |Q1| − µ(G)
(
1/5 + o(1)
)
. Since |M∗C | <
(
1/5− 2δα)µ(G). (10)
The algorithm stores in sets R1 and R2 all edges in GP and GQ that do not interfere with
the edges in P2 and Q2. Since the size of P2 and Q2 is at most o(µ(G)), we have
µ(R1) + µ(R2) ≥ µ(GP ) + µ(GQ)− 2|P2| − 2|Q2|
= µ(GP ) + µ(GQ)− o(µ(G))
≥ |P1|+ |Q1| − µ(G)
(
1/5 + o(1)
)
. By (10). (11)
Since we store all of the edges in R1 in our memory, we can find a matching of size µ(R1) in GP
such that the edges of this matching do not interfere with the edges in M∗2. Each matching
edge in this subgraph will be a lower wing for an edge inMP . Therefore, the algorithm finds
µ(R1) augmenting paths. These augmenting paths interfere with at most |RP | edges of M∗2.
Using these augmenting paths, we can find a matching of size at least
|M0|+ µ(R1)− |RP |+ |M∗2| . (12)
Similarly, using the edges in R2, we can get a matching of size at least
|M0|+ µ(R2)− |RQ|+ |M∗2| . (13)
We show that the summation of sizes of these matchings is at least µ(G)
(
6/5−o(1)), therefore
the size of at least one of them is µ(G)
(
3/5 − o(1)). By taking the summation of (12) and
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(13) we get
2|M0|+ µ(R1) + µ(R2)− |RP | − |RQ|+ 2|M∗2|
≥ 2|M0|+ 2|M∗2| − µ(G)
(
1/5 + o(1)
)
+ |P1|+ |Q1| − |RP | − |RQ| By (11).
≥ 2|M0|+ 2|M∗2|+ µ(G)
(
α− 2αδ − 4/5 − o(1)) By the assumption of Case 3.
= (1 + 2δ)|M∗1|+ 2|M∗2|+ µ(G)
(
α− 2αδ − 4/5− o(1)) Since |M0| = (1/2 + δ)|M∗1|.
= 2|M∗2|+ µ(G)
(
2α− 4/5 − o(1)) Since |M∗1| = α|M∗|.
= µ(G)
(
2− 4/5 − o(1)) Since |M∗2| = (1− α)|M∗|.
= µ(G)
(
6/5− o(1)) .
Therefore, the size of the matching found by the algorithm is at least µ(G)
(
3/5− o(1)) which
is the desired bound. This completes the analysis for the last remaining case and completes
the proof of the theorem.

4 Reduction from General Graphs to Bipartite Graphs
Algorithm 5: Algorithm MATCHING-VIA-BIPARTITE for finding an approximate match-
ing in general graphs.
Data: A random order stream S = 〈e1, . . . , em〉 of edges of a bipartite graph G = (A,B,E),
and a semi-streaming algorithm ALG for finding a matching in bipartite graphs.
1: Run GREEDY on the edges S[1,m/ logn] to find a matching M0.
2: Run the following subroutines in parallel.
3: Subroutine 1:
4: Let G′ = (V (M0), V (M0)) be a bipartite graph such that an each e is in G′ if exactly
one of its endpoints is in V (M0).
5: Run ALG to find a matching M1 using the stream of edges e ∈ S(m/ logn,m] such that
e ∈ E(G′).
6: Subroutine 2:
7: Store all edges e ∈ S(m/ logn,m] such that e ∩ V (M0) = Ø. Let R be the set of these
edges.
8: return µ(M0 ∪R ∪M1).
In this section, we present a black-box reduction from the finding a maximum matching in
general graphs to that of the finding a maximum matching in bipartite graphs when edges arrive
in a uniformly random order. The algorithm is formalized in Algorithm 5. Algorithm 5 gets a
graph G = (V,E), and an arbitrary semi-streaming algorithm for finding a maximum matching
in bipartite graphs. Assuming that the approximation ratio of the bipartite algorithm is p when
edges arrives in a random order, Algorithm 5 is guaranteed to have an approximation ratio of 2p2p+1
w.h.p. in n where n is the number of vertices in G. Using the fact that there exists a single-pass
semi-streaming algorithm that finds 3/5 − o(1) approximation of maximum matching in bipartite
graphs w.h.p. in n, this immediately implies the following theorem.
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Theorem 1.3. There exists a deterministic single-pass semi-streaming algorithm that finds w.h.p.
a
(
6
11−o(1)
)
(≈ 0.545) approximation of the maximum matching in general graphs when edges arrive
in a random order.
Now we show that the approximation ratio of our reduction method is 2p2p+1 .
Theorem 1.2. Given any single-pass semi-streaming algorithm with the approximation ratio of
p for finding a maximum matching in bipartite graphs in random arrival of edges, there exists a
semi-streaming algorithm that finds w.h.p. a
( 2p
2p+1−o(1)
)
approximation of the maximum matching
when edges arrive in a random order.
Proof. The algorithm picks the first 1/ log n fraction of the edges and runs the greedy algorithm
to find a matching M0. Let R be the set of edges in the graph that do not interfere with the edges
in M0, i.e., R = E(G \ V (M0)). By Lemma 3.1, we have that w.h.p., the number of edges in R
is bounded by O˜(n) and all of them can be stored within the memory bound of semi-streaming
algorithms. Consider an arbitrary maximum matching M∗ among the remaining (1 − 1/ log n)
fraction of the edges. Each edge e ∈ µ(G) is in the last (1 − 1/ log n) fraction of the edges with
the probability of (1− 1/ log n). Therefore, E[|M∗|] ≥ (1− o(1))µ(G). Recall that we can assume
µ(G) ≥ √n. In that case, with the standard application of Chernoff bound it can be shown that
w.h.p. in n, we have |M∗| ≥ (1− o(1))µ(G). Let M∗1 be the set of edges in M∗ that are incident
to the edges in M0 and M∗2 be the set of all other edges. Let |M∗1| = αµ(G). It implies that
|M∗2| = |M∗| − |M∗1| ≥ (1− α− o(1))µ(G) . (14)
Since M0 is a maximal matching in the graph M∗1, we have |M0| = (1/2 + δ)|M∗1| where 0 ≤ δ ≤
1/2. Since our semi-streaming algorithm can store all of the edges in R, it can output µ(M0 ∪R)
as a matching. The size of this matching is at least,
µ(M0 ∪R) = |M0|+ µ(R)
≥ |M0|+ |M∗2|
≥ |M0|+ (1− α− o(1))µ(G) By (14).
= (1/2 + δ)|M∗1|+ (1− α− o(1))µ(G)
= (1/2 + δ)αµ(G) + (1− α− o(1))µ(G) Since |M∗1| = αµ(G).
= µ(G)(1 − α/2 + αδ − o(1)) .
Consider the case that α2 − αδ ≤ 11+2p , in that case we have
µ(M0 ∪R) ≥ µ(G)
(
1− α/2 + αδ − o(1))
≥ µ(G)(1− 1
1 + 2p
− o(1))
= µ(G)
( 2p
1 + 2p
− o(1)) .
Which is our desired bound.
The remaining case is when α2 − αδ > 11+2p . In this case, the algorithm creates a bi-
partite graph between the matched vertices and unmatched vertices by M0. Specifically, let
G′ = (V (M0), V (M0)) be a bipartite graph that has the matched vertices on one of its side
and unmatched vertices on the other side. We add an edge e to G′ if it is between matched and
unmatched vertices. We claim that µ(G′) ≥ 2|M∗1| − 2|M0|. To show that our claim holds, note
that M0 is a maximal matching among the edges in M∗1. There are 2|M0| vertices that are cov-
ered byM0 and 2|M∗1| vertices that are covered by M∗1. Consider 2|M∗1|− 2|M0| vertices that are
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covered by M∗1 but are not covered by M0. Since M0 is maximal, each edge in M∗1 that covers
these vertices is between V (M0) and V (M0). Therefore, µ(G′) ≥ 2|M∗1| − 2|M0|. Let ALG be
the algorithm for the bipartite matching. Since the approximation ratio of ALG is p, using this
algorithm we can find p approximation of the maximum matching in G′. Let M1 be the matching
returned by ALG in G′. Then, we have
|M1| ≥ p · µ(G′)
≥ p(2|M∗1| − 2|M0|)
= 2p
(|M∗1| − |M0|)
= 2p
(
αµ(G) − |M0|
)
Since |M∗1| = αµ(G).
= 2p
(
αµ(G) − (1/2 + δ)αµ(G)) Since |M0| = (1/2 + δ)|M∗1|.
= 2p · µ(G)(α/2 − αδ)
> 2p · µ(G)( 1
1 + 2p
)
Since α/2 − αδ > 1
1 + 2p
.
=
2p
1 + 2p
µ(G) ,
which is the desired bound and completes the proof for the reduction. 
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A Omitted proofs
Claim 3.4. Given a bipartite graph G = (A,B,E) and a maximal matching M, suppose that
|M| = (1/2+ δ)µ(G) where 0 ≤ δ ≤ 1/2, then there exists a matching of size at least (1/2− δ)µ(G)
between vertices A(M) and B(M) and also between vertices B(M) and A(M).
Proof. Pick any arbitrary maximum matching M∗ in G. This matching covers exactly µ(G)
vertices of A and exactly µ(G) vertices of B. Similarly, the matchingM covers exactly |M| vertices
in both A and B. Therefore, there are at least µ(G) − |M| vertices in A that are covered by M∗
but are not covered by M. Since M is maximal, the edges in M∗ that cover these vertices are
incident to the edges in M. Therefore, these edges are between B(M) and A(M). Thus, the size
of a maximum matching between B(M) and A(M) is at least
µ(G)− |M| = (1/2 − δ)µ(G) .
Using a similar argument it can also shown that the size of maximum matching between A(M)
and B(M) is also at least (1/2 − δ)µ(G). 
Claim 3.5. LetM′ be the set of edges inM∗1 that are in G′. Then, |M′| is at least |P1|−µ(G)·2δα.
Proof. We know that there exists a matching of size (1/2− δ)|M∗1| in GL. Therefore the number
of vertices in B(MP ) that are not matched to a vertex in A(GL) is bounded by
|M0| − (1/2 − δ)|M∗1| = (1/2 + δ)|M∗1| − (1/2 − δ)|M∗1|
= 2δ|M∗1| = µ(G) · 2δα .
Therefore, there are at most µ(G) · 2δα vertices in B(MP ) that cannot be matched which proves
the claim. 
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