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ABSTRACT
The dynamical tide in a coalescing neutron star binary induces phase shifts in the gravitational
waveform as the orbit sweeps through resonances with individual g-modes. Unlike the phase
shift due to the equilibrium tide, the phase shifts due to the dynamical tide are sensitive to the
stratification, composition, and superfluid state of the core. We extend our previous study of
the dynamical tide in superfluid neutron stars by allowing for hyperons in the core. Hyperon
gradients give rise to a new type of composition g-mode. Compared to g-modes due to muon-
to-electron gradients, those due to hyperon gradients are concentrated much deeper in the core
and therefore probe higher density regions. We find that the phase shifts due to resonantly
excited hyperonic modes are ∼10−3 rad, an order of magnitude smaller than those due to
muonic modes. We show that by stacking events, third generation gravitational-wave detectors
should be able to detect the phase shifts due to muonic modes. Those due to hyperonic modes
will, however, be difficult to detect due to their smaller magnitude.
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1 INTRODUCTION
Tides in coalescing neutron star (NS) binaries modify the rate of
inspiral and generate phase shifts in the gravitational wave (GW)
signal that encode information about the the NS interior. The tide
is often decomposed into an equilibrium tide and a dynamical tide,
where the former represents the fluid’s quasi-static response and
the latter represents its resonant response (e.g., in the form of res-
onantly excited g-modes). The GW phase shift due to the equilib-
rium tide, which should be detectable with Advanced LIGO (LIGO
Scientific Collaboration et al. 2015) by stacking multiple merger
events, can constrain the NS tidal deformability and therefore the
supranuclear equation of state (Read et al. 2009; Hinderer et al.
2010; Damour et al. 2012; Del Pozzo et al. 2013; Lackey & Wade
2015; Agathos et al. 2015). However, the equilibrium tide can only
indirectly constrain the interior stratification (i.e., the composition
profile; Chatziioannou et al. 2015) and is insensitive to superfluid
effects (see, e.g., Penner et al. 2011). By contrast, the dynamical
tide is directly sensitive to both the stratification (Shibata 1994; Lai
1994; Reisenegger & Goldreich 1994; Kokkotas & Schafer 1995;
Ho & Lai 1999; Hinderer et al. 2016; Steinhoff et al. 2016) and su-
perfluid effects (Yu & Weinberg 2017). GW phase shifts due to the
dynamical tide can therefore provide a unique probe of the NS in-
terior, similar to asteroseismology observations which are now pro-
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viding detailed constraints on the physics of the interiors of white
dwarfs, solar-type stars, and red giants (Winget & Kepler 2008;
Chaplin & Miglio 2013).
Previous studies of the dynamical tide in binary NSs focused
on ‘canonical’ 1.4M NSs and assumed that the core does not con-
tain exotic hadronic matter, such as hyperons. Although it is en-
ergetically favorable for nuclear matter to transition to hyperonic
matter at high densities (Ambartsumyan & Saakyan 1960), the dis-
covery of 2M NSs (Demorest et al. 2010; Antoniadis et al. 2013)
ruled out many hyperonic models since they tend to have softer
equations of state. However, the degree of softening is uncertain
(Lonardoni et al. 2015) and in the last few years many new hyper-
onic models compatible with the observations of 2M NSs have
been proposed (e.g., Bednarek et al. 2012; Weissenborn et al. 2012;
Gusakov et al. 2014; Tolos et al. 2016).
The dynamical tide in hyperonic models is modified by the
hyperon composition gradient, which provides a new source of
buoyancy that can support g-mode oscillations much deeper within
the NS core than the leptonic composition gradient (Dommes &
Gusakov 2016). GW phase shifts induced by the excitation of hy-
peronic g-modes therefore probe the innermost core, where the
density is a few times the nuclear saturation density.
The total phase shift accumulated over the inspiral due to the
equilibrium tide is ∼ 1 rad while that due to the dynamical tide is
only . 10−2 rad. However, their detectability is not as different as
these numbers might suggest. In part, this is because the dynam-
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ical tide phase shift accumulates at lower GW frequencies, where
ground-based detectors are more sensitive. There is also more time
before the merger to build up the signal-to-noise ratio (SNR) and
compare the waveform signal before and after resonance. In addi-
tion, because the dynamical tide causes small but sudden increases
in GW frequency at mode resonances, it has a unique signature that
cannot be easily mimicked by varying other parameters of the bi-
nary (such as the masses).
In this paper we extend our previous study of dynamical tides
in superfluid NSs (Yu & Weinberg 2017) in order to account for
the possible presence of hyperons in the core. We also evaluate the
detectability of the phase shifts induced by the dynamical tide with
second and third generation GW detectors. We begin in Section 2
by describing our background hyperonic NS model and in Section
3 we solve for its g-modes. In Section 4, we consider the resonant
tidal driving of the g-modes and calculate the resulting GW phase
shift. In Section 5, we evaluate the prospects for detecting the phase
shifts with current and future GW detectors.
2 SUPERFLUID MODELS WITH HYPERONS
We construct our background superfluid models using an approach
similar to that of Yu & Weinberg (2017; hereafter YW17), but with
some key differences described below; we refer the reader to YW17
and references therein for further details, particularly as pertains to
our treatment of the thermodynamics. Briefly, we assume that the
background star is non-rotating, cold (zero temperature), in chemi-
cal equilibrium, and that all charge densities are balanced. We treat
the neutrons in the core as superfluid and all other particle species
(protons, Λ-hyperons, electrons, and muons) as normal fluid mat-
ter.1
The two main differences between the present approach and
that of YW17 are that here: (1) we use the GM1’B equation of
state (Gusakov et al. 2014) rather than SLy4(Rikovska Stone et al.
2003), and (2) we solve the general relativistic (GR) Tolman-
Oppenheimer-Volkhov (TOV) equations of stellar structure rather
than the Newtonian equations. We use GM1’B because it allows for
the existence of hyperons in the inner core, is consistent with the
existence of 2M NSs, and Gusakov et al. (2014) provide enough
detail to allow for a calculation of the Brunt-Väisälä frequency,
N , and thus g-modes. Regarding the second point, in YW17 we
solved the Newtonian equations of stellar structure in order to be
consistent with our Newtonian treatment of the stellar oscillations
and tidal driving (a relativistic treatment of the tides would sig-
nificantly complicate the analysis and would not lead to substan-
tially different results). However, ≈ 2M Newtonian models do
not reach high enough core densities to yield hyperons in GM1’B
(ρ & 7×1014 g/cm3). We therefore construct GR background mod-
els which are more compact than Newtonian models and contain
hyperons if M & 1.4M . For simplicity, however, we still solve
for the g-modes and tidal driving using the Newtonian equations of
stellar oscillation. As we describe in Section 3, we carry out a par-
tial check of the robustness of this hybrid approach by calculating
some of the g-modes (but not tidal driving) using the GR equations
of stellar oscillation.
We consider superfluid NS models with three different
1 The conditions under which Λ-hyperons become superfluid in NS cores
are uncertain (Takatsuka et al. 2006; Wang & Shen 2010). We assume that
they are normal fluid in this study, similar to the g-mode calculations in
Dommes & Gusakov (2016).
Table 1. Parameters of the background NS and HS models.
M [M] R [km] ρ0 [g cm−3] RΛ [km] Rµ [km] Rcc [km]
1.4 13.7 6.5 × 1014 – 11.3 12.2
1.5 13.6 7.1 × 1014 3.3 11.5 12.3
1.6 13.5 8.1 × 1014 5.3 11.6 12.4
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Figure 1. Upper panel: number fraction of electrons xe (dotted line), muons
xµ (dashed line), and Λ hyperons xΛ (solid black line) as a function of
fractional radius r/R for the 1.6M HS model. For comparison, we also
show xΛ for the 1.5M HS model (solid grey line). Bottom panel: number
of muons per electron xµe (dashed line) and Λ hyperons per electron xΛe
(solid black line) for the 1.6M HS model, and xΛe for the 1.5M HS
model (solid grey line).
masses: 1.4M , 1.5M , and 1.6M . The 1.4M NS does not con-
tain hyperons because its central density is too low whereas the
1.5M and 1.6M hyperon star (HS) models both containΛ hyper-
ons in the inner core. The 1.6M HS mass is chosen such that the
density of the inner core is high enough to contain Λ hyperons but
just slightly too low to contain other hyperon species. In particular,
a more massive NS in GM1’B would contain Ξ− and Ξ0 hyperons
which, while potentially interesting for tidal physics, would consid-
erably complicate the analysis. Compared to the 1.6M HS model,
the 1.5M HS model has a smaller mass fraction of hyperons in the
inner core. By comparing the results for the three models, we study
how the presence and abundance ofΛ hyperons modify the g-mode
oscillation spectrum and the dynamical tide GW phase shifts.
The conditions for chemical equilibrium due to weak interac-
tions are (Dommes & Gusakov 2016),
µn = µp + µe, (1)
µn = µΛ, (2)
µe = µµ, (3)
MNRAS 000, 1–11 (2017)
Dynamical tides in NSs with hyperon cores 3
0.0 0.2 0.4 0.6 0.8 1.0
r/R
0
1
2
3
4
5
N/
2pi
 [
kH
z]
M=1.6M¯ HS
0.0 0.2 0.4 0.6 0.8 1.0
r/R
M=1.4M¯ NS
Figure 2. Brunt-Väisälä frequency N/2pi for the 1.6M HS (left panel) and the 1.4M NS (right panel). Both models have a muonic contribution that peaks
in the outer core. The HS has an additional contribution due to hyperons that peaks in the inner core. Note that we evaluate the frequencies in the Newtonian
limit (eq. 4).
where µj is the chemical potential of particle species j, with j be-
ing either a neutron (n), proton (p), Λ hyperon (Λ), electron (e),
or muon (µ). These conditions, along with the equations of stel-
lar structure, determine the composition profile for each star. Be-
cause of the presence of hyperons, the equation of state has four
degrees of freedom instead of the three in YW17. In particular, we
parametrize the thermodynamic relations in terms of the pressure
P, the neutron chemical potential µn, the muon-to-electron ratio
xµe = xµ/xe, and the Λ-to-electron ratio xΛe = xΛ/xe, where
xj = nj/nb is the number fraction of species j per baryon and
nj is its number density.
In Table 1, we give the values of the following parameters
for our three models: total mass M , radius R, central density ρ0,
radius below whichΛ hyperons are present RΛ, radius below which
muons are present Rµ , and radius of the core-crust interface Rcc
(defined as where the baryon density nb = 0.08 fm−3). In Fig. 1,
we show the composition profile for the 1.6M HS model and for
comparison, xΛ(r) and xΛe(r) for the 1.5M HS model.
Based on the discussion in YW17 (see their Section 2.1 and
Appendix A), in the Newtonian limit the Brunt-Väisälä (i.e., buoy-
ancy) frequency is given by
N2 = − 1 − n
1 − xn − n
g
ρ
∑
j=µ,Λ
(
∂ρ
∂xje
)
dxje
dr
, (4)
where the partial derivative is evaluated by holding the three other
thermodynamic parameters fixed (P, µn, and xie for i , j), g(r)
is the gravitational acceleration at radius r , and n is the super-
fluid entrainment function (YW17, see also Prix & Rieutord 2002).
Numerical values for entrainment are provided in Gusakov et al.
(2014) but using a different parameterization.
In the core, we evaluate the buoyancy using equation (4). In
the crust, we follow YW17 and assume for simplicity that the crust
is neutrally buoyant (N = 0); this does not significantly affect the
core g-modes of interest here since the crust contains only a small
fraction of the mass. In Fig. 2 we showN for the 1.4M NS model
(right panel) and the 1.6M HS model (left panel). Whereas the
1.4M model contains only a singleN peak (due to the muon gra-
dient dxµe/dr), the 1.6M HS model contains two N peaks (one
due to the muon gradient dxµe/dr and one at higher densities due to
the Λ hyperon gradient dxΛe/dr). As we show in the next section,
this additional peak leads to a new type of g-mode, i.e., hyperonic
g-modes.
We assume that xµe and xΛe do not vary during oscillations
of the normal fluid; i.e., the composition is “frozen" and thus the
perturbed fluid element is out of chemical equilibrium. Reisenegger
& Goldreich (1992) consider the timescale for the proton fraction
xp in a normal fluid NS to relax towards chemical equilibrium due
to Urca processes (xp is the source of buoyancy in a normal fluid
NS). They show that for even a moderately warm NS, the relaxation
timescale is much longer than the oscillation period of low-order
g-modes and therefore, to a very good approximation, xp is frozen
within the fluid element. Similarly, to check whether xΛe is frozen,
we must consider the direct Urca process Λ → p + L + ν¯L, where
the lepton in the reaction L = e or µ. In Appendix A we show
that the corresponding relaxation timescale is much longer than the
oscillation period of low order hyperonic g-modes and therefore
the assumption of frozen composition should also hold for these
modes.
3 EIGENMODES OF A SUPERFLUID HYPERON STAR
The oscillation equations of a superfluid HS are similar to those
of a superfluid NS and can be written as (Prix & Rieutord 2002,
MNRAS 000, 1–11 (2017)
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YW17)
∇ · (ρcξc) + δρc = 0, (5)
∇ · (ρnξn) + δρn = 0, (6)
σ2
[
ξc − c(ξc − ξn)
]
= ∇ (δµ˜c + δΦ) , (7)
σ2
[
ξn + n(ξc − ξn)
]
= ∇ (δµ˜n + δΦ) , (8)
∇2δΦ = 4piG(δρc + δρn), (9)
where we assume that the perturbed quantities have a time depen-
dence eiσt, δQ(x) denotes the Eulerian perturbation of a quan-
tity Q at position x, subscript ‘n’ denotes the neutron superfluid
flow, and subscript ‘c’ denotes the normal fluid flow (consisting
of the charged particles and the Λ hyperons; we continue to use
a subscript c in order to match the notation used in Prix & Rieu-
tord (2002) and YW17). The other quantities are the mass densi-
ties ρc(n) (the total density ρ = ρc + ρn), the perturbed specific
chemical potentials δµ˜c(n), the Lagrangian displacements ξc(n), the
perturbed gravitational potential δΦ, and the entrainment function
c = nρn/ρc (see YW17 for further details).
Although the oscillation equations take a simple form when
written in terms of ξc and ξn, it is more convenient to express the
tidal excitation of modes in terms of the mass-averaged flow ξ+
and the difference flow ξ−, where
ξ+ =
1
ρ
(
ρcξc + ρnξn
)
, (10)
ξ− = (1 − n − c)
(
ξc − ξn
)
. (11)
When solving the oscillation equations, we choose (ξ+, ξn, δP,
δµ˜n, δΦ) to be our independent variables. We can then use equa-
tions (10) and (11) to calculate ξc and ξ−. Since the Lagrangian
perturbations to xµe and xΛe vanish for a frozen composition, we
can use the chain rule to express the density perturbation as
δρc =
(
∂ρc
∂P
)
δP +
(
∂ρc
∂ µ˜n
)
δµ˜n −
∑
j=µ,Λ
(
∂ρc
∂xje
)
dxje
dr
ξrc , (12)
and similarly for δρn, where ξrc (r) denotes the radial dependence
of the radial component of ξc (the angular dependence is given
by the spherical harmonic function Ylm(θ, φ) of degree l and order
m). As we show in YW17 (see also Lindblom & Mendell 1994;
Andersson et al. 2004), the operator L corresponding to equations
(5)-(9) is Hermitian with respect to the inner product〈[
ξ+
ξ−
]
,
[
ξ ′+
ξ ′−
]〉
=
∫
d3x
[
ξ∗+ ξ∗−
] [ρ 0
0 ρ˜
] [
ξ ′+
ξ ′−
]
, (13)
where
ρ˜ =
ρcρn
(1 − n − c)ρ . (14)
The set of eigenmodes thus forms an orthonormal base. We use the
same boundary conditions as YW17 and normalize the modes such
that
σ2a
〈[
ξa+
ξa−
]
,
[
ξb+
ξb−
]〉
= E0δab, (15)
where σa is the eigenvalue of mode a and E0 = GM2/R.
As Dommes & Gusakov (2016) first showed, the core g-modes
of an HS can be classified into two types: ‘hyperonic’ g-modes and
‘muonic’ g-modes. The hyperonic g-modes are primarily supported
by the Λ hyperon gradient and are concentrated in the inner core,
while the muonic g-modes are supported by a combination of the
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Figure 3. Structure of the second hyperonic g-mode n(Λ1.6)a = 2 (solid black
lines) and the first muonic g-mode n(µ1.6)a = 1 (dashed black lines) of the
1.6M HS and the first g-mode n(µ1.4)a = 1 of the 1.4 M NS (dashed grey
lines). All three modes have spherical degree la = 2. The upper panel shows
the Eulerian perturbation of the pressure δP in units of the central pressure
P0. The lower panel shows the radial component of the mass-averaged La-
grangian displacement ξr+ in units of R. All quantities are normalized ac-
cording to Equation (15); for display purposes, those corresponding to the
n
(Λ1.6)
a = 2 mode are multiplied by an additional factor of 0.3.
Λ hyperon and muon gradients and span both the inner and outer
core. In Fig. 3 we show the structure of the second hyperonic g-
mode n(Λ1.6)a = 2 and the first muonic g-mode n
(µ1.6)
a = 1 of our
1.6M HS model.2 In the superscript, Λ1.6 (µ1.6) stands for the
hyperonic (muonic) modes of the 1.6 M HS model. We will use
this labeling convention throughout the paper. For comparison, we
also show the first g-mode of our 1.4M NS model. All three g-
modes have angular degree la = 2 and thus couple to the l = 2
harmonic of the tide.
In Fig. 4 we show the eigenfrequencies fa = σa/2pi of the
2 We use n(Λ1.6)a and n
(µ1.6)
a to label the sequential order of each type of
g-mode, with n(Λ1.6)a = 1 and n
(µ1.6)
a = 1 corresponding to the highest
frequency hyperonic g-mode and muonic g-mode, respectively. They do not
necessarily correspond to the mode’s radial order, i.e., the number of radial
nodes.
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Figure 4. Eigenfrequencies fa = σa/2pi of la = 2 g-modes calculated
with the Newtonian oscillation equations (black lines) and the GR oscil-
lation equations (grey lines). For the 1.6M HS model, we show the hy-
peronic modes with filled circles connected by solid lines and the muonic
modes with filled circles connected by dashed lines. For the 1.4M NS
model, which only have muonic g-modes, we use crosses connected by
dashed lines.
first several la = 2 g-modes of our 1.6M HS and 1.4M NS mod-
els. To guide the eye, we use straight lines to connect each of the
hyperonic modes (solid) and, separately, each of the muonic modes
(dashed). As we describe in Section 2, in order to build HSs with-
out complicating the dynamical tide calculation, we solve the TOV
equations to construct the background models but the Newtonian
equations to calculate the g-modes and tidal driving. We partially
assess the impact of this hybrid approach by redoing the calculation
of the g-modes using the GR oscillation equations. For this calcu-
lation, we ignore the gravitational perturbations (i.e., we adopt the
Cowling approximation) and solve the superfluid GR oscillation
equations (see, e.g., Dommes & Gusakov 2016; Passamonti et al.
2016). We find that our hybrid approach overestimates the g-mode
eigenfrequencies by ' 70% (see grey lines in Fig. 4). For example,
the highest frequency la = 2 hyperonic g-mode in the 1.6M HS
has a frequency of f (GR)a = 743 Hz in the fully relativistic calcula-
tion (as seen by an observer at infinity) compared to fa = 1271 Hz
in the hybrid calculation. Nevertheless, as we show in Section 4, the
dynamical tide phase shift is independent of the eigenfrequency fa
(in our normalization) and is therefore unaffected by the overes-
timate of fa . There is still an error due to our hybrid calculation
of the tidal coupling strength, but we argue in Section 4 that this
should not be too significant.
Consistent with the asymptotic properties of high-order
g-modes (Aerts et al. 2010), we find that for modes with
n(j)a & few, the GR oscillation equations yield la = 2
eigenfrequencies that are well approximated by f (j,GR)a =
f (j)0 /n
(j)
a , where f
(j)
0 = {1020, 410, 460, 500, 510} Hz for j ={Λ1.6, µ1.6,Λ1.5, µ1.5, µ1.4}, respectively. We find that the char-
acteristic frequency f (Λ)0 of the hyperonic modes scales almost
linearly with the size of the hyperonic core RΛ. This is because
f (Λ)0 ∝
∫ RΛ
0 Nd ln r and for r . RΛ, the density ρ ' constant andN ∝ r .
4 TIDAL DRIVING AND PHASE SHIFT OF THE
GRAVITATIONAL WAVEFORM
Following YW17 (see also Lai 1994; Weinberg et al. 2012), we
solve for the resonant tidal excitation of g-modes by expanding the
tidal displacement field as[
ξ+(x, t)
ξ−(x, t)
]
=
∑
a
ba(t)
[
ξa+(x)
ξa−(x)
]
, (16)
where the subscript a = {na, la, ma} denotes a specific eigen-
mode of the NS and ba(t) is the time-dependent, dimensionless
amplitude of mode a (a mode with amplitude |ba | = 1 has energy
E0 = GM2/R). Inserting this expansion into the linear superfluid
oscillation equations (5)-(9) and including the time-dependent tidal
potential (δΦ→ δΦ +U) yields the mode amplitude equation
Üba + σ2aba = σ2aUa(t), (17)
where the tidal driving coefficient
Ua(t) = M
′
M
∑
l≥2,m
WlmQalm
(
R
D(t)
)l+1
e−imψ(t). (18)
Here M ′ is the mass of the companion, lm are harmonics of the tidal
potential, the coefficients Wlm = 4pi(2l + 1)−1Ylm(pi/2, 0) are of
order unity for the dominant harmonics (Press & Teukolsky 1977),
D(t) is the orbital separation, and ψ(t) is the orbital phase.
The time-independent, dimensionless tidal coupling coeffi-
cient (sometimes referred to as the tidal overlap integral)
Qalm =
1
MRl
∫
d3xρ ξ∗a+ · ∇
(
rlYlm
)
. (19)
By angular momentum conservation, Qalm is non-zero only if la =
l and ma = m. Based on our numerical calculations, we find that
theQalm of our different models and mode types are approximately
given by
|Q(j)
alm
| = Q0n−αa , (20)
where
α ≈ 2.5 and
Q(j)0 = {1.7, 3.6, 1.6, 3.5, 4.0} × 10−3, (21)
for j = {Λ1.6, µ1.6,Λ1.5, µ1.5, µ1.4}, respectively.
Although these values are based on the hybrid calculation (GR
background and Newtonian oscillations), we expect the error due to
this inconsistency to be relatively small. As an approximate mea-
sure of the correction, we computed |Qalm | for the 1.4M NS
model but with the background constructed using the Newtonian
structure equations rather than the TOV equations (we could not
perform such a test for the HS model because a 2.0M Newtonian
model does not contain hyperons). We find that Qalm changes by
at most 5%, which suggests that our hybrid model gives a reason-
ably accurate estimate of the tidal coupling strength. Indeed, given
that GM/Rc2 ≈ 20%, we do not expect relativistic corrections to
be much bigger than a few tens of percent.
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Table 2. Eigenfrequencies f (GR)a and gravitational waveform phase shift
δφa for the three-lowest order la = 2 g-modes for each stellar model. The
format is { fa/100 Hz, |δφa |/rad}.
j n
( j)
a = 1 n
( j)
a = 2 n
( j)
a = 3
Λ1.6 {7.4, 5.5e-4} {4.3, 3.4e-4} {3.0, 3.6e-7}
µ1.6 {4.1, 3.4e-3} {2.0, 1.6e-5} {1.3, 1.2e-5}
Λ1.5 {4.1, 1.1e-3} {2.5, 1.6e-7} {1.4, 6.6e-7}
µ1.5 {4.5, 5.4e-3} {2.4, 6.6e-6} {1.6, 2.1e-5}
µ1.4 {4.6, 9.8e-3} {2.4, 3.6e-7} {1.6, 3.0e-5}
We numerically solve the amplitude equation (17) of the reso-
nantly driven g-modes and find that the result is in good agreement
with the analytic solution given by the stationary-phase approxi-
mation (Lai 1994; Reisenegger & Goldreich 1994). The GW phase
shift induced by the resonant excitation of each mode is therefore
approximately given by (YW17)
δφa = − 5pi
2
2048
k ′
(
GM
Rc2
)−5 ∑
m=±2
|Qa2m |2, (22)
where k ′ = 2/[q(1 + q)], q = M ′/M , and here the subscript
a already accounts for the contributions from both the ma = 2
and ma = −2 modes. Since δφa depends on fa only through
|Qalm |, and we expect that our hybrid approach accurately es-
timates |Qalm | to within a few tens of percent, our estimate of
δφa ∝ |Qalm |2 should be accurate to within a factor of order unity.
In Table 2 we list f (GR)a (see grey lines in Figure 4) and δφa
for the three-lowest order la = 2 g-modes of each type, for each
stellar model. Numerically, we find that summing over all of the
resonantly excited modes yields a total cumulative phase shift
δφ(1.6HS) = −4.3 × 10−3k ′, (23)
δφ(1.5HS) = −6.7 × 10−3k ′, (24)
δφ(1.4NS) = −9.9 × 10−3k ′, (25)
where δφ(HS) accounts for both the hyperonic modes and muonic
modes.
As can be gleaned from Table 2 [also eqs. (20) - (22)], the
total phase shift is dominated by the contributions of the na = 1 g-
modes (the modes with the highest frequency). The phase shifts due
to muonic modes are insensitive to whether hyperons are present in
the core and decrease with increasing HS/NS mass. In the HS mod-
els, the cumulative phase shift due to the muonic g-modes is about
five times larger than that due to the hyperonic g-modes. Moreover,
comparing the 1.6M HS model to the 1.5M HS model, we find
that the phase shift due to the hyperonic modes is relatively insen-
sitive to the size of the hyperon core RΛ, in contrast to the eigenfre-
quency spectrum which is shifted to lower frequencies as the mass
of the hyperon core decreases (see discussion at end of Section 3).
5 DETECTABILITY OF THE MODE RESONANCES
In this section we estimate the detectability of the dynamical tide
phase shift using the Fisher matrix formalism (Cutler & Flanagan
1994). In Section 5.1, we describe how we model the GW signal
and the detectability of the resonances based on single events and
multiple stacked events. In Section 5.2, we present our detectability
estimates for Advanced LIGO and proposed third generation GW
detectors.
5.1 Modeling the detectability
Following Cutler & Flanagan (1994), if we assume a strong
GW strain signal h(t) and Gaussian detector noise, then the
signal parameters θi have a probability distribution p(θi) ∝
exp
[−(1/2)Γi jdθidθ j ] , where dθi = θi − θˆi is the difference be-
tween the parameters and their best fit values θˆi and
Γi j =
(
∂h
∂θi
 ∂h∂θ j
)
(26)
is the Fisher information matrix. The parentheses denote the inner
product
(h1 |h2) = 2
∫ ∞
0
h˜∗1( f )h˜2( f ) + h˜1( f )h˜∗2( f )
Sn( f ) d f , (27)
where h˜1 and h˜2 are the Fourier transforms of h1 and h2 and Sn( f )
is the strain noise power spectral density. The signal-to-noise ratio
(SNR) of a signal h is given by SNR = (h|h)1/2 and the root-
mean-square (rms) measurement error in θi is given by a diagonal
element of the inverse Fisher matrix
∆θi =
√(
Γ−1
) ii
. (28)
If the rms error in, say, the phase shift due to a particular resonance
∆(δφa) is smaller than δφa , then that phase shift is detectable.
The above analysis is based on the detection of a single inspi-
ral event. We can roughly estimate how stacking multiple events
would affect the measurement accuracy by using the approach
given in Markakis et al. (2010); a more precise estimate would re-
quire a fully Bayesian investigation and is beyond the scope of this
paper (see, e.g., the recent studies of the detectability of the equi-
librium tide phase shift by Del Pozzo et al. 2013; Lackey & Wade
2015; Agathos et al. 2015). The estimate assumes that the events
are homogeneously distributed in a sphere of effective radius deffmax
and that the error in each parameter ∆θ scales linearly with effec-
tive distance deff < deffmax.
3 Then, Markakis et al. (2010) show that
the rms error averaged over all of the events is
〈∆θ〉 ≈ ∆θref
deffref
√
4piRPobsdeffmax
, (29)
where ∆θref is the rms error of parameter θ from a single reference
event at effective distance deffref , R is the event rate per unit time per
unit volume, and Pobs is the total observation period. In the above
calculation we ignore the cosmological expansion and assume that
the event rate is constant.
Similar to Balachandran & Flanagan (2007), who also studied
the detectability of mode resonances (see also Flanagan & Racine
2007), we assume that the frequency-domain GW signal has the
form
h˜( f ) = A f −7/6eiΨ( f ), (30)
where the amplitude (Maggiore 2007)
A =
(
5
24pi4/3
)1/2 (GM
c3
)−5/6 K
d
. (31)
3 The effective distance deff is defined as the distance obtained by aver-
aging over a uniform source orientation for an event with a given SNR. It
is related to the horizon distance dhor, the distance assuming an optimal
source orientation, as deff = dhor/2.3 (see, e.g., Appendix D of Allen et al.
2012).
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HereM = [(MM ′)3/(M + M ′)]1/5 is the chirp mass, d is the dis-
tance to the source, andK is the antenna response (for an optimally
oriented source K = 1). Our model of the phase evolution Ψ( f )
accounts for the zeroth order post-Newtonian point-particle contri-
bution and for the resonant tidal excitation of individual g-modes.
We ignore higher order post-Newtonian terms, spin, the equilib-
rium tide, and nonlinear tidal effects (such as those considered in
Essick et al. 2016), and assume that the signal shuts off at the gravi-
tational wave frequency corresponding to the inner-most stable cir-
cular orbit f = 2 fISCO ' 1.6 × 103Hz [2.8M/(M + M ′)] (Cutler
& Flanagan 1994; Poisson & Will 1995). In Appendix B we show
that under these assumptions,
Ψ( f ) = Ψpp( f ) −
∑
a
(
1 − f
fa
)
δφaΘ ( f − fa) , (32)
where, by the stationary-phase approximation, the point-particle
phase is (Cutler & Flanagan 1994)
Ψpp( f ) = 2pi f tc − φc − pi4 +
3
4
(
8piGM f
c3
)−5/3
, (33)
δφa is the phase shift due to the tidal resonance with a mode a
with eigenfrequency fa , and Θ ( f − fa) is the Heaviside step func-
tion. Here tc and φc are constants of integration that set a refer-
ence time and phase. The duration of each resonance is, in gen-
eral, much shorter than the orbital decay timescale due to radia-
tion reaction (their ratio is ' 0.1 × [(M/1.2M)( f /500 Hz)]5/6;
see Lai 1994; Flanagan & Racine 2007; Balachandran & Flanagan
2007). We therefore model the resonance as an instantaneous pro-
cess, which should be a good approximation since nearly all the
g-modes we consider have f (GR)a < 500 Hz (the one exception is
the na = 1 hyperonic g-mode of the 1.6M HS model which has
f (GR)a = 740 Hz).
Since the phase shift is dominated by the resonant excitation of
the lowest order mode, for simplicity we do not sum over the modes
in our waveform model but instead just consider the phase shift due
to a single mode. Our model therefore depends on 6 parameters:A,
M, tc , φc , fa , and δφa . Flanagan & Racine (2007) also consider
the effect of phase shifts on the GW signal, although their model is
written in terms of the phase of the time-domain waveform φ(t)
(their equation 1.9) rather than the frequency-domain waveform
Ψ( f ). In Appendix B we show that the two treatments are con-
sistent.
Before examining the numerical results, note that
∂ h˜
∂(δφa) = −i
(
1 − f
fa
)
Θ ( f − fa) h˜, (34)
∂ h˜
∂ fa
= −iδφa f
f 2a
Θ ( f − fa) h˜. (35)
Note that the (1 − f / fa) factor eliminates the δ-function at f = fa
stemming from the derivative of Θ. By equation (28), we see that
∆(δφa) and ∆ fa both vary linearly with distance (and thus in-
versely with SNR) and that ∆(δφa) is independent of δφa whereas
∆ fa ∝ (δφa)−1. Conceptually, these last two properties reflect the
fact that the measurability of phase shifts ∆(δφa) is mostly deter-
mined by how much SNR accumulates before and after the res-
onance (which is independent of δφa itself), whereas the larger
δφa is, the easier it is to localize the frequency of the resonance
(and thus the smaller ∆ fa is). Lastly, because the dominating g-
modes are excited at frequencies higher than the most sensitive
band of ground-based GW detectors (≈ 70 Hz), larger fa have
Table 3. Threshold distance dhorth out to which dynamical tide resonances
are detectable [∆(δφa ) = |δφa |] assuming a single merger event.
fa [Hz] |δφa | [rad] Detector dhorth [Mpc] SNR ∆ fa [Hz]
aLIGO 1.9 1.9e+3 2.4e+2
450 0.01 CE 27 5.5e+3 2.1e+2
ET-D 17 2.5e+3 2.2e+2
aLIGO 0.19 1.9e+4 2.4e+2
450 0.001 CE 2.7 5.5e+4 2.1e+2
ET-D 1.7 2.5e+4 2.2e+2
aLIGO 0.06 5.7e+4 2.5e+2
750 0.001 CE 0.8 1.8e+5 2.3e+2
ET-D 0.5 8.1e+4 2.4e+2
larger ∆(δφa) and ∆( fa) and thus worse detectability. This is dif-
ferent from the results in Balachandran & Flanagan (2007) who
found that increasing fa would make the detection easier, as Bal-
achandran & Flanagan (2007) considered modes that were excited
at frequencies lower than the most sensitive band.
5.2 Detectability with second and third generation detectors
For the numerical results, we take M = M ′ = 1.4M (using M =
M ′ = 1.5M or 1.6M in the Fisher matrix calculation changes
the rms errors only by . 10%). Since the values of tc and φc do
not affect the evaluation of ∆(δφ) and ∆ fa , we set them equal to
zero. We show results for three sets of tidal parameters, one with
fa = 450 Hz and δφa = 0.01 rad, corresponding to the lowest
order muonic g-mode in the NS/HS model, one with fa = 450 Hz
and δφa = 0.001 rad for the first hyperonic mode in the 1.5M HS
model, and one with fa = 750 Hz and δφa = 0.001 rad for the first
hyperonic mode in 1.6M HS. Higher order g-modes resonate at
lower frequencies and have smaller ∆(δφa) because more SNR is
accumulated after their resonances [eq. (34)]. However, because of
the steep falloff of δφa with decreasing frequency [increasing na;
see eq. (20)], it is much more difficult to detect their phase shifts.
For the detector noise, we consider the noise curves of Ad-
vanced LIGO (aLIGO) at design sensitivity (LIGO Scientific Col-
laboration et al. 2015), and the noise curves of proposed third gen-
eration detectors including the Cosmic Explorer (CE; Abbott et al.
2017) and the Einstein Telescope (specifically, ET-D; Hild et al.
2011). For simplicity we consider here only the detectability of a
single detector instead of a network of detectors (Schutz 2011). We
also ignore the tidal phase shift due to the companion NS/HS which
should increase δφa by a factor of two if M = M ′.
Our analysis neglects systematic uncertainties due to calibra-
tion errors in the instruments. The current calibration uncertainty
of aLIGO is somewhat larger than the phase shift due to dynamic
tides (the phase uncertainty is ' 0.03 rad at 450 Hz; Vitale et al.
2012; The LIGO Scientific Collaboration et al. 2016). Regard-
less, we show that for aLIGO the measurement errors dominate
(∆(δφa)>∼ 0.1 rad even with event stacking) and preclude detecting
the dynamical tide with aLIGO. As for the third generation detec-
tors, currently there is no published estimate of their expected cal-
ibration performance. We therefore ignore this effect in our study
and work under the assumption that it will be at least a factor of
∼ 10 better than aLIGO’s.
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5.2.1 Single events
In Table 3 we show the threshold horizon distance dhorth out to
which different GW detectors can measure tidal resonances assum-
ing a single merger event. Here dhorth is defined to be the distance
at which an event has ∆(δφa) = δφa assuming an optimal antenna
response K = 1. We also give the events corresponding SNR and
∆ fa . For the dominating muonic mode, aLIGO can detect such a
feature only for an event happening within 1.9 Mpc (i.e., within the
Local Group). With the third generation detectors, this horizon dis-
tance can be pushed out to ≈ 20 − 30 Mpc, and thus could include
the Virgo Cluster (16 Mpc). If we account for the random source
orientation (by dividing dhorth by 2.3) and assume the ‘most-likely’
event rate of R = 103 Gpc−3 yr−1 (Abadie & et al. 2010; Abbott
et al. 2016), we find that such an event should happen only once
every ≈ 150 yr at CE sensitivity (here we ignore that the Universe
is far from being homogeneous in such a local range and simply
assume that the sources are uniformly distributed).
In terms of SNR, the detection of g-modes from a single event
typically requires an SNR & 2000, with the exact number depend-
ing on the detailed shape of the sensitivity curve. As a comparison,
for a typical event with SNR = 12, with aLIGO we can only mea-
sure ∆(δφa) = 1.9 rad, which is more than two orders of magnitude
larger than δφa , and ∆ fa = 4.7 × 104 Hz, which is greater than the
entire detector bandwidth.
As for the hyperonic mode, its small phase shift makes its de-
tection possible only from the extremely loud events with SNR
& 104. Even with CE, the most sensitive detector we consider,
the horizon distance can only reach 2.7 (0.8) Mpc for the 1.5M
(1.6M) HS model. Therefore, unless there is an extremely rare
nearby event, the phase shift due to a hyperonic mode is unlikely to
be detected from a single event.
5.2.2 Multiple stacked events
In Table 4, we give the rms errors 〈∆(δφa)〉 and 〈∆( fa)〉 found
by stacking multiple events. We assume a total observation dura-
tion Pobs = 5 years, an SNR cutoff of 40 to determine deffmax, and
an event rate of R = 103 Gpc−3 yr−1(Abadie & et al. 2010; Ab-
bott et al. 2016). Under these assumptions, the number of expected
events is 1, 9 × 104, and 2 × 103 for aLIGO, CE, and ET-D, re-
spectively (CE has the largest deffmax, with a cosmological redshift
z = 0.3).
We find that aLIGO can only measure phase shifts to an accu-
racy of 〈∆(δφa)〉 & 0.2 rad. Since this is at least an order of mag-
nitude larger than the phase shifts induced by resonant mode exci-
tation, the dynamical tide is unlikely to be detectable with aLIGO
even with event stacking.
By contrast, with CE the phase shifts can be measured to an
accuracy of 〈∆(δφa)〉 ≈ 3 × 10−3 rad. CE should therefore be
able to detect the phase shift due to the muonic modes (δφa ≈
10−2 rad); they might only be marginally detectable with a sin-
gle ET-D alone, however. CE has rms errors that are ≈ 100 times
smaller than aLIGO because its ∆θref is 15 times smaller (it ac-
cumulates 15 times more SNR post-resonance than aLIGO for the
same source) and, for a given SNR cutoff, its deffmax is ≈ 40 times
larger [cf. eq. (29)].
Detecting the phase shift due to the hyperonic modes (δφa ≈
10−3 rad) will, however, be difficult even with CE event stacking
given that 〈∆(δφa)〉 & δφa . Moreover, R is predicted to be smaller
for higher-mass NSs (Kiziltan et al. 2013), i.e., those containing hy-
peron cores, and therefore there will be fewer such events to stack.
Table 4. Measurement errors found by stacking events for different detec-
tors and values of fa and δφa .
fa [ Hz] |δφa | [rad] Detector 〈∆( fa )〉 [Hz] 〈∆(δφa )〉 [rad]
aLIGO 5.8e+3 2.5e-1
450 0.01 CE 5.3e+1 2.6e-3
ET-D 1.7e+2 7.7e-3
aLIGO 5.8e+4 2.5e-1
450 0.001 CE 5.3e+2 2.6e-3
ET-D 1.7e+3 7.7e-3
aLIGO 1.8e+5 7.4e-1
750 0.001 CE 2.0e+3 8.6e-3
ET-D 5.9e+3 2.5e-2
It may also be difficult to distinguish the phase shifts of the hyper-
onic modes from those of the muonic modes, especially if the dom-
inant (i.e., lowest order) muonic and hyperonic modes have similar
frequencies, as is the case in our 1.5M HS model.
Our stacking calculation only accounts for the distance dis-
tribution of the sources but otherwise assumes all the events are
identical. It therefore neglects variation of the inspiral parameters,
including the NS mass distribution. Although this is a coarse ap-
proximation that should be relaxed in future studies, we do not
expect it to significantly affect our estimates of 〈∆(δφa)〉. From
equation (29), we see that 〈∆θ〉 ∝ ∆θref , where ∆θref is the ref-
erence value that is intended to be representative of all the events.
Considering the phase shift measurement (θ = δφa), we showed in
Section 5.1 that ∆(δφa) is independent of δφa and instead mostly
depends on fa . From Table 2 we see that for the muonic modes, fa
is nearly independent of M (it only changes be 10% in going from
1.4M to 1.6M). Therefore, for each detector there is a reliable
reference value for ∆(δφa) and our estimate of 〈∆(δφa)〉 should
not be strongly affected by our neglect of the mass distribution of
the events.
6 CONCLUSIONS
We studied the dynamical tide in coalescing NS binaries and in-
vestigated how the resonant excitation of g-modes might impact
the GW signal. In our previous work (YW17), we carried out the
first study of dynamical tides in a superfluid NS. We showed that
the dynamical tide, unlike the equilibrium tide, is directly sensitive
to the composition and superfluid state of the core and thus offers
a unique probe of the NS interior. Here, we extended the results
of YW17 by allowing for hyperons in the NS core. Dommes &
Gusakov (2016) showed that hyperons modify the buoyancy pro-
file in the star and give rise to a new type of g-mode. We confirmed
their results, and calculated the spectrum of hyperonic g-modes in
the inner core and muonic g-modes in the outer core for different
NS models (with varying hyperon core radii RΛ). We found that
the characteristic frequency of the hyperonic g-modes increases lin-
early with RΛ and that the hyperonic g-modes can have consider-
ably higher frequencies than the muonic g-modes. We also showed
that the frequency and tidal coupling of the muonic modes is not
particularly sensitive to the existence of hyperons in the core.
The resonant tidal excitation of the hyperonic and muonic g-
modes remove energy from the orbit and induce phase shifts in the
GW signal. We found that the lowest order g-modes induce the
largest phase shifts, with magnitudes |δφa | ∼ 10−3−10−2 rad. The
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muonic g-modes, which are concentrated in the outer core where
the tide is stronger, induce phase shifts that are a few times larger
than that of the hyperonic g-modes.
Using the Fisher matrix formalism, we estimated the de-
tectability of the induced phase shifts both from single events and
from stacked events. We found that with the next generation GW
detectors (CE and/or ET), a single, optimally oriented event within
≈ 20 Mpc (e.g., within the Virgo Cluster) should be loud enough to
detect the phase shift due to the muonic modes. The system would
need to be about five to ten times closer (e.g., within the Local
Group), in order to detect the smaller phase shifts associated with
the hyperonic modes. While such nearby events are rare, we found
that by stacking multiple events, there is a reasonably good likeli-
hood that next generation detectors can detect the phase shifts in-
duced by the muonic modes. Measuring the frequency and phase
shift of the muonic mode resonance can help constrain the strat-
ification and superfluid state of the NS core. The phase shift due
to the hyperonic modes will likely be difficult to detect even with
event stacking.
By restricting our models to relatively low masses (M ≤
1.6M), we ensured that the only type of hyperon in the core were
Λ hyperons. In the future, it might be interesting to also study
higher mass models, which would include Ξ− and Ξ0 hyperons.
Their composition gradients presumably give rise to yet more types
of g-modes in the core. We also assumed that the Λ hyperons were
normal fluid in the inner core (consistent with the treatment in
Dommes & Gusakov (2016)). Whether the hyperons will be su-
perfluid is uncertain, but if they are then they might either have a
modified g-mode spectrum compared to our model or they might
not support g-modes at all (similar to the g-modes supported by
the proton-to-neutron gradient, which vanish when the neutrons are
superfluid; Lee 1995; Andersson & Comer 2001; Prix & Rieutord
2002). Finally, it would also be interesting to investigate how tidal
coupling in a superfluid NS is modified by rotation and nonlinear
instabilities, both of which have been shown to be potentially im-
portant in the normal fluid case (see, respectively, Ho & Lai 1999;
Lai & Wu 2006; Flanagan & Racine 2007 and Weinberg et al. 2013;
Venumadhav et al. 2014; Weinberg 2016; Essick et al. 2016).
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APPENDIX A: RATE OF DIRECT URCA PROCESS
We show here that the timescale for a resonantly oscillating fluid
element to relax toward chemical equilibrium by the Λ-hyperon
direct Urca process
Λ→ p + L + ν¯L, p + L→ Λ + νL, where L = e, µ (A1)
is much longer than its oscillation timescale. While the nucleonic
direct Urca (eq. A1 but with n in place of Λ) is also possible in the
core (Lattimer et al. 1991), its rate is greatly suppressed because the
neutrons are superfluid and the core temperature is well-below the
critical temperature for neutron superfluidity (see, e.g., Yakovlev
et al. 2001). Previous studies have shown that other damping mech-
anisms are also slow compared to the oscillation timescales we con-
sider (Reisenegger & Goldreich 1992, 1994; Lai 1994). We there-
fore conclude that the composition of the fluid element is nearly
frozen and that the modes can be treated as adiabatic to a good
approximation.
Our calculation is similar to one given inYakovlev et al. (2001;
Section 3.5). We focus on the reaction with L = e; the reaction with
L = µ occurs at a similar rate (Prakash et al. 1992). Note that while
our calculation should hold for an NS with npΛeµ composition, as
is the case for the models we consider, for more massive NSs or
NSs with different equation of state that also host other hyperon
species, non-Urca weak interactions like n +Λ
 p +Σ− can have
a much higher reaction rate than direct Urca processes and might
therefore modify the calculation (Yakovlev et al. 2001).
We first define the chemical equilibrium parameter βΛ =
µΛ − µp − µe and the deviation from equilibrium relative to the
background temperature
η =
δβΛ
kT
, (A2)
where δβΛ = δβΛ(P, µn, xµe, xΛe). Although we are interested in
the dis-equilibrium of a perturbed fluid element, and thus the La-
grangian perturbation ∆βΛ, since the background is in chemical
equilibrium βΛ = 0 and therefore to linear order δβΛ = ∆βΛ.
The timescale to relax toward chemical equilibrium is
τurca ≈ ηÛη . (A3)
To proceed, we estimate τurca in an iterative manner. First, we ob-
tain a zeroth order solution by assuming the composition is frozen
and thus ∆xΛe = 0 (and also ∆xµe = 0). We then use this solution
to evaluate η and τurca. As long as the resulting reaction timescale
is much longer than the oscillation timescale, our approach is self-
consistent. This approach implies
η ≈ 1
kT
(
∂βΛ
∂xΛe
)
δxΛe = − bakT
(
∂βΛ
∂xΛe
)
dxΛe
dr
ξrc , (A4)
where ba is the amplitude of the resonantly driven mode. The first
equality follows because P and µn adjust to the background values
on very short timescales, and xµe is nearly constant in the inner
core (cf. Fig. 1). The second equality follows because in our zeroth
order solution ∆xΛe = 0. In order to calculate ξrc and ba , we use
the numerical solution for the n(Λ1.6)a = 1 mode, which has a post-
resonance amplitude ba ' 1× 10−3. We find that δβΛ ∼ 2 MeV 
kT for the largest perturbations and therefore for a cold NS we are
in the limit η  1.
Due to the Urca process, the deviation from chemical equilib-
rium changes at a rate
Ûη ≈ 1
kT
(
∂βΛ
∂xΛe
)
ÛxΛe, (A5)
with
ÛxΛe = ne ÛnΛ − nΛ Ûne
n2e
=
(1 + xΛe)
ne
ÛnΛ = −(1 + xΛe)ne δΓ. (A6)
The net reaction rate per unit volume
δΓ = Γ(Λ→ p + e− + ν¯e) − Γ(p + e− → Λ + νe)
= q

kT
H(η)η (A7)
(eqs. (144)-(147) in Yakovlev et al. 2001). Here  is the equilibrium
neutrino emissivity [eq. (124) and Table 4 in Yakovlev et al. 2001;
we use the rest masses rather than the effective masses, which is
sufficiently accurate here] and is given by
 = 1.6× 1026
(
ne
0.16 fm−3
) (
mΛ
mN
) (
T
109 K
)6
erg cm−3 s−1. (A8)
Although we calculate  based on the hyperonic direct Urca pro-
ceess, we use the nucleon direct Urca values (assuming normal
fluid nucleons) for the numerical prefactor q = 0.158 and for the
function
H(η) = 1 + 10η
2
17pi2
+
η4
17pi4
' η
4
17pi4
. (A9)
The hyperon process should yield very similar values for q and
H(η) [cf. Section 3.3 and eqs. (112)-(117) in Yakovlev et al. 2001;
the energy integral I is the same for all direct Urca processes and
the angular integrals A are similar].
Since the threshold of the hyperon direct Urca process is ex-
pected to nearly coincide with the threshold for the creation of hy-
perons (Prakash et al. 1992), we assume that equation (A7) applies
for r ≤ RΛ. We thereby find
τ−1urca ≈ q
(
∂βΛ
∂xΛe
) (
1 + xΛe
ne
)

(kT)2 H(η)
≈ 1.5 × 10−2
(
δβΛ
1 MeV
)4
s−1. (A10)
Although both xΛe and (∂βΛ/∂xΛe) depend on density ρ, to obtain
the numerical result on the second line we treated them as constant
since ρ varies slowly in the inner core. Note that τ−1urca is indepen-
dent of temperature in the limit η  1.
Since τ−1urca is much smaller than the oscillation frequency of
the g-modes, we conclude that we can safely neglect the hyperonic
direct Urca process and adopt the frozen composition approxima-
tion.
APPENDIX B: PHASE SHIFT
In this appendix we derive the phase Ψ( f ) of the frequency-domain
waveform h˜( f ) ∝ exp [iΨ( f )] due to the resonant excitation of a
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single mode with eigenfrequency fa . Following Flanagan & Racine
(2007; see also Reisenegger & Goldreich 1994), the resonance in-
duces a sudden perturbation δ Ûf to the rate of frequency evolution
relative to the point particle model
Ûf ( f ) = Ûfpp( f ) + δ Ûf ( f ). (B1)
The time taken by the binary to evolve to some frequency f after
the resonance is, to linear order in δ Ûf ,
t( f ) =
∫ f
0
d f
Ûf '
∫ f
0
1
Ûfpp
(
1 − δ
Ûf
Ûfpp
)
d f = tpp( f ) − δta, (B2)
where δta = −δφa/2pi fa (see Section IV of Flanagan & Racine
2007; note that their sign convention for δφa is opposite ours).
Here we ignore the bandwidth of the resonance and treat the per-
turbation δ Ûf proportional to a delta function at f = fa since the
duration of the resonance is much shorter than the orbital decay
time scale (their ratio ' 0.1 × [(M/1.2M)( fa/500 Hz)]5/6; Lai
1994). Since δφa < 0, the mode resonance speeds up the inspiral
and it takes slightly less time to reach a given post-resonance f .
After the resonance, the phase
φ[t( f )]
2pi
=
∫ t( f )
0
f (t ′)dt ′'
∫ f
0
[
f ′
Ûfpp
− f
′δ Ûf
Ûf 2pp
]
d f ′=
φpp( f ) + δφa
2pi
.
(B3)
The phase of the frequency domain waveform post-resonance is
therefore
Ψ( f ) = 2pi f t( f ) − φ[t( f )] − pi
4
= Ψpp( f ) −
(
1 − f
fa
)
δφa, (B4)
where the first equality comes from the stationary phase approxi-
mation and Ψpp = 2pi f tpp( f ) − φpp( f ) − pi/4 is given by equation
(33). If we had chosen the parameters so that the perturbed and un-
perturbed waveforms coincide after the resonance rather than be-
fore the resonance then the (1− f / fa) factor would have the oppo-
site sign. For the small δφa due to g-mode resonances, we find that
both choices give nearly identical rms errors ∆(δφa) and ∆ fa due
to the covariance with tc and φc .
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