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DARONDEAU-PRAGACZ FORMULAS IN COMPLEX COBORDISM
MASAKI NAKAGAWA AND HIROSHI NARUSE
Abstract. In this paper, we generalize the push-forward (Gysin) formulas for flag
bundles in the ordinary cohomology theory, which are due to Darondeau-Pragacz,
to the complex cobordism theory. Then we introduce the universal quadratic Schur
functions, which are a generalization of the (ordinary) quadratic Schur functions in-
troduced by Darondeau-Pragacz, and establish some Gysin formulas for the universal
quadratic Schur functions as an application of our Gysin formulas.
1. Introduction
In [11], Darondeau-Pragacz has established push-forward (Gysin) formulas for all
flag bundles of types A, B, C, and D in the framework of the Chow theory or the
ordinary cohomology theory. In this paper, we shall call their formulas Darondeau-
Pragacz formulas.1 Their idea of the proof is to iterate the well-known push-forward
formula for a projective bundle in types A, C, and for a quadric bundle in types B, D.
Thus the method used in their paper is quite elementary and simple. Nevertheless,
the obtained formulas are quite useful and have many applications. The purpose of
the present paper is to generalize the D-P formulas in the ordinary cohomology theory
to the complex cobordism theory. Since the complex cobordism theory is universal
among complex-oriented (in the sense of Adams [1]) generalized cohomology theories
(see Quillen [30]), our formulas readily yield the Gysin formulas for flag bundles in
other complex-oriented generalized cohomology theory under the specialization of the
universal formal group law. For instance, one can obtain the Gysin fomrulas for flag
bundles in the complex K-theory.
In order to accomplish our purpose, we need to formulate the following two items:
– Segre classes of a complex vector bundle in complex cobordism,
– Gysin formula for a projective bundle in complex cobordism.
Recently Hudson-Matsumura [17, Definition 3.1] introduced the Segre classes of a com-
plex vector bundle in the algebraic cobordism theory, and their definition applies to the
complex cobordism theory as well (see §3.1.1). As for the latter, Quillen [30, Theorem
1] described the Gysin homomorphism of a projective bundle using the residue symbol.
Unfortunately he never defined the residue. In our work, we interpret Quillen’s residue
symbol as “residue at zero” (see §3.1.2).
Having prepared these two notions, we are able to establish the Gysin formulas for
full flag bundles along the same lines as in [11]. In order to derive the formulas for
general partial flag bundles from those of full flag bundles, we make use of the same
idea as described in Damon [10, §2]. In this process, we noticed that the universal
Schur functions (corresponding to the empty partition) were needed. These functions
are the complex cobordism analogues of the ordinary Schur polynomials, and are first
introduced by Fel’dman [13, Definition 4.2] (see also Nakagawa-Naruse [23, Definition
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1 D-P formulas for short.
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4.10]). Using these functions, we are able to generalize the D-P formulas in the ordinary
cohomology theory to the complex cobordism theory. Our main results are Theorems
3.4, 3.10, and 3.14. Furthermore, it turned out that most of the results established
in [11] can be generalized to the complex cobordism setting. Especially, the quadratic
Schur functions introduced in [11, §4.2], which are the “type BCD analogues” of
the ordinary Schur functions, can be generalized to the universal quadratic Schur
functions (see Definition 4.2). We shall give a certain Gysin formula (Proposition 4.4),
the generating function for the universal quadratic Schur functions (Theorem 4.6) as
applications of our Gysin formulas in complex cobordism. For further applications of
Gysin formulas in complex cobordism, readers are referred to Nakagawa-Naruse [25].
We shall close the introduction by giving some comments on Gysin formulas for
flag bundles. It is well-known that a technique of Gysin maps for Grassmann or
flag bundles is quite useful for the study of degeneraci loci of maps of vector bun-
dles (see e.g., Fulton [14, §14.2], Fulton-Pragacz [15, §4.1]), and many authors give
various formulas of Gysin maps. Among such formulas, those of Damon [10, pp.644-
645, Theorem, Corollary 1], Ilori [18, p.623, Theorem], Kaji-Terasoma [19, Theorem
0.4 (Push-Forward Formula)] are closely related to the work of Darondeau-Pragacz
[11], and hence of ours. On the other hand, in the context of the equivariant co-
homology theory, using the Atiyah-Bott-Berline-Vergne formula for torus actions, Tu
[36], [37] described Gysin maps for general partial flag bundles as certain symmetriz-
ing operators, and gave explicit formulas for computing the characteristic numbers of
general partial flag manifolds. Zielenkiewicz [41] gave formulas of the integrals over
the Grassmannians as iterated residues at infinity. Using the iterated residues at zero
and infinity, Rimanyi and Szenes [33, Lemma 6.2], Weber and Zielenkiewicz [39] gave
similar formulas for Grassmannians in the equivariant K-theory. Thus many authors
treat essentially the same subject. Nevertheless, mutual relationships between these
formulas are not necessarily apparent. In the case of cohomology, it is verified directly
that the D-P formulas for Grassmann bundles and Zielenkiewicz formulas for Grass-
mannians are equivalent (up to sign) (see Remark 3.8). Further investigations will be
needed.
1.1. Organization of the paper. The paper is organized as follows: §2 is a prelim-
inary section, and gives a brief account of the complex cobordism theory, the universal
formal group law, and the universal Schur functions which will be used throughout
this paper. §3 is the main body of the paper, and establishes the D-P formulas of types
A, B, C, and D in complex cobordism. As we mentioned above, three items, that is,
Segre classes in complex cobordism, Gysin formula for a projective bundle in complex
cobordism, and universal Schur functions, play a significant role. The final section, §4,
deals with applications of our Gysin formulas, and discuss various properties of the
universal quadratic Schur functions in detail.
Acknowledgments. We would like to thank Piotr Pragacz and Tomoo Mat-
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t=0
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2. Notation and conventions
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2.1. Complex cobordism theory. Complex cobordism theory MU∗(−) is a general-
ized cohomology theory associated to the Milnor-Thom spectrum MU (for a detailed
account of the complex cobordism theory, readers are referred to e.g., Adams [1],
Ravenel [32], Stong [34, Chapter VII], Wilson [40]). According to Quillen [31, Propo-
sition 1.2], for a manifold X , MU q(X) can be identified with the set of cobordism
classes of proper, complex-oriented maps of dimension −q. Thus a map of manifolds
f : Z −→ X , which is complex-oriented in the sense of Quillen, determines a class
denoted by [Z
f
→ X ], or simply [Z] in MU q(X). The coefficient ring of this theory is
given by MU∗ := MU∗(pt), where pt is a space consisting of a single point. With this
geometric interpretation of MU∗(X), the Gysin map can be defined as follows (see
Quillen [31, 1.4]): For a proper complex-oriented map g : X −→ Y of dimension d,
the Gysin map
g∗ : MU
q(X) −→ MU q−d(Y )
is defined by sending the cobordism class [Z
f
→ X ] into the class [Z
g◦f
→ Y ].
Complex cobordism theory MU∗(−) is equipped with the “generalized” Chern
classes. To be more precise, for a rank n complex vector bundle over a space X ,
one can define the MU∗-theory Chern classes cMUi (E) ∈ MU
2i(X) for i = 0, 1, . . . , n,
which have the usual properties of the ordinary Chern classes in cohomology (see
Conner-Floyd [9, Theorem 7.6], Switzer [35, Theorem 16.2]).
Let CP∞ be an infinite complex projective space, and η∞ −→ CP
∞ the Hopf line
bundle on CP∞. Note that CP∞ is homotopy equivalent to the classifying space BU(1)
of the unitary group U(1). Let x = xMU be theMU∗-theory first Chern class of the line
bundle η∨∞, dual of η∞. Then it is well-known that MU
∗(CP∞) ∼= MU∗[[x]]. Denote
by πi : CP
∞ × CP∞ −→ CP∞ the natural projection onto the i-th factor (i = 1, 2).
Then the product map µ : CP∞ × CP∞ −→ CP∞ is defined as the classifying map of
the line bundle π∗1η∞⊗π
∗
2η∞ over CP
∞×CP∞. Applying the functor MU∗(−) to the
map µ, we obtain
µ∗ : MU∗(CP∞) ∼= MU∗[[x]] −→MU∗(CP∞ × CP∞) ∼= MU∗[[x1, x2]],
where xi = x
MU
i is theMU
∗-theory first Chern class of the line bundle π∗i η
∨
∞ (i = 1, 2).
From this, one obtains the formal power series in two variables:
µ∗(x) = FMU(x1, x2) =
∑
i,j≥0
ai,jx
i
1x
j
2 (ai,j = a
MU
i,j ∈MU
2(1−i−j)).
Therefore, for complex line bundles L, M over the same base space, the following
formula holds:
cMU1 (L⊗M) = F
MU(cMU1 (L), c
MU
1 (M)).
Quillen [30, §2] showed that the formal power series FMU(x1, x2) is a formal group
law over MU∗. Moreover, he also showed ([30, Theorem 2]) that the formal group
law FMU(x1, x2) over MU
∗ is universal in the sense that given any formal group law
F (x1, x2) over a commutative ring R with unit, there exists a unique ring homomor-
phism θ : MU∗ −→ R carrying FMU to F . Topologically, Quillen’s result represents
that the complex cobordism theory MU∗(−) is universal among complex-oriented
generalized cohomology theories. It is known since Quillen that a complex-oriented
generalized cohomology theory gives rise to a formal group law by the same way as
above. For instance, the ordinary cohomology theory (with integer coefficients) H∗(−)
corresponds to the additive formal group law FH(x1, x2) = x1 + x2, and the (topo-
logical) complex K-theory K∗(−) corresponds to the multiplicative formal group law
FK(x1, x2) = x1 + x2 − βx1x2 for some unit β ∈ K
−2 = K−2(pt) = K˜0(S2). Here a
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comment concerning the K-theoretic Chern classes is in order: Following Levine-Morel
[21, Example 1.1.5] (see also Bott [4, Theorem 7.1], Stong [34, Chapter VII]), for a
complex line bundle L −→ X , we define the K-theoretic first Chern class cK1 (L) to be
β−1(1− L∨) ∈ K2(X). Then the corresponding formal group law is given just stated
as above.
2.2. Lazard ring L and the universal formal group law FL. Quillen’s result in
the previous subsection implies that the formal group law FMU over MU∗ is identified
with the so-called Lazard’s universal formal group law FL(u, v) over the Lazard ring L,
which we briefly recall from Levine-Morel’s book [21]. Accordingly, the additive formal
group law will be denoted by Fa(u, v) = u+ v in place of F
H , and the multiplicative
formal group law by Fm(u, v) = u+ v − βuv in place of F
K in the following (see [21,
§1.1]): In [20], Lazard constructed the universal formal group law
FL(u, v) = u+ v +
∑
i,j≥1
aLi,ju
ivj ∈ L[[u, v]]
over the ring L, where L is the Lazard ring, and he showed that it is isomorphic to
the polynomial ring in countably infinite number of variables with integer coefficients
(see Levine-Morel [21, §1.1]). FL(u, v) is a formal power series in u, v with coefficients
aLi,j of formal variables which satisfies the axioms of the formal group law:
(i) FL(u, 0) = u, FL(0, v) = v,
(ii) FL(u, v) = FL(v, u),
(iii) FL(u, FL(v, w)) = FL(FL(u, v), w).
For the universal formal group law, we shall use the notation (see Levine-Morel [21,
§2.3.2, §3.1.1])
u+L v = FL(u, v) (formal sum),
u = [−1]L(u) = χL(u) (formal inverse of u),
u−L v = u+L [−1]L(v) = u+L v (formal subtraction).
Furthermore, we define [0]L(u) := 0, and inductively, [n]L(u) := [n− 1]L(u) +L u for a
positive integer n ≥ 1. We also define [−n]L(u) := [n]L([−1]L(u)) for n ≥ 1. We call
[n]L(u) the n-series in the sequel (we often drop L from the notation, and just write
[n](u) for simplicity). Denote by ℓL(u) ∈ L ⊗ Q[[u]] the logarithm (see Levine-Morel
[21, Lemma 4.1.29]) of FL, i.e., a unique formal power series with leading term u such
that
ℓL(u+L v) = ℓL(u) + ℓL(v).
The Lazard ring L can be graded by assigning each coefficient aLi,j the degree 1 −
i − j (i, j ≥ 1) (see Levine-Morel [21, §1.2]). This grading makes L into the graded
ring over the integers Z. Be aware that in topology, it is customary to give aLi,j the
cohomological degree 2(1− i− j).
For the complex K-theory, we shall use the following notation:
u⊕ v = Fm(u, v) = u+ v − βuv,
u =
−u
1− βu
,
u⊖ v = u⊕ v =
u− v
1− βv
.
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2.3. Universal Schur functions. Throughout this paper, we basically use the no-
tation pertaining to partitions as in Macdonald’s book [22, Chapter I]. A partition
λ is a non-increasing sequence λ = (λ1, λ2, . . . , λk) of non-negative integers such that
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0. As is customary, we do not distinguish between two such
sequences which differ only by a finite or infinite sequence of zeros at the end. The
non-zero λi’s are called the parts of λ, and the number of parts is the length of λ,
denoted by ℓ(λ). The sum of the parts is the weight of λ, denoted by |λ|. If |λ| = n,
we say that λ is a partition of n. If λ, µ are partitions, we shall write λ ⊂ µ to mean
that λi ≤ µi for all i ≥ 1. In what follows, the set of all partitions of length ≤ n is
denoted by Pn. For a non-negative integer n, we set ρn := (n, n − 1, . . . , 2, 1) (ρ0 is
understood to be the unique partition of 0, which we denote by just 0 or ∅). The par-
tition (k, k, . . . , k︸ ︷︷ ︸
l
) will be abbreviated to (kl), or just kl. Let λ, µ ∈ Pn be partitions.
Then λ + µ is a partition defined by (λ + µ)i := λi + µi (i = 1, 2, . . . , n). Given a
partition λ ∈ Pn and a positive integer k, we denote the partition (kλ1, . . . , kλn) by
kλ.
Now let us recall the definition of the universal Schur functions (see Nakagawa-
Naruse [23, Definition 4.10]): Let xn = (x1, x2, . . . , xn) be n independent variables.
For a partition λ ∈ Pn, we use the notation
x
λ :=
n∏
i=1
xλii
(x0i := 1). Then the universal Schur function s
L
λ(xn) in the variables xn = (x1, x2, . . . , xn)
corresponding to the partition λ ∈ Pn is defined as
(2.1) sLλ(xn) :=
∑
w∈Sn
w ·
[
x
λ+ρn−1∏
1≤i<j≤n(xi +L xj)
]
,
where the symmetric group Sn acts on the variables xn = (x1, . . . , xn) by permutations.
It is a generalization of the usual Schur polynomial sλ(xn) (see e.g., Macdonald [22,
Chapter I, (3.1)]), and the Grassmann Grothendieck polynomial Gλ(xn) (see e.g., Buch
[7, §2]). In fact, under the specialization from the universal formal group law FL(u, v) =
u +L v to the additive one Fa(u, v) = u + v (resp. the multiplicative one Fm(u, v) =
u ⊕ v), the function sLλ(xn) reduces to sλ(xn) (resp. Gλ(xn)). Note that sλ(xn) is a
polynomial in xn with integer coefficients, and Gλ(xn) is also a polynomial in xn with
coefficients in Z[β], whereas sLλ(xn) is a formal power series in xn with coefficients
in L. Moreover, unlike the Schur and Grothendieck polynomials, the function sL∅ (xn)
corresponding to the empty partition ∅ = (0n) is not equal to 1. For example, we have
sL∅ (x2) =
x1
x1 +L x2
+
x2
x2 +L x1
= 1 + aL1,2x1x2 + · · · 6= 1.
In the later section (§4), we need to extend the above definition (2.1) to arbitrary
sequences of non-negative integers. Namely, for such a sequence I = (I1, . . . , In) ∈
(Z≥0)
n, the corresponding universal Schur function sLI (xn) is defined by the same
expression as (2.1).
3. Darondeau-Pragacz formulas in complex cobordism
In this section, we shall generalize the push-forward (Gysin) formulas for flag bun-
dles due to Darondeau-Pragacz [11] to the complex cobordism theory. Their formulas
will be referred to as the Darondeau-Pragacz formulas in the sequel. The original
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Darondeau-Pragacz formulas [11] are formulated in the Chow theory, or the ordinary
cohomology theory. Their formulas are obtained by iterating the classical push-forward
formula for a projective bundle associated with a complex vector bundle, and are ex-
pressed by using the Segre classes, or the Segre polynomials of complex vector bundles.
Therefore, in order to generalize their formulas to the complex cobordism theory, we
need to generalize a notion of the Segre classes and the classical push-forward formula
for a projective bundle in cohomology to complex cobordism. These generalizations
are essentially established by Hudson-Matsumura [17] and Quillen [30] respectively,
and recalled in the next subsection.
3.1. From cohomology to complex cobordism.
3.1.1. Segre classes in complex cobordism. In order to formulate the Darondeau-Pragacz
formulas in complex cobordism, we need a notion of the Segre classes of complex vector
bundles in complex cobordism. Fortunately such a notion has been recently introduced
by Hudson-Matsumura [17, Definition 3.1]. More precisely, they defined the Segre
classes Sm(E) (m ∈ Z) in the algebraic cobordism theory Ω
∗(−) of a complex vector
bundle E by using the push-forward image of the projective bundle G1(E) ∼= P (E∨).
Notice that this definition is the exact analogue of the Segre classes in ordinary co-
homology given by Fulton [14, §3.1] (see also Fulton-Pragacz [15, §4.1]). K-theoretic
generalization of Segre classes Gm(E) (m ∈ Z) is also introduced by the same man-
ner (Buch [8, Lemma 7.1]). The Segre classes of E in the complex cobordism theory
MU∗(−), denoted by S Lm(E) (m ∈ Z), can be defined by exactly the same way as
above. Denote by
S
L(E; u) :=
∑
m∈Z
S
L
m(E)u
m
the generating function of the Segre classes, which we call the Segre series in what
follows. More explicitly, the following expression has been obtained (see Hudson-
Matsumura [17, Theorem 3.6], Nakagawa-Naruse [24, Theorem 5.9]): Let x1, . . . , xn
be the MU∗-theory Chern roots of E. Then the Segre series S L(E; u) of E is given
by
(3.1) S L(E; u) =
1
PL(z)
n∏
j=1
z
z +L xj
∣∣∣∣∣
z=u−1
=
1
PL(z)
zn∏n
j=1(z +L xj)
∣∣∣∣∣
z=u−1
,
where PL(z) := 1 +
∑∞
i=1 a
L
i,1z
i.
These Segre classes S Lm(E) (m ∈ Z) are natural generalizations of the (ordinary)
Segre classes in cohomology: If we specialize the universal formal group law FL(u, v) =
u+L v to the additive one Fa(u, v) = u+ v, then S
L(E; u) reduces to
n∏
j=1
z
z − xj
∣∣∣∣∣
z=u−1
=
n∏
j=1
1
1− xju
=
1
c(E;−u)
=
1
c(E∨; u)
= s(E; u).
Here c(E; u) :=
∑n
i=0 ci(E)u
i (resp. s(E; u) =
∑
i≥0 si(E)u
i) denotes the (ordinary)
Chern polynomial (resp. Segre series) of E. This formula also implies that the i-th
Segre class si(E) is identified with the i-th complete symmetric polynomial hi(xn),
or the Schur polynomial s(i)(xn) corresponding to the one-row (i) in the variables
xn = (x1, . . . , xn). The classes S
L
m(E) are also generalizations of the K-theoretic
Segre classes Gm(E) (m ∈ Z). In fact, if we specialize FL(u, v) = u +L v to the
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multiplicative one Fm(u, v) = u⊕ v, then S
L(E; u) reduces to
1
1− βz
n∏
j=1
z
z ⊖ xj
∣∣∣∣∣
z=u−1
=
1
1− βu−1
n∏
j=1
1− βxj
1− xju
=
1
1− βu−1
cK(E;−β)
cK(E;−u)
,
which is theK-theoretic Segre seriesG(E; u) =
∑
m∈ZGm(E)u
m of E given by Hudson-
Ikeda-Matsumura-Naruse [16, Theorem 2.8]. Here cK(E; u) =
∑n
i=0 c
K
i (E)u
i is the K-
theoretic Chern polynomial of E. For m ≥ 1, the m-th K-theoretic Segre class Gm(E)
is identified with the m-th Grothendieck polynomial Gm(xn) corresponding to the
one-row (m). We remark that our Segre class S Lm(E) (m ≥ 1) in complex cobordism
can be identified with the new universal Schur function SLm(xn) (see Nakagawa-Naruse
[24, Remark 5.10]).2
More generally, given two complex vector bundles E, F over the same base space
X , the relative Segre classes Sm(E−F ) (m ∈ Z) are also introduced in [17, Definition
3.9]. In our context, these classes are defined by the following generating function3:
(3.2) S L(E − F ; u) :=
∑
m∈Z
S
L
m(E − F )u
m :=
1
PL(u−1)
·
S L(E; u)
S L(F ; u)
.
Remark 3.1. The formal power series PL(z) ∈ L[[z]] has the following geometric
meaning: By the argument in Quillen [30, §1], we have
∂FL
∂v
(z, 0) = PL(z), and hence
ℓ′L(z) =
1
PL(z)
. By a result due to Miˇscˇenko (see Adams [1, Chapter II, Corollary
9.2], Quillen [30, §2, Corollary]), we know that
ℓL(z) =
∞∑
n=0
[CP n]
n + 1
zn+1,
where [CP n] ∈MU−2n = L−2n is the cobordism class of CP n. Therefore we have
1
PL(z)
=
∞∑
n=0
[CP n]zn.
3.1.2. Fundamental Gysin formula for a projective bundle in complex cobordism. Let
E −→ X be a complex vector bundle of rank n, and ̟1 : P (E) −→ X the associated
projective bundle of lines in E. Denote by U1 the tautological line bundle on P (E).
Put y1 := c
MU
1 (U
∨
1 ) ∈ MU
2(P (E)). In [30], Quillen described the Gysin map ̟1∗ :
MU∗(P (E)) −→MU∗(X). In our notation, his formula will be stated as follows:
Theorem 3.2 (Quillen [30], Theorem 1). For a polynomial f(t) ∈ MU∗(X)[t], the
Gysin map ̟1∗ : MU
∗(P (E)) −→MU∗(X) is given by the residue formula
(3.3) ̟1∗(f(y1)) = Res
′
t=0
f(t)
PL(t)
∏n
i=1(t +L yi)
,
where y1, . . . , yn denote the MU
∗-theory Chern roots of E∨.
2 Note that the function SLm(xn) is different from the universal Schur function s
L
m(xn) := s
L
(m)(xn)
corresponding to the one row (m) introduced in §2.3. For more details about these two functions,
see Nakagawa-Naruse [24, §5.2.2]. Note also that the function SLm(xn) coincides with the universal
Schur function of Kempf-Laksov type sL,KLm (xn) (see Nakagawa-Naruse [25, Example 3.2]).
3 Although the following generating function does not appear explicitly in [17, Definition 3.9], one
can check easily that this agrees with that of Hudson-Matsumura.
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As we mentioned in the introduction, Quillen never defined his residue symbol “res”.
Here the symbol Res′
t=0
F (t) is understood to be the coefficient of t−1 in the formal
Laurent series F (t). However, we must be careful when we apply the operation Res′
t=0
to the formal Laurent series. For example, let us consider the rational function f(t) =
1/(1− t). Then, on the one hand, we have f(t) = 1 + t + t2 + · · · when expanded as
a formal power series in t, and therefore Res′
t=0
f(t) = 0. On the other hand, one can
expand f(t) as a formal power series in t−1 so that f(t) = −t−1− t−2−· · · . Therefore
we have Res′
t=0
f(t) = −1. Thus we must specify how to expand f(t) as a formal power
series in t or t−1 when we apply Res′
t=0
to the rational function f(t). In the above formula
(3.3), we expand the rational function of the right-hand side in accordance with the
following convention (For this interpretation of Quillen’s result, see also Naruse [26,
Lemma 4], Vishik [38, §5.7, The formula of Quillen]): As mentioned in Remark 3.1, we
always treat 1/PL(t) as a formal power series in t, that is, 1/PL(t) =
∑∞
n=0[CP
n]tn.
For the product 1/
∏n
i=1(t +L yi), we expand this as a formal power series in t
−1 by
using the following expansion:
1
t+L yi
=
PL(t, yi)
t− yi
= t−1 ×PL(t, yi)×
1
1− yit−1
= t−1 ×PL(t, yi)×
∞∑
k=0
yki t
−k,
where PL(t, yi) :=
t− yi
t+L yi
. For further calculations, readers are referred to Appendix
5.1.
Following Darondeau-Pragacz [11, p.2, (2)], we reformulate the above formula in a
more handy form. In order to do so, we use the same notation as in [11]. Namely,
for a monomial m of a Laurent polynomial F , we denote by [m](F ) the coefficient of
m in F . With these conventions and the Segre series (3.1), the residue formula (3.3)
becomes
(3.4) ̟1∗(f(y1)) = [t
−1]
(
f(t) · t−nS L(E∨; 1/t)
)
= [tn−1](f(t)S L(E∨; 1/t)).
This is the fundamental formula for establishing more general Gysin formulas for
general flag bundles. With these preliminaries, we shall establish our Darondeau-
Pragacz formulas in complex cobordism in the next subsections.
3.2. Darondeau-Pragacz formula of type A in complex cobordism.
3.2.1. Partial flag bundles of type A. Let E −→ X be a complex vector bundle of
rank n. For a sequence of integers q0 := 0 < q1 < q2 < · · · < qm < qm+1 := n, denote
by ̟q1,q2,...,qm : Fℓq1,q2,...,qm(E) −→ X the bundle of flags of subspaces of dimensions
q1, . . . , qm in the fibers of E. Thus the fiber ̟
−1
q1,...,qm
(x) over a point x ∈ X consists of
flags of linear subspaces of Ex,
W• : Wq0 = 0 (Wq1 (Wq2 ( · · · ( Wqm (Wqm+1 = Ex,
where dim Wqi = qi (i = 0, 1, . . . , m + 1). On Fℓq1,...,qm(E), there exists a universal
flag of subbundles of ̟∗q1,...,qm(E),
Uq0 := 0 ( Uq1 ( Uq2 ( · · · ( Uqm ( Uqm+1 := E = ̟
∗
q1,...,qm
(E),
where rank Uqi = qi (i = 0, 1, . . . , m + 1). The fiber of Uqk over the point W• ∈
Fℓq1,...,qm(E) as above is Wqk . As a special case when qk = k (k = 1, . . . , m), one
obtains the flag bundle ̟1,2,...,m : Fℓ1,2,...,m(E) −→ X which will be called the full flag
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bundle, and the full flag bundle ̟1,2,...,n−1 : Fℓ(E) := Fℓ1,2,...,n−1(E) −→ X is called
the complete flag bundle in the following.4
3.2.2. Construction of flag bundles of type A. In order to establish the Gysin formula
for full flag bundles, we use the fundamental formula (3.4) repeatedly. Let us recall
the construction of the full flag bundle Fℓ1,2,...,q(E) of type A as a chain of projective
bundles of lines. Let E −→ X be a complex vector bundle of rank n. First we consider
the associated projective bundle of lines ̟1 : G1(E) = P (E) −→ X . By definition,
Fℓ1(E) = P (E). On P (E), we have the exact sequence of tautological vector bundles:
(3.5) 0 −→ U1 −֒→ E −։ E/U1 −→ 0,
where U1 is the tautological line bundle (or Hopf line bundle) on the projective bundle
P (E). Here and in what follows, to avoid cumbersome notation, we often omit the
“pull-back notation” of vector bundles. Iterating this construction, we have the pro-
jective bundle of lines ̟i : P (E/Ui−1) −→ P (E/Ui−2) for i ≥ 2 (Here we understand
U0 := 0). On P (E/Ui−1), we have the exact sequence of tautological vector bundles:
(3.6) 0 −→ Ui/Ui−1 −֒→ E/Ui−1 −։ E/Ui −→ 0,
where Ui is a subbundle of E of rank i containing Ui−1, and the quotient bundle
Ui/Ui−1 is the tautological line bundle on P (E/Ui−1). By this construction, we have
Fℓ1,2,...,i(E) = P (E/Ui−1), and put ̟1,2,...,i := ̟1 ◦̟2 ◦ · · · ◦̟i : Fℓ1,2,...,i(E) −→ X .
The sequence of vector bundles
0 = U0 ⊂ U1 ⊂ U2 ⊂ · · · ⊂ Ui ⊂ E = ̟
∗
1,...,i(E)
on Fℓ1,2,...,i(E) will be called the universal flag of subbundles of E. Eventually we
obtain the full flag bundle ̟1,2,...,q : Fℓ1,2,...,q(E) := P (E/Uq−1) −→ X . In partic-
ular, when q = n − 1, one has the complete flag bundle ̟ = ̟1,...,n−1 : Fℓ(E) =
Fℓ1,...,n−1(E) := P (E/Un−2) −→ X .
Remark 3.3. Since E/Un−1 −→ P (E/Un−2) = Fℓ1,...,n−1(E) is a line bundle, we have
the isomorphism ̟n : P (E/Un−1)
∼
−→ P (E/Un−2) = Fℓ1,...,n−1(E). Thus the space
P (E/Un−1) can be taken as a definition of the complete flag bundle Fℓ(E), and it is
often convenient to interpret P (E/Un−1) as “Fℓ1,...,n−1,n(E)”.
On Fℓ(E), there is the universal flag of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un−1 ⊂ E = ̟
∗(E),
and we put
yi := c
MU
1 ((Ui/Ui−1)
∨) ∈MU2(Fℓ(E)) (i = 1, 2, . . . , n).
These are the MU∗-theory Chern roots of E∨.
More generally, for a given sequence of integers q0 = 0 < q1 < · · · < qm < qm+1 = n,
the partial flag bundle ̟q1,...,qm : Fℓq1,...,qm(E) −→ X is constructed as a chain of
Grassmann bundles:
̟q1,...,qm := ̟q1 ◦ · · · ◦̟qm : Fℓq1,...,qm(E) := Gqm−qm−1(E/Uqm−1)
̟qm−→ · · ·
· · · −→ Fℓq1,q2(E) := Gq2−q1(E/Uq1)
̟q2−→ Fℓq1(E) := Gq1(E)
̟q1−→ X.
A similar remark to Remark 3.3 also applies to partial flag bundles: Since we have
the isomorphism ̟qm+1 : Gn−qm(E/Uqm)
∼
−→ Fℓq1,...,qm(E), the space Gn−qm(E/Uqm)
can be taken as a definition of the partial flag bundle Fℓq1,...,qm(E), and it might be
convenient to deal with Gn−qm(E/Uqm) as Fℓq1,...,qm,n(E).
4 We adopted the terminology used in Darondeau-Pragacz [11, §1.2].
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3.2.3. Darondeau-Pragacz formula of type A in complex cobordism. With the above
preliminaries, we can extend Darondeau-Pragacz formula [11, Theorem 1.1] in the fol-
lowing way: Let E −→ X be a complex vector bundle of rank n. Given a sequence of in-
tegers q0 = 0 < q1 < · · · < qm < n = qm+1 as in §3.2.1, we set q := qm. Then the follow-
ing Gysin formula holds for the partial flag bundle ̟q1,...,qm−1,q : Fℓq1,...,qm−1,q(E) −→
X .
Theorem 3.4 (Darondeau-Pragacz formula of type A in complex cobordism). For a
polynomial f(t1, . . . , tq) ∈MU
∗(X)[t1, . . . , tq]
Sq1×Sq2−q1×···×Sq−qm−1 , one has
(3.7)
̟q1,...,qm−1,q∗(f(y1, . . . , yq))
=

 m∏
k=1
∏
qk−1<i≤qk
t
(n−1)−(qk−i)
i

(f(t1, . . . , tq)× m∏
k=1
sL∅ (tqk−1+1, . . . , tqk)
−1
∏
1≤i<j≤q
(tj +L ti)
×
q∏
i=1
S
L(E∨; 1/ti)
)
.
Before starting the proof, we recall the following fact concerning the universal Schur
class of a vector bundle: For the Gysin map: ̟∗ : MU
∗(Fℓ(E)) −→ MU∗(X), the
following formula holds (see Nakagawa-Naruse [24, Corollary 4.8]):
̟∗(y
λ+ρn−1) = sLλ(E
∨),
where sLλ(E
∨) ∈ MU2|λ|(X) is a cohomology class defined by ̟∗(sLλ(E
∨)) = sLλ(yn).
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Hereafter we shall often identify sLλ(E
∨) with sLλ(yn) by means of the monomorphism
̟∗, and write sLλ(E
∨) = sLλ(yn). As a particular case, for λ = ∅, the empty partition,
we have
(3.8) ̟∗(y
ρn−1) = sL∅ (yn),
Since we know that sL∅ (yn) = 1+higher terms in y1, . . . , yn ∈MU
0(X) is an invertible
element, we deduce that
̟∗(s
L
∅ (yn)
−1
y
ρn−1) = 1.
Proof of Theorem 3.4. One can prove the theorem along the same lines as in Darondeau-
Pragacz [11, Theorem 1.1]. First we prove the case of full flag bundles ̟1,2,...,q :
Fℓ1,2,...,q(E) −→ X by an induction on q ≥ 1. For the case q = 1, the result is nothing
but the formula (3.4), and hence we may assume the result for the case of q − 1 with
q ≥ 2. Thus, for any polynomial g(t1, . . . , tq−1) ∈MU
∗(X)[t1, . . . , tq−1], one has
(3.9)
̟1,...,q−1∗(g(y1, . . . , yq−1))
= [tn−11 · · · t
n−1
q−1 ]
(
g(t1, . . . , tq−1)
∏
1≤i<j≤q−1
(tj +L ti)
q−1∏
i=1
S
L(E∨; 1/ti)
)
.
Now we consider the image of the Gysin map ̟1,...,q∗(f(y1, . . . , yq)). Since ̟1,...,q :
Fℓ1,...,q(E) −→ X is the composite of ̟q : Fℓ1,...,q(E) −→ Fℓ1,...,q−1(E) and ̟1,...,q−1 :
Fℓ1,...,q−1(E) −→ X , namely ̟1,...,q = ̟1,...,q−1 ◦̟q, we have
̟1,...,q∗(f(y1, . . . , yq)) = ̟1,...,q−1∗ ◦̟q∗(f(y1, . . . , yq)).
5 By the splitting principle of complex vector bundles, the induced homomorphism ̟∗ :
MU∗(X) −→ MU∗(Fℓ(E)) is injective. The symmetric formal power series sLλ(yn) can be writ-
ten as a formal power series in the MU∗-theory Chern classes cMUi (E
∨) (i = 1, . . . , n), which can be
regarded as symmetric polynomials in the Chern roots yn = (y1, . . . , yn) of E
∨.
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By the construction described in §3.2.2, ̟q : Fℓ1,...,q(E) −→ Fℓ1,...,q−1(E) is the same
as the projective bundle of lines ̟q : P (E/Uq−1) −→ Fℓ1,...,q−1(E). The rank of the
quotient bundle E/Uq−1 is n− q+1, and therefore, by the fundamental formula (3.4),
we have
̟q∗(f(y1, . . . , yq−1, yq)) = [t
n−q
q ](f(y1, . . . , yq−1, tq)S
L((E/Uq−1)
∨; 1/tq)).
Here the vector bundle (E/Uq−1)
∨ has the Chern roots yq, . . . , yn as is easily seen by
the definition of the Chern roots of E∨, and hence we deduce from (3.1),
S
L((E/Uq−1)
∨; 1/tq) =
tn−q+1q
PL(tq)
∏n
i=q(tq +L yi)
= t−(q−1)q
q−1∏
i=1
(tq +L yi)S
L(E∨; 1/tq).
Thus we have
̟q∗(f(y1, . . . , yq−1, yq)) = [t
n−q
q ]
(
f(y1, . . . , yq−1, tq)t
−(q−1)
q
q−1∏
i=1
(tq +L yi)S
L(E∨; 1/tq)
)
= [tn−1q ]
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)S
L(E∨; 1/tq)
)
,
and hence
̟1,...,q∗(f(y1, . . . , yq)) = [t
n−1
q ]
[
̟1,...,q−1∗
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)S
L(E∨; 1/tq)
)]
= [tn−1q ]
[
̟1,...,q−1∗
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)
)
S L(E∨; 1/tq)
]
.
Then, by the induction assumption (3.9), we have
̟1,...,q−1∗
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)
)
= [tn−11 · · · t
n−1
q−1 ]
(
f(t1, . . . , tq−1, tq)
q−1∏
i=1
(tq +L ti)×
∏
1≤i<j≤q−1
(tj +L ti)
q−1∏
i=1
S
L(E∨; 1/ti)
)
,
and therefore we obtain the desired formula.
From the result of full flag bundles, we can prove the case of general partial flag
bundles ̟q1,...,qm : Fℓq1,...,qm(E) −→ X . For simplicity, we set F := Fℓq1,...,qm(E), and
q := qm. On F , there is the universal flag of subbundles of E:
Uq0 = 0 ( Uq1 ( · · · ( Uqm−1 ( Uq ( Uqm+1 = E,
where rank Uqk = qk (k = 1, . . . , m). Let us consider the fiber product
Y := Fℓ(Uq1)×F Fℓ(Uq2/Uq1)×F · · · ×F Fℓ(Uq/Uqm−1)
with the natural projection map ̟F : Y −→ F . Then, by the definition of the full
flag bundles ̟′k : Fℓ(Uqk/Uqk−1) −→ F (k = 1, 2, . . . , m), the variety Y is naturally
isomorphic to Fℓ1,2,...,q(E). Denote by θ : Y
∼
−→ Fℓ1,2,...,q(E) this isomorphism. Then
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we have the following commutative diagram:
Y
θ
∼
−−−→ Fℓ1,2,...,q(E)
̟F
y y̟1,2,...,q
F −−−−−−−−→
̟q1,...,qm−1,q
X.
Identifying Y with Fℓ1,2,...,q(E) through θ, we have ̟1,2,...,q = ̟q1,...,qm−1,q ◦̟F . There-
fore, by the naturality of the Gysin map, we have ̟1,2,...,q∗ = ̟q1,...,qm−1,q∗ ◦ ̟F∗. By
applying the formula (3.8) to the full flag bundles ̟′k : Fℓ(Uqk/Uqk−1) −→ F , we have
̟′k∗

 ∏
qk−1<i≤qk
yqk−ii

 = sL∅ ((Uqk/Uqk−1)∨) = sL∅ (yqk−1+1, . . . , yqk),
and hence we obtain
̟F∗

 m∏
k=1
∏
qk−1<i≤qk
yqk−ii

 = m∏
k=1
sL∅ (yqk−1+1, . . . , yqk).
Since each sL∅ (yqk−1+1, . . . , yqk) is an invertible element, we have
(3.10) ̟F∗

 m∏
k=1
sL∅ (yqk−1+1, . . . , yqk)
−1
m∏
k=1
∏
qk−1<i≤qk
yqk−ii

 = 1.
With these preliminaries, we proceed with the proof as follows: For a polynomial
f(t1, t2, . . . , tq) ∈MU
∗(X)[t1, t2, . . . , tq]
Sq1×Sq2−q1×···×Sq−qm−1 , we compute
̟q1,...,qm−1,q∗(f(y1, y2, . . . , yq))
= ̟q1,...,qm−1,q∗(f(y1, . . . , yq)× 1)
= ̟q1,...,qm−1,q∗

f(y1, . . . , yq)×̟F∗

 m∏
k=1
sL∅ (yqk−1+1, . . . , yqk)
−1
m∏
k=1
∏
qk−1<i≤qk
yqk−ii




= ̟q1,...,qm−1,q∗ ◦̟F∗

f(y1, . . . , yq)× m∏
k=1
sL∅ (yqk−1+1, . . . , yqk)
−1
m∏
k=1
∏
qk−1<i≤qk
yqk−ii


= ̟1,2,...,q∗

f(y1, . . . , yq)× m∏
k=1
sL∅ (yqk−1+1, . . . , yqk)
−1
m∏
k=1
∏
qk−1<i≤qk
yqk−ii


=
[
q∏
i=1
tn−1i
]f(t1, . . . , tq)× m∏
k=1
sL∅ (tqk−1+1, . . . , tqk)
−1
m∏
k=1
∏
qk−1<i≤qk
tqk−ii
×
∏
1≤i<j≤q
(tj +L ti)×
q∏
i=1
S
L(E∨; 1/ti)
)
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=
 m∏
k=1
∏
qk−1<i≤qk
t
(n−1)−(qk−i)
i

(f(t1, . . . , tq)× m∏
k=1
sL∅ (tqk−1+1, . . . , tqk)
−1
∏
1≤i<j≤q
(tj +L ti)
×
q∏
i=1
S
L(E∨; 1/ti)
)
.

In K-theory, since G∅(−) = 1, the above D-P formula takes the following form:
Corollary 3.5 (Darondeau-Pragacz formula of type A in K-theory).
(3.11)
̟q1,...,qm−1,q∗(f(y1, . . . , yq))
=

 m∏
k=1
∏
qk−1<i≤qk
t
(n−1)−(qk−i)
i

(f(t1, . . . , tq)× ∏
1≤i<j≤q
(tj ⊖ ti)
q∏
i=1
G(E∨; 1/ti)
)
.
Example 3.6 (Gysin formula for the full flag bundle). When qk = k (k = 1, 2, . . . , q)
and m = q, we have the full flag bundle ̟1,2,...,q : Fℓ1,2,...,q(E) −→ X (In the case
q = n, we have the complete flag bundle ̟ = ̟1,2,...,n : Fℓ(E) ∼= Fℓ1,2,...,n(E) −→
X. See Remark 3.3). Then the following Gysin formula holds: For a polynomial
f(t1, . . . , tq) ∈MU
∗(X)[t1, . . . , tq], one has
̟1,...,q,∗(f(y1, . . . , yq)) =
[
q∏
i=1
tn−1i
](
f(t1, . . . , tq)×
∏
1≤i<j≤q
(tj +L ti)
q∏
i=1
S
L(E∨; 1/ti)
)
.
(Note that sL∅ (L) = 1 for a line bundle L). Using the Segre series (3.1), one obtains
the following equivalent formula:
̟1,...,q∗(f(y1, . . . , yq))
=
[
q∏
i=1
tn−1i
](
f(t1, . . . , tq)×
∏
1≤i<j≤q
(tj +L ti)
q∏
i=1
1
PL(ti)
tni∏n
j=1(ti +L yj)
)
=
[
q∏
i=1
t−1i
]f(t1, . . . , tq)×
∏
1≤i<j≤q
(tj +L ti)
q∏
i=1
P
L(ti)
n∏
j=1
(ti +L yj)

 .
This formula immediately yields the following Gysin formulas:
(1) Cohomology
(3.12) ̟1,...,q∗(f(y1, . . . , yq)) =
[
q∏
i=1
t−1i
]f(t1, . . . , tq)×
∏
1≤i<j≤q
(tj − ti)
q∏
i=1
n∏
j=1
(ti − yj)

 .
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(2) K-theory
̟∗(f(y1, . . . , yq)) =
[
q∏
i=1
t−1i
]f(t1, . . . , tq)×
∏
1≤i<j≤q
(tj ⊖ ti)
q∏
i=1
(1− βti)
n∏
j=1
(ti ⊖ yj)

 .
Example 3.7 (Gysin formula for the Grassmann bundle). For a sequence of integers
q0 = 0 < q1 = q < q2 = n, the corresponding partial flag bundle is the Grassmann
bundle ̟q : Fℓq(E) = Gq(E) −→ X, and we have the following form of the Gysin
formula: For a symmetric polynomial f(t1, . . . , tq) ∈MU
∗(X)[t1, . . . , tq]
Sq , one has
̟q∗(f(y1, . . . , yq))
=
[
q∏
i=1
t
(n−1)−(q−i)
i
](
f(t1, . . . , tq)× s
L
∅ (t1, . . . , tq)
−1
∏
1≤i<j≤q
(tj +L ti)×
q∏
i=1
S
L(E∨; 1/ti)
)
=
[
q∏
i=1
t
(n−1)−(q−i)
i
]

f(t1, . . . , tq)× s
L
∅ (t1, . . . , tq)
−1 ×
q∏
i=1
tni
∏
1≤i<j≤q
(tj +L ti)
q∏
i=1
P
L(ti)
n∏
j=1
(ti +L yj)


=
[
q∏
i=1
t−1i
]

f(t1, . . . , tq)× s
L
∅ (t1, . . . , tq)
−1 ×
q∏
i=1
tq−ii
∏
1≤i<j≤q
(tj +L ti)
q∏
i=1
P
L(ti)
n∏
j=1
(ti +L yj)

 .
This formula immediately yields the following Gysin formulas:
(1) Cohomology
(3.13) ̟q∗(f(y1, . . . , yq)) =
[
q∏
i=1
t−1i
]

f(t1, . . . , tq)×
q∏
i=1
tq−ii
∏
1≤i<j≤q
(tj − ti)
q∏
i=1
n∏
j=1
(ti − yj)

 .
(2) K-theory
(3.14) ̟q∗(f(y1, . . . , yq)) =
[
q∏
i=1
t−1i
]

f(t1, . . . , tq)×
q∏
i=1
tq−ii
∏
1≤i<j≤q
(tj ⊖ ti)
q∏
i=1
(1− βti)
n∏
j=1
(ti ⊖ yj)

 .
Remark 3.8. There is a close resemblance between the D-P formula (3.12) and the
formula (Proposition 5.4) of Be´rczi and Szenes [3]. The latter formula is expressed as
14
the iterated residues at infinity. Using the identity
∑
1≤i<j≤q
(ti − tj) =
∑
w∈Sn
sgn(w) w ·
(
q∏
i=1
tq−ii
)
,
one can verify directly that the formula (3.13) is equivalent to the following formula:
(3.15) ̟q∗(f(y1, . . . , yq)) =
[
q∏
i=1
t−1i
]
1
q!
f(t1, . . . , tq)×
∏
1≤i 6=j≤q
(tj − ti)
q∏
i=1
n∏
j=1
(ti − yj)

 ,
and this last expression closely resembles the Zielenkiewicz formula [41, Corollary 3.2]
for the Grassmannian, which is also expressed as the iterated residues at infinity.
Indeed, using the basic fact about residues in complex analysis
Res
z=∞
f(z) dz = Res
z=0
(−z−2f(z−1) dz),
one can verify directly that the formula of Be´rzci and Szenes (resp. Zielenkiewicz) is
equivalent to (3.12) (resp. (3.15)) up to sign. The verification will be based on the
following simple observation for ̟1∗: For N ≥ 0, one obtains the residue formula
6
Res
t=∞
tN dt∏n
j=1(t− yj)
= Res
t=0
(
−
t−N+n−2 dt∏n
j=1(1− yjt)
)
= −hN−n+1(yn)
in the sense of complex analysis, whereas we know that
̟1∗(y
N
1 ) = Res
′
t=0
tN∏n
j=1(t− yj)
= [t−1]
(
tN∏n
j=1(t− yj)
)
= hN−n+1(yn).
Remark 3.9. It is known that Gysin maps for various flag bundles can be described
as certain symmetrizing operators (see e.g., Pragacz [27, §3], [28, §4] for cohomol-
ogy, Allman [2, §6] for K-theory, Bressler-Evens [5, Theorem 1.8], Nakagawa-Naruse
[24, Theorem 2.5, Corollary 2.6] for complex cobordism). For the partial flag bundle
̟q1,...,qm∗ : MU
∗(Fℓq1,...,qm(E)) −→ MU
∗(X), the formula is given as follows: For a
symmetric polynomial f(t1, . . . , tn) ∈MU
∗(X)[t1, . . . , tn]
Sq1×Sq2−q1×···×Sn−qm , one has
(3.16)
̟q1,...,qm∗(f(y1, . . . , yn))
=
∑
w∈Sn/Sq1×Sq2−q1×···×Sn−qm
w ·
[
f(y1, . . . , yn)∏m
k=1
∏
qk−1<i≤qk
∏
qk<j≤n
(yi +L yj)
]
.
Notice that we used the isomorphism ̟m+1 : Fℓq1,...,qm,n := Gn−qm(E/Uqm)
∼
−→ Fℓq1,...,qm(E)
so that we can treat all y1, . . . , yn, not only y1, . . . , yq as in Theorem 3.4.
3.3. Darondeau-Pragacz formula of type C in complex cobordism.
6 Alternatively, by the usual Residue Theorem in complex analysis, one has
Res
t=∞
tN dt∏n
j=1(t− yj)
= −
n∑
i=1
Res
t=yi
tN dt∏n
j=1(t− yj)
= −
n∑
i=1
yNi∏
j 6=i(yi − yj)
,
and the last expression is −hN−n+1(yn) as it is well-known (hj(yn) = 0 for j < 0).
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3.3.1. Isotropic partial flag bundles of type C. Next we shall consider the type C case.
Let E −→ X be a complex vector bundle of rank 2n equipped with a non-degenerate
symplectic form with values in a certain line bundle L on X . Thus a non-degenerate
skew-symmetric (or alternating) bilinear form 〈−,−〉x : Ex × Ex −→ Lx is given on
each fiber over x ∈ X .7 We denote a given symplectic form by 〈−,−〉, and call E
a symplectic vector bundle for brevity. A subbundle S ⊂ E is called isotropic if the
symplectic form is identically zero when restricted to S, i.e., 〈u, v〉 = 0 for all u, v ∈ S.
For a subbundle S ⊂ E, denote by S⊥ its symplectic complement (in E), namely
S⊥ := {v ∈ E | 〈v, w〉 = 0 for any w ∈ S}.
Note that a subbundle S ⊂ E is isotropic if and only if S is a subbundle of its
symplectic complement S⊥.
Let q0 := 0 < q1 < q2 < · · · < qm ≤ n be a sequence of integers. Denote by
̟Cq1,q2,...,qm = ̟q1,...,qm : Fℓ
C
q1,q2,...,qm
(E) −→ X the bundle of flags of isotropic subspaces
of dimensions q1, . . . , qm in the fibers of E. on Fℓ
C
q1,...,qm
(E), there exists a universal
flag
0 = U0 ⊂ Uq1 ⊂ Uq2 ⊂ · · · ⊂ Uqm ⊂ E = ̟
∗
q1,...,qm
(E)
of subbundles of ̟∗q1,...,qm(E), where rankUqk = qk (k = 1, . . . , m). As a special case
when qk = k (k = 1, . . . , m), one obtains the isotropic full flag bundle ̟1,2,...,m :
FℓC1,2,...,m(E) −→ X . The isotropic full flag bundle ̟1,2,...,n : Fℓ
C
1,2,...,n(E) −→ X is the
complete isotropic flag bundle (of type C).
3.3.2. Construction of isotropic flag bundles of type C. Let us recall the construction
of the isotropic full flag bundle FℓC1,...,q(E) −→ X of type C for q = 1, 2, . . . , n. As
described in Fulton-Pragacz [15, Section 6.1], FℓC1,...,q(E) is constructed as a chain
of projective bundles of lines. First we consider the associated projective bundle of
lines ̟1 : P (E) −→ X . Any line in (a fiber of) E is isotropic since 〈−,−〉 is skew-
symmetric, and hence we have FℓC1 (E) = P (E). Let U1 be the tautological line bundle
on P (E). It is a subbundle of E = ̟∗1(E), and its symplectic complement U
⊥
1 is a rank
2n− 1 vector bundle on P (E) containing U1, and we have the sequence of subbundles
0 = U0 ⊂ U1 ⊂ U
⊥
1 ⊂ E = ̟
∗
1(E)
on FℓC1 (E). Note that the symplectic form, also denoted by 〈−,−〉, will be induced on
the quotient bundle U⊥1 /U1 of rank 2n− 2, and this gives a symplectic vector bundle
structure on U⊥1 /U1. Next we consider the projective bundle ̟2 : P (U
⊥
1 /U1) −→
P (E). Choosing a point in P (U⊥1 /U1) amounts to giving an isotropic subbundle U2 ⊂
U⊥1 of rank 2 such that U2/U1 is the tautological line bundle on P (U
⊥
1 /U1). By this
construction, we have FℓC1,2(E) = P (U
⊥
1 /U1), and put ̟1,2 := ̟1 ◦̟2 : Fℓ
C
1,2(E) −→
X . Then we have the sequence of subbundles
0 = U0 ⊂ U1 ⊂ U2 ⊂ U
⊥
2 ⊂ U
⊥
1 ⊂ E = ̟
∗
1,2(E)
on FℓC1,2(E). Iterating this construction, we have the projective bundle of lines
̟i : P (U
⊥
i−1/Ui−1) −→ P (U
⊥
i−2/Ui−2). Then one can find a subbundle Ui ⊂ U
⊥
i−1 of
rank i such that Ui/Ui−1 is the tautological line bundle on P (U
⊥
i−1/Ui−1). By this con-
struction, we have FℓC1,2,...,i(E) = P (U
⊥
i−1/Ui−1), and put ̟1,2,...,i := ̟1 ◦̟2 ◦ · · · ◦̟i :
FℓC1,2,...,i(E) −→ X . The sequence of vector bundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Ui ⊂ E = ̟
∗
1,2,...,i(E)
7 In other words, a section of the vector bundle ∧2(E∨) ⊗ L is given, where ∧2(E∨) denotes the
second exterior power of E∨.
on FℓC1,2,...,i(E) will be called the universal isotropic flag of subbundles of E, which
extends to the sequence of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Ui ⊂ U
⊥
i ⊂ · · · ⊂ U
⊥
2 ⊂ U
⊥
1 ⊂ E = ̟
∗
1,2,...,i(E)
on FℓC1,2,...,i(E). Eventually we obtain the isotropic full flag bundle̟1,2,...,q : Fℓ
C
1,2,...,q(E)
−→ X for q = 1, 2, . . . , n. In particular, when q = n, one has the isotropic complete
flag bundle ̟ = ̟1,2,...,n : Fℓ
C(E) = FℓC1,2,...,n(E) −→ X . More generally, for a given
sequence of integers q0 = 0 < q1 < · · · < qm ≤ n, the isotropic partial flag bun-
dle ̟q1,...,qm : Fℓ
C
q1,...,qm
(E) −→ X is constructed as a chain of isotropic Grassmann
bundles:
̟q1,...,qm := ̟q1 ◦ · · · ◦̟qm : Fℓ
C
q1,...,qm
(E) := FℓCqm−qm−1(U
⊥
qm−1
/Uqm−1)
̟qm−→ · · ·
−→ FℓCq1,q2(E) := Fℓ
C
q2−q1
(U⊥q1/Uq1)
̟q2−→ FℓCq1(E)
̟q1−→ X.
On FℓC(E), there is the universal isotropic flag of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un ⊂ E = ̟
∗(E),
which can be extended to the universal flag of subbundles of E,
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un−1 ⊂ Un = U
⊥
n ⊂ U
⊥
n−1 ⊂ · · · ⊂ U
⊥
2 ⊂ U
⊥
1 ⊂ E = ̟
∗(E).
For i = 1, 2, . . . , n, we put
yi := c
MU
1 ((Ui/Ui−1)
∨) ∈MU2(FℓC(E)).
These are the MU∗-theory Chern roots of U∨n , a part of the Chern roots of E
∨. The
whole of the Chern roots of E∨ is given as follows: A given symplectic form 〈−,−〉 on
E defines a vector bundle homomorphism
E ∋ v 7−→ 〈v,−〉 ∈ Hom(E,L) ∼= E∨ ⊗ L.
Since 〈−,−〉 is non-degenerate, this homomorphism is actually an isomorphism: E
∼
−→
E∨ ⊗ L. Restricting the map 〈v,−〉 to U1, we obtain a homomorphism
E ∋ v 7−→ 〈v,−〉|U1 ∈ Hom(U1, L)
∼= U∨1 ⊗ L.
Its kernel is U⊥1 , and therefore one obtains an isomorphism of vector bundles E/U
⊥
1
∼
−→
U∨1 ⊗ L. Then we have
cMU1 (E/U
⊥
1 ) = c
MU
1 (U
∨
1 ⊗ L) = c
MU
1 (U
∨
1 ) +L c
MU
1 (L) = y1 +L z,
where we set z := cMU1 (L). We then iterate this process. For i ≥ 1, the induced
symplectic form (also denoted) 〈−,−〉 on U⊥i−1/Ui−1 defines a vector bundle homomor-
phism
U⊥i−1/Ui−1 ∋ v 7−→ 〈v,−〉 ∈ Hom(U
⊥
i−1/Ui−1, L)
∼= (U⊥i−1/Ui−1)
∨ ⊗ L.
Restricting the map 〈v,−〉 to the line bundle Ui/Ui−1, we obtain a homomorphism
U⊥i−1/Ui−1 ∋ v 7−→ 〈v,−〉|Ui/Ui−1 ∈ Hom(Ui/Ui−1, L)
∼= (Ui/Ui−1)
∨ ⊗ L.
Its kernel is (Ui/Ui−1)
⊥, and therefore one obtains an isomorphism of vector bundles
U⊥i−1/U
⊥
i
∼= (U⊥i−1/Ui−1)/(Ui/Ui−1)
⊥ ∼−→ (Ui/Ui−1)
∨ ⊗ L.
Then we have
cMU1 (U
⊥
i−1/U
⊥
i ) = c
MU
1 ((Ui/Ui−1)
∨ ⊗ L) = cMU1 ((Ui/Ui−1)
∨) +L c
MU
1 (L) = yi +L z.
From this process, we see immediately that the Chern roots of U⊥i−1/Ui−1 are
yi, . . . , yn and yi +L z, . . . , yn +L z,
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and hence the Chern roots of (U⊥i−1/Ui−1)
∨ are
yi, . . . , yn and yi +L z, . . . , yn +L z.
The whole of the Chern roots of E∨ are thus given by
y1, . . . , yn and y1 +L z, . . . , yn +L z.
3.3.3. Darondeau-Pragacz formula of type C in complex cobordism. With the above
preliminaries, we can extend Darondeau-Pragacz formula [11, Theorem 2.1] in the
following way: Let E −→ X be a symplectic vector bundle of rank 2n. Given a
sequence of integers q0 = 0 < q1 < · · · < qm ≤ n as in §3.3.1, we set q := qm. Then
the following Gysin formula holds for the isotropic partial flag bundle ̟q1,...,qm−1,q :
FℓCq1,...,qm−1,q(E) −→ X .
Theorem 3.10 (Darondeau-Pragacz formula of type C in complex cobordism). For
a polynomial f(t1, . . . , tq) ∈MU
∗(X)[t1, . . . , tq]
Sq1×Sq2−q1×···×Sq−qm−1 , one has
̟q1,...,qm−1,q∗(f(y1, . . . , yq))
=

 m∏
k=1
∏
qk−1<i≤qk
t
(2n−1)−(qk−i)
i

(f(t1, . . . , tq)× m∏
k=1
sL∅ (tqk−1+1, . . . , tqk)
−1
×
∏
1≤i<j≤q
(tj +L ti)(tj +L ti +L z)
q∏
i=1
S
L(E∨; 1/ti)
)
.
Proof. As in the proof due to Darondeau-Pragacz [11, Theorem 2.1], we first con-
sider the case of isotropic full flag bundles. We shall prove the formula for ̟1,2,...,q :
FℓC1,2,...,q(E) −→ X by induction on q ≥ 1. For the case q = 1, the result follows
from the formula (3.4) since FℓC1 (E) = P (E), and hence we may assume the result
for the case of q − 1 with q ≥ 2. Let us consider the projection ̟q : Fℓ
C
1,...,q(E) −→
FℓC1,...,q−1(E), which is the same as the projective bundle of lines̟q : P (U
⊥
q−1/Uq−1) −→
FℓC1,...,q−1(E). Here the rank of the quotient bundle U
⊥
q−1/Uq−1 is 2(n− q) + 2. There-
fore, for a polynomial f(t1, . . . , tq) ∈ MU
∗(X)[t1, . . . , tq], the fundamental formula
(3.4) gives
̟q∗(f(y1, . . . , yq−1, yq)) = [t
2(n−q)+1
q ]
(
f(y1, . . . , yq−1, tq)S
L((U⊥q−1/Uq−1)
∨; 1/tq)
)
.
Since the vector bundle (U⊥q−1/Uq−1)
∨ has the Chern roots yq, . . . , yn, yq+Lz, . . . , yn+Lz
as seen in §3.3.2, we deduce from (3.1),
S L((U⊥q−1/Uq−1)
∨; 1/tq) =
t
2(n−q)+2
q
(1 +
∑∞
i=1 a
L
i,1t
i
q)
∏n
i=q(tq +L yi)(tq +L yi +L z)
= t
−2(q−1)
q
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq).
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Thus we have
̟q∗(f(y1, . . . , yq−1, yq))
= [t
2(n−q)+1
q ]
(
f(y1, . . . , yq−1, tq)t
−2(q−1)
q
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq)
)
= [t2n−1q ]
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq)
)
.
Therefore we have
̟1,...,q∗(f(y1, . . . , yq)) = ̟1,...,q−1∗ ◦̟q∗(f(y1, . . . , yq))
= [t2n−1q ]
[
̟1,...,q−1∗
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq)
)]
= [t2n−1q ]
[
̟1,...,q−1∗
(
f(y1, . . . , yq−1, tq)
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)
)
S L(E∨; 1/tq)
]
.
Then, by the induction assumption, we obtain the required formula.
From the result of isotropic full flag bundles, we can prove the case of isotropic
partial flag bundles ̟q1,...,qm : Fℓ
C
q1,...,qm(E) −→ X . We set F := Fℓ
C
q1,...,qm(E), and
q := qm. On F , there is the universal isotropic flag of subbundles:
Uq0 = 0 ( Uq1 ( · · · ( Uqm−1 ( Uq ⊂ Un ⊂ E,
where rank Uqk = qk (k = 1, . . . , m). Let us consider the fiber product
Y := Fℓ(Uq1)×F Fℓ(Uq2/Uq1)×F · · · ×F Fℓ(Uq/Uqm−1)
with the natural projection map ̟F : Y −→ F . Since any flag inside an isotropic
subbundle is also an isotropic flag, we see easily that the variety Y is naturally iso-
morphic to FℓC1,2,...,q(E). Denote by θ : Y
∼
−→ FℓC1,2,...,q(E) this isomorphism. Then we
have the following commutative diagram:
Y
θ
∼
−−−→ FℓC1,2,...,q(E)
̟F
y y̟1,2,...,q
F −−−−−−−−→
̟q1,...,qm−1,q
X.
Then an analogous argument to the type A case can be applied, and one obtains the
required formula. 
In K-theory, the above D-P formula takes the following form:
Corollary 3.11 (Darondeau-Pragacz formula of type C in K-theory).
(3.17)
̟q1,...,qm−1,q∗(f(y1, . . . , yq))
=

 m∏
k=1
∏
qk−1<i≤qk
t
(2n−1)−(qk−i)
i

(f(t1, . . . , tq)× ∏
1≤i<j≤q
(tj ⊖ ti)(tj ⊕ ti ⊕ z)
×
q∏
i=1
G(E∨; 1/ti)
)
.
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Example 3.12 (Gysin formula for the Lagrangian Grassmann bundle). For a sequence
of integers q0 = 0 < q1 = n, the corresponding partial flag bundle is the Lagrangian
Grassmann bundle ̟n : Fℓ
C
n (E) = LGn(E) −→ X. For simplicity, we assume that
the line bundle L is trivial, so that z = 0. Then we have the following form of the
Gysin formula: For a symmetric polynomial f(t1, . . . , tn) ∈MU
∗(X)[t1, . . . , tn]
Sn, one
has
̟n∗(f(y1, . . . , yn))
=
[
n∏
i=1
t
(2n−1)−(n−i)
i
](
f(t1, . . . , tn)× s
L
∅ (t1, . . . , tn)
−1
∏
1≤i<j≤n
(tj +L ti)(tj +L ti)
×
n∏
i=1
S
L(E∨; 1/ti)
)
.
Using the Segre series (3.1), one obtains the following equivalent formula:
̟n∗(f(y1, . . . , yn))
=
[
n∏
i=1
t
(2n−1)−(n−i)
i
]f(t1, . . . , tn)× sL∅ (t1, . . . , tn)−1 ×
n∏
i=1
t2ni
∏
1≤i<j≤n
(tj +L ti)(tj +L ti)
n∏
i=1
P
L(ti)
n∏
j=1
(ti +L yj)(ti +L yj)


=
[
n∏
i=1
t−1i
]f(t1, . . . , tn)× sL∅ (t1, . . . , tn)−1 ×
n∏
i=1
tn−ii
∏
1≤i<j≤n
(tj +L ti)(tj +L ti)
n∏
i=1
P
L(ti)
n∏
j=1
(ti +L yj)(ti +L yj)

 .
This formula immediately yields the following Gysin formulas:
(1) Cohomology
(3.18) ̟n∗(f(y1, . . . , yn)) =
[
n∏
i=1
t−1i
]f(t1, . . . , tn)×
n∏
i=1
tn−ii
∏
1≤i<j≤n
(t2j − t
2
i )
n∏
i=1
n∏
j=1
(t2i − y
2
j )

 .
(2) K-theory
(3.19)
̟n∗(f(y1, . . . , yn)) =
[
n∏
i=1
t−1i
]f(t1, . . . , tn)×
n∏
i=1
tn−ii
∏
1≤i<j≤n
(tj ⊕ ti)(tj ⊖ ti)
n∏
i=1
(1− βti)
n∏
j=1
(ti ⊕ yj)(ti ⊖ yj)

 .
20
Remark 3.13. As with the case of the Grassmann bundle (Remark 3.8), the formula
(3.18) is equivalent to the following formula:
(3.20)
̟n∗(f(y1, . . . , yn)) =
[
n∏
i=1
t−1i
]
1
n!
f(t1, . . . , tn)×
∏
1≤i 6=j≤n
(tj − ti)
∏
1≤i<j≤n
(tj + ti)
n∏
i=1
n∏
j=1
(t2i − y
2
j )

 .
It can be checked directly that the above formula is equivalent to the Zielenkiewicz
formula [41, §3.1, Formula 3] for the Lagrangian Grassmannian (up to sign).
3.4. Darondeau-Pragacz formulas of types B and D in complex cobordism.
3.4.1. Isotropic partial flag bundles of types B and D. Let E −→ X be a complex
vector bundle of rank N (= 2n+ 1 or 2n) equipped with a non-degenerate orthogonal
form with values in a certain line bundle L on X . Thus a non-degenerate symmetric
bilinear form 〈−,−〉x : Ex ×Ex −→ Lx is given on each fiber over x ∈ X .
8 We denote
a given orthogonal form by 〈−,−〉, and call E an orthogonal vector bundle for brevity.
A subbundle S ⊂ E is called isotropic if the orthogonal form is identically zero when
restricted to S, i.e., 〈u, v〉 = 0 for all u, v ∈ S. For a subbundle S ⊂ E, denote by S⊥
its orthogonal complement (in E), namely
S⊥ := {v ∈ E | 〈v, w〉 = 0 for any w ∈ S}.
Then a subbundle S ⊂ E is isotropic if and only if S is a subbundle of its orthogonal
complement S⊥.
Let q0 := 0 < q1 < q2 < · · · < qm ≤ n be a sequence of integers. In the following,
the letter Y indicates B or D according to the parity of N = rankE, that is, Y =
B if N = 2n + 1 (odd) and Y = D if N = 2n (even). Denote by ρYq1,q2,...,qm =
ρq1,...,qm : Fℓ
Y
q1,q2,...,qm
(E) −→ X the bundle of flags of isotropic subspaces of dimensions
q1, . . . , qm in the fibers of E. On Fℓ
Y
q1,...,qm(E), there exists a universal flag
0 = U0 ⊂ Uq1 ⊂ Uq2 ⊂ · · · ⊂ Uqm ⊂ E = ρ
∗
q1,...,qm
(E)
of subbundles of ρ∗q1,...,qm(E), where rankUqk = qk (k = 1, . . . , m). As a special case
when qk = k (k = 1, . . . , m), one obtains the isotropic full flag bundle ρ1,2,...,m :
FℓY1,2,...,m(E) −→ X . The isotropic full flag bundle ρ1,2,...,n : Fℓ
Y
1,2,...,n(E) −→ X is the
isotropic complete flag bundle (of type Y ).
3.4.2. Construction of the isotropic flag bundles of types B and D. Let us recall the
construction of the isotropic full flag bundle of type B (N = 2n + 1) and of type
D (N = 2n). For q = 1, 2, . . . , n, denote by FℓY1,...,q(E) −→ X the isotropic full flag
bundle of type Y . As described in Edidin-Graham [12, §6], FℓY1,...,q(E) is constructed as
a chain of quadric bundles of isotropic lines. First we consider the associated quadric
bundle of isotropic lines ρ1 : Q(E) −→ X .
9 Denote by ι : Q(E) −֒→ P (E) the natural
inclusion, then we have ρ1 = ̟1◦ι, where ̟1 : P (E) −→ X is the associated projective
bundle of lines. By definition, we have FℓY1 (E) = Q(E). Let U1 be the tautological
line bundle on Q(E) (By abuse of notation, we shall use the same symbol U1 for the
tautological line bundle on P (E). Thus ι∗(U1) = U1). It is a subbundle of E = ρ
∗
1(E),
8 In other words, a section of the vector bundle S2(E∨)⊗ L is given, where S2(E∨) is the second
symmetric power of E∨.
9 The quadric bundle Q(E) is defined in terms of a given orthogonal form 〈−,−〉, and thus depend
on it.
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and its orthogonal complement U⊥1 is a rank N − 1 vector bundle on Q(E) containing
U1, and we have the sequence of subbundles
0 = U0 ⊂ U1 ⊂ U
⊥
1 ⊂ E = ρ
∗
1(E)
on FℓY1 (E). Next we consider the quadric bundle ρ2 : Q(U
⊥
1 /U1) −→ Q(E). Choosing
a point in Q(U⊥1 /U1) amounts to giving an isotropic subbundle U2 ⊂ U
⊥
1 of rank 2
such that U2/U1 is the tautological line bundle on Q(U
⊥
1 /U1). By this construction, we
have FℓY1,2(E) = Q(U
⊥
1 /U1), and put ρ1,2 := ρ1 ◦ ρ2 : Fℓ
Y
1,2(E) −→ X . Iterating this
construction, we obtain the isotropic full flag bundle FℓY1,2,...,q(E) = Q(U
⊥
q−1/Uq−1),
and put ρ1,2,...,q := ρ1 ◦ ρ2 ◦ · · · ◦ ρq : Fℓ
Y
1,2,...,q(E) −→ X . The sequence of vector
bundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Uq ⊂ E = ρ
∗
1,2,...,q(E)
is called the universal isotropic flag of subbundles of E, which extends to the sequence
of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Uq ⊂ U
⊥
q ⊂ · · · ⊂ U
⊥
1 ⊂ E = ρ
∗
1,2,...,q(E).
as with the type C case. When q = n, one has the isotropic complete flag bundle
ρ = ρ1,2,...,n : Fℓ
Y (E) = FℓY1,2,...,n(E) −→ X .
On FℓY (E), there is the universal isotropic flag of subbundles
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un ⊂ E = ρ
∗(E),
which can be extended to the universal flag of subbundles of E,
0 = U0 ⊂ U1 ⊂ · · · ⊂ Un ⊂ U
⊥
n ⊂ · · · ⊂ U
⊥
2 ⊂ U
⊥
1 ⊂ E = ρ
∗(E).
In each step of the above construction, rankU⊥i /Ui = N − 2i for i = 1, . . . , n, and
hence rankU⊥n /Un is 1 (type B case) or 0 (type D case).
For i = 1, 2, . . . , n, we put
yi := c
MU
1 ((Ui/Ui−1)
∨) ∈MU2(FℓY (E)).
These are the MU∗-theory Chern roots of U∨n . For the type B case, we put
yn+1 := c
MU
1 ((U
⊥
n /Un)
∨) ∈MU2(FℓB(E)).
Then, by the completely analogous argument to the type C case, the whole of Chern
roots of E∨ are given as follows:
– Type B case: y1, . . . , yn, yn+1, y1 +L z, . . . , yn +L z,
– Type D case: y1, . . . , yn, y1 +L z, . . . , yn +L z,
where we set z := cMU1 (L).
3.4.3. Fundamental Gysin formula for the quadric bundle in complex cobordism. Let
E −→ X be an orthogonal vector bundle of rank N (= 2n+1 or 2n) as above, and ρ1 :
Q(E) −→ X the associated quadric bundle of isotropic lines in E. Denote by U1 the
tautological line bundle on Q(E). Put y1 = c
MU
1 (U
∨
1 ) ∈ MU
2(Q(E)) (As mentioned
before, we also denote by U1 the tautological line bundle on P (E), and we shall use the
same symbol y1 for c
MU
1 (U
∨
1 ) ∈MU
2(P (E)). Thus ι∗(y1) = y1). Following Darondeau-
Pragacz [11, §3.3], we shall describe the Gysin homomorphism ρ1∗ : MU
∗(Q(E)) −→
MU∗(X). First we shall describe the class [Q(E)] ∈ MU2(P (E)). By the definition
of Q(E), it is given by the zero set of a section of the line bundle Hom (U1 ⊗ U1, L) ∼=
U∨1 ⊗ U
∨
1 ⊗ L. Therefore we have
[Q(E)] = cMU1 (U
∨
1 ⊗ U
∨
1 ⊗ L) = y1 +L y1 +L z = [2]L(y1) +L z.
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Let ̟1 : P (E) −→ X be the projective bundle of lines and ι : Q(E) −֒→ P (E)
the natural inclusion as before. Then we have ρ1 = ̟1 ◦ ι, and therefore ρ1∗ =
̟1∗ ◦ ι∗ : MU
∗(Q(E)) −→ MU∗(X). Then, by the fundamental formula (3.4),10 one
can compute for k ≥ 0,
ρ1∗(y
k
1) = ̟1∗ ◦ ι∗(y
k
1) = ̟1∗ ◦ ι∗(ι
∗(yk1)) = ̟1∗(y
k
1 ι∗(1)) = ̟1∗(y
k
1 [Q(E)])
= ̟1∗(y
k
1([2]L(y1) +L z)) = [t
N−1](tk([2]L(t) +L z)S
L(E∨; 1/t)).
Therefore, for a polynomial f(t) ∈MU∗(X)[t], the Gysin homomorphism ρ1∗ :MU
∗(Q(E))
−→MU∗(X) is given by
(3.21) ρ1∗(f(y1)) = [t
N−1](f(t)([2]L(t) +L z)S
L(E∨; 1/t)).
This is the fundamental formula for establishing more general Gysin formulas for flag
bundles of types B and D, which will be given in the next subsection.
3.4.4. Darondeau-Pragacz formula of types B and D in complex cobordism. With the
above preliminaries, we can extend Darondeau-Pragacz formula [11, Theorem 3.1]) in
the following way: Let E −→ X be an orthogonal vector bundle of rank N (= 2n+ 1
or 2n). Given a sequence of integers q0 = 0 < q1 < · · · < qm ≤ n as in §3.4.1, we set
q := qm. Then the following Gysin formula holds for the isotropic partial flag bundle
ρq1,...,qm−1,q : Fℓ
Y
q1,...,qm−1,q
(E) −→ X .
Theorem 3.14 (Darondeau-Pragacz formula of types B and D in complex cobor-
dism). For a polynomial f(t1, . . . , tq) ∈ MU
∗(X)[t1, . . . , tq]
Sq1×Sq2−q1×···×Sq−qm−1 , one
has
ρq1,...,qm−1,q∗(f(y1, . . . , yq))
=

 m∏
k=1
∏
qk−1<i≤qk
t
(N−1)−(qk−i)
i

(f(t1, . . . , tq)× q∏
i=1
([2]L(ti) +L z)×
m∏
k=1
sL∅ (tqk−1+1, . . . , tqk)
−1
×
∏
1≤i<j≤q
(tj +L ti)(tj +L ti +L z)
q∏
i=1
S
L(E∨; 1/ti)
)
.
Proof. One can prove the theorem by the same way as the type C case, replacing the
fundamental formula (3.4) for a projective bundle with the fundamental formula (3.21)
for a quadric bundle. For example, the first step of the induction proceeds as follows:
The projection ρq : Fℓ
Y
1,...,q(E) −→ Fℓ
Y
1,...,q−1(E) is the same as the quadric bundle of
isotropic lines ρq : Q(U
⊥
q−1/Uq−1) −→ Fℓ
Y
1,...,q−1(E). The rank of the quotient bundle
U⊥q−1/Uq−1 is N − 2(q − 1), and therefore the fundamental formula (3.21) gives
ρq∗(f(y1, . . . , yq−1, yq)) = [t
N−2q+1
q ](f(y1, . . . , yq−1, tq)([2]L(tq)+Lz)S
L((U⊥q−1/Uq)
∨; 1/tq)).
As with the type C case, we know
S
L((U⊥q−1/Uq−1)
∨; 1/tq) = t
−2(q−1)
q
q−1∏
i=1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq),
10 Notice that the formula (3.4) still holds for a formal power series f(t) ∈MU∗(X)[[t]].
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and hence we have
ρq∗(f(y1, . . . , yq−1, yq))
= [tN−1q ]
(
f(y1, . . . , yq−1, tq)([2]L(tq) +L z)
∏
1≤i≤q−1
(tq +L yi)(tq +L yi +L z)S
L(E∨; 1/tq)
)
.
The rest of the proof is entirely analogous to the type C case. 
4. Applications -Universal quadratic Schur functions-
4.1. Quadratic Schur functions.
4.1.1. Definition of the quadratic Schur functions. In [11, §4.2], Darondeau-Pragacz
introduced the type BCD analogues of usual Schur functions, called the quadratic
Schur functions. First we recall their definition: Let E −→ X be a symplectic vector
bundle of rank 2n as in §3.3.2. We may assume that the line bundle L is trivial for
simplicity. Then, by the argument in §3.3.2, we have the isomorphism E ∼= E∨ as
complex vector bundles, and the (cohomology) Chern roots of E ∼= E∨ are given by
±y1, . . . ,±yn. Thus the Segre series of E
∨ is formally given by
s(E∨; u) =
n∏
j=1
1
1− yju
1
1 + yju
=
n∏
j=1
1
1− y2ju
2
=
∑
l≥0
hl(y
2
n)u
2l,
where hl(y
2
n) = hl(y
2
1, . . . , y
2
n) denotes the complete symmetric polynomial in y
2
1, . . . , y
2
n.
Hence the Segre classes of E are given by
s2k+1(E
∨) = 0 and s2k(E
∨) = hk(y
2
n) (k = 0, 1, 2, . . .).
Then, for a sequence of non-negative integers11 I = (I1, . . . , In) ∈ (Z≥0)
n, Darondeau-
Pragacz defines the cohomology class s
(2)
I (E
∨) to be
(4.1) s
(2)
I (E
∨) := det (sIi+2(j−i)(E
∨))1≤i,j≤n.
By analogy with the usual Schur functions, they called s
(2)
I (E
∨) = s
(2)
I (yn) the qua-
dratic Schur function. Notice that their Segre classes si(E) is the same as our si(E
∨).
However, this difference does not affect the above definition because E ∼= E∨ as com-
plex vector bundles. From this definition, we observe that the following property
holds: If the sequence I = (I1, . . . , In) has an odd part, say Ii, then all the entries
in the i-th row of the determinant (4.1) are zero since sodd(E
∨) = 0. Therefore, for
such a sequence, s
(2)
I (E
∨) must be zero. Thus, the quadratic Schur function s
(2)
I (E
∨)
is non-trivial only if all parts of I are even numbers. If I is such a sequence, that is,
I is of the form 2J for some sequence J , then we see that
s
(2)
I (E
∨) = det (sIi+2(j−i)(E
∨)) = det (hJi+(j−i)(y
2
n)) = s
[2]
J (E
∨).
Here the class s
[2]
J (E
∨) is introduced in Pragacz-Ratajski [29, Theorem 5.13], and is
defined as sJ(y
2
n), the ordinary Schur polynomial corresponding to the sequence J in
the variables y2n = (y
2
1, . . . , y
2
n).
11 Actually, Darondeau-Pragacz defines s
(2)
I (E
∨) for arbitrary sequences of integers I ∈ Zd with
d ≤ n.
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4.1.2. Gysin formulas for the quadratic Schur functions. We shall describe the qua-
dratic Schur functions in terms of Gysin maps of type C full flag bundles. Let
λ = (λ1, . . . , λq) be a partition of length ℓ(λ) = q ≤ n. Consider the type C full
flag bundle
̟1,2,...,q : Fℓ
C
1,2,...,q(E) −→ X,
and the induced Gysin map in cohomology,
̟1,...,q∗ : H
∗(FℓC1,...,q(E)) −→ H
∗(X).
Then the following proposition is essentially given by Darondeau-Pragacz [11, Propo-
sition 4.3]:
Proposition 4.1 (Characterization of the quadratic Schur functions). For the Gysin
map ̟1,...,q∗ : H
∗(FℓC1,...,q(E)) −→ H
∗(X), the following formula holds:
̟1,...,q∗(y
λ+ρ
(2)
2q−1+(2(n−q))
q
) = ̟1,...,q∗
(
q∏
i=1
yλi+2n−2i+1i
)
= s
(2)
λ (E
∨),
where
ρ
(2)
2q−1 := (2q − 1, 2q − 3, . . . , 3, 1).
Proof. For convenience of the readers, we shall give the proof of the proposition along
the same lines as in [11]: By the D-P formula of type C [11, Theorem 2.1] (see also
Theorem 3.10), one can compute
̟1,...,q∗(y
λ+ρ
(2)
2q−1+(2(n−q))
q
) =
[
q∏
i=1
t2n−1i
](
q∏
i=1
tλi+2n−2i+1i
∏
1≤i<j≤q
(t2j − t
2
i )
q∏
i=1
s(E∨; 1/ti)
)
=
[
q∏
i=1
t2n−1i
](
q∏
i=1
tλi+2n−2i+1i det (t
2j−2
i )1≤i,j≤q
q∏
i=1
s(E∨; 1/ti)
)
=
[
q∏
i=1
t2n−1i
](
det (tλi+2n−2i+2j−1i s(E
∨; 1/ti))1≤i,j≤q
)
= det ([t−λi+2i−2ji ]s(E
∨; 1/ti))1≤i,j≤q
= det (sλi−2i+2j(E
∨))1≤i,j≤q = s
(2)
λ (E
∨).

In analogy with Remark 3.9, the Gysin map ̟1,...,q∗ : H
∗(FℓC1,...,q(E)) −→ H
∗(X)
also has a symmetrizing operator description: Let Cn = (Z/2Z)
n ⋊ Sn be the Weyl
group of the type C root system, in other words, the Weyl group W (Sp(n)) of the
(compact) symplectic group Sp(n). We can regard Sp(n) as a subgroup of the unitary
group U(2n) in the usual manner, and we may assume that the structure group of our
symplectic vector bundle E reduces to Sp(n). Then the positive root system of Sp(n)
(with respect to the standard maximal torus T n ⊂ Sp(n)) may be identified with12
∆+(Sp(n)) = {−(yi − yj), −(yi + yj) (1 ≤ i < j ≤ n), −2yi (1 ≤ i ≤ n)}.
12 To be precise, the identification is given as follows: Let χi : T
n −→ U(1) be the character
which assigns each element t = diag (t1, . . . , tn) ∈ T n its i-th entry ti (i = 1, . . . , n). Denote by
Lχi −→ BT
n the line bundle over BT n constructed by the usual manner. We set yi := c1(L
∨
χi
) =
−c1(Lχi) ∈ H
2(BT n) the first Chern class of the dual of Lχi . Then the root system ∆(Sp(n)) of
Sp(n) can be identified with the subset
∆(Sp(n)) = {±(yi − yj), ±(yi + yj) (1 ≤ i < j ≤ n), ±2yi (1 ≤ i ≤ n)} ⊂ H
2(BT n),
as is customary in topology.
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The symplectic group Sp(n) contains T q×Sp(n− q) as a subgroup, where T q denotes
a q-dimensional (compact) torus. Its Weyl group W (T q × Sp(n − q)) is isomorphic
to W (Sp(n − q)) = Cn−q, which acts trivially on the variables yi (1 ≤ i ≤ q) as a
subgroup of W (Sp(n)) = Cn. Its positive root system is given by
∆+(T q×Sp(n)) = {−(yi− yj), −(yi+ yj) (q+1 ≤ i < j ≤ n), −2yi (q+1 ≤ i ≤ n)}.
Therefore the positive complementary roots is given by
∆+(Sp(n)) \∆+(T q × Sp(n− q))
= {−(yi − yj), −(yi + yj) (1 ≤ i ≤ q, i < j ≤ n), −2yi (1 ≤ i ≤ q)}.
With these notations, the Gysin map ̟1,...,q∗ is described as (cf. Brion [6, Proposi-
tion 2.1], Nakagawa-Naruse [24, Corollary 2.6])13
̟1,...,q∗(f) =
∑
w∈Cn/Cn−q
w ·
[
f∏q
i=1 2yi ·
∏
1≤i≤q
∏
i<j≤n(yi + yj)(yi − yj)
]
for f ∈ H∗(FℓC1,...,q(E)). Using this formula and Proposition 4.1, the quadratic Schur
function s
(2)
λ (E
∨) is given by the following formula:
(4.2)
s
(2)
λ (E
∨) =
∑
w∈Cn/Cn−q
w ·
[
y
λ+ρ
(2)
2q−1+(2(n−q))
q∏q
i=1 2yi ·
∏
1≤i≤q
∏
i<j≤n(yi + yj)(yi − yj)
]
=
∑
w∈Cn/Cn−q
w ·
[ ∏q
i=1 y
λi+2n−2i+1
i∏q
i=1 2yi ·
∏
1≤i≤q
∏
i<j≤n(yi + yj)(yi − yj)
]
=
1
2q
∑
w∈Cn/Cn−q
w ·
[ ∏q
i=1 y
λi+2(n−i)
i∏
1≤i≤q
∏
i<j≤n(y
2
i − y
2
j )
]
.
We shall end with this subsection by remarking another expression of the quadratic
Schur functions: Let λ be a partition of length q ≤ n. Consider the following commu-
tative diagram:
FℓC1,...,n(E)
̟=̟1,...,n
−−−−−−→ X
̟1,...,n1,...,q
y y=
FℓC1,...,q(E)
̟1,...,q
−−−−→ X.
This gives the following commutative diagram in cohomology:
H∗(FℓC1,...,n(E))
̟∗=̟1,...,n∗
−−−−−−−→ H∗(X)
̟1,...,n1,...,q∗
y y=
H∗(FℓC1,...,q(E))
̟1,...,q∗
−−−−→ H∗(X)
13 The classifying map h : X −→ BSp(n) of the symplectic vector bundle E induces a map
h˜ : FℓC(E) = FℓC1,...,n(E) −→ BT
n. By the construction, we see that f˜∗(Lχi) = Ui/Ui−1, and hence
we have yi = c1((Ui/Ui−1)
∨) = c1(h˜
∗(L∨χi)) = h˜
∗c1(L
∨
χi
) = h˜∗(yi). Then, by the Bressler-Evens
formula [5, Theorem 1.8] for the map BT n −→ BSp(n), this symmetrizing operator description is
obtained.
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Let us consider the image of the monomial
y
λ+ρ
(2)
2n−1 =
n∏
i=1
yλi+2n−2i+1i ∈ H
∗(FℓC1,...,n(E))
under the Gysin map ̟∗. By the symmetrizing operator description of the Gysin map
̟1,...,n1,...,q∗, we have
̟1,...,n1,...,q∗(y
λ+ρ
(2)
2n−1) =
∑
w∈Cn−q
w ·
[ ∏n
i=1 y
λi+2n−2i+1
i∏n
i=q+1 2yi ·
∏
q+1≤i<j≤n(y
2
i − y
2
j )
]
=
q∏
i=1
yλi+2n−2i+1i ×
∑
w∈Cn−q
w ·
[ ∏n
i=q+1 y
2n−2i+1
i∏n
i=q+1 2yi ·
∏
q+1≤i<j≤n(y
2
i − y
2
j )
]
.
Here we see that∑
w∈Cn−q
w ·
[ ∏n
i=q+1 y
2n−2i+1
i∏n
i=q+1 2yi ·
∏
q+1≤i<j≤n(y
2
i − y
2
j )
]
=
1
2n−q
∑
w∈Cn−q
w ·
[ ∏n
i=q+1(y
2
i )
n−i∏
q+1≤i<j≤n(y
2
i − y
2
j )
]
=
∑
v∈Sn−q
v ·
[ ∏n
i=q+1(y
2
i )
n−i∏
q+1≤i<j≤n(y
2
i − y
2
j )
]
= s∅(y
2
q+1, . . . , y
2
n) = 1,
and hence we have
̟1,...,n1,...,q∗(y
λ+ρ
(2)
2n−1) =
q∏
i=1
yλi+2n−2i+1i = y
λ+ρ
(2)
2q−1+(2(n−q))
q
.
Therefore, by the commutativity of the above diagram, we obtain
̟∗(y
λ+ρ
(2)
2n−1) = ̟1,...,q∗ ◦̟
1,...,n
1,...,q∗(y
λ+ρ
(2)
2n−1) = ̟1,...,q∗(y
λ+ρ
(2)
2q−1+(2(n−q))
q
) = s
(2)
λ (E
∨).
Thus the quadratic Schur function has another equivalent expression:
s
(2)
λ (E
∨) =
∑
w∈Cn
w ·
[
y
λ+ρ
(2)
2n−1∏n
i=1 2yi ·
∏
1≤i<j≤n(y
2
i − y
2
j )
]
=
∑
w∈Cn
w ·
[ ∏n
i=1 y
λi+2n−2i+1
i∏n
i=1 2yi ·
∏
1≤i<j≤n(y
2
i − y
2
j )
]
=
1
2n
∑
w∈Cn
w ·
[ ∏n
i=1 y
λi+2(n−i)
i∏
1≤i<j≤n(y
2
i − y
2
j )
]
.
4.2. Universal quadratic Schur functions.
4.2.1. Definition of the universal quadratic Schur functions. As the (ordinary) Schur
function has been generalized to the universal Schur function, we wish to consider
the universal analogue of the (ordinary) quadratic Schur function. As we reviewed in
the previous subsection, the quadratic Schur function due to Darondeau-Pragacz was
defined as a determinantal form (4.1). It seems difficult to generalize this determinantal
form directly to the complex cobordism theory. Instead, we shall make use of the
characterization of the quadratic Schur functions via Gysin map (Proposition 4.1 and
(4.2)). Namely, we adopt the following definition:
Definition 4.2 (Universal quadratic Schur functions). Let E −→ X be a symplectic
vector bundle of rank 2n as above. Given a partition λ ∈ Pn with length ℓ(λ) = q ≤ n,
consider the type C full flag bundle ̟1,...,q : Fℓ
C
1,...,q(E) −→ X, and the induced Gysin
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map ̟1,...,q∗ : MU
∗(FℓC1,...,q(E)) −→ MU
∗(X). Then the universal quadratic function
s
L,(2)
λ (E
∨) = s
L,(2)
λ (yn) corresponding to λ is defined to be
(4.3)
s
L,(2)
λ (E
∨) = s
L,(2)
λ (yn) := ̟1,...,q∗(y
λ+ρ
(2)
2q−1+(2(n−q))
q
)
=
∑
w∈Cn/Cn−q
w ·
[
y
λ+ρ
(2)
2q−1+(2(n−q))
q∏q
i=1[2]L(yi) ·
∏
1≤i≤q
∏
i<j≤n(yi +L yj)(yi +L yj)
]
=
∑
w∈Cn/Cn−q
w ·
[ ∏q
i=1 y
λi+2n−2i+1
i∏q
i=1[2]L(yi) ·
∏
1≤i≤q
∏
i<j≤n(yi +L yj)(yi +L yj)
]
.
It follows immediately from the definition that under the specialization from FL(u, v) =
u +L v to Fa(u, v) = u + v, the function s
L,(2)
λ (E
∨) reduces to the ordinary qua-
dratic Schur function s
(2)
λ (E
∨). Under the specialization from FL(u, v) = u +L v to
Fm(u, v) = u ⊕ v, one obtains the K-theoretic quadratic Schur function, denoted
G
(2)
λ (E
∨) = G
(2)
λ (yn), which should be regarded as a type BCD analogue of the
Grothendieck polynomial Gλ(E
∨) = Gλ(yn). The precise definition is given as fol-
lows:
Definition 4.3 (K-theoretic quadratic Schur functions). In the same setting as in
Definition 4.2, the K-theoretic quadratic Schur function corresponding to the partition
λ ∈ Pn of length q ≤ n is defined as
G
(2)
λ (E
∨) = G
(2)
λ (yn) =
∑
w∈Cn/Cn−q
w ·
[ ∏q
i=1 y
λi+2n−2i+1
i∏q
i=1 yi ⊕ yi ·
∏
1≤i≤q
∏
i<j≤n(yi ⊕ yj)(yi ⊖ yj)
]
.
4.2.2. Gysin formulas for the universal quadratic Schur functions. By Definition 4.2,
the analogue of [11, Proposition 4.7] in complex cobordism can be easily obtained:
Let E −→ X be a symplectic vector bundle of rank 2n, equipped with a symplectic
form 〈−,−〉 as in §3.3.1. For simplicity, we assume that the line bundle L is trivial.
Consider the isotropic Grassmann bundle ̟q : Fℓ
C
q (E) −→ X for q = 1, . . . , n. The
induced Gysin map ̟q∗ : MU
∗(FℓCq (E)) −→ MU
∗(X) has the following symmetrizing
operator description:
̟q∗(f) =
∑
w∈Cn/Sq×Cn−q
w ·

 f∏q
i=1[2]L(yi) ·
∏
1≤i≤q,
q+1≤j≤n
(yi +L yj) ·
∏
1≤i≤q,
i<j≤n
(yi +L yj)


for f ∈ MU∗(FℓCq (E)). Next we need to define the universal quadratic Schur functions
for arbitrary sequnces of positive integers. Namely, for a sequence of positive inetegers
I = (I1, . . . , Iq) ∈ (Z>0)
q (in this case, we say that the length ℓ(I) of I is q), the
corresponding universal quadratic Schur function s
L,(2)
I (E
∨) = s
L,(2)
I (yn) is defined by
the same expression as (4.3). With these preparations, one can obtain the following
result:
Proposition 4.4. For a sequence of non-nagative integers I = (I1, . . . , Iq) ∈ (Z≥0)
q,
which satistfies the condition Ii > 2n− q− i+1 for i = 1, . . . , q, one has the following
Gysin formula:
(4.4) ̟q∗(s
L
I (U
∨
q )) = s
L,(2)
I−ρq
(E∨),
where
ρq = (2n− q, 2n− q − 1, . . . , 2n− q − i+ 1, . . . , 2n− 2q + 1).
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Proof. By (2.1) and the symmetrizing operator description of ̟q∗ mentioned above,
one can compute
̟q∗(s
L
I (U
∨
q )) = ̟q∗(s
L
I (yq))
=
∑
w∈Cn/Sq×Cn−q
w ·


∑
v∈Sq
v ·
[ ∏q
i=1 y
Ii+q−i
i∏
1≤i<j≤q(yi +L yj)
]
∏q
i=1[2]L(yi) ·
∏
1≤i≤q,
q+1≤j≤n
(yi +L yj) ·
∏
1≤i≤q,
i<j≤n
(yi +L yj)

 .
Since
∏q
i=1[2]L(yi),
∏
1≤i≤q,
q+1≤j≤n
(yi +L yj), and
∏
1≤i≤q,
i<j≤n
(yi +L yj) are all Sq-invariant, the
above expression is euqal to
∑
w∈Cn/Sq×Cn−q
∑
v∈Sq
wv ·
[ ∏q
i=1 y
Ii+q−i
i∏q
i=1[2]L(yi) ·
∏
1≤i≤q
∏
i<j≤n(yi +L yj)(yi +L yj)
]
=
∑
u∈Cn/Cn−q
u ·
[ ∏q
i=1 y
(Ii−2n+q+i−1)+2n−2i+1
i∏q
i=1[2]L(yi) ·
∏
1≤i≤q
∏
i<j≤n(yi +L yj)(yi +L yj)
]
= s
L,(2)
I−ρq
(E∨)
as desired. 
As a special case of the above proposition (q = n), one obtains immediately a
complex cobordism analogue of the result of Pragacz-Ratajski [29, Theorem 5.13]:
Corollary 4.5 (Pragacz-Ratajski formula in complex cobordism). Let I = (I1, . . . , In) ∈
(Z≥0)
n be a sequence of non-negative integers satisfying Ii > n − i + 1 (i = 1, . . . , n).
Then the following Gysin formula holds for the Lagrangian Grassmann bundle ̟n :
LGn(E) = Fℓ
C
n (E) −→ X :
(4.5) ̟n∗(s
L
I (U
∨
n )) = s
L,(2)
I−ρn
(E∨).
If we reduce the universal formal group law FL(u, v) = u +L v to the additive one
Fa(u, v) = u+ v, then the formula (4.5) reduces to
(4.6) ̟n∗(sI(U
∨
n )) = s
(2)
I−ρn
(E∨).
If one of the parts of I − ρn is odd, the right-hand side of (4.6) is zero. Therefore the
element sI(U
∨
n ) has a nonzero image under ̟n∗ only if I is of the form 2J + ρn for
some Jn ∈ (Z≥0)
n. If I = 2J + ρn, then one obtains
̟n∗(sI(U
∨
n )) = s
(2)
2J (E
∨) = s
[2]
J (E
∨)
as observed in §4.2.1. This is the original Pragacz-Ratajski formula.
It should be remarked that the complex cobordism analogue of [11, Proposition
4.3] does not hold because the universal Schur function corresponding to the empty
partition ∅ is not equal to 1 as recalled in §2.3. For example, in the case of an isotropic
Grassmann bundle ̟q∗ : Fℓ
C
q (E) −→ X , which is the simplest case of [11, Proposition
4.3], their result gives the following Gysin formula: For an Sq-invariant monomial
(y1 · · · yq)
a with a positive integer a, one has
̟q∗((y1 · · · yq)
a) = s
(2)
(aq)−ρq
(E∨),
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where (aq) = (a, . . . , a)︸ ︷︷ ︸
q
. This formula can be shown by the following way: By the
formula (4.2), we have
s
(2)
(aq)−ρq
(E∨) =
∑
w∈Cn/Cn−q
w ·
[ ∏q
i=1 y
(a−2n+q+i−1)+2n−2i+1
i∏q
i=1 2yi ·
∏
1≤i≤q
∏
i<j≤n(yi + yj)(yi − yj)
]
=
∑
w∈Cn/Cn−q
w ·

 ∏qi=1 yai∏q
i=1 2yi ·
∏
1≤i≤q
q+1≤j≤n
(yi − yj)
∏
1≤i≤q
i<j≤n
(yi + yj)
×
∏q
i=1 y
q−i
i∏
1≤i<j≤q(yi − yj)


=
∑
u∈Cn/Sq×Cn−q
u ·

 ∏qi=1 yai∏q
i=1 2yi ·
∏
1≤i≤q
q+1≤j≤n
(yi − yj)
∏
1≤i≤q
i<j≤n
(yi + yj)
×
∑
v∈Sq
v ·
[ ∏q
i=1 y
q−i
i∏
1≤i<j≤q(yi − yj)
]
=
∑
u∈Cn/Sq×Cn−q
u ·

 ∏qi=1 yai∏q
i=1 2yi ·
∏
1≤i≤q
q+1≤j≤n
(yi − yj)
∏
1≤i≤q
i<j≤n
(yi + yj)
× s∅(y1, . . . , yq)


= ̟q∗(
∏q
i=1 y
a
i )
since we know that s∅(y1, . . . , yq) = 1. In the complex cobordism setting, the function
sL∅ (y1, . . . , yq) 6= 1, and the above computation will stop before the final step. However,
in the K-theory, we know that G∅(y1, . . . , yq) = 1, and the above proof applies without
change, and we can obtain the K-theory analogue of [11, Proposition 4.3].
4.2.3. Generating function for the universal quadratic Schur functions. As an appli-
cation of our Darondeau-Pragacz formulas in complex cobordism, one can derive the
generating function for the universal quadratic Schur functions. For further applica-
tion of the D-P formulas in complex cobordism, see Nakagawa-Naruse [25]. According
to Theorem 3.10, the D-P formula for the Gysin map ̟1,...,q∗ : MU
∗(FℓC1,...,q(E)) −→
MU∗(X) takes the following form: For a polynomial f(t1, . . . , tq) ∈MU
∗(X)[t1, . . . , tq],
one has
̟1,...,q∗(f(y1, . . . , yq)) =
[
q∏
i=1
t2n−1i
](
f(t1, . . . , tq)
∏
1≤i<j≤q
(tj +L ti)(tj +L ti)
×
q∏
i=1
S
L(E∨; 1/ti)
)
.
This formula, together with Definition 4.2, yields the following expression:
s
L,(2)
λ (E
∨) = ̟1,...,q∗(y
λ+ρ
(2)
2q−1+(2(n−q))
q
)
=
[
q∏
i=1
t2n−1i
](
q∏
i=1
tλi+2n−2i+1i
∏
1≤i<j≤q
(tj +L ti)(tj +L ti)
q∏
i=1
S
L(E∨; 1/ti)
)
=
[
q∏
i=1
t−λii
]( ∏
1≤i<j≤q
tj +L ti
tj
·
tj +L ti
tj
q∏
i=1
S
L(E∨; 1/ti)
)
.
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Since the MU∗-theory Chern roots of E∨ are given by yi, yi (1 ≤ i ≤ n), from (3.1),
the Segre series of E∨ is given as follows:
S
L(E∨; u) =
1
PL(z)
z2n∏n
j=1(z +L yj)(z +L yj)
∣∣∣∣∣
z=u−1
.
Let us reformulate the above result in terms of symmetric functions: For an indepen-
dent variables yn = (y1, . . . , yn), we set
sL,(2)(u) :=
1
PL(u)
u2n∏n
j=1(u+L yj)(u+L yj)
,
sL,(2)(u1, . . . , uq) :=
q∏
i=1
sL,(2)(ui)
∏
1≤i<j≤q
tj +L ti
tj
·
tj +L ti
tj
.
Then we have the following result:
Theorem 4.6. For a partition λ = (λ1, . . . , λq) of length ℓ(λ) = q ≤ n, the universal
quadratic Schur function sL,(2)(yn) is the coefficient of u
−λ1
1 · · ·u
−λq
q in sL,(2)(u1, . . . , uq),
that is,
s
L,(2)
λ (yn) = [u
−λ1
1 · · ·u
−λq
q ](s
L,(2)(u1, . . . , uq)).
If we specialize FL(u, v) = u+L v to Fa(u, v) = u+v, then the factor
∏
1≤i<j≤r
tj +L ti
tj
·
tj +L ti
tj
reduces to
∏
1≤i<j≤q
tj − ti
tj
·
tj + ti
tj
=
∏
1≤i<j≤q
(
1− t2i /t
2
j
)
= det (t
2(j−i)
i )1≤i,j≤q.
Therefore, by Theorem 4.6, the determinantal formula (4.1) can be recovered.
In K-theory, we can say more: Let E be a symplectic vector bundle of rank 2n with
K-theoretic Chern roots yi, yi = ⊖yi (i = 1, . . . , n). Then, by (3.1), the K-theoretic
Segre series G(E∨; 1/u) is given by
G(E∨; 1/u) =
1
1− βu
u2n∏n
j=1(u⊕ yj)(u⊖ yj)
.
Then, by Theorem 4.6, we have
(4.7) G
(2)
λ (E
∨) =
[
q∏
i=1
t−λii
]( ∏
1≤i<j≤q
tj ⊖ ti
tj
·
tj ⊕ ti
tj
q∏
i=1
G(E∨; 1/ti)
)
.
Notice that the following identity holds:∏
1≤i<j≤q
tj ⊖ ti
tj
·
tj ⊕ ti
tj
=
∏
1≤i<j≤q
(
1−
t2i
1− βti
/
t2j
1− βtj
)
= det ((1−βti)
i−jt
2(j−i)
i )1≤i,j≤q.
Therefore, by (4.7), we have the following result:14
Theorem 4.7 (Determinantal formula for the K-theoretic quadratic Schur function).
(4.8) G
(2)
λ (E
∨) = det
(
∞∑
k=0
(
i− j
k
)
(−β)kGλi+2(j−i)+k(E
∨)
)
1≤i,j≤q
.
14 An analogous determinantal formula for the Grothendieck polynomials is obtained by Hudson-
Ikeda-Matsumura-Naruse [16, Theorem 3.13].
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5. Appendix
5.1. Quillen’s Residue Formula. As we mentioned in §3.1.2, we proceed with the
calculation of Quillen’s residue formula, i.e., the right hand side of (3.3) in the following
way: It suffices to consider the case where f(t) = tN , a monomial in t of degree N ≥ 0
since the Gysin map ̟1∗ is an MU
∗(X)-homomorphism. We expand PL(t, yj) as∑∞
ℓj=0
Pℓj (yj)t
ℓj for j = 1, . . . , n. Then we compute
tN
PL(t)
∏n
j=1(t+L yj)
= tN ×
1
PL(t)
×
1∏n
j=1
t− yj
PL(t, yj)
= tN−n ×
1
PL(t)
×
n∏
j=1
P
L(t, yj)×
n∏
j=1
1
1− yjt−1
= tN−n ×
(
∞∑
k=0
[CP k]tk
)
×
n∏
j=1

 ∞∑
ℓj=0
Pℓj(yj)t
ℓj

×
(
∞∑
m=0
hm(yn)t
−m
)
.
For brevity, we put
n∏
j=1

 ∞∑
ℓj=0
Pℓj(yj)t
ℓj

 = ∞∑
ℓ=0

 ∑
ℓ1+···+ℓn=ℓ
ℓ1≥0,...,ℓn≥0
n∏
j=1
Pℓj (yj)

 tℓ = ∞∑
ℓ=0
Pℓ(yn)t
ℓ.
Then the computation continues as
tN−n ×
(
∞∑
k=0
[CP k]tk
)
×
{
∞∑
r=−∞
(
∞∑
ℓ=r
Pℓ(yn)hℓ−r(yn)
)
tr
}
= tN−n ×
(
∞∑
k=0
[CP k]tk
)
×
{
∞∑
r=0
(
∞∑
ℓ=r
Pℓ(yn)hℓ−r(yn)
)
tr +
∞∑
r=1
(
∞∑
ℓ=0
Pℓ(yn)hℓ+r(yn)
)
t−r
}
= tN−n ×
[
∞∑
s=0
{
s∑
k=0
∞∑
ℓ=s−k
[CP k]Pℓ(yn)hk+ℓ−s(yn)
}
ts
+
∞∑
s=−∞
{
∞∑
k=s+1
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ−s(yn)
}
ts
]
= tN−n ×
[
∞∑
s=0
{
s∑
k=0
∞∑
ℓ=s−k
[CP k]Pℓ(yn)hk+ℓ−s(yn)
}
ts
+
∞∑
s=0
{
∞∑
k=s+1
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ−s(yn)
}
ts +
∞∑
s=1
{
∞∑
k=0
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ+s(yn)
}
t−s
]
.
Then we extract the coefficient of t−1 in the above formal Laurent series. In the case
N ≥ n, one sees immediately that the coefficient of t−1 is
∞∑
k=0
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn).
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In the case 0 ≤ N < n, the coefficient of t−1 is
n−N−1∑
k=0
∞∑
ℓ=n−N−1−k
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn) +
∞∑
k=n−N
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn)
=
∞∑
k=0
∞∑
ℓ=n−N−1−k
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn).
Summing up the above calculation, we get the following result:
(5.1)
Res′
t=0
tN
PL(t)
∏n
j=1(t+L yj)
=


∞∑
k=0
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn) (N ≥ n),
∞∑
k=0
∞∑
ℓ=n−N−1−k
[CP k]Pℓ(yn)hk+ℓ+N−n+1(yn) (0 ≤ N < n).
One can give the above result an interpretation in terms of the new universal Schur
function SLk(yn) corresponding to the one-row (k), which was mentioned in §3.1.1. In
fact, by the above result (5.1) and the expression [24, (5.8)], we have
Proposition 5.1. The new universal Schur functions SLk(yn) for k ≥ 1− n are given
explicitly by the following forms:
SLa (yn) =
∞∑
k=0
∞∑
ℓ=0
[CP k]Pℓ(yn)hk+ℓ+a(yn) (a ≥ 1),
SL−a(yn) =
∞∑
k=0
∞∑
ℓ=a−k
[CP k]Pℓ(yn)hk+ℓ−a(yn) (0 ≤ a ≤ n− 1).
In the case of K-theory, we can obtain the explicit expression of the Grothendieck
polynomial Ga(yn) corresponding to the one row (a): Under the specialization from
FL(u, v) = u+Lv to Fm(u, v) = u⊕v, the formal power series 1/P
L(t) =
∑∞
k=0[CP
k]tk
reduces to 1/(1−βt) =
∑∞
k=0 β
ktk. The formal power series PL(t, yj) =
∑∞
ℓj=0
Pℓj (yj)t
ℓj
reduces to 1− βyj, and hence we have
Pℓ(yn) =
∑
ℓ1+···+ℓn=ℓ
ℓ1≥0,...,ℓn≥0
n∏
j=1
Pℓj(yj) =


n∏
j=1
(1− βyj) (ℓ = 0),
0 (ℓ ≥ 1).
Then, Proposition 5.1, together with the obvious identity
k∑
i=0
(−1)iei(yn)hk−i(yn) = 0 (k ≥ 1)
among the elementary symmetric polynomials ei(yn) and the complete symmetric
polynomials hj(yn), give the following corollary:
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Corollary 5.2. The Grothendieck polynomials Gk(yn) for k ≥ 1−n are given explicitly
by the following forms:
Ga(yn) =
n−1∑
k=0
βk
(
k∑
i=0
(−1)iei(yn)ha+k−i(yn)
)
(a ≥ 1),
G−a(yn) = β
a (0 ≤ a ≤ n− 1).
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