The problem of identifying a fixed-order FIR approximation of linear systems with unknown structure, assuming that both input and output measurements are subjected to quantization, is dealt with in this paper. A fixed-order FIR model providing the best approximation of the input-output relationship is sought by minimizing the worst-case distance between the output of the true system and the modeled output, for all possible values of the input and output data consistent with their quantized measurements. The considered problem is firstly formulated in terms of robust optimization. Then, two different algorithms to compute the optimum of the formulated problem by means of linear programming techniques are presented. The effectiveness of the proposed approach is illustrated by means of a simulation example.
Introduction
In many engineering applications, only binary-valued or quantized measurement data are available. Typical examples include vision systems which commonly make use of pixelized information; robotics applications where digital rotary or linear encoders are employed to measure position and velocity; wireless sensor networks where signals are quantized and converted into a finite number of bits before being transmitted through communication channels with limited bandwidth.
Identification of dynamical systems from binary and quantized observations has attracted the attention of many researchers in the last years. More precisely, a maximum likelihood approach for parameter estimation of a static function from binary-valued output data is discussed in [1] , while identification of linear dynamical systems which are equipped with only binary-valued sensors is addressed in [2] in the case of stochastic and deterministic description of the disturbances affecting the model. The methodologies discussed in [2] have been extended to system identification with quantized observations [3] and to identification of Wiener models [4] . Identification of linear dynamical systems from quantized output observations is dealt with in [5, 6, 7, 8, 9, 10, 11] . In particular, local convergence results in identification of IIR models from binary measurements are given in [10] and extended in [11] for the identification of FIR models from measurements subjected to non-uniform quantization. Global convergence results to a parameter setting corresponding to a perfect input-output model or to the boundary of the chosen model set are also provided. Other approaches for the identification of linear systems from quantized output measurements can be found in [12] and [13] , where identification of Wiener-like models with non-invertible nonlinearity is dealt with. The problem of state estimation for linear systems from quantized measurements is considered in [14] and [15] . In the framework of bounded-error identification, that is when disturbances are supposed to be unknown-but-bounded, recent results are presented in [16] , [17] and [18] on optimal input design for FIR model identification from binary and quantized observations. The reader is referred to the book [19] and references therein for a detailed discussion on system identification from quantized measurements.
All the papers mentioned above assume that only the output signal is subjected to quantization, while the input of the system is perfectly known. When also the input measurements are quantized, the identification problem can be formulated in terms of errorin-variables problems with unknown-but-bounded measurement noise. In this case the solution to the identification problem can be obtained by applying the results discussed in [20] , [21] , [22] and [23] where different algorithms are presented to compute bounds on the parameters of IIR models consistent with the assumed model structure, noise bounds and measured data. Linear system identification from quantized input/output (I/O) data in the presence of additive measurement noise on the output signal is tackled in [24] and [25] by means of least-square and instrumental-variable approaches. Identification of autoregressive moving average models from binary measurements of the input and output signals is addressed in [26] , which provides an algorithm yielding consistent parameter estimates under the assumption that the input/output power ratio of the system is apriori known and white disturbances with known distributions affect the input/output measurements.
The aim of this paper is to evaluate the parameters of a fixed-order FIR model which provides the best worst-case approximation of the (I/O) relationship of a linear system with unknown structure. More precisely, the FIR model parameters are identified in order to minimize the worst-case distance between the output of the true system and the modeled output for all possible values of input and output data consistent with their quantized measurements. The paper is organized as follows. Computation of optimal worst-case FIR parameters is formulated as a robust optimization problem in Section 2. Two different approaches are presented in Section 3 to compute the solution of the formulated robust optimization problem by means of linear programming techniques.
Capabilities of the proposed identification scheme, together with a comparison with the standard least square algorithm, are discussed in Section 4.
Problem formulation
Consider a stable discrete-time single-input single-output linear dynamical system described by
where {h(t)} ∞ t=1 is the impulse response, while u t and y t are the continuous-amplitude input and output signals at the time instant t, respectively. Measurements u q t of the input signal u t are obtained by the following m u -level quantizer Q u (·):
where ⌊·⌋ denotes the floor operator, [C u ; C u ] is the range of the quantizer and ∆ u = Cu−C u mu−1 is the quantization step. Similarly, quantized measurements y q t of the output 3 signal y t are given by the quantizer Q y (·) with m y levels described by
with ∆ y = and y t ∈ [y t ), with k = −n, . . . , N and t = 1, . . . , N . Thus, the optimal worst-case parameters θ * can be computed by solving the following optimization problem: 
Remark 2. Problem (5) can be interpreted as a game between designer and nature, where the designer has to look for a strategy (FIR parameters θ) which minimizes a given criterion (∥ŷ − y∥ ∞ ) against the nature, which in turn plays the most disadvantageous strategy for the designer (looking for the values of u t ∈ [u t ] and y t ∈ [y t ] maximizing
∥ŷ−y∥ ∞ ). The interested reader is referred to [27] for an overview of the main principles of game theory. (5), the deterministic total least square (TLS) approach described in [28] 
Remark 3. If the 2-norm is considered in the objective function of Problem

Computation of optimal worst-case FIR parameters θ *
In this section we present two different approaches to compute the optimal worst-case parameters θ * by means of linear programming optimization.
First, we note that, by introducing the slack variable ξ and by substituting equation (4) into (5), problem (5) can be written as the following robust optimization problem
Note that in (6) there are infinitely many constraints, since the inequalities [29] . In the following, two different techniques are presented to reduce (6) to a linear programming problem with a finite number of constraints. These two methods will be referred to as vertex approach and nonnegative-scalar approach.
Vertex-approach
Let B t be an n + 2-dimensional box defined as
and Proof The proof of Proposition 1 follows from the fact that maximum/minimum of
. , n if and only if
In particular, for a given θ, the maximum of
while the minimum value is
where I θ k is defined as
On the basis of Proposition 1, the optimal worst-case FIR parameters θ * solution to problem (6), can be obtained by solving the following linear programming problem:
It is worth remarking that the number M of linear constraints involved in (11) is M = 2N 2 n+2 . Thus, since M increases exponentially with the order n of the FIR model F, application of the presented procedure is limited to small values of n. In order to compute a solution of problem (6) also for large values of n, in the following we present an alternative method which leads to a linear programming problem whose number of constraints increases linearly with n.
Nonnegative-scalar approach
Let us rewrite the following robust constraint appearing in the optimization problem
as
or equivalently in terms of nonnegative robust constraints, i.e.
It is worth remarking that only θ k and ξ are the decision variables in (14) , while u t−k is an uncertain variable which is assumed to belong to the uncertainty set [u t−k ]. This means that θ k and ξ have to be computed so that the constraints
Proposition 2. The collection of robust constraints
is equivalent to the following set of constraints:
Proof We first prove that (16) implies (15) . Indeed, for all
Besides, since λ k ≥ 0, σ k ≥ 0 and ρ t ≥ 0 for all k = 0, . . . , n and for all t = 1, . . . , N , the right side of the equality in (16) is always positive, therefore
for any u t−k ∈ [u t−k ], with k = 0; . . . , n. Thus, condition (15) holds.
In order to prove that (15) 
8 Such constants are equal to
with I θ k defined in (10) . Indeed, λ k and σ k in (19) and (20) 
Remark 4. The equality constraint appearing in (16) is an equality between two polynomials in the variables u t−k (with
k = 0, . . . , n), namely ∑ n k=0 θ k u t−k − y q t − ∆ y + ξ, and ρ t + ∑ n k=0 λ k ( u t−k − u q t−k ) + ∑ n k=0 σ k ( u q t−k + ∆ u − u t−k
Proposition 3. The set of robust constraints
9 is equivalent to the following set of constraints:
Proof Proof of Proposition 3 follows by considerations similar to the ones used in the proof of Proposition 2. In this case, the values of λ k , σ k and ρ t which satisfy conditions in (23) are given by
On the basis of Propositions 2 and 3, the optimal worst-case FIR parameters θ * solution to problem (6), can be obtained by solving the following optimization problem:
Property 1. Optimization problem (27) is a linear programming problem in the decision
Proof As highlighted in Remark 4, the polynomial variables u t−k (with k = 0, . . . , n) ) is equivalent to the polynomial 
) . (27) 
Remark 5. The feasible set of problem
where round(·) denotes the closest integer approximation. Extension of the proposed approaches to the case of nonuniform quantization is also straightforward.
Simulation example
In this section we show the performance of the discussed approach through a numerical example. The true system generating the data is an IIR model described by 
, corresponding to the considered quantization levels m u , are reported in Table 1 constraints. Therefore, because of high computational complexity, the vertex approach discussed in Section 3.1 can not be exploited to compute FIR parameters θ * . On the other hand, the use of the nonnegative-scalar method leads to optimization problem (27) with 4N output signal y t and outputsŷ t of FIR models F * and F LS is shown in Fig. 2 to the performance of model F LS . The reason is due to the fact that the least-square approach provides a poor estimate in case of noise-corrupted measurements of the input signal. On the other hand, for high values of the signal-to-noise ratios on the input measurements (i.e., m u = 8, 10) the performance of the two estimated models are quite similar. It is worth remarking that when non-centered quantizers are used to measure the output signal, the performance of the LS approach significantly drop because of the nonzero average on the measurement noise. On the other hand, the optimal worst-case approach presented in the paper is not affected by this drawback since no assumption on the mean value of the quantization error is made.
Conclusions
The paper deals with the approximation problem of linear dynamical systems with a fixed-order FIR model from input/output measurements subjected to quantization.
Parameters of a FIR model which minimize the worst-case distance between the true output signal and the estimated output, for all possible values of the input signal, are 
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