In this paper we introduce and study two new subclasses Σ λµmp (α, β) and Σ + λµmp (α, β) of meromorphically multivalent functions which are defined by means of a new differential operator. Some results connected to subordination properties, coefficient estimates, convolution properties, integral representation, distortion theorems are obtained. We also extend the familiar concept of (n, δ)−neighborhoods of analytic functions to these subclasses of meromorphically multivalent functions.
Introduction
LetÃ be the class of analytic functions in the unit disk U = {z ∈ C : |z| < 1}.
Consider Ω = w ∈Ã : w(0) = 0 and |w(z)| < 1, z ∈ U (1.1) the class of Schwarz functions. For 0 ≤ α < 1 let P(α) = p ∈Ã : p(0) = 1 and ℜp(z) > α, z ∈ U .
(1.2)
Note that P = P(0) is the well-known Carathéodory class of functions. The classes of Schwarz and Carathéodory functions play an extremely important role in the theory of analytic functions and have been studied by many authors.
It is easy to see that p ∈ P(α) if and only if p(z) − α 1 − α ∈ P.
(1.3)
Making use of the properties of functions in the class P and the condition (1.3), the following properties of the functions in the class P(α) can be obtained. The correspondence between P(α) and probability measure µ(x) on ∂U, given by (1.5) is one-to-one.
If f and g are inÃ, we say that f is subordinate to g, written f ≺ g, if there exists a function w ∈ Ω such that f (z) = g(w(z)) (z ∈ U). It is known that if f ≺ g, then f (0) = g(0) and f (U) ⊂ g(U). In particular, if g is univalent in U we have the following equivalence:
f (z) ≺ g(z) (z ∈ U) if and only if f (0) = g(0) and f (U) ⊂ g(U).
Let Σ p denote the class of all meromorphic functions f of the form
a k z k (p ∈ N := {1, 2, . . .}) (1.6) which are analytic and p-valent in the punctured unit disk U * = U \ {0}.
Denote by Σ + p the subclass of Σ p consisting of functions of the form
A function f ∈ Σ p is meromorphically multivalent starlike of order α (0 ≤ α < 1) (see [2] ) if
The class of all such functions is denoted by Σ * p (α). If f ∈ Σ p is given by (1.6) and g ∈ Σ p is given by
then the Hadamard product (or convolution) of f and g is defined by
For a function f ∈ Σ p , we define the differential operator D m λµp in the following way: 9) where 0 ≤ µ ≤ λ and m ∈ N.
If the function f ∈ Σ p is given by (1.6) then, from (1.8) and (1.9), we obtain
where
Note that, the case λ = 1 and µ = 0 of the differential operator D m λµp was introduced by Srivastava and Patel [18] . A special case of D m λµp for p = 1 was considered in [16] . Making use of the differential operator D m λµp , we define a new subclass of the function class Σ p as follows.
for some α (0 ≤ α < 1), β (0 < β ≤ 1) and z ∈ U * .
Note that a special case of the class Σ λµmp (α, β) for p = 1 and m = 0 is the class of meromorphically starlike functions of order α and type β introduced earlier by Mogra et al. [12] . It is easy to check that for m = 0 and β = 1, the class Σ λµmp (α, β) reduces to the class Σ * p (α). We consider another subclass of Σ p given by
(1.15)
The main object of this paper is to present a systematic investigation of the classes Σ λµmp (α, β) and Σ
2 Properties of the class Σ λµmp (α, β)
We begin this section with a necessary and sufficient condition, in terms of subordination, for a function to be in the class Σ λµmp (α, β).
Proof. Let f ∈ Σ λµmp (α, β). Then, from (1.6), we have
If β = 1, we have
The inequality (2.2) shows that the values region of
is contained in the disk centered at maps the unit disk U onto the disk
Since G is univalent and
Conversely, suppose that subordination (2.1) holds. Then
where w ∈ Ω. After simple calculations, from (2.3), we obtain
From (2.4) we can easily obtain that
Thus, the proof of our theorem is completed.
Making use of the subordination relationship for the class Σ λµmp (α, β), we derive a structural formula, first for the class Σ λµmp (α, 1) and then for the class Σ λµmp (α, β).
Theorem 2.2 A function f ∈ Σ p belongs to the class Σ λµmp (α, 1) if and only if there exists a probability measure µ(x) on ∂U such that
The correspondence between Σ λµmp (α, 1) and the probability measure µ(x) is one-to-one.
Proof. In view of the subordination condition (2.5), we have that f ∈ Σ λµmp (α, 1) if and only if
From Lemma 1.2, we have
which is equivalent to
Integrating this equality, we obtain
Equality (2.6) now follows easily from (1.12), (1.13) and (2.7). Using a result of Goluzin [8] (see also [13] p. 50), we obtain the following result.
Proof. Let f ∈ Σ λµmp (α, 1). Then by (2.5) we have
Since the function
Thus, there exists a function w ∈ Ω such that
Next we obtain a structural formula for the class Σ λµmp (α, β).
where w ∈ Ω.
In view of (2.9), we have
which upon integration, yields
The assertion (2.8) of the theorem can be easily obtained from (1.12), (1.13) and (2.10).
In the sequence a convolution property for the class Σ λµmp (α, β) is derived.
(2.11) for z ∈ U * and θ ∈ (0, 2π).
It is easy to see that the condition (2.12) can be written as follows
and
By virtue of (2.13), (2.14) and (2.15), the assertion (2.12) of the theorem follows. Coefficient estimates for functions in the class Σ λµmp (α, β) are given in the next theorem. Theorem 2.6 Let f of the form (1.6) be in the class Σ λµmp (α, β).
where Φ n (λ, µ, m, p) is given by (1.11).
Proof. To prove the coefficient estimates (2.16) we use the method of Clunie and Koegh [4] . Let f ∈ Σ λµmp (α, β). From (1.14), we have
where w is analytic in U and |w(z)| ≤ β for z ∈ U. Then
w k z k , making use of (1.10) and (2.17), we obtain
(2.18) Equating the coefficients in (2.18), we have nΦ n−p (λ, µ, m, p)a n−p = −2p(1 − α)w n , for n = 1, 2 and nΦ n−p (λ, µ, m, p)a n−p
h n z n is analytic in U, then for 0 < r < 1 
Letting r → 1, we obtain
The above inequality implies
Finally, replacing n − p by n, we have µ, m, p) .
Thus, the proof of our theorem is completed. Theorem 2.6 enables us to obtain a distortion result for the class Σ λµmp (α, β).
.
In the sequence we give a sufficient condition for a function to belong to the class Σ λµmp (α, β). Theorem 2.7 Let f ∈ Σ p be given by (1.6). If for 0 ≤ α < 1 and
For 0 < |z| = r < 1, we obtain
Since the above inequality holds for all r (0 < r < 1), letting r → 1, we have
Making use of (2.22), we obtain M ≤ 0, that is
Consequently, f ∈ Σ λµmp (α, β).
Properties of the class Σ
We begin this section by proving that the condition (2.22) is both necessary and sufficient for a function to be in the class Σ + λµmp (α, β).
Proof. In view of Theorem 2.7, we have to prove "only if" part. As-
for all z ∈ U. Since ℜz ≤ |z| for all z, it follows that
We choose the values of z on the real axis such that
is real. Upon clearing the denominator in (3.1) and letting z → 1 through positive values, we obtain
Hence, the result follows.
with equality for the functions of the form
Coefficient estimates obtained in Corollary 3.1 enables us to give a distortion result for the class Σ + λµmp (α, β).
where equality holds for the function
which follows easily from Theorem 3.1, the proof is trivial. Now, we prove that the class Σ + λµmp (α, β) is closed under convolution.
In view of the above inequality and the fact that
Therefore, by Theorem 3.1, the result follows. The next result involves an integral operator which was investigated in many papers [2] , [6] , [20] .
is also in the class Σ + λµmp (α, β). Proof. It is easy to ckeck that
Since 0 < c c + p + k ≤ 1, by Theorem 3.3, the proof is trivial.
Neighborhoods and partial sums
Following earlier investigations on the familiar concept of neighborhoods of analytic functions by Goodman [7] , Ruschweyh [17] and more recently by Liu and Srivastava [9] , [10] , Liu [11] , Altintaş et al. [1] , Orhan and Kamali [14] , Srivastava and Orhan [19] , Orhan [15] , Deniz and Orhan [5] and Aouf [3] , we define the (n, δ)− neighborhood of a function f ∈ Σ p of the form (1.6) as follows. 
the (n, δ)− neighborhood of a function f ∈ Σ p of the form (1.6) is defined by
For s k = k, Definition 1.4 corresponds to the (n, δ)− neighborhood considered by Ruscheweyh [17] .
Making use of Definition 4.1, we prove the first result on (n, δ)− neighborhood of the class Σ λµmp (α, β).
Proof. It is not difficult to see that a function f belongs to Σ λµmp (α, β) if and only if 6) where for convenience,
From (4.7) it follows that
(4.8) Furthermore, under the hypotheses (4.3), using (4.6) we obtain the following assertions:
Now, if we let
then we have
Thus, for any complex number σ with |σ| = 1, we have
which implies g ∈ Σ λµmp (α, β). The proof of the theorem is completed.
In the sequence we give the definition of (n, δ)−neighborhood of a function f ∈ Σ + p of the form (1.7). 
the (n, δ)− neighborhood of a function f ∈ Σ + p of the form (1.7) is defined bỹ
We have the following result on (n, δ)−neighborhood of the class Σ + λµmp (α, β). 
The result is the best possible in the sense that δ cannot be increased.
Proof. For a function f ∈ Σ + λµmp (α, β) of the form (1.7), Theorem 3.1 immediately yields
From the condition (4.10) we find that
Using (4.12) and (4.13), we obtain
Thus, in view of Theorem 3.1, we get g ∈ Σ + λµmp (α, β). To prove the sharpness of the assertion of the theorem, we consider the functions f ∈ Σ where δ * > δ. Clearly, the function g belongs toÑ δ (f ) but according to Theorem 3.1, g / ∈ Σ + λµmp (α, β). Consequently, the proof of our theorem is completed.
Next, we investigate the ratio of real parts of functions of the form (1.6) and their sequences of partial sums defined by 
