Simulation of both the climate of the twentieth century and a future climate change requires taking into account numerous forcings, while climate sensitivities of general circulation models are defined as the equilibrium surface warming due to a doubling of atmospheric CO 2 concentration. A number of simulations with the Massachusetts Institute of Technology (MIT) climate model of intermediate complexity with different forcings have been carried out to study to what extent sensitivity to changes in CO 2 concentration (S CO2 ) represent sensitivities to other forcings.
Introduction
The Massachusetts Institute of Technology (MIT) 2D climate model has been used in a number of climate change-related studies in recent years. Forest et al. (2002) used the model to obtain a probability distribution for climate sensitivity consistent with the climate record for the twentieth century. This distribution was then used by Webster et al. (2003) for studying uncertainty in future climate change. In both cases, a number of different forcings were considered. For example, in simulations performed by Forest et al. (2002) , the model was forced by changes in CO 2 , sulfate aerosol, and ozone. In a more recent study (Forest et al. 2006) , changes in solar constant, volcanic aerosol, and vegetation cover are also included. In projections of future climate, changes in different greenhouse gases, ozone, sulfate aerosol, and black carbon are taken into account. Climate sensitivities of different versions of the MIT climate model were, however, defined based exclusively on changes in CO 2 concentration. Therefore, it is important to evaluate to what extent model sensitivity to changes in CO 2 characterizes sensitivity to other forcings.
A number of climate change simulations with multiple forcings have been also performed recently with coupled atmosphere-ocean general circulation models (AOGCMs; Broccoli et al. 2003; Meehl et al. 2004; Stott et al. 2000) .
The dependency of the climate system response to the external forcings on the nature of the forcing has been a subject of a number of recent studies (e.g., Cook and Highwood 2004; Feichter et al. 2004; Forster et al. 2000; Hansen et al. 1997 Hansen et al. , 2005 Penner et al. 2003; Ramaswamy and Chen 1997; Roberts and Jones 2004; Stuber et al. 2005) . It was shown that the change in surface air temperature, ⌬Ts, in response to changes in atmo-spheric CO 2 concentration, solar constant, or surface albedo, and some others, is proportional to the adjusted radiative forcing at the tropopause, Fa, regardless of the nature of the forcing:
where is a climate sensitivity. This is not, however, the case for forcings due to changes in the concentration of ozone or absorbing aerosols (e.g., Hansen et al. 1997 Hansen et al. , 2005 Mickley et al. 2004; Roberts and Jones 2004; Stuber et al. 2005) . Climate sensitivity to such forcings depends on their vertical structure. This dependency is explained by feedbacks related to the localized atmospheric heating caused by changes in ozone or absorbing aerosols. These feedbacks operate on shorter time scales than feedbacks associated with changes in surface temperature and are not excited by, for example, changes in CO 2 concentration. Changes in radiation balance due to such fast feedbacks are often referred to as a "semidirect effect" (Hansen et al. 1997) . It was shown that a forcing that includes semidirect effects is a better measure of climate sensitivity than an adjusted forcing that accounts for changes in stratosphere only.
A number of methods for estimating forcings that includes semidirect effects were proposed (Cook and Highwood 2004; Gregory et al. 2004; Hansen et al. 2005; Penner et al. 2003; Shine et al. 2003) . Most of them were based on simulations with fixed surface or sea surface temperature. An alternative method based on the feedback calculations is proposed in this study. A somewhat similar approach was used by Stuber et al. (2005) .
A number of the equilibrium climate change simulations with the versions of the MIT model with different climate sensitivities for a variety of forcings have been performed to study this issue. A brief description of the model is given in section 2. Dependence of model response on the vertical stratification of forcing and a method for calculating semidirect effects are discussed in section 3. In section 4 different ways of changing the sensitivity of the MIT models are described. Results of the simulations with the versions of the model with different sensitivities for different forcings are discussed in section 5. Conclusions are given in section 6.
Model description
The MIT 2D atmospheric model (Sokolov and Stone 1998 ) is a zonally averaged statistical-dynamical model developed from the Goddard Institute for Space Studies (GISS) general circulation model (GCM) Model II (Hansen et al. 1983) . The model includes parameterizations of all the main atmospheric physical processes as well as parameterizations of heat, moisture, and momentum transports by eddy. The version used in this study has latitudinal resolution of 7.8°and nine vertical layers. Each cell can contain up to four different surface types: land, land ice, ice-free ocean, and ocean ice. The model calculates surface temperature, surface and radiative fluxes, and their derivatives with respect to surface temperature separately for different surface types.
A zonally averaged mixed layer model was used as the ocean component in the previous version of the MIT climate model. In the version used in this study, the atmospheric model is coupled to a mixed layer ocean model with a horizontal resolution 7.8°in latitude and 10°in longitude. Mixed layer depth is prescribed based on observations as a function of time and location.
The heat flux felt by the ocean model at the point (i, j) is calculated as
where F HZ ( j) and ‫ץ‬F HZ /‫ץ‬T( j) are zonally averaged heat flux and its derivative with respect to surface temperature; Ts(i, j) and Tsz( j) are the surface temperature and its zonal mean, respectively. The mixed layer model also uses a parameterized vertically averaged horizontal oceanic heat transport, the so-called Q flux. This flux has been calculated from a simulation in which sea surface temperature and sea ice distribution were relaxed to their present-day climatology.
As shown by Sokolov and Stone (1998) , the MIT climate model simulates the zonally averaged features of the present-day atmospheric circulation reasonably well. Both equilibrium and transient responses to an increase in CO 2 concentration produced by the model are similar, in terms of global-average values and zonal distributions, to the responses obtained in simulations with 3D GCMs.
Model response to different forcings:
Dependency on vertical structure of the forcing A number of 150-yr-long equilibrium simulations with the MIT climate model with different forcing have been carried out (Table 1) . During the last 20 yr, data required for radiation calculation have been saved and then used to calculate changes in radiation fluxes and climate feedbacks associated with changes in different climate variables (surface temperature, lapse rate, water vapor, cloud cover, and surface albedo). Feedbacks were calculated following the procedure proposed by Wetherald and Manabe (1988) .
Climate feedbacks produced by the model are used in comparison of the model responses to different forcings shown below. It is, therefore, important to know how the MIT model compares with other models in this respect. Figure 1 shows strengths of climate feedbacks in equilibrium doubled CO 2 simulations with a number of GCMs. The circles indicated feedbacks from an analogous simulation with the MIT 2D model. Data for different GCMs are taken from Colman (2003) . As can be seen, all feedbacks produced by the MIT model fall in the range shown by GCMs. However, both cloud feedback and the total feedback are rather weak.
The feedbacks shown in Fig. 1 and later in the paper are calculated as changes in the radiation balance (positive downward) at the tropopause associated with changes in a particular climate variable, such as clouds or water vapor, divided by the change in surface air temperature caused by the particular forcing.
To evaluate model response to changes in black carbon (BC) concentration an equilibrium climate change simulation (10BC) has been carried out, using changes in black carbon loading simulated by the MIT climatechemistry model (Wang et al. 1998) . Projected changes in BC are small, and so are forcings associated with these changes. To obtain a statistically significant response changes in BC loading were multiplied by 10. Such an increase in BC yields a positive forcing of 2.4 W m Ϫ2 at the tropopause and a strong negative forcing of Ϫ4 W m Ϫ2 at the surface (Fig. 2a) . In spite of such a strong cooling at the surface, surface temperature actually increases by 1.76°in this simulation. This is explained by the vertical distribution of the BC forcing.
As was shown by Hansen et al. (1997) , effectiveness of forcing with respect to surface warming depends on the altitude at which forcing is applied. They carried out simulations applying forcing of 4 W m Ϫ2 at each layer of the model and at the surface. Results of those simulations are shown in Fig. 3 together with the results of analogous simulations with the MIT 2D model. Both models show a similar dependency of the model response on the altitude of the forcing, but the GISS model is noticeably more sensitive to the forcings applied in the low troposphere and at the surface. The two top layers (8 and 9) and a part of layer 7 are located in ) in doubled CO 2 simulations with different GCMs (ϩ) and with the MIT climate model (circles). Data for GCMs are from Colman (2003) . the stratosphere and, as indicated by Hansen et al. (1997) , when the forcing is applied in those layers an adjusted forcing on the tropopause is significantly smaller than the applied forcing. Therefore, only results for simulations with forcings in the six low layers are discussed below. The two feedbacks that show the largest differences (Table 2) are lapse rate feedback and cloud feedback. The lapse rate feedback is negative in all simulations. It is weakest for the forcing in layer 2 and becomes much stronger when the forcing is applied in the top layers. These differences to a large extent are offset by changes in the water vapor feedback, but the sum of these two feedbacks is still 30% larger for the forcing in the second layer than for the forcing in layer 6. The cloud feedback is positive when forcing is applied in the two lowest layers and also becomes strongly negative when forcing is applied in the top layers.
Cloud cover decreases in all simulations. Changes in clouds affect longwave and shortwave radiative fluxes at the top of the atmosphere (TOA) in opposite directions. Such decrease in cloud cover reduces planetary albedo and leads to the increase in the shortwave radiation absorbed by earth. On the other hand, since clouds emit longwave radiation at the lower temperature than the surface, decrease in clouds will result in the increase in outgoing longwave radiation (OLR). Change in the net radiative balance at the TOA depends on the relative magnitudes of changes in the shortwave and longwave components. Decrease in high clouds due to their relatively small albedo and large difference between temperature of the cloud top and surface temperature will mainly affect OLR leading to the decrease in the net radiative flux at the TOA and to the negative cloud feedback. Decrease in low clouds, which have a larger albedo and a temperature not much different from temperature of the surface will, in contrast, lead to a positive cloud feedback.
In simulations with the MIT model high clouds decrease in response to surface warming. Warming of a particular model layer causes an additional decrease in cloud cover in that layer. Cloud feedback associated with localized tropospheric warming may be either negative or positive and will enhance or offset negative cloud feedback associated with surface warming, respectively.
As a result, changes in radiative fluxes in all simulations, except the one with forcing applied directly to surface, consist of two components: one related to the tropospheric warming (semidirect effects), F SMD , and another caused by surface warming, H SRF . Those components can be separated from each other in a number of ways, for example, by performing parallel simulations with fixed surface temperature (Cook and Highwood 2004; Hansen et al. 2005; Penner et al. 2003; Shine et al. 2003) . It also can be done assuming that changes caused by warming of a particular atmospheric layer and changes caused by surface warming are additive and that the latter are proportional to surface temperature increase. Under the second assumption, change in radiative flux related to the surface warming in the simulation with forcing applied in the layer L can be calculated as H
, where H 0 is change in a radiation flux in simulation with forcing applied at the surface, and ⌬T 0 and ⌬T L are changes in surface air temperature in two simulations. Then change in flux due to semidirect effect (semidirect forcing) is
where H L is a total change in a radiative flux in simulation with forcing applied at a layer L.
Using Eq. (2), semidirect forcings associated with changes in different climate variable can be calculated from feedbacks (Table 2 ). Semidirect forcings due to changes in lapse rate and water vapor (together) and clouds are shown in Table 3 . As could be expected from Fig. 2 , semidirect effect is significant for forcings applied in the planetary boundary layer and upper troposphere and is mainly related to changes in clouds. The "corrected" forcing (Fc) is calculated as a sum of adjusted and total semidirect forcings, and c is a model sensitivity calculated from Eq. (1), using Fc instead of Fa. As can be seen, c shows practically no dependency on location of the forcing and is very close to values obtained in simulations with changes in CO 2 , solar constant, or stratospheric aerosol.
Change in radiative fluxes caused by an increase in the loading of BC leads to the warming concentrated in the two lowest model layers (Fig. 2b) with a maximum around 950 hPa. This warming causes a positive feedback that is strong enough to overcome direct cooling at the surface. As shown by Hansen et al. (1997 Hansen et al. ( , 2005 and Cook and Highwood (2004) , climate impact of the increase in BC concentration strongly depends on vertical distribution of black carbon.
To evaluate the dependency of the MIT model response to the vertical stratification of the "BC like" forcing, three simulations with longwave forcing have been carried out. In the first simulation (LWBC), LW forcing with the same vertical distribution as an annualmean global-mean forcing due to changes in BC has been used. Despite differences in the nature as well as in spatial and temporal patterns of the forcing between 10BC and LWBC, global-mean annual responses are very similar in these simulations. Forcings applied in the other two BC-like simulations (LWBCL3 and LWBCL6) have the same change at the tropopause and at the surface, but the "absorbing layer" is shifted up (Fig. 2) . As a result maximum change in the heating is concentrated at about 800 and 320 hPa. These forcings lead to a noticeably smaller surface warming, namely, 1.23 and 0.64 K instead of 1.76 K.
Decrease in low clouds in LWBC simulation (Fig.  4a) , while smaller in magnitude than the decrease in high clouds, is nevertheless strong enough to produce positive cloud feedback (Table 4) . Air temperature change (Fig. 4b) in the LWBC simulation, while smaller than in the simulation with forcing applied directly at the surface (SRF), has a similar shape throughout most of the troposphere. In the other two simulations, especially in the LWBCL6 simulation, the warming increases faster with height. Differences in the vertical structure of the forcing also affect changes in the hydrological cycle. Changes in both relative humidity and heating due to moist convection show a strong dependence on vertical structure of the forcing (Fig. 5) . Those differences are reflected in the strengths of different feedbacks (Table 4) . Such strong negative lapse rate and cloud feedbacks in a simulation with the forcing concentrated in the upper troposphere lead to the total feedback being negative.
Semidirect forcings in the last three simulations are shown in Table 5 . As can be seen in the table, if the components of the cloud feedback and the combined lapse rate and water vapor feedbacks that are not related to surface warming are treated as forcing, Eq. (1) provides a good estimate of model sensitivity.
The "corrected" forcing defined above accounts for both stratospheric and tropospheric adjustment and, in this way, is similar to forcings defined in a number of studies, such as "adjusted troposphere and stratosphere forcing" by or Fs forcing of Hansen et al. (2005) .
If heating is located in the low troposphere Fc is larger than Fa, but becomes smaller when the "absorbing layer" is shifted upward. Overall, similar dependency was found by Hansen et al. (2005) between Fs and Fa in simulations with changes in BC in individual layers (their Table 2 and Fig. 27a ). To compare different methods, simulations with fixed sea surface temperature and sea ice distributions were carried out for LWBC, LWBCL3, and LWBCL6 forcing; Fs forcing was then calculated from Eq. (1) of Hansen et al. (2005) , using a climate sensitivity parameter () from the SRF simulation. Hansen et al. (2005) used a sensitivity parameter evaluated from the simulation with doubled CO 2 . For the MIT model, Fc seems to be a better estimate for expected surface warming than Fs; c is closer to the sensitivity parameter estimated from the SRF simulation than s.
Changing sensitivity of the MIT model
The sensitivity of the MIT climate model is varied by changing the strength of the cloud feedback (Sokolov and Stone 1998) . Namely, the cloud fractions used in the radiation calculation are calculated as where C 0 is cloud cover calculated by the model and ⌬T srf is the difference of global-mean surface air temperature from its value in a control climate simulation. By changing the parameter k, different sensitivities are obtained. For example, with k equal to 0.04 and Ϫ0.03, the sensitivities to the CO 2 doubling are 1.4 and 4.1 K, respectively. The natural sensitivity of the model (k ϭ 0) is 2.2 K. 
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Use of Eq. (3), however, leads to the simultaneous increase/decrease in both high and low clouds, which, as mentioned above, has effects of opposite sign on climate sensitivity. Such as, if Eq. (3) with k ϭ -0.03 is applied to low and middle clouds, only model sensitivity increases up to 5.0 K. On the other hand, if only high clouds are changed, then sensitivity decreases to 1.9 K. And finally, if k ϭ -0.03 is used for low and middle TABLE 5. Semidirect forcings associated with changes in lapse rate and water vapor (together) and clouds F LRϩQ and F CLD , total semidirect and corrected forcings F SMD and Fc, Fs forcing as defined by Hansen et al. (2005) , and sensitivity parameters c and s corresponding to Fc and Fs, respectively, for simulations LWBC, LWBCL3, and LWBCL6. Fig. 4 but for relative humidity (%) and heating rate (K day
Ϫ1
) due to moist convection.
clouds and k ϭ 0.03 for high clouds, sensitivity of the model becomes 6.9 K.
Changing high and low clouds in opposite directions allows one to obtain the same sensitivity with a smaller value of k compared to using the same value of k for all clouds. It decreases artificial changes in cloud cover in simulations with different sensitivities. Figure 6 shows a comparison of the results from the doubled CO 2 equilibrium simulations with the versions of the MIT model with different sensitivities with the results obtained in similar simulations with different GCMs (Feichter et al. 2004; Meleshko et al. 2000; Murphy et al. 2004; Senior and Mitchell 1993; Washington and Meehl 1993; Yao and Del Genio 1999) . Results from the simulations in which sensitivity of the MIT model was changed using the same value of parameter k for all clouds are shown by diamonds. Triangles indicate result from the simulations in which k of opposite signs were used for high and low clouds. Results of GCMs are shown by squares. Overall, the latter way of varying sensitivity of the MIT model produces better agreement with GCMs and was used in the simulation discussed below. Some of the GCMs used for comparison are fairly old. However, as was shown by Cubash et al. (2001) , dependency of the changes in global precipitation, and therefore evaporation, on surface warming produced by the models used in Third Assessment Report is similar to the dependency shown by the models used in the Second Assessment Report. The same is likely to be true for other components of a surface heat balance.
Strengths of different feedbacks for four versions of the MIT model are shown in Table 6 . Not surprisingly, changes in sensitivity are mainly associated with differences in cloud feedback. Changes in the lapse rate feedback to a large extent are compensated by changes in the water vapor feedback. Such compensation between lapse rate and water vapor feedbacks in the doubled CO 2 simulations is a feature shown by practically all models (see Colman 2003) .
Model sensitivity to CO 2 increase as a measure of model sensitivity to other forcings
Published results of the simulations with different GCMs do not provide a definitive answer to whether models' sensitivities to increase in CO 2 concentration (S CO2 ) reflect sensitivities to other forcings. Models' responses to changes in solar constant and surface albedo are in general consistent with their sensitivities to changes in CO 2 concentration. Comparison of simulations with changes in black carbon or ozone is complicated by differences in simulations design. Both Hansen et al. (1997) and Cook and Highwood (2004) performed simulations with changes in black carbon; however, magnitudes and vertical structures of those changes were different. Joshi et al. (2003) compared responses of three GCMs-University of Reading (UREAD), ECHAM4, and Laboratoire de Météorol-ogy Dynamique (LMD)-to an increase in CO 2 concentration, solar constant, and upper-tropospheric ozone. Magnitudes of changes were chosen so as to produce a forcing of 1 W m Ϫ2 in all cases. For all three forcings, the strongest response was produce by LMD and the weakest by the UREAD model. Differences in sensitivity between models, however, depend on forcing. Ratios of surface warming simulated by UREAD and LMD models to that simulated by ECHAM4 for different forcing are shown in Table 7 . The ratio of sensitivities to ozone is smaller than the ratio of sensitivities to CO 2 for the UREAD model while it is larger for the LMD model. Overall, however, ratios for a given model differ by less than 20%.
To see Tables 8  and 9 . Table 8 also shows ratios of the surface air temperature (SAT) changes in those simulations to the SAT change in the simulation with a standard sensitivity (k ϭ 0) for each forcing. SAT changes in the simulations with k ϭ 0 are given in Table 1 .
Sensitivity to CO 2 forcing serves as a good measure for sensitivities to the 2% S0 and SRF forcings but noticeably overestimates sensitivities to forcings causing a decrease in surface temperature (Ϫ2% S0, 0.5ϫCO2, ALB, and STRAER; see Table 1 ). The ratio of the SAT changes in the STRAER simulation with S CO2 ϭ 7.45 K is about half as large as in corresponding 2ϫCO2 simulation. High sensitivities to changes in CO 2 concentration are primarily caused by large positive shortwave cloud feedback. Significant increase in sea ice and snow cover in the last four simulations decreases the effect of changes in cloud on shortwave radiation and therefore decreases efficiency on an additional cloud feedback. As a result the range of sensitivities to such forcing is narrower than the range of sensitivities to changes in CO 2 concentration.
Since differences in sensitivities between different versions of the MIT climate model are entirely due to differences in cloud feedback the MIT model will exaggerate the difference in sensitivities to positive and negative forcing.
1 At the same time differences in the strengths of cloud feedbacks also account for a large part of the differences in climate sensitivities between different GCMs (Cess at al. 1990; Colman 2003) , and above-discussed interaction between cloud and surface albedo might be relevant for other models.
As shown in section 3, changes in the radiation fluxes associated with changes in different climate variables and, therefore, strengths of different feedbacks in BClike simulations only partially relates to the surface warming and partially to the warming at the height of the absorbing layer. The component of feedbacks not related to surface warming is rather close in magnitude in the simulations with different S CO2 (Table 9 ) making the range of the model's sensitivity to BC-like forcings smaller than for CO 2 forcing. Model sensitivities calculated from Eq. (1) using "corrected" forcing are again close to sensitivities in corresponding simulations with CO 2 or direct surface forcings.
Conclusions
Simulations with the MIT climate model are shown to be similar to the findings of previous studies (e.g., Cook and Highwood 2004; Hansen et al. 1997 Hansen et al. , 2005 Mickley et al. 2004; Roberts and Jones 2004 )-a strong dependence of the model response on vertical structure of the imposed forcing. Heating in the lowest 1500 m produces much stronger surface warming than an equivalent heating of the upper layers. Such dependency of surface warming on the altitude of heating is explained by the cloud and joint water vapor/lapse rate feedbacks not related to the surface warming. If, however, changes in radiation fluxes associated with the tropospheric warming are treated as a semidirect forcing, then the total forcing provides a good measure for the increase in surface temperature. Forcing defined in such a way accounts for both tropospheric and stratospheric adjustment and, in this sense, is similar to a number of forcings proposed in previous studies (e.g., Cook and Highwood 2004; Gregory et al. 2004; Hansen et al. 2005; Penner et al. 2003; Shine et al. 2003; Stuber et al. 2005) .
Simulations with versions of the MIT model with different strengths of cloud feedback show that model sensitivity to the increase in CO 2 concentration reasonably well characterizes the model's sensitivity to other positive forcing with similar vertical structure. In the case of the forcings leading to surface cooling, an increase in the strength of cloud feedback is less efficient due to an increase in sea ice extent and snow cover and associated with that increase in surface albedo. Since differences in cloud feedback are one of the main reasons for the differences in sensitivities between different GCMs, this implies that the range of the models' responses to such forcing as an increase in stratospheric aerosol or decrease in solar constant might be narrower than the range of responses to a CO 2 increase.
Sensitivity to changes in the CO 2 concentration is defined by strengths of climate feedbacks related to surface warming. A distinguishing feature of the simulations with black carbon-like forcings is a presence of additional feedbacks related to the warming at the lo-1 As a result the MIT model might underestimate impacts of decrease in solar constant or increase in stratospheric aerosol due to volcanic eruptions. It should be kept in mind that forcings used in the above-described simulations (see Table 1 ) are much stronger than the observed ones. For the weaker forcings, this effect will much weaker. 
