Abstract-This paper proposes a methodology to adaptively reduce time varying and narrow band harmonic disturbances via the estimation of a feedback controller transfer function parameterized in a Youla-Kucera parametrization. The proposed adaptive feedback regulation simultaneously minimizes the variance of a performance (output) signal and a control (input) signal in real-time. Uncertainty on the plant dynamics is taken into account by including a frequency weighting on the control signal and the solution is formulated as a Recursive Least Squares minimization. The methodology is applied to a mechanical vibration control benchmark that is part of a collaborative invited session at the conference to demonstrate how the proposed adaptive feedback regulation can effectively reduce unknown harmonic disturbances with time-varying frequency contents.
I. INTRODUCTION
Feedback control can be effective in reducing the effect of unknown disturbances. The more information is known on the disturbance dynamics, the better the feedback control algorithm can be tuned to alleviate the effects. A good example is the internal model principle [1] or the more general form of repetitive control [2] , [3] that use resonators in the feedback controller to compensate for general periodic disturbances. Feedback compensation of periodic disturbances also can be shown to be equivalent to adaptive feedforward compensation [4] under certain conditions. The requirements on maintaining closed-loop stability in feedback control requires knowledge on the plant dynamics [5] , whereas fixed linear feedback control does impose limitations on the frequency range over which disturbances can be reduced.
Limitations of fixed linear feedback control are well captured by the celebrated Bode Sensitivity integral [6] , [7] , [8] 
of a stable system G and stable controller C with a loop gain L(s) = G(s)C(s) and a sensitivity function S(s) = (1+L(s)) −1 . A challenging problem arises when the spectral contents of the disturbance, modelled by H in (1), changes over time. Changes in disturbance dynamics H may result in amplification of the disturbance v(t) in (1) due to a gain |S(jω)| > 1 of the sensitivity function. Adaptive solutions for this problem have been proposed using feedforward States of America callafon@ucsd.edu control [9] that rely on linearly parametrized filters with recursive estimation techniques [10] , but require additional sensors for disturbance monitoring and estimation.
Adaptive regulation [11] is a viable solution to deal with varying disturbance dynamics in feedback control. Adaptive regulation has been studied for periodic disturbances [12] , [4] and with Iterative Learning Control (ILC) [13] , [14] , [15] and the class of filtered white noise disturbances in [11] . More recently, the ideas of adaptive regulation have been extended to specific classes of periodic disturbances [16] . Earlier work has demonstrated how such algorithms can be implemented in real-time [17] to allow adaptive regulation of time varying disturbance dynamics, even in the presence of plant uncertainty. The Robust Estimation and Automatic Controller Tuning (REACT) in [17] implements adaptive regulation by recursively minimizing the variance of a single performance signal with an application in vibration control.
Minimizing the variance of a single performance signal leads to minimum variance control solutions with possible large control signals, especially for non-minimum phase systems [18] . Compared to the earlier work on REACT in [17] , the adaptive feedback regulation proposed in this paper simultaneously minimizes the variance of a performance signal and a control output signal via a so-called weighted robust estimation. The resulting weighted REACT approach allows a trade-off between minimizing output variance to reduce unknown and time varying disturbances, frequency weighted against the control energy to account for model uncertainty. It is shown in this paper that the weighted controller estimation can be formulated as a Recursive Least Squares minimization problem in which the feedback controller transfer function is parametrized in a Youla-Kucera parametrization.
The methodology is applied to a vibration control benchmark to demonstrate how the proposed adaptive feedback regulation can effectively reduce unknown harmonic disturbances. Plant uncertainty is taken into account by including a frequency weighting on the control energy. Furthermore, various periodic disturbances with jumps in the frequency contents are used to study transition effects and the performance of the proposed weighted REACT algorithm during the application.
II. ADAPTIVE REGULATION VIA RECURSIVE CONVEX OPTIMIZATION
A. Controller parametrization A well-know result in controller design and optimization is the Youla-Kucera parametrization [18] that allows the parametrization of the class of all stabilizing feedback controllers for a given dynamical system by the freedom in a stable dynamical perturbation Q. The parametrization can be formulated in terms of a right coprime factorization (rcf) of a modelĜ and the rcf of an initial stabilizing feedback controller C i .
Definition 1: Youla-Kucera Parametrization. Let T (C i ,Ĝ) denote the feedback connection of a nominal modelĜ and an initial controller
Q that satisfy T (C Q ,Ĝ) ∈ RH ∞ are given by the rcf
A similar definition can also be given for a left coprime factorization (lcf) (Ñ ,D) ofĜ. Defining T (C, G) as
. It is a well know result that the perturbation Q can be varied to find new controllers for the nominal modelĜ. As long as Q ∈ RH ∞ stability can be maintained for the feedback of C Q andĜ.
B. Mixed performance and control optimization
Next to providing a parametrization of all stabilizing controllers, the Youla-Kucera parametrization in Definition 1 provides an another advantage for controller adaptation: all closed-loop transfer functions are linear in the controller perturbation Q. Considering a feedback system
the weighted REACT approach in this paper aims at minimizing the weighted two-norm performance measure
that measures the combined variance of the performance signal y(t) and a filtered control signal u given in (2) . The filter W (q) is a user-specified monic stable filter, whereas the scalar γ serves as a gain weighting in the weighted two-norm performance measure of (3). The variance of y(t) and u(t) is driven by the noise disturbance v(t) = H(q)e(t), where e(t) is a white noise signal with a variance ν and Φ v (ω) = |H(e jω )| 2 ν. In the adaptive regulation, the noise spectrum Φ v (ω) is unknown and possibly time varying. The Youla-Kucera parametrization in Definition 1 allows the weighted two-norm performance measure of (3) to be written in an affine form in terms of controller perturbation Q.
Corollary 1: Consider a nominal modelĜ and an initial controller C i with T (C i ,Ĝ) ∈ RH ∞ . A controller C Q given in Definition 1 that minimizes (3) can be computed by
The proof of Corollary 1 is straightforward by recognizing that
T is given by
The affine relation in Q for the minimization of (3) will be exploited in a (Recursive) Least Squares closed-loop data-based solution in the weighted REACT algorithm.
C. Closed-loop data-based minimization
A data-based solution for minimizing the combined variance of the performance signal y(t) and a filtered control signal u w (t) = W (q)u(t) given in (2) can be formulated based on the closed-loop data obtained from the feedback system in (2). The closed-loop data-based solution can be formulated by first writing y(t) =Ĝu(t)+He(t) as y(t) =D −1Ñ u(t)+ He(t). Subsequently, the filtered noise Λ iD He(t) as a filtered closed-loop signal
and it should be noted that w(t) is bounded, as Λ
iD He(t) in (4) reconstructs the (filtered) noise signal via the closed-loop signals u(t) and y(t).
The affine relation in the controller perturbation Q summarized in Corollary 1 allows us to write
By allowing a parametrization of Q(θ), the error signal
will be linear in the parameter θ if and only if Q(θ) ∈ RH ∞ is parameterized linearly in θ. An obvious choice that ensures
of orderk. This parameterization of Q(q, θ) allows a convex optimization of (3) over θ due to the fact that
using Parseval's theorem [19] . It should be noted that the parametrization of Q(q, θ) in (6) will not limit the shape and size of |Q(e jω , θ)|, possibly leading to a high frequency gain due to the FIR filter. The parametrization of Q(q, θ) can be extended with a fixed stable denominator to allow for additional filtering and limit the control to a specific frequency range. Additionally, with information on desirable pole locations for Q(q, θ) a parametrization using rational orthogonal basis function [20] can be used, as linearity and stability are preserved. In this paper we left these options open and assumed no information on desirable frequency range and/or pole location in Q(q, θ).
D. Recursive Solutions
To anticipate changes in the spectrum Φ v (ω), the combined variance of the performance signal y(t) and a filtered control signal u w (t) is computed only over a finite number of time samples. The finite time computation is used to formulate a Recursive Least Squares (RLS) solution.
For a Single Input Single Output (SISO) system (withD = D andÑ = N ) the expression of the error signal in (5) can be simplified to ε(t, θ) = y f (t) − diag{Q(θ)}u f (t) where Q(θ) is now a scalar FIR transfer function as in (6) and
and y f (t) denotes the filtered output and u f (t) denotes the filtered input signals
To formulate a recursive solution for the minimization
for a linearly parametrized scalar Q(q, θ), the error ε(t, θ) can be written into a linear regression form
where the regressor φ(t) contains past and/or filtered versions of the input signal u f (t).
A standard RLS update algorithm [19] , [11] can be summarized by the three iterative steps of an a posteriori prediction error update:
a time weighted covariance update:
a parameter update:
and initialized at t = 1 by θ 0 = 0 and P 0 = µI, µ >> 1. Typically, one chooses µ to be a large number to allow for fast and aggressive initial parameter updates [19] . Unfortunately, the standard RLS formulation as given above suffers from two main drawback: (a) Choosing a large value of µ >> 1 to allow for fast initial parameter updates θ t causes a large volatility in θ t − θ t−1 during the initial parameter updates and (b) for µ >> 1, lim t→∞ P t = 0, causing the parameter updates to converge to a stationary point lim t→∞ θ t = θ ⋆ . Item (a) is problematic, since the parameter θ t is used directly in the controller perturbation Q(q, θ t ) and causes large volatility in the controller updates C Q and the resulting control signal u(t) = −C Q y(t), possibly saturating or destabilizing the time varying control system.
To address drawback (a), the controller perturbation Q(q,θ t ) is updated with a parameterθ t that is a time-filtered version of the estimated parameterθ t according tõ
where 0 ≤ δ < 1. The closer δ is to 1, the more filtering and the slower the parameterθ t is adjusted due to step-wise changes inθ t . To address drawback (b), a regularization is added to the time weighted covariance update P t in (11) according to
where λ 0 > 0. The regularization has a close relation to Kalman filtering updates when parameters are time varying [19] and ensure P t > 0, even as t → ∞. This means that the parameter estimate θ t will not converge to a stationary point, and is able to change at any time t in case there is a perturbation in the spectrum Φ v (ω) = |H(e jω )| 2 ν of the noise disturbance v(t) = He(t).
III. APPLICATION TO VIBRATION BENCHMARK

A. Summary of Algorithm
The mechanical test bed of the benchmark on adaptive regulation [24] , [25] is used to verify the proposed weighted REACT algorithm for adaptive regulation of disturbances. The benchmark problem requires adaptive regulation of multiple unknown and time-varying harmonic disturbances in the range between 50 and 100Hz at different levels of complexity. Disturbances enter the mechanical system via a Primary Path (PP) actuator, while feedback control can be done via a Secondary Path (SP) actuator. The levels of complexity are distinguished by the number of harmonic disturbances that may be present at any given time.
Only a modelĜ of the SP actuator is used in the weighted REACT algorithm, e.g. the PP actuator is assumed to be unknown and part of the unknown disturbance dynamics. Using experimental data, a modelĜ of the SP actuator is created based on frequency domain curve fitting and used to design an initial controller C i via a standard H 2 control design that minimizes (3) in the presence of a white noise disturbance signal v(t). The resulting modelĜ accurately models the resonance modes in SP over a frequency range up to 150Hz and reveals that the SP actuator has a nearly undamped zero located at 98Hz.
To ensure the controller C i is robust against unmodelled dynamics above 150Hz inĜ, the monic filter W in (3) representing a 4th order high-pass filter with a cut-off frequency at 150Hz, a DC-gain of -30dB and a gain of 50dB at the Nyquist frequency of 400Hz. To further limit the control signal during adaptation, the value of γ is set to γ = 1.4 and the choices for W and γ will be kept the same during all adaptive regulation experiments of C Q . The controller perturbation Q(θ) is parameterized as (6) withk = 29. Choosingk larger allows more freedom in adapting the controller C Q , especially for multiple harmonic disturbances at higher level of complexity of the benchmark. For the real-time implementation sampled at 800Hz, the size ofk = 29 was limited by the available computational power to implement the recursive estimation of the parameterθ t via the three computational steps outlines in (10) , (14) and (12) . The filtered signals u f and y f in (8) To avoid effects of initial parameter conditions during adaptation, the controller C Q (θ t ) is updated with the filtered parameterθ t in (13) . For the recursive adaptation with the weighted REACT, a fixed initialization is chosen withθ t = 0 and P 0 = µI, µ = 10 4 and δ = 0.995 in (13) and λ 0 = 2 in (14) at 800Hz sampling.
B. Results for level 2 frequency disturbance
For the initial evaluation of performance and transient effects, harmonic disturbance with two distinct frequencies in the range 50-95Hz are applied at an unknown time, requiring the controller C Q to regulate itself to minimize the criteria in (3) . For evaluation of the weighted REACT algorithm both a Simple Step change, Multiple Step changes and Chirp changes in the frequencies of the harmonic disturbances are administered. To illustrate the effectiveness of the weighted REACT algorithm, a typical response for a level 2 frequency disturbance is depicted in Fig. 1 Step Changes in Frequency Test The adaptive regulation results with the weighted REACT for other level 2 harmonic disturbance in the frequency range of 50-95Hz look very similar to Fig. 1 with an excellent suppression of the sinusoidal disturbance down to the noise level of the experiment. This is also confirmed by the spectral analysis of the controlled output signal in the Simple Step test depicted in Fig. 2 . that reveals excellent disturbance rejection of the 60 and 80 Hz harmonics, but also shows an amplification in neighboring frequencies. It also shows that the choice of the high pass filter W (q) in (15) limits the control energy with no observable amplification of the PSD above 150Hz. As noted before, additional modifications of the filter W (q) or extending the parametrization of Q(q, θ) with a fixed stable denominator will allow for additional limitations of the control to a specific frequency range. .
The performance and transient effects for the different level 2 harmonic disturbances are summarized in Table I  and Table II . With L e = 16000 as the last sample when the disturbance is present in case of a Single Step test, the performance is measured via the global attenuation (Fig. 2) at the frequencies of the harmonic disturbance. Part of the performance evaluation is also the maximum amplification M A of any other (neighboring) frequencies and the residual norm R N in Table I . With L i as the first sample when the harmonic disturbance is applied, transient effects are characterized by inspecting the transient norm T N = Li+2400 t=Li y cl (t) 2 , the maximum value T M during transient and the transient time T t in Table I  and Table II . The results in the tables indicate that for a level 2 harmonic disturbance on average a 30dB reduction of the disturbance is obtained, except for the 95Hz harmonic disturbance that is close to the undamped zero at 98Hz in the SP actuator. During ramp up and down for the level 2 chirp experiments the Mean Square Error (MSE) is respectively 1.56 · 10 −5 V 2 and 1.51 · 10 −5 V 2 , whereas the maximum value of the output was respectively 14.9mV and 12.5mV.
C. Results for level 3 frequency disturbance
For the final evaluation of performance and transient effects, harmonic disturbance with three distinct frequencies in the range 50-95Hz are applied at an unknown time. A typical response for such a level 3 frequency disturbance is depicted in Fig. 3 for a Simple Step change, Multiple
Step changes and Chirp changes in the frequencies of the harmonic disturbances.
The spectral analysis of the controlled output signal in the Simple
Step test depicted in Fig. 4 shows partial disturbance Step Changes in Frequency Test rejection of the 3 harmonic disturbances, with a similar amplification in neighboring frequencies. The partial disturbance rejection is caused by the weighting of the control energy during the adaptation, trading off the amount of control energy available for disturbance rejection. For comparison purposes, the performance and transient effects for the different level 3 harmonic disturbances are summarized in Table III and Table IV . From the data given in these tables it can be observed that transient times are longer for the Single Step change test and the adaptation algorithm is selective in reducing disturbances due to the trade-off in output and control signal variance. The transient times for the Multiple Step change are reduced to a few samples due to the limited disturbance reduction obtained. During ramp up and down for the level 3 chirp experiments the Mean Square Error (MSE) is respectively 4.41 · 10 −5 V 2 and 7.08 · 10 −5 V 2 , whereas the maximum value of the output was respectively 23.2mV and 22.1mV. In all cases the robust estimation algorithm is kept the same and stability of feedback loop is maintained during adaptive regulation.
D. Conclusions
The weighted REACT uses a coprime factorization of a model and an initial controller to create filtered signals from closed-loop measurements for a direct estimation of a feedback controller transfer function parametrized in a YoulaKucera parametrization. A weighting on the control signal Freq. . is used to account for uncertainty on the plant dynamics to limit the control. The filtered signals are used to formulate a Recursive Least Squares algorithm to simultaneously minimize the variance of a performance signal and the frequency weighted control signal. Regularization and filtering of the recursive parameter updates smoothen the volatility when the adaptive regulation controller is initialized and/or adjusted to reduce periodic disturbances with sudden jumps in the frequency content. The approach is successfully demonstrated on a vibration control benchmark with excellent results on performance and transient properties.
