Abstract-An efficient maximum-likelihood decoder with a new reduction strategy is proposed for linear MIMO channel systems. Unlike the current reduction strategies which only reorder the columns of the channel matrix, the new reduction algorithm employs the so called integer Gauss transformations to reduce the off-diagonal entries of the upper triangular factor of the QR decomposition of the channel matrix. Simulation results show that this new decoding algorithm can be much more efficient than existing algorithms.
I. INTRODUCTION
For Gaussian multi-input multi-output (MIMO) antenna systems, decoding algorithms (see, e.g., [2] , [3] , [4] , [6] , [7] , and [14] ) have been developed to solve a box-constrained integer least squares (ILS) problem, obtaining the maximumlikelihood (ML) detection. A typical ML decoding algorithm consists of two stages: reduction process (or preprocessing) and search process. To make the search process easier and more efficient, the reduction process is needed to transform the channel matrix to an upper triangular matrix. For solving an unconstrained ILS problem, the often used reduction process is the well-known LLL reduction [9] . The LLL reduction can be described as a QR decomposition of the transformed channel matrix by an unimodular matrix from the right. But for a box-constrained ILS problem, the LLL reduction will make the box-constraint too complicated to be easily handled by a search process (see, e.g., [7] ). So the LLL reduction is usually not used for solving a box-constrained ILS problem. In the literature a typical reduction process for solving a boxconstrained ILS problem computes the QR decomposition of the column-reordered channel matrix. Column-reordering may have a significant effect on the speed of the search process. In [7] , three column-reordering strategies including the wellknown V-BLAST strategy were introduced for the reduction purpose. A column-reordering strategy which was proposed in [16] for finding a suboptimal solution of a box-constrained ILS problem can be used for the reduction purpose, see [4] . All these reduction strategies use only the information of the channel matrix. Recently, a new column-reordering strategy was proposed in [4] , which uses all information of the box-constrained ILS problem, i.e., the channel matrix, the constraint and the received signal vector. This new reduction can be much more effective than the existing ones in reducing the computational cost of the search process, especially when the noise in the received signal vector is large. For the search process of a box-constrained ILS problem, two search algorithms based on the Phost enumeration strategy (see [11] and [14] ) and Schnorr-Euchner enumeration strategy (see [12] ) were proposed in [7] . As in [1] for solving an unconstrained ILS problem, it was found in [7] that the Schnorr-Euchner strategy is usually more efficient than the Phost strategy for solving a box-constrained ILS problem. In [2] , the SchnorrEuchner based search process given in [1] for an unconstrained ILS problem was directly extended to a box-constrained ILS problem. Later in [4] an improved Schnorr-Euchner based search algorithm was proposed for a box-constrained ILS problem.
Since ML detection may become time-prohibitive for small signal-to-noise ratio (SNR) or the problem with large dimension, recently some algorithms have been proposed to obtain near-ML detection, see, e.g., [8] , [10] and [15] . But such algorithms will cause performance loss and will not be discussed further in this paper.
To solve the box-constrained ILS problem for ML detection, in this paper we propose a new reduction algorithm. Unlike the usual reduction algorithms which only reorder the columns of the channel matrix, the new reduction algorithm also uses the so-called integer Gauss transformations (IGTs) which are unimodular matrices in the reduction process. Notice that IGTs are used in the LLL reduction to reduce the off-diagonal elements of the upper triangular matrix, (see, e.g., [1] and [5] ). The key to the success of our new reduction algorithm is the upper triangular form of the product of the IGTs. Without this form, it would be difficult to handle the box constraint in the search process. We also modify the Schnorr-Euchner based search algorithm given in [4] for the search process.
In this paper, e i denotes the i-th column of the identity matrix I, e = [1, 1, · · · , 1]
T , and x denotes the nearest integer to x and if there is a tire it denotes the one which has smaller magnitude. For matrix A, A(i 1 : i 2 , j 1 : j 2 ) denotes the submatrix formed by rows i 1 to i 2 and columns j 1 to j 2 .
II. PROBLEM FORMULATION
In Gaussian MIMO linear flat-fading channel systems, the relation between the received signal vector and the transmit signal vector can be written as a complex linear system
where H c ∈ C Nr×Nt represents the flat-fading channel matrix with N t transmitter antennas and N r receiver antennas and we assume N r ≥ N t , and the elements of H c are complex i.i.d Gaussian variables with (normalized) distribution CN (0, 1),
Nr is the white Gaussian noise vector with distribution CN (0, 2σ 2 I), and x c ∈ C Nt is the unknown signal vector and its elements are odd numbers in the finite set
where j 2 = −1. Note that q = 1, 2, 3 corresponds to QPSK (i.e., 4QAM), 16QAM, 64QAM constellations, respectively.
To avoid complex operations, we first transform (1) to the following real linear system y =Hx +ṽ, 
To obtain the ML detection of the complex transmit vector x c in (1) or the real vectorx in (2), one solves the following box-constrained integer least squares (BILS) problem:
For convenience, we define the following transformation
so that
where l = 0 and u = (2 q − 1)e. Notice that any permutation of the entries of l (or u) does not change l (or u).
III. A NEW MAXIMUM-LIKELIHOOD DECODING METHOD
A reduction process transforms the channel matrix H to an upper triangular matrix, which has good properties to make the search process more efficient. The typical reduction used in solving an unconstrained ILS problem is the LLL reduction, which can be described as the following decomposition:
where Z ∈ Z n×n is unimodular, i.e., Z is an integer matrix
m×m is orthogonal, and R ∈ R n×n is a nonsingular upper triangular matrix satisfying
for j = i + 1 : n, i = 1 : n − 1. The unimodular matrix Z is the product of a sequence of permutation matrices and the IGTs which have the following form (see [5] and [13] )
It is easy to verify that G −1 ij = I +ζe i e T j ∈ Z n×n . These IGTs are used to reduce the off-diagonal entries of R. If we take ζ = r ij /r ii , then forR = RG ij , we have |r ij | ≤ |r ii |/2. The properties in (6) can make a typical search process more efficient.
But using the LLL reduction to solve the BILS problem (5) would have difficulties to handle the box constraint l ≤ x ≤ u. To solve (5), a typical reduction algorithm in the literature computes the QR decomposition with column permutation:
where P ∈ Z n×n is a permutation matrix. Different reduction strategies use different permutation matrices.
To make the search process faster, like the LLL reduction, we would like to use IGTs to reduce the off-diagonal entries of R. But we have to make sure that doing this will not cause difficulties to handle the box constraint in the search process. It turns out that the following form of the decomposition of H will do:
where P ∈ Z n×n is a permutation matrix, G ∈ Z n×n is product of the IGTs and is unit upper triangular, and the upper triangular R satisfies the first inequality in (6) . In fact, using (9) we have
Ifẑ is the solution of (10), thenx = P Gẑ is the solution of (5). Since G is upper triangular, we will see that there will be no difficulties in the search process for handling the box constraint.
In the following we first present a search algorithm for the problem (10), then we will show how to obtain an effective matrix decomposition (9) , which can enhance the search speed.
A. Search
Suppose the optimal solution to (10) satisfies
for some β. The inequality (11) stands for a hyper-ellipsoid in terms of z or a hyper-sphere in terms of Rz. Later we will say how to set the initial β. The search process is to seek the integer point within this hyper-ellipsoid which satisfies l ≤ Gz ≤ u and makes the left hand side of (11) smallest.
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We rewrite (11) as
To simplify notation, define
for k = n − 1, · · · , 1. Note that c k depends on z k+1 , z k+2 , · · · , z n and the former is determined when the latter are fixed. Then it follows from (12) that
Obviously any z satisfying (14) and l ≤ Gz ≤ u must also satisfy the following individual bounds:
. . .
Based on these bounds, the Schnorr-Euchner based search algorithm proposed in [4] can be modified to find the optimal solution of (10). Now we describe search process, which starts from level n. First we take z n to be the integer in the interval (16) which is nearest to c n . If it does not satisfy the inequality (15) , then the optimal solution of (10) is outside the hyper-ellipsoid (11) and we stop. Otherwise, we go to level n−1. At this level, we first compute c n−1 by (13) and the two endpoints of the interval (18) with k = n − 1, then we choose z n−1 to be the integer in the interval which is nearest to c n−1 . If this z n−1 does not satisfy the inequality (17) with k = n − 1, then we go back to level n and take z n to be the second nearest integer to c n in the interval (16), otherwise we proceed to level n − 2. Continue this process until we reach level 1 and z 1 is determined. Then a full integer pointẑ is found. We store it, update β 2 by setting β = ȳ − Rẑ 2 . Then we start to search a new integer point in the new hyper-ellipsoid by updatingẑ. We go back to level 2 and choose z 2 to be the next nearest integer in the interval (18) (with k = 2) to c 2 . If (17) (with k = 2) holds for this new z 2 , we move to level 1 to update z 1 , otherwise we move to level 3 to try to update z 3 , and so on. Finally we end up at level n, where we fail to get an integer for z n in the interval (16) to satisfy (15) . Then the latest found integer point is the optimal solution of the problem (10) . If the initial β is set to ∞, then we refer to the first found integer point in the search process as the Babai integer point. In the following, we give a formal description of the search algorithm.
Algorithm Search
Input: The nonsingular upper triangular matrix R ∈ R n×n , the unit upper triangular matrix G ∈ Z n×n . the vectorȳ ∈ R n , the lower bound vector l ∈ Z n , the upper bound vector u ∈ Z n , and the initial hyper-sphere radius β. Output: The solutionẑ ∈ Z n of the problem (10) . function:ẑ = SEARCH (R, G,ȳ, l, u, β) Step 1) Set k = n, and T k = 0
Step
B. Reduction
In the search process, at level i, we have the inequality
which shows that in order to reduce the search range of
2 on the right hand side of (21) should be as large as possible and r 2 ii should be large as well. This observation motivates the reduction strategy given by Chang and Han in [4] , which will be referred to as the CH reduction for convenience.
Suppose H has the QR decomposition
. In our new reduction, we will use the idea of the CH reduction for column reordering, but we will also use IGTs to reduce the off-diagonal entries of R. Like the CH reduction, the new reduction reorders the columns of H or equivalently, the columns of R from the last one to the first one. We work with the R matrix in the reduction process. Suppose columns n, n − 1, . . . , k + 1 of R have been determined, and now we want to determine the k-th column, i.e., choose a column from the first k columns of R as the k-th column. For each j satisfying 1 ≤ j ≤ k, we first interchange column j and column k of R, and then bring R back to an upper triangular matrix by applying Givens rotations from the left. Then we compute the corresponding term |r kk (z k − c k )| (see the next paragraph). The column which corresponds to the largest one among the k values of |r kk (z k − c k )| is chosen to be the k-th column.
Now we show how to compute |r kk (z k − c k )|. From (13) we see that c k depends on r k,k+1 , · · · , r kn and z k+1 , . . . , z n . We apply G k = G k,k+1 G k,k+2 · · · G k,n to R from the right so that |r kj | ≤ |r kk |/2 for j = k + 1 : n. Note that G k is the identity matrix I n except that G k (k, k + 1 : n) is an integer row vector and can also be called an IGT. These new r kj for j = k + 1 : n will be used in computing c k . We take z j to be the integer in the interval at level j (cf. (18) for the interval at k) which is nearest to c j for j = k + 1 : n when we compute c k . These z j are also used to determine the interval (18). After we compute c k , like the CH reduction, we take z k to be the integer in the interval (18) which is the second nearest to c k in computing |r kk (z k − c k )|, see [4] for the reason for this choice.
When the reduction is done, we have
where P k for k = n, · · · , 2 is the permutation matrix which was used to interchange some column j (j ≤ k) and column k. Notice that there are no G n and P 1 in (22). From the structure of P j and G k we can easily verify that G k P j = P j G k for j < k. Thus with P P n P n−1 · · · P 2 , G G n−1 G n−2 · · · G 1 , which is unit upper triangular, (22) can be written as
This has the same form as (9) . The whole reduction process can be summarized as follows.
Algorithm
Reduction Input: The channel matrix H ∈ R m×n with full column rank, the input vector y ∈ R m , the lower bound vector l = 0 ∈ Z n , and the upper bound vector u = (2 q − 1)e ∈ Z n . Output: The reduced upper triangular matrix R ∈ R n×n , the permutation matrix P ∈ Z n×n , the upper triangular unimodular matrix G ∈ Z n×n , the vectorȳ ∈ R n , and the Babai integer pointẑ ∈ Z n .
function: [R, P , G,ȳ,ẑ] = REDUCTION(H, y, l, u) and R (1 :
r kjẑ j )/r kk Setẑ k andẑ k to be the first and second nearest integers on
Interchange columns p and k of P end
The above algorithm gives the Babai integer pointẑ, which can be used to set the initial β by defining β = ȳ − Rẑ 2 for Algorithm Search. The initial β can also be set to ∞.
IV. SIMULATION RESULTS
In this section we compare the computational costs of the proposed ML decoder, which is to be referred to as Algorithm CY for convenience, and the ML decoder with the CH reduction proposed in [4] , which is to be called Algorithm CH. We also compare the performance of the Babai integer points obtained by the two algorithms. We consider
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings. The channel matrixH and the receive vectorỹ were generated according to the real system (2), whereH ∈ R m×n with m = 2N r and n = 2N t . The performance and the computational cost are measured by symbol error rate (SER) and the number of flops, respectively. For each algorithm, the total flops of the reduction process and the search process are counted. For each case, we performed 500 runs and counted the average flops. . From this figure, we observe that Algorithm CY gives a better Babai point in terms of SER than Algorithm CH. This helps to understand why Algorithm CY costs less than Algorithm CH for finding the ML estimate, see Fig. 2 . Fig. 2 in which N t = N r and SNR = 20 shows the average flops required for finding the ML estimate for 16QAM by Algorithm CH and Algorithm CY. When the dimension N t increases, Algorithm CY becomes more and more efficient than Algorithm CH. When N t = 20 in Fig. 2 , Algorithm CY is about eight times as fast as Algorithm CH.
V. SUMMARY
We have presented a new efficient maximum-likelihood decoder for the linear MIMO systems. The new reduction algorithm not only reorders the columns of the channel matrix by using the idea of [4] but also reduces the off-diagonal entries of the R factor of the QR decomposition of the channel matrix by integer Gauss transformations. These can significantly improve the search speed. We also presented a modified Schnorr-Euchner based search algorithm. Numerical simulations indicated that this decoder can be much more efficient than the decoder given in [4] . 
