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Abstract
Mobile-Edge Computing (MEC) is an emerging paradigm that provides a capillary distribution
of cloud computing capabilities to the edge of the wireless access network, enabling rich services
and applications in close proximity to the end users. In this article, a MEC enabled multi-cell wireless
network is considered where each Base Station (BS) is equipped with a MEC server that can assist mobile
users in executing computation-intensive tasks via task offloading. The problem of Joint Task Offloading
and Resource Allocation (JTORA) is studied in order to maximize the users’ task offloading gains, which
is measured by the reduction in task completion time and energy consumption. The considered problem
is formulated as a Mixed Integer Non-linear Program (MINLP) that involves jointly optimizing the task
offloading decision, uplink transmission power of mobile users, and computing resource allocation at
the MEC servers. Due to the NP-hardness of this problem, solving for optimal solution is difficult and
impractical for a large-scale network. To overcome this drawback, our approach is to decompose the
original problem into (i) a Resource Allocation (RA) problem with fixed task offloading decision and
(ii) a Task Offloading (TO) problem that optimizes the optimal-value function corresponding to the
RA problem. We address the RA problem using convex and quasi-convex optimization techniques, and
propose a novel heuristic algorithm to the TO problem that achieves a suboptimal solution in polynomial
time. Numerical simulation results show that our algorithm performs closely to the optimal solution and
that it significantly improves the users’ offloading utility over traditional approaches.
Index Terms
Mobile edge computing; computation offloading; multi-server resource allocation; distributed sys-
tems.
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2I. INTRODUCTION
Motivation: The rapid growth of mobile applications and the Internet of Things (IoTs) have
placed severe demands on cloud infrastructure and wireless access networks such as ultra-low
latency, user experience continuity, and high reliability. These stringent requirements are driving
the need for highly localized services at the network edge in close proximity to the end users.
In light of this, the Mobile-Edge Computing (MEC) [1] concept has emerged, which aims at
uniting telco, IT, and cloud computing to deliver cloud services directly from the network edge.
Differently from traditional cloud computing systems where remote public clouds are utilized,
MEC servers are owned by the network operator and are implemented directly at the cellular
Base Stations (BSs) or at the local wireless Access Points (APs) using a generic-computing
platform. With this position, MEC allows for the execution of applications in close proximity to
end users, substantially reducing end-to-end (e2e) delay and releasing the burden on backhaul
networks [2].
With the emergence of MEC, the ability of resource-constrained mobile devices to offload
computation tasks to the MEC servers is expected to support a myriad of new services and
applications such as augmented reality, IoT, autonomous vehicles and image processing. For
example, the face detection and recognition application for airport security and surveillance can
be highly benefit from the collaboration between mobile devices and MEC platform [3]. In this
scenario, a central authority such as FBI would extend their Amber alerts such that all available
cell phones in the area where a missing child was last seen that opt-in to the alert would actively
capture images. Due to the significant amount of processing and the need for a large database of
images, the captured images are then forwarded to the MEC layer to perform face recognition.
Task offloading, however, incurs extra overheads in terms of delay and energy consumption
due to the communication required between the devices and the MEC server in the uplink
wireless channels. Additionally, in a system with a large number of offloading users, the fi-
nite computing resources at the MEC servers considerably affect the task execution delay [4].
Therefore, offloading decisions and performing resource allocation become a critical problem
toward enabling efficient computation offloading. Previously, this problem has been partially
addressed by optimizing either the offloading decision [4], [5], communication resources [6], [7],
or computing resources [8], [9]. Recently, Sardellitti et al. [10] addressed the joint allocation of
radio and computing resources, while the authors in [11] considered the joint task offloading and
3resources optimization in a multi-user system. Both of these works, however, only concentrate
on a system with a single MEC server.
Our Vision: Unlike the traditional approaches mentioned above, our objective is to design a
holistic solution for joint task offloading and resource allocation in a multi-server MEC-assisted
network so as to maximize the users’ offloading gains. Specifically, we consider a multi-cell ultra-
dense network where each BS is equipped with a MEC sever to provide computation offloading
services to the mobile users. The distributed deployment of the MEC servers along with the
densification of (small cell) BSs—as foreseen in the 5G standardization roadmap [12]—will
pave the way for real proximity, ultra-low latency access to cloud functionalities. Additionally,
the benefits brought by a multi-server MEC system over the single-server MEC (aka single-cloud)
system are multi-fold: (i) firstly, as each MEC server may be overloaded when serving a large
number of offloading users, one can release the burdens on that server by directing some users to
offload to the neighboring servers from the nearby BSs, thus preventing the limited resources on
each MEC server from becoming the bottle neck; (ii) secondly, each user can choose to offload
its task to the BS with more favorable uplink channel condition, thus saving transmission energy
consumption; (iii) finally, coordination of resource allocation to offload users across multiple
neighboring BSs can help mitigate the effect of interference and resource contention among the
users and hence, improve offloading gains when multiple users offload their tasks simultaneously.
Challenges and Contributions: To exploit in full the benefits of computation offloading
in the considered multi-cell, multi-server MEC network, there are several key challenges that
need to be addressed. Firstly, the radio resource allocation is much more challenging than the
special cases studied in the literature (cf. [11]) due to the presence of inter-cell interference
that introduces the coupling among the achievable data rate of different users, which makes
the problem nonconvex. Secondly, the complexity of the task-offloading decision is high as, for
each user, one needs to decide not only whether it should offload the computation task but also
which BS/server to offload the task to. Thirdly, the optimization model should take into account
the inherent heterogeneity in terms of mobile devices’ computing capabilities, computation task
requirements, and availability of computing resources at different MEC servers.
In this context, the main contributions of this article are summarized as follows.
• We model the offloading utility of each user as the weighted-sum of the improvement
in task-completion time and device energy consumption; we formulate the problem of
Joint Task Offloading and Resource Allocation (JTORA) as a Mixed Integer Non-linear
4Program (MINLP) that jointly optimizes the task offloading decisions, users’ uplink transmit
power, and computing resource allocation to offloaded users at the MEC servers, so as to
maximize the system offloading utility.
• Given the NP-hardness of the JTORA problem, we propose to decompose the problem into
(i) a Resource Allocation (RA) problem with fixed task offloading decision and (ii) a Task
Offloading (TO) problem that optimizes the optimal-value function corresponding to the
RA problem.
• We further show that the RA problem can be decoupled into two independent problems,
namely the Uplink Power Allocation (UPA) problem and the Computing Resource Alloca-
tion (CRA) problem; the resulting UPA and CRA problems are addressed using quasi-convex
and convex optimization techniques, respectively.
• We propose a novel low-complexity heuristic algorithm to tackle the TO problem and show
that it achieves a suboptimal solution in polynomial time.
• We carry out extensive numerical simulations to evaluate the performance of the proposed
solution, which is shown to be near-optimal and to improve significantly the users’ offloading
utility over traditional approaches.
Article Organization: The remainder of this article is organized as follows. In Sect. II, we
review the related works. In Sect. III, we present the system model. The joint task offloading and
resource allocation problem is formulated in Sect. IV, followed by the NP-hardness proof and
decomposition of the problem itself. We present our proposed solution in Sect. V and numerical
results in Sect. VI. Finally, in Sect. VII we conclude the article.
II. RELATED WORKS
The MEC paradigm has attracted considerable attention in both academia and industry over
the past several years. In 2013, Nokia Networks introduced the very first real-world MEC
platform [13], in which the computing platform—Radio Applications Cloud Servers (RACS)—
is fully integrated with the Flexi Multiradio BS. Saguna also introduced their fully virtualized
MEC platform, so called Open-RAN [14], that can provide an open environment for running
third-party MEC applications. Recently, a MEC Industry Specifications Group (ISG) was formed
to standardize and moderate the adoption of MEC within the RAN [1].
A number of solutions have also been proposed to exploit the potential benefits of MEC in
the context of the IoTs and 5G. For instance, our previous work in [2] proposed to explore the
5synergies among the connected entities in the MEC network and presented three representative
use-cases to illustrate the benefits of MEC collaboration in 5G networks. In [15], we proposed
a collaborative caching and processing framework in a MEC network whereby the MEC servers
can perform both caching and transcoding so as to facilitate Adaptive Bit-Rate (ABR) video
streaming. Similar approach was also considered in [16] which combined the traditional client-
driven dynamic adaptation scheme, DASH, with network-assisted adaptation capabilities. In
addition, MEC is also seen as a key enabling technique for connected vehicles by adding
computation and geo-distributed services to the roadside BSs so as to analyze the data from
proximate vehicles and roadside sensors and to propagate messages to the drivers in very low
latency [17].
Recently, several works have focused on exploiting the benefits of computation offloading in
MEC network [18]. Note that similar problems have been investigated in conventional Mobile
Cloud Computing (MCC) systems [19]. However, a large body of existing works on MCC
assumed an infinite amount of computing resources available in a cloudlets, where the offloaded
tasks can be executed with negligible delay [20]–[22]. The problem of offloading scheduling
was then reduced to radio resource allocation in [6] where the competition for radio resources
is modeled as a congestion game of selfish mobile users. In the context of MEC, the problem
of joint task offloading and resource allocation was studied in a single-user system with energy
harvesting devices [23], and in a multi-cell multi-user systems [10]; however the congestion
of computing resources at the MEC server was omitted. Similar problem is studied in [11]
considering the limited edge computing resources in a single-server MEC system.
In summary, most of the existing works did not consider a holistic approach that jointly
determines the task offloading decision and the radio and computing resource allocation in a
multi-cell, multi-server system as considered in this article.
III. SYSTEM MODEL
We consider a multi-cell, multi-server MEC system as illustrated in Fig. 1, in which each
BS is equipped with a MEC server to provide computation offloading services to the resource-
constrained mobile users such as smart phones, tablets, and wearable devices. In general, each
MEC server can be either a physical server or a virtual machine with moderate computing
capabilities provisioned by the network operator and can communicate with the mobile devices
through wireless channels provided by the corresponding BS. Each mobile user can choose
6Potential association Mobile user BS with MEC server 
Fig. 1. Example of a cellular system with MEC servers deployed at the BSs.
to offload computation tasks to a MEC server from one of the nearby BSs it can connect to.
We denote the set of users and MEC servers in the mobile system as U = {1, 2, ..., U} and
S = {1, 2, ..., S}, respectively. For ease of presentation, we will refer to the MEC server s,
server s, and BS s interchangeably. The modeling of user computation tasks, task uploading
transmissions, MEC computation resources, and offloading utility are presented here below.
A. User Computation Tasks
We consider that each user u ∈ U has one computation task at a time, denoted as Tu, that is
atomic and cannot be divided into subtasks. Each computation task Tu is characterized by a tuple
of two parameters, 〈du, cu〉, in which du [bits] specifies the amount of input data necessary to
transfer the program execution (including system settings, program codes, and input parameters)
from the local device to the MEC server, and cu [cycles] specifies the workload, i.e., the amount
of computation to accomplish the task. The values of du and cu can be obtained through carefully
profiling of the task execution [4], [24]. Each task can be performed locally on the user device
or offloaded to a MEC server. By offloading the computation task to the MEC server, the mobile
user would save its energy for task execution; however, it would consume additional time and
energy for sending the task input in the uplink.
Let f lu > 0 denote the local computing capability of user u in terms of CPU cycles/s. Hence,
if user u executes its task locally, the task completion time is tlu =
cu
f lu
[seconds]. To calculate
the energy consumption of a user device when executing its task locally, we use the widely
adopted model of the energy consumption per computing cycle as E = κf 2 [6], [25], where κ
7is the energy coefficient depending on the chip architecture and f is the CPU frequency. Thus,
the energy consumption, Elu [J ], of user u when executing its task Tu locally, is calculated as,
Elu = κ
(
f lu
)2
cu. (1)
B. Task Uploading
In case user u offloads its task Tu to one of the MEC servers, the incurred delay comprises:
(i) the time tuup [s] to transmit the input to the MEC server on the uplink, (ii) the time t
u
exe [s]
to execute the task at the MEC server, and (iii) the time to transmit the output from the MEC
server back to the user on the downlink. Since the size of the output is generally much smaller
than the input, plus the downlink data rate is much higher than that of the uplink, we omit the
delay of transferring the output in our computation, as also considered in [6], [11].
In this work, we consider the system with OFDMA as the multiple access scheme in the
uplink [26], in which the operational frequency band B is divided into N equal sub-bands of
sizeW = B/N [Hz]. To ensure the orthogonality of uplink transmissions among users associated
with the same BS, each user is assigned to one sub-band. Thus, each BS can serve at most N
users at the same time. Let N = {1, ..., N} be the set of available sub-band at each BS. We
define the task offloading variables, which also incorporate the uplink sub-band scheduling, as
xjus, u ∈ U , s ∈ S, j ∈ N , where xjus = 1 indicates that task Tu from user u is offloaded to
BS s on sub-band j, and xjus = 0 otherwise. We define the ground set G that contains all the
task offloading variables as G = {xjus |u ∈ U , s ∈ S, j ∈ N } and the task offloading policy X
expressed as X = {xjus ∈ G |xjus = 1}. As each task can be either executed locally or offloaded
to at most one MEC server, a feasible offloading policy must satisfy the constraint below,
∑
s∈S
∑
j∈N
xjus ≤ 1, , ∀u ∈ U . (2)
Additionally, we denote Us =
{
u ∈ U
∣∣∣∑j∈N xjus = 1
}
as the set of users offloading their tasks
to server s, and Uoff =
⋃
s∈S
Us as the set of users that offload their tasks.
Furthermore, we consider that each user and BS have a single antenna for uplink transmissions
(as also considered in [11], [27]). Extension to the case where each BS uses multiple antennas
for receiving uplink signals will be addressed in a future work. Denote hjus as the uplink channel
gain between user u and BS s on sub-band j, which captures the effect of path-loss, shadowing,
and antenna gain. Note that the user-BS association usually takes place in a large time scale
8(duration of an offloading session) that is much larger than the time scale of small-scale fading.
Hence, similar to [28], we consider that the effect of fast-fading is averaged out during the
association. Let P = {pu |0 < pu ≤ Pu, u ∈ Uoff } denote the users’ transmission power, where
pu [W] is the transmission power of user u when uploading its task’s input Iu to the BS, subject
to a maximum budget Pu. Note that pu = 0, ∀u /∈ Uoff . As the users transmitting to the same BS
use different sub-bands, the uplink intra-cell interference is well mitigated; still, these users suffer
from the inter-cell interference. In this case, the Signal-to-Interference-plus-Noise Ratio (SINR)
from user u to BS s on sub-band j is given by,
γjus =
puh
j
us∑
k∈U\Us
xjkspkh
j
ks + σ
2
, ∀u ∈ U , s ∈ S, j ∈ N , (3)
where σ2 is the background noise variance and the first term at the denominator is the accumu-
lated intra-cell interference from all the users associated with other BSs on the same sub-band
j. Since each user only transmits on one sub-band, the achievable rate [bits/s] of user u when
sending data to BS s is given as,
Rus =W log2 (1 + γus) , (4)
where γus =
∑
j∈N γ
j
us. Moreover, let xus =
∑
j∈N x
j
us, ∀u ∈ U , s ∈ S. Hence, the transmission
time of user u when sending its task input du in the uplink can be calculated as,
tuup =
∑
s∈S
xusdu
Rus
, ∀u ∈ U . (5)
C. MEC Computing Resources
The MEC server at each BS is able to provide computation offloading service to multiple
users concurrently. The computing resources made available by each MEC server to be shared
among the associating users are quantified by the computational rate fs, expressed in terms of
number of CPU cycles/s. After receiving the offloaded task from a user, the server will execute
the task on behalf of the user and, upon completion, will return the output result back to the
user. We define the computing resource allocation policy as F = {fus |u ∈ U , s ∈ S }, in which
fus [cycles/s] > 0 is the amount of computing resource that BS s allocates to task Tu offloaded
from user u ∈ Us. Hence, clearly fus = 0, ∀u /∈ Us. In addition, a feasible computing resource
allocation policy must satisfy the computing resource constraint, expressed as,
∑
u∈U
fus ≤ fs, ∀s ∈ S. (6)
9Given the computing resource assignment {fus, s ∈ S}, the execution time of task Tu at the
MEC servers is,
tuexe =
∑
s∈S
xuscu
fus
, ∀u ∈ U . (7)
D. User Offloading Utility
Given the offloading policy X , the transmission power pu, and the computing resource allo-
cation fus’s, the total delay experienced by user u when offloading its task is given by,
tu = t
u
up + t
u
exe =
∑
s∈S
xus
(
du
Rus
+
cu
fus
)
, ∀u ∈ U . (8)
The energy consumption of user u, Eu [J ], due to uploading transmission is calculated as Eu =
put
u
up
ξu
, ∀u ∈ U , where ξu is the power amplifier efficiency of user u. Without loss of generality,
we assume that ξu = 1, ∀u ∈ U . Thus, the uplink energy consumption of user u simplifies to,
Eu = put
u
up = pudu
∑
s∈S
xus
Rus
, ∀u ∈ U . (9)
In a mobile cloud computing system, the users’ QoE is mainly characterized by their task
completion time and energy consumption. In the considered scenario, the relative improvement
in task completion time and energy consumption are characterized by
tlu−tu
tlu
and
Elu−Eu
Elu
, respec-
tively [11]. Therefore, we define the offloading utility of user u as,
Ju =
(
βtu
tlu − tu
tlu
+ βeu
Elu −Eu
Elu
)∑
s∈S
xus, ∀u ∈ U , (10)
in which βtu, β
e
u ∈ [0, 1], with βtu+βeu = 1, ∀u ∈ U , specify user u’s preference on task completion
time and energy consumption, respectively. For example, a user u with short battery life can
increase βeu and decrease β
t
u so as to save more energy at the expense of longer task completion
time. Note that offloading too many tasks to the MEC servers will cause excessive delay due to
the limited bandwidth and computing resources at the MEC servers, and consequently degrade
some users’ QoE compared to executing their tasks locally. Hence, clearly user u should not
offload its task to the MEC servers if Ju ≤ 0.
The expressions of the task completion time and energy consumption in (10) clearly shows the
interplay between radio access and computational aspects, which motivates a joint optimization
of offloading scheduling, radio, and computing resources so as to optimize users’ offloading
utility.
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IV. PROBLEM FORMULATION
We formulate here the problem of joint task offloading and resource allocation, followed by
the outline of our decomposition approach.
A. Joint Task Offloading and Resource Allocation Problem
For a given offloading decision X , uplink power allocation P , and computing resource allo-
cation F , we define the system utility as the weighted-sum of all the users’ offloading utilities,
J (X ,P,F) =
∑
u∈U
λuJu, (11)
with Ju given in (10) and λu ∈ (0, 1] specifying the resource provider’s preference towards
user u, ∀u ∈ U . For instance, depending on the payments offered by the users, the resource
provider could prioritize users with higher revenues for offloading by increasing their corre-
sponding preferences. With this position, we formulate the Joint Task Offloading and Resource
Allocation (JTORA) problem as a system utility maximization problem, i.e.,
max
X ,P,F
J (X ,P,F) (12a)
s.t. xjus ∈ {0, 1} , ∀u ∈ U , s ∈ S, j ∈ N , (12b)∑
s∈S
∑
j∈N
xjus ≤ 1, ∀u ∈ U , (12c)
∑
u∈U
xjus ≤ 1, ∀s ∈ S, j ∈ N , (12d)
0 < pu ≤ Pu, ∀u ∈ Uoff , (12e)
fus > 0, ∀u ∈ Us, s ∈ S, (12f)∑
u∈U
fus ≤ fs, ∀s ∈ S. (12g)
The constraints in the formulation above can be explained as follows: constraints (12b) and
(12c) imply that each task can be either executed locally or offloaded to at most one server on
one sub-band; constraint (12d) implies that each BS can serve at most one user per sub-band;
constraint (12e) specifies the transmission power budget of each user; finally, constraints (12f)
and (12g) state that each MEC server must allocate a positive computing resource to each user
associated with it and that the total computing resources allocated to all the associated users
must not excess the server’s computing capacity. The JTORA problem in (12) is a Mixed Integer
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Nonlinear Program (MINLP), which can be shown to be NP-hard; hence, finding the optimal
solution usually requires exponential time complexity [29]. Given the large number of variables
that scale linearly with the number of users, MEC servers, and sub-bands, our goal is to design a
low-complexity, suboptimal solution that achieves competitive performance while being practical
to implement.
B. Problem Decomposition
Given the high complexity of the JTORA problem due to the combinatorial nature of the task
offloading decision, our approach in this article is to temporarily fix the task offloading decision
X and to address the resulting problem, referred to as the Resource Allocation (RA) problem.
The solution of the RA problem will then be used to derive the solution of the original JTORA
problem. The decomposition process is described as follows. Firstly, we rewrite the JTORA
problem in (12) as,
max
X
(
max
P,F
J (X ,P,F)
)
(13a)
s.t. (12b)− (12g). (13b)
Note that the constraints on the offloading decision, X , in (12b), (12c), (12d), and the RA
policies, P,F , in (12e), (12f), (12g), are decoupled from each other; therefore, solving the
problem in (13) is equivalent to solving the following Task Offloading (TO) problem,
max
X
J∗ (X ) (14a)
s.t. (12b), (12c), (12d), (14b)
in which J∗ (X ) is the optimal-value function corresponding to the RA problem, written as,
J∗ (X ) = max
P,F
J (X ,P,F) (15a)
s.t. (12e), (12f), (12g), (15b)
In the next section, we will present our solutions to both the RA problem and the TO problem
so as to finally obtain the solution to the original JTORA problem.
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V. LOW-COMPLEXITY ALGORITHM FOR JOINT TASK OFFLOADING AND RESOURCE
ALLOCATION
We present now our low-complexity approach to solve the JTORA problem by solving first
the RA problem in (15) and then using its solution to derive the solution of the TO problem
in (14).
Firstly, given a feasible task offloading decision X that satisfies constraints (12b), (12c), and
(12d), and using the expression of Ju in (10), the objective function in (15a) can be rewritten
as,
J (X ,P,F) =
∑
s∈S
∑
u∈Us
λu
(
βtu + β
e
u
)− V (X ,P,F) , (16)
where (X ,P,F) =
∑
s∈S
∑
u∈Us
λu
(
βtutu
tlu
+
βeuEu
Elu
)
. (17)
We observe that the first term on the right hand side (RHS) of (16) is constant for a particular
offloading decision, while V (X ,P,F) can be seen as the total offloading overheads of all
offloaded users. Hence, we can recast (15) as the problem of minimizing the total offloading
overheads, i.e.,
min
P,F
V (X ,P,F) (18a)
s.t. (12e), (12f), (12g). (18b)
Furthermore, from (8), (9), and (17), we have,
V (X ,P,F) =
∑
s∈S
∑
u∈Us
φu + ψupu
log2 (1 + γus)
+
∑
s∈S
∑
u∈Us
ηu
fus
, (19)
in which, for simplicity, φu =
λuβ
t
udu
tluW
, ψu =
λuβ
e
udu
EluW
, and ηu = λuβ
t
uf
l
u. Notice from (18b) and
(19) that the problem in (18) has a separable structure, i.e., the objectives and constraints
corresponding to the power allocation pu’s and computing resource allocation fus’s can be
decoupled from each other. Leveraging this property, we can decouple problem (18) into two
independent problems, namely the Uplink Power Allocation (UPA) and the Computing Resource
Allocation (CRA), and address them separately, as described in the following sections.
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A. Uplink Power Allocation (UPA)
The UPA problem is decoupled from problem (18) by considering the first term on the RHS
of (19) as the objective function. Specifically, the UPA problem is expressed as,
min
P
∑
s∈S
∑
u∈Us
φu + ψupu
log2 (1 + γus)
(20a)
s.t. 0 < pu ≤ Pu, ∀u ∈ U . (20b)
Problem (20) is non-convex and difficult to solve because the uplink SINR γjus corresponding to
user u ∈ Us depends on the transmit power of the other users associated with other BSs on the
same sub-band j through the inter-cell interference Ijus =
∑
w∈S\{s}
∑
k∈Uw
xjkspkh
j
ks, as seen in (3).
Our approach is to find an approximation for Ijus and thus for γ
j
us such that problem (20) can
be decomposed into sub-problems that, in turn, can be efficiently solved. The optimal uplink
power allocation P∗ still generates small objective value for (20). Suppose each BS s ∈ S
calculates its uplink power allocation independently, i.e., without mutual cooperation, and informs
its associated users about the uplink transmit power; then, an achievable upper bound for Ijus is
given by,
I˜jus
∆
=
∑
w∈S\{s}
∑
k∈Uw
xjksPkh
j
ks, ∀u ∈ Us, s ∈ S, j ∈ N . (21)
Similar to [30], we argue that I˜jus is a good estimate of I
j
us since our offloading decision X is
geared towards choosing the appropriate user-BS associations so as that I˜jus be small in the first
place. This means that a small error in Ijus should not lead to large bias in γ
j
us [30].
By replacing Ijus with I˜
j
us, we get the approximation for the uplink SINR for user u uploading
to BS s on sub-band j as,
γ˜jus =
puh
j
us
I˜jus + σ2
, ∀u ∈ Us, s ∈ S, j ∈ N . (22)
Let ϑus =
∑
j∈N
hjus/
(
I˜jus + σ
2
)
and Γs (pu) =
φu+ψupu
log2(1+ϑuspu)
. The objective function in (20a) can
now be approximated by
∑
s∈S
∑
u∈Us
Γs (pu). With this position, it can be seen that the objective
function and the constraint corresponding to each user’s transmit power is now decoupled from
each other. Therefore, the UPA problem in (20) can be approximated by
∑
s∈S |Us| sub-problems,
each optimizing the transmit power of a user u ∈ Us, s ∈ S, and can be written as,
min
∑
u∈Us
Γs (pu) (23a)
s.t. 0 < pu ≤ Pu. (23b)
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Problem (23) is still non-convex as the second-order derivative of the objective function with
respect to (w.r.t) pu, i.e., Γ
′′
s (pu), is not always positive. However, we can employ quasi-convex
optimization technique to address problem (23) based on the following lemma.
Lemma 1. Γs (pu) is strictly quasi-convex in the domain defined in (23b).
Proof. See Appendix.
In general, a quasi-convex problem can be solved using the bisection method, which solves
a convex feasibility problem in each iteration [31]. However, the popular interior cutting plane
method for solving a convex feasibility problem requires O (n2/ε2) iterations, where n is the
dimension of the problem. We now propose to further reduce the complexity of the bisection
method.
Firstly, notice that a quasi-convex function achieves a local optimum at the diminishing point
of the first-order derivative, and that any local optimum of a strictly quasi-convex function is the
global optimum [32]. Therefore, based on Lemma 1, we can confirm that the optimal solution
p∗u of problem (23) either lies at the constraint border, i.e., p
∗
u = Pu or satisfies Γ
′
s (p
∗
u) = 0. It
can be verified that Γ′s (pu) = 0 when,
Ωs (pu) = ψulog2 (1 + ϑuspu)−
ϑus (φu + ψupu)
(1 + ϑuspu) ln 2
= 0. (24)
Moreover, we have, Ω′s (pu) =
ϑ2us(φu+ψupu)
(1+ϑuspu)
2 ln 2
> 0, and Ωs (0) = −ϑusφuln 2 < 0. This implies that
Ωs (pu) is a monotonically increasing function and is negative at the starting point pu = 0.
Therefore, we can design a low-complexity bisection method that evaluates Ωs (pu) in each
iteration instead of solving a convex feasibility problem, so as to obtain the optimal solution p∗u,
as presented in Algorithm 1.
In Algorithm 1, if Ωs (Pu) > 0, the algorithm will terminate in exactly ⌈log2 (Pu/ǫ)⌉ iterations.
Let P∗ = {p∗u, u ∈ U} denote the optimal uplink transmit power policy for a given task offloading
policy X . Denote now as Γ (X ,P∗) the objective value of problem (20) corresponding to P∗.
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Algorithm 1 Bisection Method for Uplink Power Allocation
1: Calculate Ωs (Pu) using (24)
2: if Ωs (Pu) ≤ 0 then
3: p∗u = Pu
4: else
5: Set optimality tolerance ǫ > 0
6: Initialize p′u = 0 and p
′′
u = Pu
7: repeat
8: Set p∗u = (p
′
u + p
′′
u) /2
9: if Ωs (p
∗
u) ≤ 0 then
10: Set p′u = p
∗
u
11: else
12: Set p′′u = p
∗
u
13: end if
14: until p′′u − p′u ≤ ǫ
15: Set p∗u = (p
′
u + p
′′
u) /2
16: end if
B. Computing Resource Allocation (CRA)
The CRA problem optimizes the second term on the RHS of (19) and is expressed as follows,
min
F
∑
s∈S
∑
u∈Us
ηu
fus
(25a)
s.t.
∑
u∈U
fus ≤ fs, ∀s ∈ S. (25b)
Notice that the constraint in (25b) is convex. Denote the objective function in (25a) as Λ (X ,F);
by calculating the second-order derivatives of Λ (X ,F) w.r.t. fus, we have,
∂2Λ (X ,F)
∂f 2us
=
2ηu
f 3us
> 0, ∀s ∈ S, u ∈ Us, (26a)
∂2Λ (X ,F)
∂fus∂fvw
= 0, ∀ (u, s) 6= (v, w) . (26b)
It can be seen that the Hessian matrix of the objective function in (25a) is diagonal with the
strictly positive elements, thus it is positive-definite. Hence, (25) is a convex optimization problem
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and can be solved using Karush-Kuhn-Tucker (KKT) conditions. In particular, the optimal
computing resource allocation f ∗us is obtained as,
f ∗us =
fs
√
ηu∑
u∈Us
√
ηu
, ∀s ∈ S, (27)
and the optimal objective function is calculated as,
Λ (X ,F∗) =
∑
s∈S
1
fs
(∑
u∈Us
√
ηu
)2
. (28)
C. Joint Task Offloading Scheduling and Resource Allocation
In the previous sections, for a given task offloading decision X , we obtained the solutions for
the radio and computing resources allocation. In particular, according to (15), (16), (19), and
(28), we have,
J∗ (X ) =
∑
s∈S
∑
u∈Us
λu
(
βtu + β
e
u
)− Γ (X ,P∗)− Λ (X ,F∗) , (29)
where P∗ can be obtained through Algorithm 1 and Λ (X ,F∗) can be calculated using the
closed-form expression in (28). Now, using (29), we can rewrite the TO problem in (14) as,
max
X
∑
s∈S
∑
u∈Us
λu
(
βtu + β
e
u
)− Γ (X ,P∗)− Λ (X ,F∗) (30a)
s.t. xjus ∈ {0, 1} , ∀u ∈ U , s ∈ S, j ∈ N , (30b)∑
s∈S
∑
j∈N
xjus ≤ 1, ∀u ∈ U , (30c)
∑
u∈U
xjus ≤ 1, ∀s ∈ S, j ∈ N . (30d)
Problem (30) consists in maximizing a set function J∗ (X ) w.r.t X over the ground set G defined
by (30b), and the constraints in (30c) and (30d) define two matroids over G. Due to the NP-
hardness of such problem [33], designing efficient algorithms that guarantee the optimal solution
still remains an open issue. In general, a brute-force method using exhaustive search would
require evaluating 2n possible task offloading scheduling decisions, where n = S × U × N ,
which is clearly not a practical approach.
To overcome the aforementioned drawback, we propose a low-complexity heuristic algorithm
that can find a local optimum to problem (30) in polynomial time. Specifically, our algorithm
starts with an empty set X = ∅ and repeatedly performs one of the local operations, namely the
remove operation or the exchange operation, as described in Routine 1, if it improves the set
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Routine 1 remove and exchange operations
remove (X , xjus)
1: Set X ← X\ {xjus}
2: Output: X
exchange (X , xjus)
3: for w ∈ S, i ∈ N do
4: X ← X\ {xiuw}
5: end for
6: for v ∈ U do
7: X ← X\ {xjvs}
8: end for
9: Set X ← X ∪ {xjus}
10: Output: X
value J∗(X ). As we are dealing with two matroid constraints, the exchange operation involves
adding one element from outside of the current set and dropping up to 2 elements from the
set, so as to comply with the constraints. In summary, our proposed heuristic algorithm for task
offloading scheduling is presented in Algorithm 2.
Algorithm 2 Heuristic Task Offloading Scheduling
1: Initialize: X = ∅
2: Find xikw = argmax
x
j
us,j∈N ,s∈S,u∈U
J∗ ({xjus})
3: Set X ← {xikw}
4: if there exists xjus ∈ X such that J∗ (remove (X , xjus)) >
(
1 + ǫ
n2
)
J∗ (X ) then
5: Set X ← remove (X , xjus)
6: Go back to step 4
7: else if there exists xjus ∈ G\X such that J∗ (exchange (X , xjus)) >
(
1 + ǫ
n2
)
J∗ (X ) then
8: Set X ← exchange (X , xjus)
9: Go back to step 4
10: end if
11: Output: X
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Remark 1: (Complexity Analysis of Algorithm 2) Parameter ǫ > 0 in Algorithm 2 is any
value such that 1
ǫ
is at most a polynomial in n. Let Opt (G) be the optimal value of problem (30)
over the ground set G. It is easy to see that J∗ ({xikw}) ≤ Opt (G) /n where xikw is the element
with the maximum J∗ ({xjus}) over all elements of G. Let t be the number of iterations for
Algorithm 2. Since after each iteration the value of the function increases by a factor of at least(
1 + ǫ
n2
)
, we have
(
1 + ǫ
n2
)t ≤ n, and thus t = O (1
ǫ
n2 logn
)
. Note that the number of queries
needed to calculate the value of the objective function in each iteration is at most n. Therefore,
the running time of Algorithm 2 is O (1
ǫ
n3 log n
)
, which is polynomial in n.
Remark 2: (Solution of JTORA) Let X ∗ be the output of Algorithm 2. The corresponding
solutions P∗ for the uplink power allocation and F∗ for computing resource sharing can be
obtained using Algorithm 1 and the closed-form expression in (27), respectively, by setting
X = X ∗. Thus, the local optimal solution for the JTORA problem is (X ∗,P∗,F∗). While
characterizing the degree of suboptimality of the proposed solution is a non-trivial task—mostly
due to the combinatorial nature of the task offloading decision and the nonconvexity of the
original UPA problem—in the next section we will show via numerical results that our heuristic
algorithm performs closely to the optimal solution using exhaustive search method.
VI. PERFORMANCE EVALUATION
In this section, simulation results are presented to evaluate the performance of our proposed
heuristic joint task offloading scheduling and resource allocation strategy, referred to as hJTORA.
We consider a multi-cell cellular system consisting of multiple hexagonal cells with a BS in the
center of each cell. The neighboring BSs are set 1 km apart from each other. We assume that both
the users and BSs use a single antenna for uplink transmissions. The channel gains are generated
using a distance-dependent path-loss model given as L [dB] = 140.7 + 36.7log10d[km], and the
log-normal shadowing variance is set to 8 dB. In most simulations, if not stated otherwise, we
consider S = 7 cells and the users’ maximum transmit power set to Pu = 20 dBm. In addition,
the system bandwidth is set to B = 20 MHz and the background noise power is assumed to be
σ2 = −100 dBm.
In terms of computing resources, we assume the CPU capability of each MEC server and of
each user to be fs = 20 GHz and f
l
u = 1 GHz, respectively. According to the realistic measure-
ments in [24], we set the energy coefficient κ as 5× 10−27. For computation task, we consider
the face detection and recognition application for airport security and surveillance [3] which
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TABLE I
RUNTIME COMPARISON AMONG COMPETING SCHEMES
IOJRA GOJRA DORA hJTORA Exhaustive
Runtime [ms] 0.2 ± 0.03 1.8± 0.2 6.8± 0.22 19.3 ± 0.7 1, 923 ± 1.4
can be highly benefit from the collaboration between mobile devices and MEC platform. Unless
otherwise stated, we choose the default setting values as du = 420 KB, cu = 1000 Megacycles
(following [3], [7]), βtu = 0.2, β
e
u = 0.8, and λu = 1, ∀u ∈ U . In addition, the users are placed
in random locations, with uniform distribution, within the coverage area of the network, and the
number of sub-bands N is set equal to the number of users per cell. We compare the system
utility performance of our proposed hJTORA strategy against the following approaches.
• Exhaustive: This is a brute-force method that finds the optimal offloading scheduling solution
via exhaustive search over 2n possible decisions; since the computational complexity of this
method is very high, we only evaluate its performance in a small network setting.
• Greedy Offloading and Joint Resource Allocation (GOJRA): All tasks (up to the maximum
number that can be admitted by the BSs) are offloaded, as in [10]. In each cell, offloading
users are greedily assigned to sub-bands that have the highest channel gains until all users
are admitted or all the sub-bands are occupied; we then apply joint joint resource allocation
across the BSs as proposed in Sect. V-A, B.
• Independent Offloading and Joint Resource Allocation (IOJRA): Each user is randomly as-
signed a sub-band from its home BS, then the users independently make offloading deci-
sion [21]; joint resource allocation is employed.
• Distributed Offloading and Resource Allocation (DORA): Each BS independently makes joint
task offloading decisions and resource allocation for users within its cell [11].
A. Suboptimality of Algorithm 2
Firstly, to characterize the suboptimality of our proposed hJTORA solution, we compare its
performance with the optimal solution obtained by the Exhaustive method, and then with the
three other described baselines. Since the Exhaustive method searches over all possible offloading
scheduling decisions, its runtime is extremely long for a large number of variables; hence, we
carry out the comparison in a small network setting with U = 6 users uniformly placed in the area
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Fig. 2. Comparison of average system utility with 95% confidence intervals.
covered by S = 4 cells, each having N = 2 sub-bands. We randomly generate 500 large-scale
fading (shadowing) realizations and the average system utilities (with 95% confident interval)
of different schemes are reported in Fig. 2(a,b) when we set cu = 1000 and 2000 Megacycles,
respectively. It can be seen that the proposed hJTORA performs very closely to that of the
optimal Exhaustive method, while significantly outperforms the other baselines. In both cases,
the hJTORA algorithm achieves an average system utility within 2% that of the Exhaustive
algorithm, while providing upto 13%, 17%, and 47% gains over the DORA, GOJRA, and IOJRA
schemes, respectively. Additionally, in Table I, we report the average runtime per simulation drop
of different algorithms, running on a Windows 7 desktop with 3.6 GHz CPU and 16 GB RAM.
It can be seen that the Exhaustive method takes very long time, about 100× longer than the
hJTORA algorithm for such a small network. The DORA algorithm runs slightly faster than
hJTORA while IOJRA and GOJRA requires the lowest runtimes.
B. Effect of Number of Users
We now evaluate the system utility performance against different number of users wishing
to offload their tasks, as shown in Fig. 3(a,b). In particular, we vary the number of users per
cell from 1 to 10 and perform the comparison in two scenarios with different task workload
distribution: (a) uniform, cu = 1000 Megacycles, and (b) non-uniform, cu = 500 Megacycles, ∀u
in cells {1, 3, 5, 7} and cu = 2000 Megacycles. Note that the number of sub-bands N is set
equal to the number of users per cell, thus the bandwidth allocated for each user decreases when
there are more users in the system. Observe from Fig. 3(a,b) that hJTORA always performs the
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Fig. 3. Comparison of average system utility against different number of users, evaluated with two task workload distributions:
(a) uniform, cu = 1000 Megacycles,∀u ∈ U , (b) non-uniform, cu = 500 Megacycles,∀u in cells {1, 3, 5, 7} and cu =
2000 Megacycles,∀u in cells {2, 4, 6}.
best, and that the performance of all schemes significantly increases when the tasks’ workload
increases. This is because when the tasks require more computation resources the users will
benefit more from offloading them to the MEC servers. We also observe in both scenarios that,
when the number of users is small, the system utility increases with the number of users; however,
when the number of users exceeds some threshold, the system utility starts to decrease. This is
because when there are many users competing for radio and computing resources for offloading
their tasks, the overheads of sending the tasks and executing them at the MEC servers will be
higher, thus degrading the offloading utility.
C. Effect of Task Profile
Here, we evaluate the system utility performance w.r.t. to the computation tasks’ profiles in
terms of input size du’s and workload cu’s. In Fig. 4(a,b), we plot the average system utility of
the four competing schemes at different values of cu and du, respectively. It can be seen that the
average system utilities of all schemes increase with task workload and decrease with the task
input size. This implies that the tasks with small input sizes and high workloads benefit more
from offloading than those with large input sizes and low workloads do. Moreover, we observe
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Fig. 4. Comparison of average system utility against (a) different task workloads, and (b) different sizes of task input; with
U = 28.
that the performance gains of the proposed hJTORA scheme over the baselines also follow the
similar trend, i.e., increasing with task workloads and decreasing with task input size.
D. Effect of Users’ Preferences
Figure 5 shows the average time and energy consumption of all the users when we increase the
users’ preference to time, βtu’s, between 0.1 and 0.9 while at the same time decrease the users’
preference to energy as βeu = 1− βtu, ∀u ∈ U . It can be seen that the average time consumption
decreases when βtu increases, at the cost of higher energy consumption. In addition, when U = 21,
the users experience a larger average time and energy consumption than in the case when U = 14.
This is because when there are more users competing for the limited resources, the probability
that a user can benefit from offloading its task is lower.
E. Effect of Inter-cell Interference Approximation
To test the effect of the approximation to model the inter-cell interference as in (21) in
Sect. V-A, we compare the results of the hJTORA solution to calculate the system utility using
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Fig. 5. Average time and energy consumption of all users obtained using hJTORA, with the number of users being U = 14
and 21.
the approximated expression versus using the exact expression of the inter-cell interference.
Figure 6 shows the system utility when the users’ maximum transmit power Pu’s vary between
0 and 35 dBm. It can be seen that the performance obtained using the approximation is almost
identical to that of the exact expression when Pu is below 25 dBm, while an increasing gap
appears when Pu > 25 dBm. However, as specified in LTE standard, 3GPP TS36.101 section
6.2.31, the maximum UE transmit power is 23 dBm; hence, we can argue that the proposed
approximation can work well in practical systems.
VII. CONCLUSIONS
We proposed a holistic strategy for a joint task offloading and resource allocation in a multi-cell
Mobile-Edge Computing (MEC) network. The underlying optimization problem was formulated
as a Mixed-Integer Non-linear Program (MINLP), which is NP-hard. Our approach decomposes
the original problem into a Resource Allocation (RA) problem with fixed task offloading decision
and a Task Offloading (TO) problem that optimizes the optimal-value function corresponding to
the RA problem. We further decouple the RA problem into two independent subproblems, namely
the uplink power allocation and the computing resource allocation, and address them using
quasi-convex and convex optimization techniques, respectively. Finally, we proposed a novel
1Refer to: 3GPP TS36.101, V14.3.0, Mar. 2017
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Fig. 6. Average system utility obtained by hJTORA solution with exact expression and approximation of the inter-cell
interference.
heuristic algorithm that achieves a suboptimal solution for the TO problem in polynomial time.
Simulation results showed that our heuristic algorithm performs closely to the optimal solution
and significantly improves the average system offloading utility over traditional approaches.
APPENDIX
Firstly, it is straightforward to verify that Γs (pu) is twice differentiable on R. We now check
the second-order condition of a strictly quasi-convex function, which requires that a point p
satisfying Γ′s (p) = 0 also satisfies Γ
′
s (p) > 0 [31].
The first-order and second-order derivatives of Γs (pu) can be calculated, respectively, as,
Γ′s (pu) =
ψuCu (pu)− ϑusDu(pu)Au(pu) ln 2
C2u (pu)
, (31)
and
Γ′′s (pu) =
ϑus [Gus (pu)Cus (pu) + 2ϑusDus (pu) / ln 2]
A2us (pu)C
3
us (pu) ln 2
, (32)
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in which,
Aus (pu) = 1 + ϑuspu, (33a)
Cus (pu) = log2 (1 + ϑuspu) , (33b)
Dus (pu) = φu + ψupu, (33c)
Gus (pu) = ϑusDus (pu)− 2ψuAus (pu) . (33d)
Suppose that p¯u ∈ (0, Pu]; to satisfy Γ′s (p¯u) = 0, it must hold that,
Ωs (p¯u) = ψulog2 (1 + ϑusp¯u)−
ϑus (φu + ψup¯u)
(1 + ϑusp¯u) ln 2
= 0. (34)
By substituting p¯u into (32), we obtain,
Γ′′s (p¯u) =
ϑ3usD
2
us (p¯u)
A2us (p¯u)C
3
us (p¯u)ψuln
22
. (35)
It can be easily verified that both ϑus and D
2
us (p¯u) are strictly positive ∀p¯u ∈ (0, Pu]. Hence,
Γ′′s (p¯u) > 0, which confirms that Γs (pu) is a strictly quasi-convex function in (0, Pu].
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