Abstract. In his classic book on group representations and special functions Vilenkin studied the matrix elements of irreducible representations of the Euclidean and oscillator Lie algebras with respect to countable bases of eigenfunctions of the Cartan subalgebras, and he computed the summation identities for Bessel functions and Laguerre polynomials associated with the addition theorems for these matrix elements. He also studied matrix elements of the pseudo-Euclidean and pseudo-oscillator algebras with respect to the continuum bases of generalized eigenfunctions of the Cartan subalgebras of these Lie algebras and this resulted in realizations of the addition theorems for the matrix elements as integral transform identities for Bessel functions and for con uent hypergeometric functions. Here we work out q-analogs of these results in which the usual exponential function mapping from the Lie algebra to the Lie group is replaced by the q-exponential mappings E q and e q . This study of representations of the Euclidean quantum algebra and the q-oscillator algebra (not a quantum algebra) leads to summation, integral transform and q-integral transform identities for q-analogs of the Bessel and con uent hypergeometric functions, extending the results of Vilenkin for the q = 1 case. PACS: 02.20.+b, 03.65.Fd 1. Introduction. This paper is part of a series on the study of function space models of irreducible representations of q-algebras 1-4]. These algebras and models are motivated by recurrence relations satis ed by q-hypergeometric functions 5-11] and our treatment is an alternative to the theory of quantum groups 12-20]. In our earlier papers we considered irreducible representations of q-analogs of the three-dimensional Euclidean Lie algebra and the four-dimensional oscillator algebra (not a quantum algebra). We replaced the usual exponential function mapping from the Lie algebra to the Lie group by the q-exponential mappings E q and e q . In place of the usual matrix elements on the group (arising from an irreducible representation) we found several di erent types of matrix elements expressible in terms of q-hypergeometric series. These q-matrix elements do not satisfy group homomorphism properties, so they do not lead to addition theorems in the usual sense, but to 1980 Mathematics Subject Classi cation (1985. 33D55, 33D45, 17B37, 81R50.
irreducible representations of q-algebras [1] [2] [3] [4] . These algebras and models are motivated by recurrence relations satis ed by q-hypergeometric functions [5] [6] [7] [8] [9] [10] [11] and our treatment is an alternative to the theory of quantum groups [12] [13] [14] [15] [16] [17] [18] [19] [20] . In our earlier papers we considered irreducible representations of q-analogs of the three-dimensional Euclidean Lie algebra and the four-dimensional oscillator algebra (not a quantum algebra). We replaced the usual exponential function mapping from the Lie algebra to the Lie group by the q-exponential mappings E q and e q . In place of the usual matrix elements on the group (arising from an irreducible representation) we found several di erent types of matrix elements expressible in terms of q-hypergeometric series. These q-matrix elements do not satisfy group homomorphism properties, so they do not lead to addition theorems in the usual sense, but to 2 E.G. KALNINS AND WILLARD MILLER, JR.
various q-analogs of addition theorems. All of the matrix elements are determined with respect to countable bases of eigenfunctions of the \Cartan subalgebra" of the q-algebra.
In his classic book 21] Vilenkin studied the matrix elements of irreducible representations of the Euclidean and oscillator Lie algebras with respect to these same countable bases, and he computed the identities for Bessel functions and Laguerre polynomials associated with the addition theorems for these matrix elements. However, he also studied matrix elements of the pseudo-Euclidean and pseudo-oscillator algebras with respect to the continuum bases of generalized eigenfunctions of the Cartan subalgebras of these Lie algebras. (See also 22, 23] in these regards.) These studies resulted in realizations of the addition theorems for the matrix elements as integral transform identities for Bessel functions and for con uent hypergeometric functions. Here we work out q-analogs of these results.
In x2 we introduce a family of four-parameter q-matrix elements for the unitary irreducible representations of the Euclidean Lie algebra with respect to the standard countable eigenbasis and work out an associated \addition theorem" for these matrix elements". (These functions were introduced earlier in 24] as generating functions for q-Bessel functions but their role as matrix elements obeying an \addition theorem" was not pursued. Simultaneously with the issuance of a rst preprint of our results Koelink 25] issued a preprint in which he proved this same addition theorem and reinterpreted it to yield a q-analogue of an integral of Weber and Sonine and of the Fouier-Bessel transform.) Then, in analogy with Vilenkin's work for true group representations, we introduce a q-analog of matrix elements of the pseudo-Euclidean group with respect to a continuum basis of generalized eigenfunctions. This study involves use of the Mellin transform and leads to integral transform identities for q-Bessel functions, interpreted as \addition theorems" that in the limit as q ! 1 go to identities derived by Vilenkin. In x3 we introduce a di erent q-analog of the pseudo-Euclidean group and apply the same procedures. This time it is the complex Fourier series that is relevant and the \addition theorems" lead to q-integral transform identities for q-Bessel functions.
In x3 and x4 we apply the same ideas to q-analogs of the oscillator and pseudo-oscillator algebras (these are not quantum groups) and obtain discrete, integral transform and qintegral transform identities for q-analogs of the con uent hypergeometric functions, extending the results of Vilenkin for the q = 1 case.
The notation used for q-series and q-integrals in this paper follows that of Gasper We can introduce an inner product such that < f n ; f n 0 >= nn 0, n; n 0 2 Z. On the dense subspace K of all nite linear combinations of the basis vectors we have (2.4) < E + f; f 0 > = < f; E ? f 0 >; < Hf; f 0 > = < f; Hf 0 >; for all f; f 0 2 K, so H = H and E + = E ? . In terms of the operators (2.3) we can obtain a realization of (!) and its Hilbert space structure by setting z = e i : T n 0 n ( ; ; ; )f n 0 ; j! j < jzj < 1=j! j: Here, 0 < q < 1 and ; ; ; 2 / C. (All of these matrix elements, except (2.8e), were studied in 2].) Since E + = E ? we have T (e;e) n 0 n ( ; ) = < e q ( E + )e q ( E ? )f n ; f n 0 >=< f n ; e q ( E + )e q ( E ? )f n 0 > =T (Note that our operator derivations of these formulas and of many formulas to follow lead automatically to formal power series identities in the`group parameters'. These identities must then be examined case by case to determine when the series are convergent as analytic functions of the group parameters.) Using the model (2.3) to treat (2.8) as generating functions for the matrix elements and computing the coe cients of z n 0 in the resulting expressions we obtain the explicit results: n 0 n ( ; ) = (q n?n 0 +1 ; q) 1 ( !) n?n 0 (q; q) 1 q (n?n 0 )(n?n 0 ?1)=2 (2) n?n 0(2r!; q) T (e;E) n 0 n r; e i ] = e i( 2 ? )(n 0 ?n) q (n 0 ?n)=2 J n 0 ?n (r!q ?
n 0 n r; e i ] = e i( 2 + )(n?n 0 ) q (n?n 0 )=2 J n?n 0(r!q ? 1 2 ; q) T (E;E) n 0 n r; e i ] = e i( 2 + )(n?n 0 ) q (n?n 0 ) 2 =2 J (2) n?n 0 (2r!q ? 1 2 ; q):
(Note that J ?n (z; q) = (?1) n q n=2 J n (zq n=2 ; q), J (2) ?n (z; q) = (?1) n J (2) n (z; q) for integer n.) For the matrix elements (2.8e) we obtain (through the use of the q-binomial theorem on the factors involving E + and, separately, on the factors involving E ? ) (2.22) T n 0 n ( ; ; ; ) = ( !) n?n 0 (? = ; q) n?n 0 (q; q) n?n 0 We require that neither or is negative, so that the denominator in (2.27) never vanishes. Then for various values of the parameters ; ; ; the operator T corresponds to multiplication by a bounded function of . In particular, the multiplier is bounded under the following circumstances:
1) j = j < 1; j = j < 1 2) j = j < 1; = = 0 3) j = j < 1; = = 0 4) = = = = 0: For these estimates we make use of the identities (2.28) (Aq ?n ; q) 1 = (?A) n q ? n(n+1) 2 ( q A ; q) n (A; q) 1 ; (Aq ?n ; q) 1 (Bq ?n ; q) 1 = A B ( q A ; q) n (A; q) 1 ( q B ; q) n (B; q) 1 : ( )e d = To compute the kernel function K we evaluate the contour integral In the limit as N ! 1; M ! 1 the integrals on the large and on the small circle go to zero if j q ? + = j < 1; j q ? = j < 1. Then, evaluating (2.32) by residues and (temporarily) assuming that j ! We consider the following class of irreducible representations (!) for this algebra, characterized by the positive number !. The Hilbert space consists of complex functions f(x)
with domain x = q n ; n = 0; 1; 2; and such that (f; f) < 1, where the inner product The action of the algebra on this Hilbert space is given by the operators (3.
3) E + = !x; E ? = ! x ; q H f(x) = f(qx): To de ne these operators rigorously we can restrict their action to, say, the dense subspace L of all functions in the Hilbert space that are nonzero at only a nite number of points. Then it is easy to show that E + = E + ; E ? = E ? ; (q H ) = (q H ) ?1 . We de ne the so the operator q H is diagonalized in the transform space. Clearly, every F 2L is analytic for all z 6 = 0. We can recover f from its transform F via the formula The induced action of T onL is given by where, choosing the integration path as the unit circle jyj = 1, we have the requirements j = j < jzj < j = j, j = 0 j < jwj < j 0 = j. (The series for the matrix elements T (e?;e+) n 0 n ( ; ) does not converge.) All of these sets of matrix elements were studied in 4], with the exception of (e+,E-,e-,E+) which will be the focus of attention here.
Since E + = E ? the following relationships hold: If, in addition, j = j < q a < j q = j; jq j < 1, then the iterated integral is absolutely convergent and we can interchange the order of integration to obtain (5 We consider the following class of irreducible representations "`; 0 for this algebra, characterized by the positive number`. The Hilbert space consists of complex functions f(x) with domain x = q n ; n = 0; 1; 2; and such that (f; f) < 1, where the inner product j = j < jwj < j z= j; jzj < 1; jwj < jq(1 ? q)= `2j; ; ? nonpositive; w = q ; z = q :
To evaluate the q-integral expression for the kernel function K we use the identity 2 1 A; B C ; q; z = ( ABz C ; q) 1 ( Bz C ; q) 1 3 2 A; C B ; 0 Cq Bz ; C ; q; q + ( C B ; A; Bz; q) 1 (C; z; C Bz ; q) 1
