Abstract-A coupled-mode-theory-based approach is applied for the first time to model the recently developed coaxial cable Bragg grating (CCBG). Coupled wave equations are derived to correlate the geometrical discontinues associated with the CCBG structure with the energy coupling that occurs between the forward and backward propagating waves along the CCBG. This paper provides a novel approach to model the coupling coefficient that results in a simplified form of the coupled wave equations. The finite-difference method is used to solve the coupled wave equations numerically. Further, based on the dielectric distortion assumption, the closed-form solution of the CCBG problem has been given. The reflection and transmission spectra of a CCBG sample are calculated numerically and analytically, and are validated by 3-D full-wave electromagnetic simulations, as well as experimental results.
[3]- [5] . However, when embedded in a structure, the optical fiber can easily break when subject to large strains (more than 1%) or a shear force, causing serious challenges for sensor installation and operation. Thus, FOSs have restricted applications in heavy duty or large strain measurements [6] , [7] .
Most recently, a coaxial cable Bragg grating (CCBG) has been developed by periodically drilling holes into a coaxial cable, along the cable axis [8] . Such a device potentially provides a revolutionary solution to a number of challenging capability gaps in SHM, with the following attributes: 1) high resolution and a large dynamic range; 2) enhanced survivability, durability, and reliability; and 3) remote operation and multiplexing capability. CCBG structures are quite similar in design to the well-known and long implemented leaky coaxial cable [9] [10] [11] . However, leaky coaxial cables are used for their special EM radiation properties and are implemented in communication applications. On the other hand, CCBG sensors exploit the special properties of the EM waves propagating within the coaxial cable for application in SHM.
Development and optimization of an application-oriented CCBG device demands a deep understanding of the underlying physics. An effective and efficient modeling approach is identified as the key to understanding of the physics of the device, allowing for an optimal design of the device. A preliminary transmission line model was applied to predict the existence of a CCBG in [8] , but it only provides an intuitive approximation, which is not sufficient to fully understand the device. As a counterpart to the CCBG, modeling techniques for leaky coaxial cables have been studied extensively. Over the years a great number of numerical methods, including the finite-difference time-domain (FDTD) method [12] [13] [14] and the method of moments (MoM) [15] , have been employed to calculate the field distribution in coaxial cable slots. These numerical methods are highly accurate, but at the expense of time and computational complexity. The mode-matching technique [16] , [17] is another classic technique that has been used to model the coupling loss and antenna radiation of a leaky coaxial cable. However, for the mode-matching technique, the computational complexity increases with an increasing number of slots so it is not suitable for modeling CCBG structures that can contain hundreds or thousands of slots in a realistic industrial application. A circuit modeling method [18] has been reported with lower computational complexity and much faster simulation times; however, the extraction of circuit component values relies on full-wave simulation tools. The empirical formula method [19] has also been proposed to avoid complicated EM simulations. The drawback of this method is that formula coefficients are calculated from curve fitting of a large number of numerical data samples. For periodic patterns along a line of finite length, like that of the CCBG, the use of the Bloch-Floquet theory seems appropriate. However, the discontinuity geometry usually varies for CCBG sensors and corresponding boundary conditions are not trivial to handle. A recent study proposes a discretization scheme of the continuous spectrum of radiated modes [20] , but it requires complicated numerical calculations. Hence, this method is also not ideal for CCBG sensor modeling.
In this paper, an analytical model based on coupled mode theory (CMT) is developed for the CCBG sensor. Unlike other methods, this method is simple, fast, and easy to parameterize. More importantly, it avoids cumbersome EM calculations and formulations so it is very friendly to CCBG designers who have little EM knowledge. First of all, this model originates from CMT, a physics-based mathematical tool that computes the energy coupling between two EM modes propagating through a perturbed waveguide [e.g., the periodic refractive index changes in a fiber Bragg grating (FBG)]. The concept of coupled modes in electromagnetics can be traced back to the early 1950s when it was applied to microwave traveling-wave tubes, parametric amplifiers, oscillators, and various guided-wave opto-electronic and fiber optical devices [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . In the 1980s, FBG innovations were introduced and CMT became a commonly used mathematical model to predict wave propagation in gratings [34] [35] [36] [37] . Inspired by FBG, CMT was applied to Bragg gratings on a coaxial cable. Compared to other methods, a CMT-based approach directly correlates a geometrical or material discontinuity with the energy coupling between two modes. Since the characteristics of the CMT approach are suitable to the CCBG problem, and since the CMT approach was successfully applied to optical FBG sensor modeling, this paper employs the CMT approach for the first time to model a CCBG sensor.
The following sections cover the rigorous modeling of the CCBG devices based on the CMT. The CCBG sensor problem is formulated and the coupled wave equations are derived in Section II. Two different methods including the finite-element method and the closed-form method to solve the equations are discussed in Section III. In the last session, simulation results are validated by the experimental results. The Appendix provides fully detailed mathematical derivations as a supplement to the developed approach given in the proceeding sections.
II. FORMULATION
As shown in Fig. 1 , the periodically distributed discontinuities on a CCBG device are composed of both dielectric and outer conductor perturbation. Not only do the discontinuities cause the reflection of EM fields, they also cause radiation. Since the hole is small compared to the wavelength of interest, it is reasonable to assume that radiation from the hole is negligible. Therefore, the outer conductor is presumed to be continuous, as shown in Fig. 2(a) . Thus, only the EM wave reflection due to the dielectric discontinuity is considered. At the discontinuities, the dielectric material is not homogeneously distributed, making it impossible to be analytically modeled. Thus, the volume equivalence theorem is applied to make the problem homogeneous. The field scattered by the dielectric hollow can be found by replacing the hollow with the dielectric material of the coaxial cable plus an equivalent electric polarization source, as shown in Fig. 2 (b). The electric polarization is defined as (1) where is the dielectric constant variation due to the discontinuity.
is the total equivalent electric field in the presence of the hollow. Therefore, the fields scattered due to the dielectric discontinuity are found by using an equivalent electric polarization source in a homogenous coaxial cable.
Consequently, the original inhomogeneous problem illustrated in Fig. 1 is transformed to an equivalent homogeneous problem, as described by the Maxwell equations (2) and (3) where the total magnetic field is , and and represent the permittivity and permeability of the homogenous coaxial cable. and are denoted as field 1. The complete solution for (2) and (3) consists of transverse components and longitudinal components. The electric and magnetic field can be rewritten as and . Based on the Sturm-Liouville theorem, it can be proved that the transverse field components of a waveguide with distortions can be expanded in terms of an infinite set of modes associated with a uniform waveguide [38] . However, the longitudinal component mode expansion does not share the same expansion coefficients as the transverse component mode expansion. As a result, they have to be expressed separately. Thus, the transverse electric and magnetic fields, and , of the equivalent problem can be expanded as a sum of all the uniform cable modes (4) and (5) where and are the mode expansion coefficients of the forward propagating wave and backward propagating wave, respectively. All the coefficients are functions of . The terms, , , , and represent the forward and backward waves of mode of a uniform coaxial cable without discontinuities on the transverse direction. They are functions of and .
With the mode orthogonality relation, all the mode expansion coefficients in (4) and (5) can be extracted. In order to find the mode expansion coefficients of field 1, we consider field 2, which contains both the forward propagating mode and the backward propagating mode. Field 2 satisfies the Maxwell equations (6) and (7) The general solutions to (6) and (7) are in the following format as: (8) and (9) in which , and , represent eigenmodes of an arbitrary mode (field 2) in the uniform waveguide, and the " " sign represents a backward wave. The terms and are mode expansion constants. Theoretically, given all eigenmode expressions for a homogenous coaxial cable, all the coefficients in (8) and (9) are solvable.
The mode orthogonality relation can be applied to calculate the field 1 expansion coefficients. Fields 1 and 2 are related by the reciprocity theorem as (10) The expansions of field 1 and field 2 can then be plugged into (10) , and integrated over the coaxial cable cross section as in Fig. 3 .
The transverse and longitudinal components of the electric polarization expressions can then be related by (11) and (12) where (13) and (14) (11) and (12) are called the coupled wave equations for the CCBG. They describe the propagation change of mode as a function of the dielectric deformation and the modal field distribution. The terms and are known as the transverse and longitudinal components of the coupling coefficient between mode and mode , indicating the strength of the coupling between modes.
Thus far, all derivations are general and applicable to extract the mode expansion coefficients of any arbitrary mode from field 1. Coaxial cables are designed to transmit EM waves propagating in the TEM mode. The higher order propagating modes can be disregarded since the cutoff frequency of the mode (the lowest order dominant waveguide mode of the coaxial line) is calculated to be about 60 GHz, which is much higher than the frequency range of interest [39] . The discontinuities may generate higher order modes and radiation. However, due to their small size in comparison with the wavelength of interest, their contribution is trivial. Furthermore, given the very strong attenuation of higher order modes, they diminish within a very short distance. Thus, this work considers only coupling between forward and backward propagating TEM waves. Instead of summing an infinite number of modes on the right-hand side of (11) and (12), only is considered here. Due to the TEM assumption, only transverse fields exist so is equal to . Since there is no component, is then zero. Consequently, the coupled wave equations simplify as (15) and (16) The derivation of (16) (17) follows the strategy of the classical coupled wave equation derivations [40] . One of the key contributions of this paper is to provide a methodology to calculate the coupling coefficient so as to simplify the above two differential equations. To find the coupling coefficient, the first step is to approximate the dielectric deformation that behaves periodically along the -direction. At each discontinuity, the dielectric media is not uniformly distributed on the cross section. Fig. 4 shows the cross section of a discontinuity formed by hole drilling [8] . The permittivity is in the hollow region and in the dielectric region. Correspondingly, the equivalent polarization cross section has the same area as the area sub-tended by the drilled hole on the cross-sectional surface. and are the radius of the inner conductor and dielectric material, respectively. Due to the mathematical complexity to integrate the electric field over a rectangular area , as in Fig. 4(a) , the drilling area is approximated to be , as shown in Fig. 4(b) . The dielectric constant change in the area is then a constant. Therefore, the coupling coefficient can be approximated to be (18) Since the fields of the TEM mode are distributed symmetrically over the cross section, the integral of in the area is a portion of an integral over the entire cross section. Thus, (19) where (20) Using the mode orthogonality relation, it can be found that (21) where is the wave impedance. In this case, it stands for the TEM mode wave impedance. Consequently, the coupling coefficient can be written as (22) III. SOLUTIONS TO COUPLED WAVE EQUATIONS Strictly speaking, the coupled wave equations in (15) and (16) have no analytical solutions. To solve these differential equations, two methodologies are considered here. First, a finite-difference approach is used, which gives a precise, but numerical solution. Second, the coupled wave equations are simplified into a solvable format based on synchronism assumptions. These two methods will be applied to a particular CCBG structure and compared with the results of full-wave simulation.
A. Finite-Difference Method
As shown in Fig. 5 , the CCBG structure is discretized into sections along the -direction. The entire length of the sensor is , and length of each segment is . Port 1 is defined at and Port 2 is defined at . Equations (15) and (16) are then written in matrix equation format and the derivatives of and are expressed in forward difference form as (23) where is a simplified symbol of . According to (33) , and can be related to and as
The transfer matrix is defined as (25) The values of and at can then be related to the values of and at by iteratively cascading the transfer matrix at each discrete segment (26) In (26), elements and in the transfer matrix are known. Thus, given the boundary condition, the equation matrix is solved. At the input Port 1, the incident propagating wave amplitude is assumed to be a constant. The reflected wave at Port 2 is assumed to be 0 (i.e., ); i.e., the load at Port 2 perfectly matches the cable characteristic impedance.
Since the matrix is unitary, the reflection spectrum (i.e., ) is defined as the ratio of the reflected wave to the incident wave at Port 1 (27) The transmitted spectrum, , is defined as the ratio of the transmitted wave at Port 2 to the incident wave at Port 1 (28) The above discussion is based on a lossless material assumption. If the dielectric material is lossy, one can write in a complex format as (29) In addition, in all the phase terms is replaced by as (30)
B. Closed-Form Method
A closed-form solution requires some assumptions to simplify the coupled wave (15) and (16) into analytically solvable differential equations. Much of the literature has provided closed-form solutions to the classical coupled wave equations, but coupling coefficients usually vary as the problem definition changes. The following content illustrates the novel approach to define the coupling coefficient for CCBGs. Based upon the coupling coefficient assumption, the final solutions of (15) and (16) are given.
The first assumption is that the self-coupling terms are negligible [29] . Due to the fact that is small, the term in (24) must be significantly smaller than 1. Thus, it is reasonable to approximate the diagonal terms of the matrix in (24) by 1 while neglecting . In other words, the diagonal terms of the matrix in (23) can be disregarded. Thus, (15) and (16) can be approximated by (31) and (32) The second assumption is that can be approximately represented by its first-order spatial Fourier expansion. As shown in Fig. 6 , dielectric deformation occurs periodically, and can be considered as periodic pulse signals. Fig. 6 follows the same coordinate definition as Fig. 5 . From a signal processing point of view, this signal can be expanded in terms of a Fourier series (33) where expansion coefficients are (34) and (35) If considering the first-order approximation only, then becomes (36) where (37) The approximation of can be plugged into the coupling coefficient expression. The coupled wave (31) and (32) can then be transformed into (38) and (39) where . The third assumption is that the maximum energy exchange between modes occurs when the synchronism occurs at a certain frequency, independent of . In (38) and (39), and can satisfy the phase-matching condition, at which (40) where represents the detuning. This equation essentially reveals the resonance frequencies seen in the reflection spectrum, when detuning is zero. The phase of the other terms , , , or could be zero, but related to the observation position (i.e., ). Thus, when observing the reflection spectrum at the cable ends, the reflected waves corresponding to these terms will not add up in phase [40] , [41] .
The Appendix gives the derivation of the coupled first-order ordinary differential equations from (38) and (39) . Applying boundary conditions, the forward wave at the beginning ( of the interaction region) is assumed to be 1, and the backward wave at the other end is assumed to be 0, due to perfect match. The solutions of the backward and forward waves at and are then (41) and (42) where the coupling constant is defined in the Appendix. These equations are coupled first-order ordinary differential equations with constant coefficients, for which closed-form solutions can be found with appropriate boundary conditions. Apparently, the reflection spectrum and transmission spectrum will be functions of the dielectric variation due to grating, grating length, number of gratings, frequency of interest, and material property of the cable dielectric insulator.
IV. VALIDATIONS AND DISCUSSIONS
A sample CCBG, as shown in Fig. 7 , is used to validate the theoretical model and its solutions. This CCBG sensor has 23 drilled holes at equal intervals along the coaxial cable (RG-58 provided by Mini-Circuits). The holes had a diameter of 1.0 mm and an equal spacing of 6.4 cm. The depth of the holes was manually controlled in fabrication. The signal interrogation of the CCBG sensor was conducted using a vector network analyzer (VNA), which recorded the reflection spectrum as well as the transmission spectrum of the CCBG. The CCBG is also modeled using ANSYS HFSS, which is a full-wave EM software based on the finite-element method (FEM) for reference. Fig. 8 shows the reflection spectrum calculated by two mathematical methodologies based on the CMT for the CCBG sensor. For the finite-difference solution, the mesh size along the -direction is 1 mm, which is also the size of the discontinuity in the -axis. Since the highest frequency of interest is 7 GHz, 1 mm is smaller than 1/25 of a wavelength at this frequency for polyethylene. Thus, the mesh dimension is electrically small. A finite-difference solution predicts both the resonance frequency and amplitude of the reflection spectrum for each harmonic, accurately referenced to full-wave simulation, as well as measurement data. The closed-form calculation result deviates slightly from that yielded by the full-wave simulation, both in terms of resonant frequencies and resonant amplitudes, for two reasons. First, some terms in the original coupled wave equations are neglected based on assumptions made in deriving the closed-form solution to the coupled wave equations, thereby introducing errors. Second, the approximation of the dielectric deformation as a first-order expression may also cause inaccuracy. At high-frequency harmonics, the finite-difference solution still matches well with the full-wave simulation results, but both deviate from measurement results. Considering the grating distance as well as the drilling size inconsistency in the sensor fabrication, the wavelength of the standing waves between the slots cannot remain constant. This leads to the higher order harmonic resonances spreading out more than the low-frequency harmonic resonances. Fig. 9 compares the transmission spectrum of two solutions of the coupled-wave equations for the CCBG to two sets of reference data (i.e., full-wave simulation results and laboratory measurement data). The cable dielectric loss is well captured by the theoretical models because the slope of the trend of the CMT solutions is close to the measured slope, especially at frequencies higher than 1 GHz where dielectric loss dominates over conduction loss. However, the measurement is constantly lower than the other curves above 1 GHz. This is due to the fact that the copper is not modeled in neither the CMT based model, nor in the full-wave model. Considering the full-wave solution as the reference, the finite-difference method again performs better than the closed-form solution. Although the finite-difference method effectively captures the resonant frequencies of , the magnitudes at the resonant frequencies deviate slightly from the full-wave simulation. All the higher order modes and radiation modes are neglected when applying CMT to solve the CCBG sensor problem; thus, these create potential inaccuracies (i.e., underestimation of loss), especially at higher frequencies. The closed-form solution has the same magnitude deviation issue, and even worse, the accuracy of the predicted resonant frequencies decreases as the frequency rises. for three different mesh.
Overall, these two mathematical approaches are both acceptable means to predict the response of a CCBG sensor. The finite-difference method is more accurate in solving the differential equation and predicting dielectric deformation. Although the closed-form method does not offer these advantages, it is simple to use the solution and it is easy to apply to various CCBG sensor designs. In terms of computation time, the finite-difference method takes about 20 s, while the closed-form method takes several seconds to finish sweeping 1064 frequency points. Both of these are significantly faster than HFSS, which takes a couple of hours to finish the same amount of data points.
The accuracy of the finite-difference method is sensitive to the mesh settings. To determine whether a 1-mm mesh is small enough to make the calculation converge, this work tested three mesh dimensions, 1, 0.5, and 0.25 mm; Fig. 10 compares the reflection spectrum for all three cases. The curves for these three cases almost overlap, indicating that the model has already been converged, even with a 1-mm mesh.
V. CONCLUSION
In order to optimize the design of a CCBG sensor, an efficient and effective modeling methodology is required. This paper developed a CMT-based model for CCBGs. Based upon novel approaches to calculate the geometry-dependent coupling coefficient, the coupled wave equations can be simplified down to a solvable state. Two methods were used to solve the coupled wave equations. Reflection and transmission spectra calculated by the finite-difference method agree best with the spectrums yielded by two references solutions (i.e., 3-D full-wave simulations and the experimental measurement). Another method to solve the coupled wave equation is a closed-form solution, developed with the aid of several assumptions. Full-wave and measurement results validate that the trend given by the closed-form solution is still correct. However, it has more error in terms of both return loss and insertion loss than the finite-difference solution. The advantage of the closed-form solution is that it is easy to use and reveals more physical insight into the CCBG. Particularly, according to the closed-form solution, the reflection spectrum and transmission spectrum of a CCBG is affected by the dielectric variation due to grating (related to grating dimension, permittivity of the hollow, etc.), grating length, number of gratings, frequency of interest, and material properties of the cable insulator.
APPENDIX
To derive the analytical solution of (38) and (39), the assumptions in Section III-B are applied. These two equations can then be transformed into The dominant coupling is from the forward wave and the backward wave; many textbooks call it contra-directional coupling. It has been claimed to be the dominant coupling mode for a waveguide with localized periodic disturbances, creating multiple interfering reflections [40] .
By using the following substitutions as in [40] ,
and (A7)
The coupled mode equations now become terms of and in
These equations are coupled first-order ordinary differential equations with constant coefficients for which closed-form solutions can be found with appropriate boundary conditions.
