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Resumo
Em redes de computadores, para garantir que seja obtido um nível adequado de co-
municação ﬁm-a-ﬁm, é importante garantir um roteamento com Qualidade de Serviço
(QoS). O problema de roteamento com QoS envolve múltiplos objetivos a serem otimi-
zados ou atendidos simultaneamente. Quando esse roteamento é do tipo multicast, que
envolve vários destinatários, a complexidade do problema é ainda maior. Trabalhos an-
teriores investigam o uso de Algoritmos Evolutivos Multiobjetivos (AEMO) no problema
de roteamento multicast com QoS. É sabido que quanto maior é o número de objetivos
a serem otimizados, mais complexo se torna o problema multiobjetivo e mais difícil se
torna a convergência de AEMOs tradicionais. Por isso, é proposto o uso de um método
evolutivo many objective: o AEMMT (Algoritmo Evolutivo Multiobjetivo com Muitas
Tabelas). O AEMMT foi especialmente desenvolvido para problemas com um número
maior de objetivos e espera-se que ele se comporte mais adequadamente com o aumento
do número de objetivos no roteamento multicast com QoS. Com o intuito de fortiﬁcar
a convergência este trabalho propõe um novo many objective baseado nas estratégias do
AEMMT, nomeado AEMMD.
Palavras chave: algoritmos genéticos multiobjectivos; roteamento multicast ; qualidade
de serviço; algoritmos evolutivos.
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Abstract
In computer networks, to ensure that an adequate level of communication end-to-end
is achieved, it is important to ensure a routing with quality of service (QoS). The routing
problem with QoS involves multiple objectives to be optimized or serviced simultaneously.
When this multicast routing is the kind which involves multiple recipients, the complexity
of the problem is even greater. Previous studies investigating the use of evolutionary algo-
rithms Multiobjetivos (AEMO) in multicast routing problem with QoS. It is known that the
greater the number of objects to be optimized, the more complex becomes the multiobjective
and more diﬃcult problem becomes convergence AEMOs Traditional. Therefore, the use of
an evolutionary method many objective is proposed: the AEMMT (Evolutionary Algorithm
with Multiobjective Many tables). The AEMMT was specially developed for problems with
a large number of objectives and expected it to behave more appropriately with the incre-
asing number of objectives in the multicast routing with QoS. In order to strengthen the
convergence this paper proposes a new many objective based on the strategies of AEMMT
appointed AEMMD.
Keywords: multiobjetivos genetic algorithms; multicast routing; quality of service; evo-
lutionary algorithms.
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CAPÍTULO 1
Introdução
Diversas aplicações emergentes necessitam da comunicação multiponto, por exemplo,
TV sobre IP, vídeo conferência, computação distribuída, radiodifusão, palestras na in-
ternet, dentre outros. Os sistemas multipontos são caracterizados pela presença de um
ponto central de acesso interligado com diversos outros pontos em ambientes distintos,
criando uma rede eﬁciente e ampla de transmissão de dados. Este tipo de rede possibilita
comunicações diretas entre as estações subordinadas, proporcionando links de dados de
alta velocidade e com um amplo espaço de cobertura.
Na transmissão de dados em uma rede internet existem três métodos fundamentais:
unicast, broadcast emulticast. Em tráfegos unicast, a troca de informação é feita entre dois
hosts especíﬁcos, como um computador pessoal e um servidor web. Tráfegos broadcast
enviam mensagens para todos os usuários da rede. Tráfegos multicast enviam pacotes
de dados para uma parte especíﬁca de usuários em uma rede. O modelo de serviço IP
multicast implementa esta funcionalidade na camada de rede, sendo composto por um
modelo de serviço e gerenciamento de grupo e por protocolos de roteamento.
Os métodos de tráfegos unicast e broadcast são fáceis de implementar, porém a ideia de
uma rede suportar multicast é muito mais complexa, pois cada usuário deve se identiﬁcar
e requisitar participação nos grupos multicast. Os dados devem ser devidamente enviados
aos usuários que pertencem ao grupo multicast e a rede deverá limitar o tráfego onde não
existe interesse, com o intuito de não ter um consumo excessivo da banda (Costa et al,
2011).
Redes internet com o conjunto de protocolos TCP/IP contêm uma grande base ins-
talada com milhões de computadores, que continua crescendo em todo o mundo. Este
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forte crescimento e aceitabilidade das redes TCP/IP ocorre em função de dois fatores: o
crescimento da rede Internet e a aceitação cada vez maior pelas empresas de tecnologia
da rede TCP/IP como plataforma de suporte às suas aplicações em rede. O modelo de
serviço IP multicast deﬁne um grupo como uma conversação aberta, onde:
• Qualquer um pode participar, sem exigência de autorização;
• Um dispositivo pode pertencer a vários grupos diferentes, sem qualquer restrição;
• Uma fonte pode enviar dados para um grupo multicast, pertencendo, ou não a este
grupo;
• O grupo é dinâmico, um dispositivo pode entrar ou sair a qualquer momento;
• O número e a identidade dos membros do grupo não são conhecidos nem pela fonte
e nem pelos receptores.
Outro item que merece nossa atenção é a necessidade do uso de Qualidade de Serviço
(QoS) na rede. Como os tráfegos multicast são normalmente mídias contínuas e sensíveis
temporalmente, o uso de QoS é fundamental para o perfeito funcionamento dos diferentes
serviços na rede (Costa et al, 2011).
A Qualidade de Serviço é um requisito de comunicação dentro da rede que necessita
que determinados parâmetros (atraso, vazão, perdas, etc) estejam dentro de limites bem
deﬁnidos (Santana, 2012). Nas redes TCP/IP, a QoS é um aspecto operacional funda-
mental para o desempenho ﬁm-a-ﬁm (camada de transporte responsável pela transferência
eﬁciente, conﬁável e econômica dos dados entre a máquina de origem e a máquina de des-
tino), uma vez que, obtendo a qualidade de serviço, garante-se um bom desempenho na
comunicação da rede. Diversos mecanismos de QoS têm surgido nos últimos anos, pos-
sibilitam que usuários e administradores especiﬁquem requisitos e restrições para o ﬂuxo
de dados e recursos, gerando novos esquemas de roteamento (Vita et al, 2009).
Segundo Bueno e Oliveira (2010), o Problema de Roteamento multicast (PRM) com
QoS se adequa bem à analogia de uma rede modelada como um grafo direcionado conec-
tado, com vértices representando hosts e arestas representando os enlaces de comunicação.
Cada aresta do grafo possui informações dos parâmetros de QoS como custo, delay, trá-
fego atual e capacidade. O grafo G utilizado na modelagem da rede possui um nó inicial
que representa o servidor que envia a mensagem e um conjunto de nós destinos que devem
receber a mensagem. O desaﬁo é encontrar uma árvore T contida em G, enraizada pelo
nó inicial que possui caminhos para os nós destinos otimizando os objetivos do grafo G.
O problema de roteamentomulticast com QoS pode ser considerado como um problema
NP-Completo (Zhengying et al, 2001), isto é, um problema mais difícil que NP e muito
provavelmente mais difícil que a classe de complexidade P (Ziviani, 2010). OS algoritmos
tradicionais de busca em árvore encontram suas limitações ao terem de lidar com mais
de um objetivo ao mesmo tempo e terem de encontrar uma rota otimizada entre o nó
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inicial e cada nó destino. Essa busca pode apresentar um tempo muito longo para se
obter uma solução, ou até mesmo, nem encontrar alguma solução. Deste modo, algoritmos
aproximados de busca e otimização, como os algoritmos genéticos, se tornam interessantes
para este tipo de problema.
Os Algoritmos Genéticos (AGs) são métodos de otimização baseados na teoria da
evolução de Darwin (Goldberg, 1989), onde os indivíduos mais aptos sobrevivem. Estes
algoritmos têm recebido especial atenção nos últimos tempos por se tratarem de méto-
dos robustos, capazes de fornecer soluções de alta qualidade para problemas considerados
intratáveis por métodos tradicionais de otimização, os quais foram concebidos para pro-
blemas lineares, contínuos e diferenciáveis. Mas, como observa (Schwefel e Taylor, 1994),
o mundo real é não-linear e dinâmico, cheio de fenômenos como descontinuidade, instabi-
lidade estrutural e formas geométricas fractais. Métodos evolutivos são uma alternativa
para tentar superar as limitações apresentadas por métodos tradicionais, embora não ga-
rantam a obtenção da solução exata. No contexto computacional, a evolução pode ser
vista como um procedimento iterativo de busca (otimização) por soluções para um deter-
minado problema, em que cada solução é representada por indivíduos de uma população.
Inicialmente, o AG gera uma população de possíveis soluções para o problema, sobre as
quais são aplicados operadores de reprodução (cruzamento e mutação), implicando em um
processo evolutivo onde os indivíduos representam soluções cada vez melhores (Goldberg,
1989).
Como o problema de roteamento QoS possui vários objetivos conﬂitantes que são otimi-
zados simultaneamente, é mais apropriado aplicar um Algoritmo Evolutivo Multiobjetivo
(AEMO) (Oliveira e Vita, 2009). A otimização multiobjetivo constitui uma abordagem
que propõe mecanismos matemáticos e algorítmicos para a obtenção de soluções relevantes
simultaneamente, conforme distintos critérios que são em geral conﬂitantes. Desse modo,
torna-se possível considerar distintos compromissos, os quais podem oferecer uma ou mais
soluções equivalentemente ótimas (Spolaôr, 2010). Os algoritmos genéticos multiobjeti-
vos, tal como o SPEA II (Zitzler et al, 2002), se mostram mais apropriados a problemas
com múltiplos critérios. Em 2010 o SPEA II foi aplicado ao problema de roteamento
multicast com QoS obtendo resultados promissores (Bueno e Oliveira, 2010). No entanto,
para casos com muitos objetivos, o trabalho de Bueno e Oliveira revelou que a convergên-
cia do algoritmo era prejudicada. Essa queda na convergência ocorre com diversos outros
AEMOs na literatura, tais como o SPEA II e NSGA2 (Assunção et al, 2011).
Devido a essa limitação dos AEMOs tradicionais, um novo algoritmo para tratar pro-
blemas com muitos objetivos, denominado Algoritmo Evolutivo Multiobjetivo com Muitas
Tabelas (AEMMT) foi proposto em (Brasil e Delbem, 2013). Este método é uma fusão do
AEMT (Algoritmo Evolutivo Multiobjetivo), proposto por Delbem em (Delbem, 2002),
com o método de proposto em (Ishibuchi et al, 2011) que trabalha com a combinação dos
objetivos, o que possibilita que o espaço de busca seja melhor explorado (Brasil e Delbem,
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2013). Além disso, os métodos AEMT e AEMMT foram especialmente desenvolvidos para
problemas de otimização discreta, tal como o problema de roteamento.
1.1 Objetivos
De modo geral, o objetivo dessa dissertação é dar continuidade à investigação de
algoritmos genéticos multiobjetivos no roteamento multicast através das duas linhas:
• Analisar o modelo multiobjetivo de roteamento multicast com QoS, proposto em
(Bueno e Oliveira, 2010), que é baseado no SPEA II, visando reﬁnar algumas estra-
tégias utilizadas no mesmo, tais como, a geração da população inicial e o método
de cruzamento;
• Avaliar a possibilidade de adaptar o modelo de roteamento proposto em (Bueno
e Oliveira, 2010) para um método evolutivo many objective, visando um melhor
desempenho nas formulações que envolvem um número maior de objetivos. Dentre
os algoritmos propostos na literatura, os alvos de nossa investigação são os métodos
AEMT (Delbem, 2002) e o many objective AEMMT (Brasil e Delbem, 2013).
1.2 Contribuições
As investigações realizadas neste trabalho resultaram em algumas contribuições, a
saber:
• A escolha da estrutura de dados para representar uma árvore pode ser impactante
em termos de tempo de execução e facilidade de implementação. Pensando nisso, a
estrutura de dados utilizada para representar a árvore foi a lista de arestas. Essa é
uma estrutura muito conhecida na literatura e o principal motivo de a escolhermos
foi pela característica dela se adaptar bem a problemas com várias restrições (Lima
e Delbem, 2007). Devido à estrutura de dados utilizada, foi proposto um estudo
sobre os diferentes métodos de geração da população inicial, analisando seu impacto
na convergência.
• Após investigarmos o método de cruzamento utilizado por (Bueno e Oliveira, 2010),
observamos que no indivíduo gerado pelo método de cruzamento sua informação
genética não é 100% dos pais. Parte da informação genética vem dos pais e a
parte restante é inserida com certa aleatoriedade. Por esse motivo, esse cruzamento
contribui bastante na diversidade da população. Uma análise foi feita para veriﬁcar
quanto de informação os ﬁlhos absorvem dos pais. Este resultado incentivou a
investigação de novas estratégias de cruzamento com o intuito de gerar ﬁlhos que
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absorvem mais informações dos pais, mantendo ainda um nível de aleatoriedade
desejada.
• Proposição de uma nova estratégia de cruzamento chamada de cruzamento por
caminho. A partir dessa estratégia, três novos métodos de recombinação foram
propostos e investigados no modelo de roteamento multicast, sendo comparado com
o método anterior utilizado em (Bueno e Oliveira, 2010).
• Aplicação de um algoritmo AEMO baseado em tabelas, o AEMT, no modelo de
roteamento multicast com QoS, por se tratar de um método voltado à otimização
discreta, enquanto que o SPEA II, aplicado anteriormente por Bueno e Oliveira
(2010) é direcionado a problema de otimização continua.
• A aplicação de algoritmos AEMOs many objective, em especial o AEMMT, no pro-
blema de roteamento multicast com qualidade de serviço foi investigado em formu-
lações com 4, 5 e 6 objetivos, uma vez que o modelo anterior baseado no SPEA II
apresentou uma queda de desempenho signiﬁcativo a partir de 5 objetivos.
• A partir da análise dos pontos fortes e fracos do AEMMT no problema de roteamento
uma nova variação do método foi proposto e chamado de AEMMD. Esse método
retornou um melhor desempenho no problema do roteamento multicast com QoS
em formulações com 4, 5 e 6 objetivos.
1.3 Organização do Texto
Os demais capítulos deste trabalho estão assim organizados:
• Capítulo 2: introduz os conceitos de otimização evolutiva e otimização multiobje-
tivo. Descreve o funcionamento dos algoritmos evolutivos utilizados nas investiga-
ções do trabalho.
• Capítulo 3: formaliza o Problema de Roteamento Multcast na perspectiva multiob-
jetivo. Apresenta uma revisão da literatura relacionada.
• Capítulo 4: revisa diversas estratégias evolutivas utilizadas para resolver o Problema
de Roteamento Multicast, focando no modelo anterior de Bueno e Oliveira (2010),
que foi o ponto de partido do trabalho. Apresenta as novas abordagens propostas
neste trabalho, como o novo cruzamento ou o novo métodomany objective AEMMD.
• Capítulo 5: apresentação e discussão dos resultados experimentais, utilizando as
métricas de convergência e diversidade para avaliar o desempenho de diferentes
ambientes de roteamento multiobjetivos implementados nesse trabalho.
• Capítulo 6: considerações ﬁnais e sugestões para trabalhos futuros.

CAPÍTULO 2
Otimização Evolutiva
2.1 Otimização Evolutiva (OE)
Existem diversos métodos para determinar o ponto ótimo em uma função ou em um
conjunto de funções. Eles são divididos basicamente em dois grandes grupos: diretos
e probabilísticos. Os métodos diretos são usados somente quando a função objetivo é
diferenciável. Os métodos probabilísticos utilizam somente o valor da função objetivo no
ponto de interesse, sem se importar com as derivadas. Geralmente, o custo computacional
dos métodos probabilísticos é maior quando comparados aos diretos, mas os probabilísticos
podem ter convergência mais rápida dependendo do problema a ser otimizado.
Como observa (Schwefel, 1994), o mundo real é não-linear e dinâmico, cheio de fenô-
menos como descontinuidade, instabilidade estrutural e formas geométricas fractais. Por-
tanto em problemas em que precisamos levar em conta tais fenômenos, os métodos diretos
certamente não apresentarão desempenho satisfatório. Neste contexto, os métodos proba-
bilísticos são uma alternativa para tentar superar as limitações apresentadas por métodos
tradicionais, embora não garantam a obtenção da solução exata, já que a busca pela
solução é dependente de parâmetros heurísticos.
Existem diferentes métodos probabilísticos e vários são baseados em comportamentos
observados na natureza. Um desses grupos é o dos métodos evolutivos, que simulam o
processo de seleção natural e evolução das espécies, sendo que o representante mais famoso
deste grupo é o Algoritmo Genético (AG). A ideia principal de um AG é a evolução de
uma população de indivíduos, que são os candidatos a soluções do problema, de forma
que no ﬁnal do processo a população seja mais bem adaptada às restrições e que algum
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indivíduo esteja perto ou até seja o ponto ótimo.
Segundo (De Jong, 2006), os principais componentes dos sistemas evolutivos são:
• Populações de indivíduos, onde uma ou mais populações concorrem por recursos
limitados;
• Aptidão, que reﬂete a habilidade do indivíduo para sobreviver e reproduzir-se;
• A noção de mudanças dinâmicas nas populações devido ao nascimento e morte dos
indivíduos;
• Os conceitos de variabilidade e hereditariedade, ou seja, os novos indivíduos possuem
muitas das características de seus pais, embora não sejam idênticos.
Tais conceitos foram inspirados na chamada Teoria Sintética da Evolução, também
conhecida como Neodarwinismo (Ridley, 1996). O Neodarwinismo considera que os prin-
cipais fatores evolutivos são a mutação, a recombinação gênica e a seleção natural (Amabis
e Martho, 1985; Ridley, 1996).
2.2 Algoritmos Evolutivos (AE)
Do ponto de vista computacional, a evolução pode ser vista como um processo de busca
por soluções para um determinado problema. Esta é a perspectiva adotada ao aplicarmos
a Biologia Evolutiva como fonte de inspiração para o desenvolvimento da Computação
Evolutiva. Deste modo, um algoritmo evolutivo pode ser deﬁnido como um procedimento
iterativo de busca (ou otimização) inspirado nos mecanismos evolutivos biológicos.
Baseado no Neodarwinismo, um algoritmo evolutivo básico contém as seguintes carac-
terísticas:
1. População de indivíduos: uma população de candidatos à solução (denominados
indivíduos ou cromossomos) que se reproduz com herança genética. Cada indivíduo
representa uma solução do espaço de busca e os indivíduos devem se reproduzir
através da troca de informação genética.
2. Variação genética: diﬁcilmente uma população contém toda a informação genética
do universo do problema. Dessa forma, a população ﬁca restrita a um conjunto
de conhecimento, o que impede que o processo de busca tenha acesso a todas as
soluções do problema. Por isso, alguns indivíduos podem sofrer mutação genética,
na tentativa de inserir informações que a população não possui.
3. Seleção natural: após a reprodução dos indivíduos, selecionam-se indivíduos para a
próxima geração. Assim, nascem novos indivíduos e outros morrem de geração para
geração. Neste contexto, após efetuar todos os cruzamentos da população atual,
somente os indivíduos mais aptos a sobreviver serão selecionados para a próxima

38 Capítulo 2. Otimização Evolutiva
genético e mostrou que um alfabeto binário maximiza o paralelismo implícito. Por exem-
plo, em uma população de tamanho tpop, pelo menos (tpop)3 são processados de forma
útil. Esta propriedade foi denominada paralelismo implícito, pois é obtida sem nenhuma
exigência extra de memória e processamento.
Um conjunto restrito de caracteres (letras, códigos, números reais etc.) também pode
representar um indivíduo. Apesar de a codiﬁcação binária ser bastante utilizada, al-
guns problemas se adaptam melhor com outras codiﬁcações. Alguns exemplos podem
ser encontrados em (Meyer 1992; Kitano 1994). Michalewicz (1996) argumentou que a
representação binária apresenta desempenho prejudicado quando aplicada a problemas
numéricos com alta dimensionalidade e onde alta precisão é requerida.
Fogel (1994) argumentou que o espaço de busca por si só (sem levar em conta a
escolha da representação) não determina a eﬁciência do algoritmo genético. Espaços
de busca de dimensão elevada podem às vezes ser explorados eﬁcientemente, enquanto
que espaços de busca de dimensão reduzida podem apresentar diﬁculdades signiﬁcativas.
Fogel, entretanto, concordou que a maximização do paralelismo implícito nem sempre
produz um desempenho ótimo.
Portanto, a codiﬁcação é uma das etapas mais críticas na deﬁnição de um algoritmo
genético. Deste modo, a deﬁnição inadequada da codiﬁcação pode levar a problemas de
convergência prematura.
2.2.2 Operadores genéticos
O principio básico dos operadores genéticos é transformar a população por meio de
sucessivas gerações, estendendo a busca até alcançar um critério de parada. Os operadores
genéticos são necessários para que a população se diversiﬁque e mantenha as características
de adaptação adquiridas pelas gerações anteriores. Os dois operadores genéticos mais
conhecidos são:
1. Cruzamento (crossover): através do cruzamento, são criados novos indivíduos
combinando características de dois ou mais indivíduos pais. A combinação utiliza
a informação genética de cada pai para criar um novo indivíduo. O cruzamento
resulta em um indivíduo que potencialmente pode exibir características melhores
que dos pais. No método clássico, os pais do cruzamento são selecionados de forma
probabilística, com a probabilidade de seleção proporcional à aptidão do indivíduo.
2. Mutação: esta operação modiﬁca aleatoriamente alguma característica genética do
indivíduo. Esta pequena alteração possibilita a população adquirir novas informa-
ções que não eram possíveis alcançar, pois estas ainda não estavam armazenadas
nos genes de qualquer indivíduo da população. Em outros termos, o operador de
mutação é necessário para a introdução e manutenção da diversidade genética da po-
2.3. Otimização Multiobjetivo (OM) 39
pulação. Desta forma, a mutação assegura a probabilidade de se alcançar a qualquer
ponto do espaço de busca.
2.2.3 Geração e seleção
Algoritmos genéticos renovam suas populações no ﬁnal de cada geração, sendo que
uma geração corresponde a uma iteração do algoritmo. Uma iteração é composta pelo
uso de todos os operadores genéticos sequencialmente. Através da execução de uma grande
quantidade de gerações é possível obter bons indivíduos.
O Algoritmo genético clássico utiliza um esquema de seleção de indivíduos para a pró-
xima geração chamado roulette wheel ou método da roleta (Michalewicz, 1996). O método
da roleta atribui a cada indivíduo da população uma probabilidade de permanecer para a
próxima geração proporcional ao seu ﬁtness medido, em relação à somatória do ﬁtness de
todos os indivíduos da população. Assim, quanto maior o ﬁtness de um indivíduo, maior
a probabilidade dele ﬁcar na próxima geração. No entanto, a seleção de indivíduos por
roulette wheelpode fazer com que o melhor indivíduo da população seja perdido, ou seja,
não passe para a próxima geração. Uma alternativa é guardar o melhor indivíduo encon-
trado em todas as gerações do algoritmo. Outra opção é simplesmente manter sempre os
melhores indivíduos da geração atual na geração seguinte, estratégia essa conhecida como
seleção elitista (Fogel, 1994; Michalewicz, 1996). Vários outros métodos de seleção podem
ser usados para deﬁnir a população da próxima geração.
Além da seleção dos sobreviventes ao ﬁnal de uma geração, os métodos de seleção
são utilizados para decidir os pares de indivíduos da população que serão submetidos
ao cruzamento. Além do método da roleta, um método bastante utilizado é o torneio.
Neste método de seleção N indivíduos da população são selecionados de forma aleatória
para formar uma subpopulação temporária. Esses indivíduos disputam entre si para ser
selecionado aquele com melhor ﬁtness.
2.3 Otimização Multiobjetivo (OM)
Segundo Ticona (2003), a maioria dos problemas reais encontrados na área de otimiza-
ção tem como desaﬁo a obtenção de diversos objetivos que devem ser atingidos simultane-
amente. É comum esses objetivos serem conﬂitantes, ou seja, melhorar um objetivo pode
prejudicar outros. Desta forma, pode não ser possível obter uma solução que contenha
os melhores valores de todos os objetivos. Para essa classe de problemas devemos buscar
um conjunto de soluções eﬁcientes.
Este tipo de problema é conhecido como Problema de Otimização Multiobjetivo. Es-
tes problemas envolvem minimização (ou maximização) simultânea de um conjunto de
objetivos que satisfaçam algumas restrições. Mesmo com objetivos conﬂitantes, algumas
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soluções conseguem superar outras soluções em todos os objetivos, assim dizemos que
essas soluções dominam as outras. Soluções que não são dominadas por nenhuma outra
solução são classiﬁcadas como não dominadas (Arroyo, 2002). A Figura 2.2 ilustra o
conceito de solução não dominadas.
Todas as soluções não dominadas, considerando-se o espaço de busca completo, for-
mam o conjunto de Pareto ou Fronteira de Pareto (pois não existe nenhuma solução que
domina esses pontos) ou Pareto Ótimo. O Pareto Ótimo constitui o objetivo da busca na
otimização multiobjetivo. Pela deﬁnição, um vetor z é Pareto Ótimo se não existe outro
vetor viável z∗ que possa melhorar pelo menos um objetivo de z.
Figura 2.2: Soluções não dominadas em um problema de minimização de 2 objetivos.
No gráﬁco a) o conjunto de soluções não dominadas está demarcado pela linha, podemos
ver claramente que o vetor z participa desta fronteira. No gráﬁco b) o novo elemento z∗
domina o elemento z por melhorar o objetivo 2. Após a descoberta do novo elemento, z∗
integra a nova fronteira e z é dominado.
A otimização multiobjetivo se diferencia da monobjetivo, por raramente admitir uma
simples solução (Fonseca e Flemin, 1995). Por isso, cada problema multiobjetivo possui
um conjunto de soluções (Pareto Ótimo), onde todas as soluções possuem o mesmo grau
de importância, ou seja, não existe uma solução melhor que outra, se for considerado que
cada objetivo do problema possui o mesmo nível de relevância. A Figura 2.3 ilustra o
conceito de Pareto Ótimo.
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Figura 2.3: Conceito de Pareto Ótimo. Considerando um problema de minimização com
os objetivos F1 e F2. Se os pontos de 1 a 9 representam todas as soluções do problema,
podemos dizer que os pontos 1, 2, 3 e 4 formam o Pareto Ótimo.
À medida em que se aumenta o número de objetivos a serem otimizados, o problema
de busca por uma solução Pareto Ótimo se torna complexo de forma exponencial. Os
métodos de otimização convencional, como aqueles baseados no Gradiente (Hestenes and
Stiefel, 1952) e no Simplex (Nelder and Mead, 1965), adaptados aos problemas multiobje-
tivos apresentam restrições e tornam-se ineﬁcientes. Deste modo, métodos de otimização
inexatos têm sido empregados e problemas com múltiplos objetivos, dentre eles, os algo-
ritmos evolutivos (Pereira, 2004).
2.4 Algoritmos Evolutivos Multiobjetivos (AEMOs)
Algoritmos evolutivos (AE) têm sido bastante utilizados por possuírem uma série de
características que os tornam bem atraentes para problemas de Otimização Multiobjetiva
(OM): (i) eles são facilmente adaptáveis a restrições; (ii) realizam busca em paralelo;
(iii) não necessitam de derivadas; (iv) podem ser combinados com heurísticas de busca
local. Porém, os AEs possuem algumas desvantagens, pois podem ser mais lentos que
outros métodos alternativos e possuem parâmetros que devem ser bem ajustados para
obter eﬁcácia no processo de busca (Oliveira and Lorena, 2002).
David Schaﬀer (1984) foi o primeiro cientista a propor um algoritmo evolutivo em
um problema multiobjetivo, chamado de Vector Evaluated Genetic Algorithm (VEGA).
A partir do trabalho de Schaﬀer, diversos algoritmos genéticos multiobjetivos (AGMO)
foram propostos na literatura.
Um AGMO é constituído pela junção da estratégia evolutiva de um algoritmo genético
com a estratégia de uma técnica de otimização multiobjetivo. O AGMO tem como intuito
otimizar múltiplos objetivos para encontrar soluções aproximadamente ótimas. O AGMO
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com uma abordagem de Pareto identiﬁca na população ﬁnal um conjunto de soluções não
dominadas. Duas questões são tratadas para o AGMO alcançar seus objetivos: como obter
soluções próximas à fronteira de Pareto e como manter a diversidade entre as soluções
(Deb, 2001).
A estrutura geral dos AGMOs é semelhante à dos AGs tradicionais, mas algumas
modiﬁcações ajudam a encontrar diversas soluções próximas do ótimo de Pareto. Den-
tre essas modiﬁcações, podemos destacar: deﬁnir uma função de aptidão multiobjetivo;
utilizar um critério de seleção baseado na dominância de Pareto; adotar uma estratégia
elitista; e utilizar uma população externa de soluções não dominadas (Bui and Aln, 2008;
Zitzler, 1999A). A diversidade pode ser estimulada, dentre outras estratégias, por meio
da consideração da densidade populacional, que consiste em uma estimativa de quão po-
voada é a região que cerca cada solução no espaço de objetivos. Essa informação pode
ser aproveitada em procedimentos como no cálculo da função de aptidão ou no critério de
seleção (Spolaôr, 2010). Nas próximas subseções, descreveremos dois AGMOs bastante
conhecidas e utilizados na literatura: o NSGA2 e o SPEA II.
2.4.1 Non-Dominated Sorting Genetic Algorithm II (NSGA2)
O algoritmo Non-dominated Sorting Genetic Algorithm (NSGA) (Srinivas e Deb, 1994)
utiliza um esquema de ordenação para enfatizar os bons indivíduos da população e uma
técnica de nicho para evitar convergência prematura. O NSGA foi um dos primeiros AG-
MOs de sucesso na literatura (Srinivas and Deb, 1994). Porém, este algoritmo apresentou
alguns aspectos negativos, como a alta complexidade na ordenação de indivíduos não-
dominados, a ausência de elitismo e a dependência de um parâmetro especíﬁco. Assim,
para garantir uma maior diversidade, surgiu o NSGA2 (Deb et al, 2002), tratando essas
deﬁciências.
O NSGA2 divide as populações em fronteiras baseados no conceito de dominância
entre os indivíduos. Assim, na primeira fronteira, ﬁcam os indivíduos não-dominados,
na segunda fronteira ﬁcam os indivíduos dominados somente pela primeira fronteira, na
terreira fronteira ﬁcam os indivíduos dominados apenas pela primeira e segunda fron-
teira e assim por diante. Os indivíduos que estão localizados na primeira fronteira são
considerados as melhores soluções daquela geração.
O funcionamento do NSGA2 se destaca por possuir dois mecanismos importantes no
processo de seleção: a ordenação rápida de não-dominância e a distância de multidão
(Crowding Distance). A Figura 2.4 mostra o funcionamento da etapa de seleção do algo-
ritmo NSGA2.
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Figura 2.4: Etapa de seleção do NSGA2.
O primeiro passo é atribuir o grau de dominância na população inteira para deﬁnir
a qual fronteira cada indivíduo irá pertencer. Após os indivíduos serem atribuídos as
suas fronteiras eles serão classiﬁcados pelo operador de diversidade dado pela distância
de multidão. Esse operador irá ordenar cada indivíduo de acordo com sua distância em
relação aos indivíduos vizinhos na mesma fronteira. Quanto mais distantes do ponto
central, maior a probabilidade de serem selecionados. Este operador permite um melhor
espalhamento dos indivíduos, evitando aglomerações.
2.4.2 Strength Pareto Evolutionary Algorithm II (SPEA II)
O AGMO denominado Strength Pareto Evolutionary Algorithm II (SPEA II) foi pro-
posto em (Zitzler et al, 2002). Este método emprega duas populações P e Q. A população
P é a principal, sujeita a sofrer cruzamento, mutação e seleção. A população Q, conhe-
cida como população externa, armazena apenas soluções não-dominados que o algoritmo
encontrar ao longo das gerações. As populações P e Q em cada iteração t=1,2,...,N são
denotadas como PT e QT .
O primeiro passo desse algoritmo é criar uma população aleatória P1 e a população
externa Q1 é inicialmente vazia. A cada iteração, é obtida a população RT = PT + QT ,
sob a qual se calculam as aptidões de cada indivíduo, através das seguintes etapas:
1. Calcula-se o strenght ﬁtness de cada indivíduo. O strenght ﬁtness deﬁne o quão
forte é o indivíduo, sua força é igual ao número de soluções pertencentes a RT que
ele domina.
2. Calcula-se o valor do raw ﬁtness de cada indivíduo, para avaliar o quão fortemente
dominado o indivíduo é. Inicialmente separamos todas as soluções j ∈ RT que do-
minam o indivíduo corrente, assim raw =
∑
j∈Rt
strenghtj. Repare que indivíduos
não-dominados terão o valor do raw igual a zero e soluções com raw ﬁtness alto são
dominados por muitos indivíduos. A Figura 2.5 apresenta um conjunto de soluções
e seus valores (strenght, raw).
3. Calcula-se o valor de densidade densi de cada indivíduo i, baseada no método de
k -vizinhos. Como o método ordena as soluções pela aptidão, uma falha pode ocorrer
44 Capítulo 2. Otimização Evolutiva
quando existem muitas soluções não dominadas, já que toda solução não-dominada
possui o valor de raw = 0. Assim, não enfatiza a preferência de uma solução sobre
a outra. O cálculo de densidade é utilizado para prevenir essa falha (Zitzler et al,
2002). Inicialmente obtém-se a distância euclidiana do indivíduo i com as soluções
j ∈ RT , com j 6= i. Essas distâncias, denotadas distij, são ordenadas em ordem
ascendente. Logo após, a densidade do indivíduo i é calculada da seguinte forma:
densi =
1
(distkij+2)
. O valor de k geralmente é igual a 2
√
|RT |.
4. A aptidão Fi de cada indivíduo i é calculada segunda a fórmula:fi = rawi + densi.
Figura 2.5: Exemplo dos valores de strenght e raw de cada solução. Considere f1 e f2
objetivos a serem minimizados.
Observe que no caso onde o indivíduo i é não-dominado o valor de Fi deve ﬁcar no
intervalo entre [0,1]. Caso contrário, Fi ≥ 1. Após calcular a aptidão de cada indivíduo
da população RT , copia-se as soluções não dominadas para a população externa QT+1.
Como a população Q possui tamanho ﬁxo, três casos são observados:
1. A quantidade de indivíduos não-dominados é igual ao tamanho da população Q.
Nesse caso, os indivíduos não dominados são copiados para a população Q.
2. A quantidade de indivíduos não-dominados é menor que o tamanho da população
externa |Q|. Nesta situação, ordenam-se as soluções de RT pelo valor de aptidão em
ordem crescente e copiam-se os primeiros indivíduos para a população Q. Natural-
mente, os primeiros indivíduos serão os não-dominados em RT , pois possuem raw
= 0.
3. A quantidade de indivíduos não-dominados é maior que o tamanho da população
externa |Q|. Esta situação exige fazer um corte na população de não dominadas.
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A cada iteração do algoritmo de corte, escolhe-se um indivíduo tal que a distância
para o seu vizinho mais próximo seja a menor possível. Em caso de empate, utiliza-
se a segunda menor distância. Se houver empate novamente, utiliza-se a terceira
menor distância e assim sucessivamente. Os indivíduos com maiores distâncias são
eliminados.
Pra ﬁnalizar, realiza-se o processo de seleção, cruzamento e mutação sobre a população
QT+1 para gerar a nova população PT+1.
2.5 Algoritmos Evolutivos Many Objectives
Os algoritmos evolutivos multiobjetivos foram usados inicialmente para aproximar
toda a extensão do ótimo de Pareto principalmente em problemas com 2 ou 3 objetivos.
Após aplicação da busca evolutiva, é usual utilizar um tomador de decisão para escolher
uma solução mais adequada a partir desse conjunto. No entanto, para os problemas com
muitos objetivos, principalmente para mais de 4 objetivos, o número de soluções para
aproximar todo o conjunto ótimo geralmente aumenta exponencialmente e o processo de
decisão pode ﬁcar muito difícil (Goulart e Campelo, 2014). Por isso, tem-se uma nova
classe de AGMOs conhecida como many obejctives, que surgiram com o propósito de
tratar problemas onde a quantidade de objetivos é muito grande. Mas qual é o número
limite de objetivos que separa "multi"de "many"? A resposta é "quando técnicas multi-
objetivas não são capazes de proporcionar bons resultados". Esta não é, possivelmente,
uma resposta satisfatória, uma vez que podem depender do algoritmo e sobre o problema.
Portanto, não existe um limite formal da quantidade de objetivos de tal modo que os
resultados deixam de ser suﬁcientemente precisos. Mesmo com essa discussão, iremos
adotar aqui a convenção de que m > 4 (Hisao et al, 2008) é suﬁciente para caracterizar
um problema como pertencendo à classe many objective.
Neste trabalho utilizaremos o algoritmo many objective AEMMT (Brasil e Delbem,
2013) aplicado no problema de Roteamento de Tarefas. Mas antes de descreve-lo apresen-
tamos o algoritmo AEMT por ser o seu precursor e que também foi utilizado no presente
trabalho.
2.5.1 Algoritmo Evolutivo Multiobjetivo em Tabelas (AEMT)
O principal objetivo do AEMT é lidar com problemas multiobjetivos em otimização
discreta. Uma característica importante do AEMT é trabalhar com várias populações
paralelamente por meios de tabelas. Um detalhe interessante é que cada tabela (subpo-
pulação) avalia a solução em relação a um único objetivo. Deste modo, o AEMT trabalha
armazenando indivíduos avaliados por meio de várias funções de aptidão, assim lidando
com vários objetivos simultaneamente. Uma tabela extra é utilizada pelo AEMT, na qual
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a função de aptidão é a ponderação de todos os objetivos (Delbem, 2002), normalmente
dada por uma média aritmética simples. Uma extensão do AEMT utiliza uma segunda ta-
bela extra que contém todos os indivíduos não-dominados, denominado AEMTnd (Brasil
e Delbem, 2013).
Por ser um algoritmo evolutivo, ele utiliza os mesmos operadores genéticos que o AG,
porém possui uma diferença importante no processo de cruzamento. Na etapa de seleção
dos pais, primeiro selecionam-se duas tabelas aleatórias, não necessariamente distintas.
Cada tabela contribui com um indivíduo por meio de algum método de seleção, seja por
torneio simples, roleta russa, etc. Esses dois indivíduos são pais para o cruzamento. Os
ﬁlhos provenientes deste cruzamento poderão ser inseridos em todas as tabelas, desde que
sua adequação ao objetivo relativo à cada tabela em questão seja melhor que pelo menos
um dos indivíduos da mesma. Diferente do AG, o AEMT efetua apenas um cruzamento
por geração. Após o cruzamento, o ﬁlho pode passar por uma mutação e sua probabilidade
de sofrer essa mutação é dada por um parâmetro do método.
O AEMTnd (Brasil et al, 2011) possui uma tabela para cada objetivo do problema,
uma tabela com a ponderação de todos os objetivos e uma tabela de indivíduos não-
dominados. As tabelas de um único objetivo devem convergir para as extremidades do
Pareto e a tabela de ponderação ajuda a encontrar elementos intermediários do Pareto,
enquanto a tabela de não-dominados visa aproximar o Ótimo de Pareto. Nessa versão,
também é efetuado um único cruzamento por iteração.
2.5.2 Algoritmo Evolutivo Multiobjetivo comMuitas Tabelas (AEMMT)
Uma abordagem mais robusta do AEMT proposto por (Brasil e Delbem, 2013) foi
chamado de AEMMT. Este método difere do AEMT por usar muito mais tabelas que o
AEMT. Enquanto o AEMT utiliza uma tabela para cada objetivo, além de uma tabela
com a ponderação de todos os objetivos pela média aritmética, o AEMMT utiliza todas
as tabelas do AEMT mais outras tabelas formadas pela combinação dos objetivos par
a par, trio a trio e assim por diante, sendo que o ﬁtness relacionado a cada tabela é
a ponderação dos objetivos que estão relacionados a ela. Em relação ao cruzamento e
mutação, o processo é similar ao AEMT e apenas um cruzamento é realizado a cada
iteração do algoritmo.
Como exemplo, um problema que envolve 3 objetivos teria 8 tabelas. Uma tabela para
cada objetivo, uma tabela para cada ponderação par a par que envolve os 3 objetivos
(Tabela[objetivo1+objetivo2]; Tabela[objetivo1+obejtivo3]; Tabela[objetivo2+objetivo3])
e uma tabela que envolve a ponderação de todos os 3 objetivos. Assim como no AEMTnd,
o AEMMT utiliza uma tabela extra com os indivíduos não-dominados. A Figura 2.6
ilustra as tabelas formadas em problemas de 3 objetivos.
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Figura 2.6: Tabelas formadas em problemas de 3 objetivos usando o AEMMT. A tabela
ND guarda os indivíduos não-dominados. Repare no exemplo que o mesmo indivíduo pode
existir em mais de uma tabela, o que aumenta as chances de reprodução deste indivíduo.
Como o AEMMT envolve muitas tabelas, ele classiﬁca as tabelas que mais contribuí-
ram no processo evolutivo até o momento. Para tal, o algoritmo utiliza um mecanismo
de grau de contribuição. Cada tabela possui seu grau de contribuição zerado no início
do processo. A cada cruzamento, toda tabela que conseguiu gerar um ﬁlho sobrevivente
para próxima geração aumenta seu grau de contribuição, ou seja, a tabela contribuiu na
descoberta de um indivíduo melhor.
No processo de cruzamento, diferente do AEMT, ao invés das tabelas serem selecio-
nadas de forma aleatórias, elas são selecionadas utilizando um método de torneio. Em
(Brasil e Delbem, 2013) um torneio duplo foi utilizado nos experimentos. O método de
torneio se baseia no grau de contribuição de cada tabela. Assim, a tabela com maior con-
tribuição vence. Na primeira geração, as tabelas possuem o mesmo grau de contribuição
então, o processo de seleção é aleatório nesta situação. Segundo informações da autora,
as contribuições de todas as tabelas são zeras a cada 100 gerações. Outro detalhe im-
portante a ser reforçado é que todas as tabelas possuem tamanho ﬁxo, incluindo a tabela
de não-dominados. Nas implementações, foi utilizado o torneio duplo para selecionar as
tabelas no processo de cruzamento.
O AEMMT se caracterizou por conseguir trabalhar adequadamente com muitos ob-
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jetivos. Segundo (Brasil e Delbem, 2013), o algoritmo apresenta bom desempenho (em
termos de convergência e diversidade) em problemas que possuem mais de dez objetivos.
CAPÍTULO 3
Problema do Roteamento Multicast
(PRM)
Quando a rede Internet surgiu ninguém poderia imaginar que ela cresceria a ponto
de se tornar comercial, lucrativa e fonte de entretenimento (Tanenbaum, 2003). Por
este motivo, ela não foi projetada inicialmente para grandes tráfegos multimídia. Várias
técnicas foram propostas e implantadas a ﬁm de melhorar o QoS na rede e diminuir
os congestionamentos. Uma dessas técnicas é o roteamento multicast (Kurose e Ross,
2003). Diversas aplicações recentes da Internet, como ensino à distância, TV na Internet
e videoconferência, pertencem à categoria de comunicação de grupo, diferentemente de
outras aplicações que constituem conversações ponto-a-ponto. È comum que essas novas
aplicações tenham muitas fontes e receptores que podem chegar a milhões, como no caso
da TV na Internet. Um serviçomulticast eﬁciente é indispensável, uma vez que a utilização
de múltiplos canais unicast é inviável em termos dos recursos da rede e da capacidade de
processamento das estações (Costa e Duarte, 2003).
Existem diversos algoritmos para a criação da árvore de distribuição multicast. En-
tretanto, de uma maneira geral, os protocolos de roteamento multicast mais divulgados
podem construir dois tipos de árvore de distribuição: árvores por fonte (Source-Based
Trees, ou Source-Specﬁc Trees) ou árvores compartilhadas (ou centradas - Center-Based
Trees). Na árvore por fonte, para cada fonte de dados multicast é necessária à criação e
manutenção da árvore, enquanto que na árvore compartilhada por várias fontes podem
utilizá-la. Dessa forma, a raiz da árvore por fonte é o próprio nó fonte de tráfego, enquanto
que a árvore compartilhada tem por raiz um nó arbitrário da rede (Costa e Duarte, 2003).
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A seguir, são citados alguns algoritmos para a criação destas árvores:
• Algoritmo de Inundação: no algoritmo de inundação, ao receber um pacote
multicast, o nó veriﬁca se esta é a primeira vez que o pacote é recebido. Se este é
o caso, o pacote é enviado em cada uma das interfaces de saída, exceto aquela pela
qual o pacote foi recebido. Caso contrário o pacote é descartado.
• Árvores de Cobertura: a árvore de cobertura consiste num sub-grafo da topologia
da rede incluindo todos os nós, sem ciclos fechados. Pode-se adicionar o objetivo
de custo mínimo ao problema, onde o custo total é igual à soma dos custos de cada
enlace utilizado na árvore. Este tipo de árvore de cobertura de custo mínimo é
conhecido como árvores de Steiner. O problema de árvores de Steiner em redes é
NP-completo no caso geral.
• Árvores RPF: ao receber um pacote da fonte S, um roteador R veriﬁca se o pacote
foi recebido pela interface de saída que ele usaria para enviar dados a S, ou seja,
se o pacote chegou pelo caminho reverso entre a fonte S e o roteador R. Em caso
aﬁrmativo, o roteador reenvia o pacote em todas as interfaces de rede, exceto a
interface por onde o pacote chegou. Senão, o pacote é descartado.
• Árvores Centradas: no algoritmo de árvores centradas (ou árvores compartilha-
das) a árvore de distribuição multicast é construída a partir de um nó central da
rede. Os receptores (roteadores multicast de último salto) enviam os pedidos de
conexão ao grupo para este roteador central (ou roteador core). Cada roteador
atravessado pelo pedido de conexão armazena a interface pela qual o pedido chegou
para construir a árvore de distribuição.
Todos estes algoritmos utilizam apenas uma métrica para a construção da árvore, po-
rém já foi observado que várias métricas simultâneas podem ser necessárias para o cálculo
eﬁciente de rotas, como custo, delay e hop count, que estão também relacionadas com a
QoS. Sob a perspectiva da Engenharia de Tráfego, também surgem requisitos relacionados
à largura de banda e à otimização da utilização dos enlaces. Assim, diferentes objetivos
conﬂitantes são estabelecidos e o cálculo de rotas pode ser visto como um problema mul-
tiobjetivo (Fabregat et al, 2005).
3.1 Formulação do Problema Multiobjetivo
Considere a topologia da rede modelada como um grafo não direcionadoG = (V,E,W ),
onde V representa o conjunto de nós do grafo, E o conjunto de arestas e W os rótulos de
cada aresta. Um nó r ∈ V é dito nó raiz e representa o servidor que envia a mensagem.
Um conjunto de nós F ⊂ V representa o grupo multicast, ou seja, o grupo de nós de
destino ﬁnal f, ou o grupo de nós nos quais a mensagem deve chegar. Cada aresta e ∈ E
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é rotulada com um conjunto de pesos. Para exempliﬁcar, utilizamos uma das formulações
investigada em (Bueno e Oliveira, 2010), onde as arestas são rotuladas com quatro pesos,
c(e), d(e), z(e), t(e), que correspondem a: custo c(e) (tempo de envio da mensagem),
delay d(e) (tempo de preparo para enviar a mensagem), capacidade z(e) (capacidade
do tráfego) e tráfego t(e) (tráfego gerado pela mensagem). Estes pesos compõem um
elemento do conjunto W.
O objetivo do problema é encontrar uma árvore T = (Vt, Et) contida no grafo G
(Vt ⊂ V e Et ⊂ E), onde o nó r é o nó raiz da árvore e os nós folhas são os nós destinos do
conjunto F, sendo que não necessariamente todos os nós de F devem ser folhas, podendo
surgir como nós internos da árvore. Considere φ o ﬂuxo de dados da mensagem enviada
pelo nó r. A Figura 3.1 mostra um exemplo de um grafo G utilizado por (Bueno e Oliveira,
2010) onde o nó r está duplamente circulado e os nós de F estão mais escuros. A Figura
3.2 mostra exemplos de possíveis árvores geradas em base do grafo da Figura 3.1.
Figura 3.1: Exemplo de grafo G do trabalho de (Bueno e Oliveira, 2010).
Figura 3.2: Exemplos de árvores multicast gerados com base do grafo da Figura 3.1.
Diversas formulações aparecem em (Bueno e Oliveira, 2010), variando-se tanto a quan-
tidade de restrições quanto os objetivos a serem otimizados. Podemos citar como possíveis
objetivos a serem otimizados, támbem investigados por Bueno e Oliveira:
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Obj I Custo total da árvore: custo(T ) =
∑
e∈Et
c(e);
Obj II delay ﬁm-a-ﬁm atendido: Da(t) =
∑
t∈D y(delay(t)−dmax) ,onde y(x) =
{
1, x ≤ 0
0, x ≥ 0
;
Obj III delay total da árvore: Dt(T ) =
∑
e∈Et
d(e);
Obj IV delay ﬁm-a-ﬁm médio: Dm(T ) =
∑
t∈D delay(t)
|D|
;
Obj V delay ﬁm-a-ﬁm máximo: Dmax(T ) = max(delay(ti)), i = 1, ..., |D|;
Obj VI hops count : hops(T ) = |Et|;
Obj VII Utilização máxima de enlaces: αmax(T ) = max
{
t(e)+φ
z(e)
, ∀e ∈ Et;
Obj VIII Utilização média dos enlaces: αmed(T ) =
∑ t(e)+φ
z(e)
|Et|
, ∀e ∈ Et.
O objetivo II, diferentemente dos outros, é dependente da restrição por delay (dmax )
encontrada na formulação mono-objetivo citada em (Bueno e Oliveira, 2010B). A restrição
aﬁrma que a soma dos delays do nó raiz até um dos nós de destino f deve ser menor ou
igual ao delay máximo (dmax ) permitido.
A seguir vamos mostrar como efetuar os cálculos dos objetivos usando a árvore da
Figura 3.3 para os exemplos dos cálculos.
Figura 3.3: Em (1) temos um exemplo de uma árvore T que representa uma possível
solução do problema. Em (2) temos as informações de cada aresta da árvore T, onde cada
aresta está rotulada com letras minúsculas do alfabeto.
Considere os nós 4, 5 e 7 como os nós destinos.
Obj I Custo total da árvore: custo(T ) = 2 + 3 + 5 + 2 + 7 + 3 + 2 = 24;
Obj II delay ﬁm-a-ﬁm atendido; considerando dmax = 8: a soma dos delays do nó raiz até
um destino são d(4) = 4, d(5) = 9 e d(7) = 8, logo y(4) = 1, y(5) = 0 e y(7) = 1;
Da(t) = 1 + 0 + 1 = 2;
3.2. Deﬁnição dos Problemas 53
Obj III delay total da árvore: Dt(T ) = 1 + 2 + 3 + 2 + 5 + 3 + 1 = 17;
Obj IV delay ﬁm-a-ﬁm médio: a soma dos delays do nó raiz até um destino são d(4) = 4,
d(5) = 9 e d(7) = 8; Dm(T ) = 4+9+83 ;
Obj V delay ﬁm-a-ﬁm máximo: a soma dos delays do nó raiz até um destino são d(4) = 4,
d(5) = 9 e d(7) = 8; Dmax(T ) = max(4, 9, 8) = 9;
Obj VI hops count : sendo a árvore composta de 7 arestas, logo hops(T ) = 8;
Obj VII Utilização máxima de enlaces: αmax(T ) = max(10+1040 ,
15+10
25
, 17+10
23
, 13+10
31
, 26+10
71
, 29+10
49
, 15+10
50
) =
max(0.5, 1, 1.17, 0.74, 0.51, 0.79, 0.5) = 1.17;
Obj VIII Utilização média dos enlaces: αmed(T ) =
10+10
40
+ 15+10
25
+ 17+10
23
+ 13+10
31
+ 26+10
71
= 29+10
49
+ 15+10
50
7
=
0.5+1+1.17+0.74+0.51+0.79+0.5
7
= 0, 74.
3.2 Deﬁnição dos Problemas
Os problemas aqui investigados variam de 2 a 6 objetivos sendo que os problemas
de P1 a P7 também foram investigados em (Bueno, 2010). Dado um grafo direcionado
conectado G = (V;E) e um par de pesos (c(e); d(e)) para cada e ∈ E deﬁnidos em R,
deseja-se calcular o conjunto Pareto ótimo de árvores T de G enraizadas em r ⊂ V que
contenham um conjunto de vértices F ⊂ V em cada um dos seguintes problemas:
• Problemas de 2 objetivos:
 P1: formado pelos objetivos I e II;
 P2: formado pelos objetivos I e III;
 P3: formado pelos objetivos I e IV;
 P4: formado pelos objetivos I e V;
 P5: formado pelos objetivos I e VI;
• Problema de 4 objetivos:
 P6: formado pelos objetivos I, V e VI e VII;
• Problema de 5 objetivos:
 P7: formado pelos objetivos I, V e VI, VII e VIII;
• Problema de 6 objetivos:
 P8: formado pelos objetivos I, IV, V e VI, VII e VIII;
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3.3 Trabalhos Relacionados
Por ser um problema muito complexo, existem vários trabalhos relacionados ao rote-
amento em rede que tratam de suas variações do PRM. Algoritmos como Bellman-Ford
(Cormen et al, 2007) e Dijkstra (Dijkstra, 1993), que apresentam baixo custo computaci-
onal, são usados para manter o dinamismo e bom funcionamento das redes. Entretanto,
quando se trata de roteamento multicast com QoS, esses algoritmos exatos não podem
ser adequados pela necessidade de otimização de múltiplos objetivos. Neste trabalho,
diversos métodos evolutivos são investigados para obtenção das rotas multicast nas quais
diferentes métricas são usadas.
Dreyfus e Wagner, em 1971, propuseram um algoritmo exato para resolver em tempo
O∗(3|D|) o Problema da Árvore de Steiner (PAS). Esse algoritmo é baseado em programa-
ção dinâmica, fazendo uso de um algoritmo de menor caminho para calcular subárvores
de Steiner. Outros autores que trabalharam em abordagens exatas para o PAS foram
(Aneja, 1980) e (Hakimi, 1971). Diversos procedimentos heurísticos foram criados para o
PAS. Por exemplo, Aragão et al (2001) propôs uma meta-heurística GRASP com busca
local baseada na heurística de Takahashi e Matsuyama (1980). Essa heurística utiliza
o algoritmo de Dijkstra para construir uma solução a partir da união incremental do
caminho mais próximo entre algum destino não inserido e a árvore corrente.
Um variação do PAS bem conhecida na literatura é o Problema da Árvore de Steiner
com Restrições (PASR). Em 1997, Rouskas e Baldine propuseram uma heurística para o
problema PASR que se limita aos objetos delay ﬁm-a-ﬁm e variação do delay, onde a ideia
principal é a criação de soluções a partir do cálculo de sucessivos menores caminhos. Por
outro lago, Kompella et al (1993) propuseram uma heurística baseada em programação
dinâmica (heurística KPP) para abordar o PASR considerando o custo e uma restrição de
delay máximo. Esta formulação para o PASR é a formulação mais usada para o Problema
de Roteamento Multicast Monobjetivo.
Em 1998, Ravikumar e Bajpai apresentaram um AG mono-objetivo voltado para o
problema de roteamento multicast usando os parâmetros da rede: custo, delay e largura
de banda. Em 2001, este método foi aperfeiçoado alterando a estratégia de cruzamento
e usando seleção elitista (Zhengying et al, 2001). Oliveira e Araújo propuseram, em
2004, algumas melhorias no modelo de Ravikumar e Zhengying, tais como, algoritmo de
reconexão no cruzamento e mutação, deﬁnição aprimorada dos parâmetros e uso de ﬁltro
para indivíduos repetidos.
Uma aplicação do algoritmo Quantum-behaved Particle Swarm Optimization (QPSO)
no PRM na formulação monobjetivo foi investigada por (Sun et al, 2012). O QPSO
normalmente aplicados e otimização continua, porém Sun e outros adaptaram o QPSO
para otimização discreta e aplicaram no PRM.
Em (Campos, 2015) um novo modelo matemático para o PRM monobjetivo com múl-
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tiplas seções foi proposto. O modelo tem como função objetivo maximizar a capacidade
residual, sujeito a restrições de capacidade das arestas, limite de orçamento e requisito
de uma árvore de comunicação para cada sessão. Nesta investigação utiliza-se um AG
com a estratégia de reﬁnar as soluções encontradas através de substituição de arestas
congestionadas. O AG conseguiu encontrar soluções signiﬁcativamente mais econômicas.
A otimização simultânea de múltiplos objetivos é uma tarefa complexa. Muitas vezes
estes objetivos são conﬂitantes entre si. Isto é, a melhoria de alguns objetivos prejudica
outros objetivos (Oliveira e Vita, 2009). Deste modo, é difícil determinar uma solução
ótima (que seja melhor em todos os aspectos). Porém, pode-se determinar um conjunto
de soluções que são melhores em todos os aspectos (objetivos) comparando-se com todas
as soluções do espaço de busca que não fazem parte deste conjunto (Ótimo de Pareto).
Em (Oliveira e Vita, 2009), o NSGA2 foi investigado no roteamentomulticast com QoS,
considerando-se problemas que envolvem apenas dois objetivos. Tal trabalho baseou-se
nos modelos citados em (Ravikumar e Bajpai, 1998) e (Oliveira e Araujo, 2004). A in-
vestigação procedeu em diversos modelos do NSGA2 (NSGA, NSGA-II e -NSGA-II),
além de avaliar algumas mudanças no cruzamento. Em (Bueno e Oliveira, 2010b) este
problema foi investigado adicionando-se outros dois AGMOs: SPEA e SPEAII. Também
foram investigadas estratégias multiobjetivas e algumas estratégias evolutivas criando di-
versas variações de AGMOs. Estas variações foram aplicadas aos problemas que envolvem
dois ou mais objetivos. Entretanto, em (Bueno e Oliveira, 2010) experimentos com o am-
biente baseado no SPEA II mostraram que a convergência para o Ótimo de Pareto decai
substancialmente quando 4 ou 5 objetivos são utilizados.
Foi realizada uma investigação em (Andrade, 2013) na formulação multiobjetivo do
PRM envolvendo versões dos AGMOs NSGA2 e SPEA II, além de uma adaptação do
algoritmo GRASP para o PRM. A investigação procedeu analisando três métodos de
cruzamentos, dois de inicialização e um único método de mutação. Foi utilizada uma
busca local para melhorar na convergência. Os resultados foram avaliados por métodos
estatísticos não-paramétricos. Por ﬁm, uma das versões do NSGA2 apresentou melhores
resultados que os demais métodos.
Um problema muito próximo do PRM é o Problema de Roteamento de Veículos (PRV).
Em geral, este problema consiste em deﬁnir rotas de menor custo que satisfaçam a todas
as demandas de coleta e entrega dos consumidores, respeitando a capacidade limitada dos
veículos. Entretanto, em diversas situações reais, esses problemas não se limitam a apenas
um único objetivo. Assis (2013) investigou este problema na formulação multiobjetiva com
os algoritmos MOGVNS, NSGA2, Pe e IBMOOLS. A qualidade dos algoritmos foram
avaliadas em 54 instâncias de teste encontradas na literatura. Os resultados apontaram
uma superioridade do MOGVNS frente aos demais algoritmos, considerando as métricas
hiper volume, cardinalidade e cobertura.
Um dos métodos investigados neste trabalho é o Algoritmo Evolutivo de Muitas Ta-
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belas (AEMT). É um AGMO novo proposto por Delbem (2002), aplicado em diversos
problemas multiobjetivos conhecidos na literatura. Porém, o AEMT ainda não foi apli-
cado no PRM. Três exemplos recentes de problemas multiobjetivos utilizando o AEMT:
• (Borges et al, 2013) aplicou o AEMT codiﬁcado na estrutura Representação Nó-
Profundidade (RNP) no problema de restabelecimento de energia em Sistemas de
Distribuição (SDs). Segundo o autor o uso do RNP pode melhorar o desempenho
obtido pelos algoritmos evolutivos. O motivo de ter selecionado este trabalho nesta
seção foi pela formulação do o problema de restabelecimento de energia em Siste-
mas de Distribuição apresentada neste artigo trabalhar com estruturas de dados
em forma de grafos e árvores. O uso do AEMT com a estrutura de dados RNP
resultou no AGMO AEMT-SND, que apresentou resultados satisfatórios aplicado
no problema tratado.
• O AEMT foi aplicado no problema de Predição de Estrutura de Proteínas (PEP)
(Brasil e Delbem, 2011). O PEP é um problema da classe NP-completo que envolve
vários objetivos conﬂitantes a serem otimizados. Como base de comparação, foi
utilizado o NSGA2. A avaliação comparativa indicou que o AEMT se adaptou
melhor ao PEP que o NSGA2, apresentando melhores resultados.
• Brasil e Delbem (2013) propuseram uma alteração no AEMT produzindo uma fron-
teira de Pareto com melhores amostras e obtendo uma melhor aproximação da fron-
teira de Pareto, o AEMTnd. Nesta versão, uma tabela que guarda as soluções não
dominadas foi adicionada, conseguindo resultados superiores ao do AEMT clássico.
Apesar dos resultados promissores com o AEMT, o PEP é um problema que envolve
mais de 3 objetivos e métodos multiobjetivos tendem a ter diﬁculdade em lidar com
problemas que envolvem muitos objetivos. Assim, Brasil e Delbem (2013) investigam o
uso dos AEMO many objectives e propuseram um método many objective que mostrou-
ser bastante eﬁciente em problemas de otimização discreta: o Algoritmo Evolutivo de
Muitas Tabelas (AEMMT) (Brasil e Delbem, 2013).
CAPÍTULO 4
Estratégias Evolutivas para o PRM
4.1 O modelo de roteamento multicast de (Bueno e
Oliveira, 2010)
O algoritmo de roteamento multicast proposto nesta dissertação baseia-se no modelo
multiobjetivo apresentado em (Bueno e Oliveira, 2010). Esse modelo, por sua vez, foi ba-
seado em modelos anteriores (Vita e Oliveira, 2003), (Araujo e Oliveira, 2004), (Zhengying
et al, 2001), (Ravikumar e Bajpai, 1998).
Ravikumar e Bajpai (1998) apresentaram um AG monobjetivo que otimizava dois ob-
jetivos através de uma função de avaliação composta: o custo total e o número de destinos
que atendem a uma restrição de delay máximo. A proposta foi deﬁnir uma codiﬁcação de
indivíduos baseada em árvores genéricas enraizadas, um operador de cruzamento baseado
nas similaridades entre duas árvores e um operador de mutação. As arestas de um in-
divíduo mutacionado podem ser removidas e inseridas novas arestas aleatoriamente. Em
2001, Zhengying e colegas propuseram algumas melhorias no modelo anterior alegando
que o algoritmo teria convergência prematura. Posteriormente, modiﬁcações adicionais
foram propostas para o modelo em (Oliveira e Araujo, 2004). Estas contribuições foram:
• Introdução da estratégia de elitismo;
• Uso de uma abordagem conhecida como Filtro, para prevenir a existência de indi-
víduo repetidos durante o processo evolutivo e aumento a diversidade populacional;
• Uma modiﬁcação no método e cruzamento utilizando uma estratégia alternativa no
processo de reconexão detalhada na seção 4.1.2;
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• Reﬁnamento de alguns parâmetros que envolvem o AG.
Baseado nesses modelos monobjetivos anteriores, Oliveira e Vita (2009) propuseram
um modelo multiobjetivo do problema usando todas as estratégias evolutivas que foram
citadas anteriormente. Suas investigações foram efetuadas utilizando o NSGA II como
AEMO base para o modelo de roteamento. Além disso, eles também investigaram algumas
alterações e adaptações nos métodos de cruzamento e mutação, especiﬁcamente na etapa
de reconexão de ambos os métodos, conforme apresentado na seção 4.1.2.
Posteriormente, Bueno e Oliveira (2010), deram continuidade às investigações no mo-
delo multiobjetivo oferecendo novas contribuições, como:
• Melhoria no método de cruzamento e mutação, na etapa de correção do novo indi-
víduo, caso ele seja infactível;
• Contribuição com três novas heurísticas que diversiﬁcam o método de cruzamento
e a mutação;
• Utilização de uma nova métrica no modelo do problema no contexto de Engenharia
de Tráfego;
• Proposta de dois novos ﬁltros que contribuíram para o aumento da diversidade na
população;
• Os AEMOs NSGA2 e SPEA II foram avaliados comparativamente, sendo que o
SPEA II mostrou melhor convergência. O modelo e os operadores genéticos resul-
tantes de tais investigações são descritos a seguir.
4.1.1 Geração da população inicial
Todo indivíduo é codiﬁcado com uma árvore enraizada genérica, que contem o nó
fonte como raiz r e o conjunto de nós destinos F, citados na formulação do problema. O
indivíduo é gerado de forma aleatória através dos seguintes procedimentos:
1. O primeiro nó a ser inserido será o nó raiz, logo insere-se o nó r e marque-o como
nó corrente;
2. Repita os seguintes passos até que todos os nós destinos estejam na árvore;
(a) Coloque em uma lista L as arestas adjacentes do nó corrente, evitando repeti-
ções;
(b) Selecione aleatoriamente uma aresta a da lista L;
(c) Insira a aresta a na árvore;
(d) Veriﬁque a ocorrência de ciclo na árvore; caso haja, remova a aresta a;
(e) Limpe a lista L, e selecione um nó aleatório da árvore como nó corrente;
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3. Utilize um algoritmo de poda para remover as informações desnecessárias da árvore.
A função principal da poda é garantir que todo vértice folha da árvore seja um nó
destino, porém nem todo nó destino é folha. A Figura 4.1 mostra um exemplo de indivíduo
antes e depois da poda. O nó duplamente circular é o nó raiz e os nós em negrito são os
nós destinos. Observe que após a poda todos os nós folhas são destinos. Isso porque a
mensagem enviada deve chegar aos nós 1, 8, 12 e 13. Deste modo, não há necessidade da
mensagem passar pelo nó 10 para chegar no nó 5. Assim, todos os ﬁlhos do nó 8 foram
cortadas da árvore.
Figura 4.1: Exemplo de indivíduo gerado aleatoriamente a parte da rede 0 3.1 F =
1, 8, 12, 13.
4.1.2 Cruzamento por Similaridade
O cruzamento descrito foi utilizado em (Bueno e Oliveira, 2010). Diferentemente do
AG canônico, onde o cruzamento de dois pais geram dois ﬁlhos, este método gera apenas
um ﬁlho. Após o cruzamento, aplica-se um método para veriﬁcar se o ﬁlho é um indivíduo
factível ou não. Caso ele não seja factível, trata-se a infactibilidade do indivíduo (a forma
de tratar a infactibilidade está descrita no ﬁnal dessa seção). O método de cruzamento
segue os seguintes passos:
• Fase de Divisão: separar as arestas em comum entre os dois pais, gerando uma
ﬂoresta de subárvores;
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• Fase de Reconexão: encontrar caminhos possíveis entre as subárvores usando o grafo
G como suporte até que uma árvore completa, que atinge todos os nós destinos a
partir do nó fonte, seja obtida. Dois métodos de reconexão são utilizados:
 Por menor caminho: dadas duas subárvores s1 e s2, escolha um nó aleatório
de cada subárvore, utilizando o algoritmo de Dijkstra (1993) para encontrar o
menor caminho entre estes nós no grafo G. O resultado será uma nova subár-
vore. Repita este passo até que haja apenas uma subárvore. Neste método é
necessário escolher um dos objetivos para utilizar o algoritmo de Dijkstra. A
cada cruzamento escolhe-se um objetivo aleatório.
 Aleatória: dadas duas subárvores s1 e s2, escolha um nó aleatório de cada
subárvore e encontre um caminho aleatório entre estes nós no grafo G. O re-
sultado será uma nova subárvore. Repita este passo até que a apenas uma
subárvore.
• Fase de Poda: a fase de reconexão pode gerar um ﬁlho com informações extras na
árvore, ou seja, ﬁlhos com nós folhas que não sejam nós destinos. Dessa forma,
como no método de gerar população inicial, cada ﬁlho passa pelo processo de poda.
A fase de divisão tem como característica gerar uma ﬂoresta de subárvores. Nesta
fase, as arestas em comum entre os pais são identiﬁcadas e algumas arestas não possuem
ligação entre si. Dessa forma, gera-se um conjunto de grafos desconexos. Como todos os
grafos têm atributos de uma árvore, então é gerada uma ﬂoresta de subárvores. A fase de
reconexão une toda a ﬂoresta formando uma única árvore. É uma fase não trivial, pois
a reconexão pode gerar uma árvore com nós repetidos ou ciclos (o que descaracteriza a
árvore). Nessa fase, deve-se tratar a infactibilidade da árvore resultante, além do uso de
métodos de rotação, para garantir que o nó r seja o nó raiz da árvore. É fácil perceber
que uma característica deste cruzamento é que os ﬁlhos não são formados de 100% das
informações dos pais. A Figura 4.2 mostra um exemplo das etapas do cruzamento.
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Figura 4.2: Exemplo das etapas de cruzamento, considere F = {1,8,11}. As arestas em
comum do Pai 1 e Pai 2 estão destacadas em negrito. A fase Divisão forma três subárvores
com todas as informações em comum dos pais, inserindo os nós destinos que não estejam
nas arestas em comum (no exemplo, o nó 8). Na fase Reconexão estão destacados os nós
e arestas inseridos para reconectar as subárvores. Na fase Poda estão destacados os nós
que serão removidos.
Na fase de reconexão, o objetivo é conectar a ﬂoresta de subárvores s = s1, s2, ..., sk
para gerar uma nova árvore multicast T. As subárvores são formadas pela informação
em comum dos pais. Após a fase de divisão, separam-se as arestas em grupos formando
o máximo possível de subárvores conexas com o conjunto de arestas similares. Uma
subárvore também pode ser formada por apenas um nó desde que este nó seja um nó
folha. São conhecidas como subárvores isoladas. Isso garante que o nó raiz r e os nós
destinos de F estejam sempre presentes em alguma subárvore.
O processo de reconexão funciona da seguinte forma: dada uma ﬂoresta com f subár-
vore s realiza-se |f |-1 reconexões. Na primeira reconexão, selecionam-se duas subárvores
aleatoriamente si e sj, calcula-se um conjunto ρ de arestas que conectam as duas subárvo-
res, assim a si ∪ ρ∪ sj resulta em uma nova subárvore conexa sc. Na próxima reconexão,
seleciona a subárvore sc e uma subárvore aleatória si e repete-se o mesmo procedimento
calculando um conjunto ρ. O resultado é uma nova subárvore sc. Esse processo é repetido
até que a árvore resultante possua o nó raiz e todos os nós destinos.
Existem duas formas de gerar o conjunto ρ, sendo que ambas selecionam um nó alea-
tório de cada subárvore si e sj. Na primeira forma, conhecida como reconexão por menor
caminho, o conjunto ρ é formado com auxilio de algum algoritmo de encontrar o menor ca-
minho entre dois nós de um grafo, no caso o nó si e sj. Como em (Bueno e Oliveira, 2010)
foi utilizado o algoritmo de Dijkstra, também utilizamos o mesmo algoritmo. Na segunda
forma, conhecida como reconexão aleatória, a partir de um nó, o método seleciona arestas
adjacentes ao nó corrente de forma aleatória e adiciona em ρ, até consegui uma aresta
que chega no nó de sj. O primeiro nó corrente pertence a si, os outros são atualizados
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durante a execução do método. As Figuras 4.3 e 4.4 mostram os pseudocódigos das duas
formas de reconexão.
Figura 4.3: Pseudocódigo da reconexão por menor caminho.
Figura 4.4: Pseudocódigo da reconexão por caminho aleatório.
4.1.3 Mutação
O operador de mutação é dividido em duas fases, divisão e reconexão. Na fase de
divisão é selecionado um conjunto de arestas do indivíduo e elas são quebradas, ou seja,
retiradas da árvore, formando uma ﬂoresta de subárvores. Na segunda fase, reconexão,
tem-se que reconectar toda a ﬂoresta formando uma nova árvore. A reconexão é o mesmo
processo utilizado no cruzamento, sendo que apenas a reconexão aleatória é utilizada.
Assim como no cruzamento, após a reconexão, a árvore sofre uma poda. A Figura 4.5
ilustra as fases da mutação.
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Figura 4.5: Aplicação do operador de mutação.
4.1.4 Filtro para indivíduos repetidos
Em (Oliveira e Araújo, 2004) um mecanismo para reduzir indivíduos repetidos na
população foi empregado e chamado de ﬁltro. Das diversas formas de introduzir um ﬁltro
no processo evolutivo, foi selecionada a mesma utilizada em (Bueno e Oliveira, 2010). A
cada geração, veriﬁca se existem indivíduos idênticos. Caso existam um deles é eliminados
e substituído por um indivíduo novo gerado aleatoriamente.
4.1.5 Seleção dos pais para cruzamento
Em (Bueno e Oliveira, 2010) foi utilizado o torneio triplo. A seleção por torneio é
uma das mais utilizada que existe na literatura, por permitir ajustar a pressão seletiva
de acordo com o tamanho do torneio. Nessa seleção, separa-se uma quantidade k de
competidores (tour) aleatórios e eles competem entre si: aquele com maior ﬁtness ganha.
No caso do torneio triplo, o valor de k é 3;
4.1.6 Reinserção
A reinserção utilizada em (Bueno e Oliveira, 2010), foi a elitista, na qual o melhor
indivíduo (ou uma porcentagem dos melhores indivíduos) é mantido da geração atual para
a seguinte (Fogel, 1994). Em (Bueno e Oliveira, 2010), 50% dos melhores indivíduos da
população são mantidos no ﬁnal da geração.
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4.2 Modelo proposto
Nesta seção, vamos apresentar as principais investigações e contribuições deste traba-
lho. São elas:
• Uma estrutura de dados diferenciada para representação do indivíduo;
• A proposta de um novo método de reconexão das sub-árvores no método de cruza-
mento;
• A investigação nos diferentes tipos de inicialização da população inicial;
• A proposta de novas estratégias a serem aplicadas nos cruzamentos;
• Aplicação dos métodos evolutivos conhecidos por AEMT (Delben, 2002) e AEMMT
(Brasil e Delbem, 2013), ainda não aplicados na literatura no problema de rotea-
mento multicast ;
• A proposta de um novo método evolutivo many objective baseado no AEMMT
(Brasil e Delbem, 2013), ao qual denominamos Algoritmo Evolutivo Multiobjetivo
com Múltiplas Dominâncias (AEMMD).
4.2.1 Estrutura de dados
Um passo muito importante para um Algoritmo Evolutivo (AE) consiste em escolher
uma estrutura de dados adequada para representar as soluções de um problema. Neste
trabalho, foi escolhida a estrutura lista de arestas. Proposta por Raidl em 2000, ela
consiste em representar uma árvore ou grafo direcionado por meio de uma lista que contém
todas as arestas. Existem várias formas de implementar a lista de arestas, mas todas
possuem complexidade de espaço O(n), considerando n o número de arestas. A estrutura
facilita bastante na implementação dos operadores genéticos e torna fácil o tratamento de
indivíduos infactíveis.
Figura 4.6: Exemplo de grafo e sua Lista de arestas.
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Lima e Delbem em 2007 mostraram algumas formas de gerar um indivíduo em proble-
mas envolvendo árvores garantindo a sua factibilidade. Um deles é baseado no algoritmo
de árvore geradora mínima de Prim (Prim, 1957), ou algoritmo de Prim. Este difere-se
do algoritmo original apenas na forma de escolher a próxima aresta a ser inserida na ár-
vore, em que é escolhida de forma aleatória. Inicialmente escolha-se um nó aleatório para
adicionar na árvore, logo após adiciona em uma lista A todos as arestas adjacentes deste
nó. Escolhe-se aleatoriamente uma aresta da lista A e tenta adicioná-la na árvore. Caso
ela forme ciclo não adicione, o novo nó foi adicionado na árvore junto com esta aresta.
Adiciona-se as arestas adjacentes deste nó na lista A e repete-se este processo até todos
os nós tenham sido incluídos. Como se deseja gerar uma árvore que necessita apenas do
nó raiz e dos nós objetivos, o algoritmo de Prim para assim que todos estes nós estiverem
na árvore. Uma adaptação é feita no critério de parada para o problema de roteamento
multicast, no caso o método para assim que todos os nós objetivos estejam na árvore. A
Figura 4.7 mostra o pseudocódigo do algoritmo de Prim.
O próximo algoritmo para gerar um indivíduo foi proposto por Broder em 1989. O
algoritmo começa em um nó arbitrário de G e começa a percorrer o grafo pelas arestas
adjacentes de forma aleatória. Cada nó que é visitado que não está na árvore será inserido
nela, até que todos os nós tenham sido inseridos. O nó é inserido na árvore junto com a
última aresta que foi percorrida, assim se a aresta inicia no nó v0 e termina no nó v1, caso
o nó v1 não esteja na árvore adiciona o nó v1 e a aresta (v0, v1 ). Uma adaptação é feita
no critério de parada para o problema de Roteamento multicaste. No caso o método para
assim que todos os nós objetivos estejam na árvore. A Figura 4.8 mostra o pseudocódigo
do algoritmo de Broder.
Figura 4.7: Geração das Soluções por Conjunto de Arestas com Algoritmo de Prim (Prim,
1957) modiﬁcado para o problema de Roteamento de Tarefas.
A taxa de indivíduos infactíveis encontrada durante uma execução cresce de maneira
muito rápida à medida que aumentamos a complexidade da rede. Segundo Bueno e
Oliveira, 2010, a taxa de indivíduos infactíveis para a rede mais complexa alcançou cerca
de 70%. Deste modo, é indispensável o tratamento de indivíduos infactíveis. Para tratar a
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Figura 4.8: Geração das Soluções por Conjunto de Arestas com Algoritmo de Broder
(Broder, 1989) modiﬁcado para o problema de Roteamento de Tarefas.
factibilidade usando esta estrutura de dados utilizam-se duas fases: a primeira visa evitar
que dois nós pais tenham o mesmo nó ﬁlho de forma bem simples. Supomos que será
inserida a aresta (v3, v7 ) na árvore, porém já existe a aresta (v10, v7 ). Como o nó v7
já é ﬁlho do nó v10 logo a aresta (v3, v7 ) não é inserida. A segunda tem como objetivo
evitar a inserção de arestas duplicadas, por exemplo, considere a aresta (v4, v9 ) seja uma
candidata a entrar na árvore, antes veriﬁca-se se a árvore já possui as arestas (v4, v9 ) e
(v9, v4 ). É preciso entender que a inserção de uma aresta repetida na árvore não cria um
novo ramo, mas conecta-se duas vezes os mesmo nós.
4.2.2 Cruzamento por Caminho (CC)
Como já foi dito na seção 4.1.2 o Cruzamento por Similaridade (CS) é um método
que gera ﬁlhos com algumas informações genéticas distintas dos pais, ou seja, parte de
sua informação genética não vem dos pais. Com o intuito de utilizar um método de
cruzamento que absorve mais informações dos pais que o método anterior, foi proposto
um novo método que difere do cruzamento CS apenas na fase de Divisão. Este método
foi chamado de Cruzamento por Caminho (CC).
O novo cruzamento utiliza as mesmas técnicas de reconexão e poda, porém a técnica
de divisão muda em relação ao CS. Ao invés de gerar um conjunto de subárvores pela
similaridade entre os pais, o CC divide a árvore em ramos, onde todo ramo começa do nó
raiz r e termina em algum nó objetivo. Assim, a quantidade de ramos que são gerados
para cada pai é igual à quantidade de nós objetivos. O método gera um ramo para cada
nó objetivo referente a cada pai, assim, no ﬁnal da fase de Divisão, teremos dois ramos
para cada nó objetivo. No processo de geração do novo ﬁlho, um ramo para cada nó
objetivo é selecionado aleatoriamente, obtendo-se um novo conjunto de ramos que será
reconectado a partir da raiz, que é o nó em comum entre todos os ramos. Entretanto,
esse processo pode gerar ciclos nas estruturas resultantes, que precisam ser tratados para
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serem soluções factíveis, ou seja, árvores. A Figura 4.9 ilustra o processo de cruzamento
do novo método.
Figura 4.9: Exemplo das etapas do cruzamento CC, considere F = {1,8,11}. A etapa
de divisão gera os ramos do pai 1 e pai 2. Os ramos marcados com a seta foram os
selecionados para a fase de reconexão. Repare que cada ramo pertence a um nó objetivo
único, sem repetição. Como a reconexão gerou um indivíduo infactível então é aplicado
um método para consertar a árvore, logo após aplica-se o método de poda.
A seleção dos ramos para a fase de reconexão é aleatória, dando 50% de chance de
selecionar cada ramo (pai1 ou pai2). A fase de reconexão, como dito anteriormente, é
a mesma utilizada pelo cruzamento CS. Alguns ﬁlhos podem gerar soluções infactíveis,
como nós repetidos, ciclos e nós com dois pais. Este tipo de ﬁlho é considerado infactível,
pois não representa uma solução para o problema, ou seja, uma árvore. Assim, esse
tipo de ﬁlho é tratado para torná-lo factível, através da alteração de algumas arestas nos
pontos problemáticos. Esse processo de tratamento da factibilidade é o mesmo explicado
no cruzamento CS (Bueno e Oliveira, 2010), que também pode gerar soluções infactíveis.
Entretanto o método CC tende a gerar mais indivíduos infactíveis que o método CS como
mostra a tabela 4.1. Por outro lado o cruzamento CC absorve mais informações dos pais
que o método CS, como mostrado na tabela 4.2. Os testes que resultaram nessa tabela
utilizaram 6 topologias de rede diferentes investigadas em (Bueno e Oliveira, 2010) e que
serão descritas na seção 5.1.1.
A Tabela 4.1 mostra a porcentagem de ﬁlhos que são infactíveis após a fase de recone-
xão para cada método de cruzamento. Os métodos foram aplicados em 6 redes diferentes,
onde quanto maior o número da rede, maior a complexidade da mesma. O teste foi feito
gerando-se dois pais de forma aleatória e aplicando-se os dois métodos de cruzamento
nestes pais. Após os cruzamentos, avaliamos o percentual de arestas que os ﬁlhos tinham
em comum com os pais. Esse processo foi executado mil vezes para cada rede e avaliamos
a média deste percentual nos mil cruzamentos. Analisando os dados é possível constatar
que o cruzamento CC tende a gerar mais indivíduos infactíveis que o cruzamento CS.
A Tabela 4.2 mostra a porcentagem de informação genética que os ﬁlhos absorvem dos
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Tabela 4.1: Taxa de indivíduos infactíveis que são gerados após o cruzamento.
Redes
Taxa de indivíduos infactíveis
Cruzamento CS Cruzamento CC
Rede 0 36,06667 % 70,53333 %
Rede 1 25,26667 % 65,2 %
Rede 2 79,66667 % 94,27778 %
Rede 3 65,15556 % 95,83333 %
Rede 4 65,1 % 94,66667 %
Rede 5 72,97778 % 97,84444 %
Tabela 4.2: Porcentagem da informação genética que o ﬁlho absorve dos pais.
Redes
Média de porcentagem de informação similar
Cruzamento CS Cruzamento CC
Rede 0 81.52 % 95.69 %
Rede 1 84.34 % 95.92 %
Rede 2 74.85 % 93.60 %
Rede 3 84.84 % 95.16 %
Rede 4 87.35 % 95.25 %
Rede 5 90.58 % 96.05 %
pais. Podemos visualizar na Tabela 4.2 que os ﬁlhos gerados pelo cruzamento CC tendem
a absorver mais informação genética dos pais que aqueles gerados pelo cruzamento CS.
É importante destacar que o método de cruzamento CC, por absorver mais informação
dos pais que o método CS, possui uma convergência mais forte, pois cada ﬁlho tende a
preservar alguns caminhos da raiz a um nó destino que esteja presente nos pais. Enquanto
a estratégia do cruzamento CS é preservar as melhores arestas, o cruzamento CC tende a
preservar os melhores caminhos do nó raiz a um nó destino.
4.2.3 Estratégias de Inicialização dos Indivíduos
No trabalho (Bueno e Oliveira em 2010), os indivíduos são representados na forma de
árvores genéricas e a população inicial é gerada de modo aleatório, garantindo que o nó
raiz e os nós destinos sejam alcançados. Em (Lima et al, 2007), apresentou-se um estudo
sobre variações nas estratégias em geração de uma solução aleatória, quando a solução é
representada em árvore genérica. Neste trabalho vários algoritmos baseado em diversas
estruturas de dados para árvore, foram apresentados e nós focamos apenas nos métodos
referente a estrutura de dados "lista de arestas", utilizada neste trabalho.
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Quatro tipos de inicializações foram avaliados no presente trabalho, sendo as duas
primeiras citadas em (Lima et al, 2007):
• Inicialização Aleatória (ini a): este método percorre os nós do grafo em busca de
novas arestas. A partir do nó raiz, o algoritmo seleciona de forma aleatória algumas
arestas adjacentes, e encontra um novo nó x. Em seguida, adiciona a aresta e o nó
à árvore, se possível. O nó x será o nó usado na próxima iteração;
• Inicialização de Prim (ini p): a inicialização ini p é baseada no algoritmo de PRIM
para o cálculo da árvore geradora mínima. Esse algoritmo utiliza uma lista de arestas
L, que guarda as arestas que podem ser adicionadas na nova árvore A. A lista L
é iniciada a partir das arestas adjacentes do nó raiz. Na execução do algoritmo,
a cada nó N adicionado na árvore A, a lista L é atualizada com a inserção das
arestas adjacentes a N. Entretanto, para que o método gere uma população inicial
com variedade genética, as arestas que serão inseridas na árvore são escolhidas de
forma aleatória, enquanto que no algoritmo Prim essa escolha é baseada no menor
peso, para a geração da árvore geradora mínima;
• Inicialização Aleatória Modiﬁcada (ini am): aplica a mesma ideia da ini a, porém,
o nó da próxima iteração é escolhido de forma aleatória. Essa é a estratégia de
inicialização que mais se assemelha à empregada em (Bueno e Oliveira, 2010);
• Inicialização Aleatória Modiﬁcada usando Torneio (ini amt): usando como base a
inicialização ini am, cada aresta do grafo é inicializada com um peso p antes de
começar a busca, durante o processo de criação de um novo indivíduo, sendo que
toda vez que uma aresta é inserida na árvore o peso é decrementado. A aresta
escolhida é a de maior peso.
4.2.4 Uma Nova Abordagem de Many objective: o Algoritmo
Evolutivo Multiobjetivo comMúltiplas Dominâncias (AEMMD)
Neste trabalho foi proposto um novo método many objective baseado no AEMMT,
chamado de Algoritmo Evolutivo Multiobjetivo com Múltiplas Dominâncias (AEMMD).
Este novo algoritmo utiliza o mesmo sistema de cruzamento, mutação e seleção que o
AEMMT. Entretanto, duas modiﬁcações principais foram incorporadas ao modelo:
1. Enquanto no AEMMT as tabelas são elaboradas para armazenar as melhores solu-
ções obtidas até o momento de acordo com os objetivos individuais ou uma média
ponderada dos objetivos (2 a 2, 3 a 3 e assim por diante), no AEMMD o foco é dado
nas relações de não-dominância. Utiliza tabelas dos objetivos individuais e das mé-
dias ponderadas foram eliminadas e substituídas por tabelas de não-dominância das
diversas combinações. Assim, em tabelas de não-dominância para todas as combi-
nações de objetivos 2 a 2, 3 a 3, e assim por diante, até a tabela de não-dominância
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que envolve todos os objetivos. Após o cruzamento e a mutação de um novo ﬁlho,
esse indivíduo ﬁlho só é aceito nessa tabela se ele não for dominado por nenhum
outro indivíduo. Durante o processo de inserção do ﬁlho na tabela, cada indivíduo
que ele domina é removido da tabela. Uma característica distinta do AEMMT é
que as tabelas não possuem tamanho ﬁxo.
2. No AEMMD as tabelas não recebem pontos por contribuição e sim por convergência.
No AEMMT a pontuação por contribuição incrementa um ponto à tabela que ajudou
a gerar um ﬁlho que superou algum indivíduo da população, ou seja, o ponto vai para
a tabela que ofereceu o ﬁlho para o cruzamento. Na pontuação por convergência,
a tabela que recebeu o ﬁlho que incrementa na pontuação, ou seja, sempre que um
ﬁlho for inserido em uma tabela ela recebe um ponto de convergência. Assim, na
hora de selecionar as tabelas para o cruzamento, assim como ocorre no AEMMT,
ao invés de utilizar os pontos de contribuição aplicam-se os pontos de convergência.
Nas implementações foi utilizado o torneio quádruplo para selecionar as tabelas no
processo de cruzamento.
O AEMMD usa menos tabelas que o AEMMT, pois ele desconsidera as tabelas de 1
objetivo, pois a dominância não faz sentido com um único objetivo. A única tabela do
AEMMT que é mantida no AEMMD é justamente aquela que armazena os indivíduos não-
dominados considerando-se todos os objetivos. Sendo assim, um problema de 4 objetivos
teria 11 tabelas, enquanto no AEMMT teria 16 tabelas, nesta mesma situação. A Figura
4.10 ilustra as tabelas com 4 objetivos.
Figura 4.10: Ilustração de tabelas do AEMMD na formulação de 4 objetivos.
A inicialização da população ocorre da seguinte maneira: primeiro geramos uma quan-
tidade de indivíduos aleatórios, todos estes indivíduos podem ser adicionados a cada ta-
bela, baseado no cálculo de dominância da mesma. Assim, para a inicialização da popula-
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ção usamos o método de inserção descrito no item 2 na descrição do modelo do AEMMD.
Como o método de inserção tem um impacto muito importante neste novo algoritmo,
vamos mostrar seu pseudocódigo na Figura 4.11.
Figura 4.11: Pseudocódigo do método de inserção de novo indivíduos nas tabelas.
Um detalhe importante do AEMMD é que as tabelas começão com um número ﬁxo de
indivíduos, porém as tabelas não possuem um limite de indivíduos. Assim a quantidade de
indivíduos em cada tabela varia durante o processo evolutivo. É importante enfatizar que,
apesar do AEMMT reiniciar os valores de contribuição das tabelas a cada 100 gerações,
no caso do AEMMD, os valores de convergência não são reiniciados em nenhum momento.
4.2.5 Estratégias de Cruzamento
Como o problema do roteamento multicast com QoS envolve vários objetivos, um
cruzamento com uma convergência muito forte como o CC pode não ser uma boa opção,
pois neste tipo de problema a diversidade tem grande impacto e também pode ocorrer
convergência prematura. Por outro lado, um cruzamento como o CS, dependendo da rede,
pode oferecer diversidade excessiva prejudicando a convergência para o Pareto Ótimo.
Com o objetivo de equilibrar o nível de diversidade e convergência, propusemos ou-
tros dois tipos de estratégias de cruzamento que envolvem a aplicação conjunta dos dois
cruzamentos (CS e CC):
• Cruzamento CCS: durante o processo evolutivo, na fase de cruzamento, a heurística
seleciona aleatoriamente um dos dois tipos de cruzamento (CC ou CS) para gerar
o novo ﬁlho. As chances de selecionar um dos dois cruzamentos são de 50% para
cada tipo.
• Cruzamento CCS/10: durante o processo evolutivo a heurística varia entre o cruza-
mento CC e CS a cada 10 gerações, iniciando pela heurística CC.
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O AEMO conhecido por SPEA II já foi investigado em (Bueno e Oliveira, 2010).
Quatro estratégias de cruzamento foram investigados neste trabalho. A primeira chamada
SPEA2/h1 usa unicamente o cruzamento CS, que corresponde ao cruzamento utilizado
por Bueno e Oliveira (2010). A segunda denominada SPEA2/h2 usa o cruzamento CC
proposto neste trabalho. A terceira estratégia SPEA2/h3 usa o cruzamento CCS. A
quarta estratégia SPEA2/h4 usa o cruzamento CCS/10.
Apesar da estratégia SPEA2/h1 ser uma tentativa de replicar a heurística que apresen-
tou melhores resultados no trabalho de Bueno e Oliveira (2010), detalhes desconhecidos
de implementação impediram uma reprodução ﬁel do ambiente de roteamento. Assim, no
próximo capítulo, vamos ilustrar os resultados obtidos por Bueno e Oliveira (2010) como
heurística SPEA2/hx.
Neste trabalho, foram investigados dois modelos AEMOs publicados anteriormente
na literatura, mas que não haviam sido aplicados ao problema do roteamento multicast
com QoS. São eles: o Algoritmo Evolutivo Multiobjetivo com Tabelas (AEMT), proposto
em (Delbem, 2002) e o many objective Algoritmo Evolutivo Multiobjetivo de Muitas
Tabelas (AEMMT), proposto em (Brasil e Delbem, 2013), ambos descritos na seção 2.5.
Por serem algoritmos evolutivos podemos utilizar as mesmas estratégias (cruzamento e
mutação) utilizadas em (Bueno e Oliveira, 2010). Como o AEMMT apresentou uma
melhor convergência com instâncias complexas no trabalho de (Brasil e Delbem, 2013),
investigaremos se o método se adapta bem no problema de roteamento multicast.
Como citado anteriormente, quatro estratégias de modelos de cruzamento foram in-
vestigadas neste trabalho em conjunto com o AGMO SPEA II. De forma similar, para o
AEMT deﬁnimos quatro estratégias de cruzamento. A primeira denominada AEMT/m1
usa o cruzamento CS, que corresponde ao cruzamento utilizado por Bueno e Oliveira
(2010). A segunda AEMT/m2 usa o cruzamento CC, proposta neste trabalho. A terceira
AEMT/m3 usa o cruzamento CCS proposto neste trabalho. A quarta AEMT/m4 usa o
cruzamento CCS/10, proposto neste trabalho.
Com relação ao AEMMT, que é uma extensão do AEMT, esse método foi investigado
apenas em formulações de quatro ou mais objetivos. Nesta etapa, eliminamos o uso
de dois cruzamentos por apresentarem pior desempenho nos testes com 2 e 3 objetivos.
Assim, foram investigadas apenas duas versões do many objective AEMMT. A primeira
AEMMT/mm1 usa a estratégia cruzamento CCS proposto neste trabalho. A segunda
denominada AEMMT/mm2 usa a estratégia cruzamento CCS/10 também proposta neste
trabalho.
Como investigamos o novo algoritmo AEMMD nos problemas de roteamento com 4
ou mais objetivos, assim como decidimos para o AEMMT, usamos somente dois tipos de
estratégia de cruzamentos: O ambiente AEMMD/md1 usa a estratégia de cruzamento
CCS e o ambiente AEMMD/md2 usa a estratégia de cruzamento CCS/10.
CAPÍTULO 5
Experimentos
Neste capítulo, apresentamos as principais investigações do trabalho realizadas atra-
vés de experimentos envolvendo diversos ambientes multiobjetivos elaborados para o pro-
blema de roteamento multicast com QoS. Os resultados obtidos nesses experimentos serão
apresentados e analisados de acordo com métrica comumente empregadas na literatura
elaboradas para algoritmos multiobjetivos. Além disso, as ferramentas de análise esta-
tística conhecida por Teste de Hipótese será utilizada para analisar a signiﬁcância desses
resultados.
5.1 Ambiente de Experimentos
Nesta seção, descrevemos os parâmetros e as principais características dos ambientes
utilizados nos experimentos e como eles procederam. Apresentamos também as métricas
e ferramentas utilizadas nas análises efetuadas.
5.1.1 Topologias das Redes
Nessa seção, apresentamos as topologias das redes utilizadas nos experimentos, desta-
cando o grau de diﬁculdade de cada uma no problema de roteamento. Nos experimentos
aqui relatados, foram utilizadas 8 topologias de rede diferentes, que foram ordenadas de
modo que quanto maior o número, maior a complexidade da rede. A Tabela 5.1 mostra a
dimensão de cada topologia, apresentando a quantidade de nós e de arestas das redes. As
redes utilizadas neste trabalho são as mesmas utilizadas em (Bueno e Oliveira, 2010). No
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trabalho citado, foi possível encontrar as fronteiras de Pareto em diversas formulações de
objetivo empregados no roteamento das redes citadas, conforme veremos na seção 5.1.2.
Tabela 5.1: Características das Redes
Rede Rede0 Rede1 Rede2 Rede3 Rede4 Rede5 Rede6 Rede7
Nós 15 18 33 50 75 75 75 100
Arestas 44 50 106 126 188 188 300 250
5.1.2 Cardinalidade das Fronteiras de Pareto
Diferentes formulações de objetivos foram analisadas nos experimentos com as redes
descritas na seção 5.1.1 e que foram extraídas de (Bueno e Oliveira, 2010). A partir desse
estudo prévio, obtivemos as informações sobre as fronteiras de Pareto para cada cenário
(Rede, Formulação dos Objetivos). Não há garantia que estas fronteiras referem-se ao
Pareto Ótimo, pois as fronteiras foram obtidas por execuções exaustivas das heurísticas
e não por um método exato, uma vez que um método desse tipo demoraria meses para
retornar esses resultados. Além disso, nas formulações com mais objetivos, foi possível
encontrar novas soluções que dominaram ou substituíram algumas soluções modiﬁcando
o Pareto Ótimo obtido anteriormente.
Problemas de dois objetivos
Cinco problemas utilizam dois objetivos, todos referenciados em (Bueno e oliveira,
2010) e citados na seção 3.2. Na Tabela 5.2, podemos averiguar a cardinalidade dos con-
juntos P∗ (Pareto Ótimo) referente às instâncias de dois objetivos (Problema x Rede).
Esses problemas foram utilizados nos experimentos para averiguar as estratégias de ini-
cialização descritas na subseção 4.2.3 e para confrontar os resultados das estratégias de
cruzamento com o AGMO SPEA2 (spea2/h1, spea2/h2, spea2/h3 e spea2/h4), além
dos resultados das estratégias como o AGMO AEMT (aemt/m1, aemt/m2, aemt/m3,
aemt/m4).
Tabela 5.2: Cardinalidade para conjuntos de Pareto Ótimo (P∗) nos problemas de dois
objetivos.
Rede P1 P2 P3 P4 P5
Rede 0 3 6 7 4 3
Rede 1 2 5 6 2 2
Rede 2 7 11 29 24 5
Rede 3 6 12 20 9 3
Rede 4 7 8 13 9 3
Rede 5 7 21 19 6 5
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Problema de quatro objetivos
Foi investigado apenas uma formulação que utiliza quatro objetivos, a qual está re-
ferenciada no trabalho de Bueno e Oliveira (2010) e citada na seção 3.2. Na Tabela
5.3, podemos visualizar a cardinalidade do conjunto P∗ referente à instância de quatro
objetivos P6 para cada rede investigada.
Tabela 5.3: Cardinalidade para conjuntos de Pareto Ótimo (P∗) no problema de quatro
objetivos.
Rede P6
Rede 0 27
Rede 1 7
Rede 2 122
Rede 3 40
Rede 4 72
Rede 5 60
Problema de cinco objetivos
Apenas uma formulação investigada utiliza cinco objetivos. Essa formulação é a mesma
utilizada em (Bueno e Oliveira, 2010), citada na seção 3.2. Na Tabela 5.4 podemos averi-
guar a cardinalidade do conjunto P∗ (Pareto Ótimo) referente à instância de cinco objeti-
vos P7 para cada rede. Como durante as investigações encontramos novos elementos que
dominam elementos do P∗ obtidos por (Bueno e Oliveira, 2010), foi necessário atualizar os
elementos de P∗. Na coluna P7bo localiza a antiga cardinalidade dos Paretos encontrada
por Bueno e Oliveira e na coluna P7 a nova cardinalidade após atualizarmos o P∗, para
cada rede.
Tabela 5.4: Cardinalidade para conjuntos de Pareto Ótimo (P∗) no problema de cinco
objetivos.
Rede P7bo P7
Rede 2 424 423
Rede 3 349 349
Rede 4 326 330
Rede 5 551 525
Rede 6 624 666
Rede 7 186 186
Problema de seis objetivos
As análises de (Bueno e Oliveira, 2010) foram até o problema de cinco objetivos.
Uma formulação de seis objetivos foi também investigado no presente trabalho aﬁm de
76 Capítulo 5. Experimentos
analisarmos melhor a diferença entre os many objective. O problema de seis objetivos está
citado na seção 3.2. Na Tabela 5.5 podemos averiguar a cardinalidade dos conjuntos P∗
referente à instância de seis objetivos P8, para cada topologia investigada.
Tabela 5.5: Cardinalidade para conjuntos de Pareto Ótimo P∗ no problema de cinco
objetivos.
Rede P8
Rede 2 1196
Rede 3 791
Rede 4 657
Rede 5 1078
Rede 6 1518
Rede 7 501
5.1.3 Métricas de desempenho dos AEMOs
Na avaliação do desempenho de cada AEMO, as métricas descritas a seguir foram
utilizadas nas análises. Considere P∗ o Pareto Ótimo de uma formulação do problema de
acordo com (Bueno e Oliveira, 2010) e P o Pareto obtido em uma execução do AEMO
(fronteira de não-dominância da população ﬁnal):
• Taxa de Erro (er): com base no Pareto Ótimo P∗, comparamos os elementos de P
com os elementos de P∗. A taxa de erro é dada pelo percentual de elementos do
Pareto P∗ que não estão em P. Dada pela equação:
er =
∑|P |
i=1 ei
|P |
(5.1)
 ei = 1 se a solução i ∈ P for dominada por alguma solução de P∗;
 Objetivo: minimizar esta métrica.
• Generational Distance (gd): refere-se à distância mínima entre os elementos do
Pareto P∗ e P. Quanto menor essa distância, melhor a convergência. Dada pela
equação:
gd =
√∑|P |
i=1 d
2
i
|P |
(5.2)
 di = min(i,j), para cada ponto i ∈ P encontramos um j ∈ P∗ que seja meias
próximo;
 Objetivo: minimizar esta métrica.
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• Pareto Subset (ps): corresponde ao número de soluções de P que pertencem ao
Pareto Ótimo P∗. Dada pela equação:
ps = (1− er)|P | (5.3)
 Objetivo: maximizar esta métrica.
• Spread (sp): tem o objetivo de avaliar quão uniformemente estão distribuídas as
soluções de P ao longo do espaço de objetivos. Quanto menor o valor do spread
mais distribuído os elementos de P estão. Dada pela equação:
sp =
∑M
i=1 d
e
i +
∑|P ||di−d|
i=1∑M
i=1 d
e
i + |P |d
(5.4)
 di corresponde a distância das soluções consecutivas de P;
 d corresponde a média das distâncias di;
 dei corresponde a distância entre as extremidades de P e P
∗;
 Objetivo: minimizar esta métrica.
• Máximo Spread (ms): corresponde à soma da extensão máxima obtida em cada
objetivo por um conjunto P, dada pela equação:
ms =
√√√√ M∑
i=1
(maxfi −minfi)2 (5.5)
 fi corresponde ao conjunto de valores do objetivo i dentro de P;
 Objetivo: maximizar esta métrica.
• Hiper volume (hv): ela avalia a distribuição do conjunto de soluções em relação
ao espaço de busca. O Hiper volume de um conjunto P mede a área coberta ou
dominada pelo conjunto P. Dada pela equação:
hv =
|P |∑
i=1
M∑
j=1
abs(fj(si)− fj(w)) (5.6)
 si é a i-ésima solução de P;
 fj(si) refere-se ao valor do objetivo j da solução si;
 w é a pior solução encontrada;
 Objetivo: maximizar esta métrica.
78 Capítulo 5. Experimentos
5.1.4 Teste de Hipótese
Como queremos comparar o desempenho de vários métodos evolutivos, então estima-
mos um valor populacional médio a partir de uma amostra, ou seja, um conjunto de
execuções em uma dada conﬁguração. Utilizamos o teste de hipótese para inferir se deve
existir diferença signiﬁcativa entre as médias populacionais µ1 e µ2 a partir da avaliação
de suas medias amostrais x1 e x2 e seus respectivos desvios s1 e s2, considerando um certo
nível de signiﬁcância α. Assim, as seguintes hipóteses foram formuladas:
H0 : µhx = µhy
H1 : µhx 6= µhy
Onde o µ pode corresponder a qualquer métrica µ(er, gd e etc) e que foram nomeadas
genericamente de hx e hy, corresponde aos algoritmos x e y que estamos comparando. O
nível de signiﬁcância escolhida foi α = 10% bicaudal, que resulta em um nível de conﬁança
de 90%. Como usamos um tamanho populacional maior que 30, então podemos utilizar
do teste paramétrico com valores conhecidos para a variável padronizada z.
A partir das hipóteses deﬁnidas, em casos onde H1 é aceita, uma das duas situações
pode ocorrer. Caso o valor estatístico de teste z seja menor que o valor estatístico da
região critica zα, logo µhx < µhy; caso contrário, µhx > µhy. Assim, é possível concluir
qual desigualdade será inferida a partir da rejeição da hipótese nula. O objetivo do teste
é estimar se há diferencia signiﬁcativa entre os dois algoritmos x e y, em relação aos dois
valores obtidos na métrica h : hx e hy.
Considere a seguinte interpretação para os resultados apresentados nas Figuras 5.5,
5.6, 5.7, 5.8, 5.9, 5.10, 5.14, 5.20:
• O sinal "="signiﬁca que a hipótese nula (H0) foi aceita, ou seja, não há diferença
signiﬁcativa entre as heurísticas;
• Os sinais de > ou < indicam a aceitação da hipótese alternativa (H1), ou seja, existe
evidência de que µhx < µhy, ou µhx > µhy respectivamente.
5.2 Experimentos
Essa seção descreve os principais experimentos realizados visando avaliar os diversos
ambientes evolutivos multiobjetivos elaborados para o problema de roteamento com QoS.
5.2.1 Avaliação das Estratégias de Inicialização
O objetivo deste primeiro experimento foi analisar como cada método de geração da
população inicial inﬂuenciaria na convergência do AEMO para soluções não dominadas.
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Para os testes, usamos o AEMO SPEA II que foi o método evolutivo utilizado em (Bueno
e Oliveira, 2010), e o método de cruzamento CS descrito na seção 4.1.2. Neste teste,
variamos o tipo de inicialização, mas mantivemos todos os outros operadores genéticos
e os mesmos parâmetros utilizados por Bueno e Oliveira (2010). Para as redes 0 e 1,
por serem mais simples, foram utilizados 30 indivíduos e 50 gerações. Nas demais redes,
foram utilizados 60 indivíduos e 100 gerações. A taxa de mutação foi de 20%.
Os testes foram realizados em formulações de dois objetivos. Para analisarmos a
convergência de cada inicialização, utilizamos a métrica erro (er). O AEMO foi executado
100 vezes para cada cenário deﬁnido pela tripla Problema x Rede x Inicialização. A média
e o desvio padrão foram calculados para cada cenário. Posteriormente, foi obtido a média
desses valores, considerando-se as 5 formulações de 2 objetivos investigados. A Tabela 5.6
apresenta esses resultados médios para cada par (Rede, Inicialização).
Tabela 5.6: Média e desvio padrão dos erros de cada rede para cada inicialização (erro
+/- desvio padrão). Estão destacados os menores erros de cada rede.
Redes
Média dos Erros das
Inicializações
ini_a ini_p ini_am ini_amt
Rede
0
0 0 0 0
Rede
1
0 0 0 0
Rede
2
5.12 +/- 3.81 4.99 +/- 4.08 4.63 +/- 0.11 4.76 +/- 4.31
Rede
3
1.34 +/- 2.34 1.37 +/- 2.99 2.13 +/- 3.81 1.79 +/- 3.67
Rede
4
0.61 +/- 1.69 0.47 +/- 1.25 0.46 +/- 1.30 0.54 +/- 1.38
Rede
5
18.18 +/- 15.88 16.54 +/- 15.59 16.51 +/- 14.74 15.80 +/- 14.03
De acordo com a Tabela 5.6, pode-se notar que nas duas redes mais simples (Rede
0 e Rede 1), todas as inicializações tiveram o mesmo desempenho. Conforme as redes
aumentam a complexidade, pode-se observar diferenças nos resultados de acordo com a
estratégia de inicialização utilizada. Na Rede 2 e na Rede 4, os melhores resultados foram
com a estratégia ini am, enquanto que na Rede 3 foi com a estratégia ini a e na Rede 5, a
estratégia ini amt. De forma geral, a inicialização ini am apresentou melhores resultados
na maioria das redes. Esse estratégia é bastante similar à utilizada em (Bueno e Oliveira,
2010) e foi adotada nos experimentos posteriores.
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5.2.2 Avaliação de Estratégias de Cruzamento em Formulação de
Dois Objetivos
Essa etapa teve o objetivo de investigar as diferentes estratégias de cruzamento des-
critas na subseção 4.2.5. Nesses experimentos, foram utilizadas as 5 formulações de 2
objetivos cujas cardinalidades dos Paretos Ótimos foram apresentadas na Tabela 5.2.
Dois tipos de AEMO foram utilizados nos testes: o SPEA2 e o AEMT.
Referente ao SPEA II, usamos tamanho da população igual a 30 e número de gerações
igual a 50 para as redes 0 e 1 e, para as demais redes, tamanho da população igual a 60
e número de gerações igual a 100 para as demais redes. No AEMT, foi usado um limite
de 10 indivíduos em cada tabela para as redes 0 e 1, e 20 indivíduos em cada tabela nas
demais redes. Ambos os AEMOs usaram taxa de mutação igual a 20%.
As métricas usadas para avaliar os resultados obtidos neste experimento foram: erro
(er), generational distance (gd), spread (sp) e hipervolume (hv), sendo que er e gd ava-
liam a convergência, sp avalia a diversidade e hv avalia tanto a convergência quanto a
diversidade.
Nove diferentes ambientes foram utilizados nessa investigação, de acordo com o AEMO
e a estratégia de cruzamento empregadas(descritas nas seções 4.2.5): SPEA2/h1, SPEA2/h2,
SPEA2/h3, SPEA2/h4, SPEA2/hx, AEMT/m1, AEMT/m2, AEMT/m3 e AEMT/m4.
Para cada cenário deﬁnido pelo par Problema x Rede executamos cada AEMO/estratégia
100 vezes. Ao ﬁnal de cada execução, calculamos as métricas er, gd, sp e hv. Das 100
execuções de cada algoritmo calculamos a média e o desvio padrão para cada métrica.
Como temos 30 cenários (5 problemas e 6 redes) e 9 ambientes, agrupamos os resultados
das redes para cada par Ambiente x Problema, tiramos a média dos valores de er, gd, sp
e hv das redes e normalizamos estes valores no intervalo [0,1]. Estes resultados podem ser
vistos nos gráﬁcos das Figuras 5.1, 5.2, 5.3 e 5.4.
Os resultados detalhados de cada métrica er, gd, sp e hv podem ser vistos no Apêndice
A: nas tabelas da seção A.1.1 (referente ao problema P1), A.1.2 (referente ao problema
P2), A.1.3 (referente ao problema P3), A.1.4 (referente ao problema P4) e A.1.5 (referente
ao problema P5).
Análise da Convergência
Utilizamos duas métricas para analisar a convergência de cada ambiente, a er e gd.
A métrica hv também analisa a convergência, porém, como ela é usada para analisar a
diversidade também, vamos fazer sua análise mais a frente. Voltamos nossa atenção para
a primeira métrica er, que deve ser minimizada, pois quando o erro é zero signiﬁca que
todos os elementos de P estão contidos em P∗, ou seja, toda solução de P é uma solução
do Pareto Ótimo. Porém, se o er é alto, temos muitos elementos de P que são dominadas
pelos elementos de P∗. A Figura 5.1 mostra o gráﬁco com os valores de erro médio para
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de cada grupo Problema x Ambiente.
Figura 5.1: Gráﬁco dos erros (er) referentes aos problemas de dois objetivos.
O ambiente SPEA2/hx, referente aos resultados publicados em (Bueno e Oliveira,
2010), obteve os menores erros nos problemas P2 e P5 (erro nulo). Porém, nos demais
problemas, seus resultados estão entre os maiores erros. O ambiente SPEA2/h1 que
refere-se à nossa reprodução do ambiente descrito em (Bueno e Oliveira, 2010), obteve
erros menores que o SPEA2/hx nos problemas P1, P3 e P4, e consideravelmente maiores
nos problemas P2 e P5. esse fato nos levou a constatar que que diferenças existentes
nas duas implementações resultam em diferenças relevantes nos resultados. Os ambientes
baseados no AEMT retornaram uma taxa de erro menor que aqueles baseados no SPEA II,
principalmente se compararmos cada par de ambientes AEMT x SPEA II, referente a uma
mesma estratégia de cruzamento. Logo podemos concluir que o AEMT mostrou melhor
convergência para o problema. Comparando os ambientes SPEA2/h1 com SPEA2/h2, que
usam os cruzamentos CS e CC, observamos que a taxa de erro foi maior para o SPEA2/h2,
exceto no problema P5, o que nos leva a concluir que o ambiente que usa o cruzamento CC
tende a ter uma pior convergência nos problemas de dois objetivos. Podemos ver o mesmo
comportamento comparando o AMET/m1 com AEMT/m2, que usam os cruzamentos
CS e CC. Todos os ambientes que usam os cruzamentos CCS e CCS/10 retornaram
menor erro, comparando-se com os implementados com os cruzamentos CS e CC. Logo,
concluímos que foi uma boa decisão unir os dois cruzamentos, pois mostraram uma melhor
convergência.
A métrica gd fornece uma média de proximidades entre os conjuntos P e P∗ no espaço
dos objetivos. Quando uma solução x pertence a P e também pertence a P∗ temos que
dist(x, P∗) = 0. Porém esta distância será maior que zero caso x não pertença a P∗. Esta
métrica pode ser usada para deﬁnir a proximidade das soluções de P com P∗. Assim,
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quando gd = 0 indica que P ⊂ P∗. Caso gd 6= 0, porém muito próxima de zero, então
podemos dizer que o algoritmo ainda teve uma boa convergência. A Figura 5.2 mostra o
gráﬁco com os valores de gd médio de cada par Problema x Heurística.
Figura 5.2: Gráﬁco dos gd 's referentes aos problemas de dois objetivos.
Nos problemas P2 e P5, os resultados publicados em (Bueno e Oliveira, 2010), rotula-
dos de SPEA2/hx retornaram um menor gd (convergência) que todos os outros ambientes
implementados. Porém, nos demais problemas, os ambientes baseados no AEMT retor-
naram resultados melhores. O ambiente SPEA2/h1 (reprodução do SPEA2/hx) mostrou
um valor de gd mais alto que o SPEA2/hx na maioria dos problemas, mesmo em pro-
blemas onde o SPEA2/h1 mostra menor er que o SPEA2/hx. Isso mostra que mesmo
tendo um er pequeno o ambiente SPEA2//h1 encontrou pontos mais distantes de P∗,
quando comparado aos resultados publicados em (Bueno e Oliveira, 2010). Em todos os
problemas, os ambientes baseados no AEMT se destacam com valores de gd mais baixos,
com exceção do AEMT/m2 que retornou resultados piores.
Comparando os ambientes SPEA2/h1 e SPEA2/h2, tiramos a mesma conclusão que
tivemos avaliando a métrica er. O SPEA2/h2 teve uma convergência pior na maioria dos
problemas que o SPEA2/h1. A mesma conclusão é obtida comparando-se o AEMT/m1
com o AEMT/m2. Os ambientes que usaram os cruzamentos CCS e CCS/10 (SPEA2/h3,
SPEA2/h4, AEMT/m3 e AEMT/m4) encontraram valores de gd menores que as ambien-
tes que usam os cruzamentos CS e CC (SPEA2/h1, SPEA2/h2, AEMT/m1 e AEMT/m2),
ou seja, os cruzamentos CCS e CCS/10 mostram melhor convergência que os cruzamentos
CS e CC: menor erro e menor distância do pareto ótimo.
5.2. Experimentos 83
Análise de Diversidade
A métrica spread (sp) é utilizada para indicar o quão uniformemente distribuído está
um conjunto de soluções ao longo do espaço dos objetivos. A ideia é que quanto mais
próximo do valor de zero melhor a distribuição dos pontos no Pareto. De fato, o valor
sp = 0 indica que a fronteira de pareto possui uma distribuição totalmente uniforme.
Porém, esta métrica depende também do formato do Pareto Ótimo, o que pode impedir
que ela chegue a zero. Assim, sem uma análise do formato e do tamanho do conjunto P∗,
não se pode aﬁrmar que a heurística falhou por não conseguir o valor de sp = 0. A Figura
5.3 mostra o gráﬁco com os valores de sp médio obtidos pelo ambientes em cada cenário
Problema x Heurística.
Figura 5.3: Gráﬁco dos sp's referentes aos problemas de dois objetivos.
Analisando os dados das tabelas A.3, A.7, A.11, A.15 e A.19 do apêndice A os valores
de spread só alcança o mínimo quando a cardinalidade do Pareto é 2. Podemos ver pela
Figura 5.3 que o ambiente SPEA2/hx, tende a ter valores menores de spread, com exceção
no problema P3. Ou seja, os resultados obtidos em (Bueno e Oliveirs, 2010) representam
fronteiras com uma distribuição mais uniforme. Em geral, os valores de spread obtidos
foram bem equilibrados entre os diversos ambientes, exceto no problema P1, onde os
ambientes baseados no AEMT apresentaram valores de sp maiores que aquelas baseadas
no SPEA II.
Análise de Convergência e Diversidade (Hiper volume)
A métrica Hiper volume (hv) calcula o volume da região coberta entre os pontos das
soluções do Pareto P e um ponto de referência. Para cada solução i pertencente ao Pareto
é construído um hipercubo com referência a um ponto w. O ponto w pode ser encontrado
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durante a execução do algoritmo, normalmente sendo a pior solução encontrada. Nesta
métrica, pois quanto maior o hv maior a diversidade e a convergência, quanto mais espa-
lhados os pontos de P estiverem maior será o volume encontrado e quanto mais distantes
de w os pontos de P estiverem maior será o volume encontrado (distanciar de w indica
que os pontos estão convergindo para soluções melhores). O interessante desta métrica
é que ela não depende do Pareto Ótimo P∗. Assim, a análise da diversidade não sofre
nenhuma inﬂuência do conjunto P∗. A Figura 5.4 mostra o gráﬁco com os valores de hv
médio de cada Problema x Heurística.
Figura 5.4: Gráﬁco dos hv 's referentes aos problemas de dois objetivos.
Esta métrica não foi utilizada por Bueno e Oliveira (2010), logo os resultados rotu-
lados por SPEA2/hx não se encontram nesta análise. Podemos ver um equilíbrio forte
dentre os ambientes elaborados de acordo com um mesmo modelo multiobjetivo, tanto no
SPEA II, quanto no AEMT. Porém, nos problemas P1, P3 e P4 o ambiente SPEA2/h2
teve um pior resultado que a SPEA2/h1, mostrando o impacto do uso do cruzamento CC.
Assim, em instâncias de dois objetivos o ambiente SPEA2/h1 tende a ter mais diversi-
dade e convergência que o ambiente SPEA2/h2. Novamente os ambientes SPEA2/h3 e
SPEA2/h4 mostraram que a combinação dos dois cruzamentos retornam uma boa siner-
gia, retornando os valores de hv dentre os mais altos. Podemos observar que os ambientes
baseados no AEMT retornaram valores valores mais baixos de hv que os baseados no
SPEA II.
É importante ressaltar que todos os resultados apresentados na Figura 5.4 foram nor-
malizados no intervalo [0,1], onde hv = 0 indica que o ambiente teve o menor valor de
hv e não que seu valor foi muito menor que os demais. Assim, analisando-se os valores
absolutos das métricas nas tabelas do Apêndice A, é possível constatar que em muitos
casos não existe uma diferença grande entre os valores de hv de todos os ambientes. O
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mesmo é válido para os resultados dos gráﬁcos das Figuras 5.1 a 5.3 (métricas er, gd e sp).
A normalização teve como objetivo ressaltar as diferenças observadas entre os métodos
e ao mesmo tempo permitir analisar um resultado médio entre diferentes topologias de
rede. Entretanto, os testes de hipótese que apresentaremos a seguir irão revelar, para
cada problema, se de fato foram observados diferença signiﬁcativas entre os ambientes
multiobjetivos em cada topologia investigada.
Teste de Hipótese utilizando os resultados publicados como referência (SPEA2/hx)
Nesta seção, analisaremos o teste de hipótese usando os resultados publicados em
(Bueno e Oliveira, 2010) rotulado de SPEA2/hx, como referência. Iremos analisar se existe
diferença signiﬁcativa entre os resultados de SPEA2/hx com todos os outros ambientes,
implementados em cada problema e topologia de rede investigada. Na Figura 5.5, podemos
ver a análise de signiﬁcância estatística da métrica er. As Figuras 5.6 e 5.7 apersentam
os resultados dessa análise referentes às métricas gd e sp, respectivamente.
Figura 5.5: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre as
médias do erro (er) para SPEA2/hx como referência em relação aos ambientes SPEA2/h1,
SPEA2/h2, SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2, AEMT/m3 e AEMT/m4,
considerando a signiﬁcância α = 10% bicaudal.
Podemos ver na Figura 5.5 que nos problemas P2 e P5 os valores de erro obtidos
por SPEA2/hx são signiﬁcativamente menores em cerca de metade das instâncias (ou
equivalente na outra metade). Já nos problemas P3 e P4 acorre justamente o contrário,
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o erro obtido pelo SPEA2/hx é pior na maioria das instâncias. No problema P1, o
SPEA2/hx retorna uma diferença signiﬁcativa no erro em quase todas as instâncias, porem
o erro prevalece signiﬁcativamente menor nos ambientes referentes ao SPEA II. Por outro
lado, comparando-se com os ambientes referentes ao AEMT o erro do SPEA2/hx foi
signiﬁcativamente maior na maioria das instâncias.
Figura 5.6: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias do Generational Distance (gd) para SPEA2/hx como referência em relação
aos ambientes SPEA2/h1, SPEA2/h2, SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2,
AEMT/m3 e AEMT/m4, considerando a signiﬁcância α = 10% bicaudal.
Analisando-se os dados da Figura 5.6, assim como na métrica er, o gd apresenta o
mesmo resultado nos problemas P2 e P5, onde em cerca de 50% dos casos os valores de gd
nos resultados publicados de (Bueno e Oliveira, 2010), o SPEA2/hx, são signiﬁcativamente
menores que os obtidos nos ambientes implementados. Em geral em todos os problemas
o SPEA2/hx apresenta valores de gd signiﬁcativamente menores na rede 5. Apesar do
SPEA2/hx apresentar um gd menor na maioria dos casos, ainda existem situações onde o
gd seja signiﬁcativamente maior, situação mais comum ao compararmos com os ambientes
AEMT/m3 e AEMT/m4.
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Figura 5.7: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa en-
tre as médias do Spread (sp)para SPEA2/hx como referência em relação aos ambientes
SPEA2/h1, SPEA2/h2, SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2, AEMT/m3 e
AEMT/m4, considerando a signiﬁcância α = 10% bicaudal.
Observamos na Figura 5.7 em grande maioria dos casos existe diferença signiﬁcativa
entre os resultados SPEA2/hx de (Bueno e Oliveira, 2010) e os demais ambientes na
métrica spread, sendo que essa diferença tende a favorecer o SPEA2/hx. Na rede 5, nos
problemas P1, P3 e P4, o SPEA2/hx encontra valores de sp signiﬁcativamente maiores
que os demais ambientes.
Teste de Hipótese utilizando o ambiente implementado SPEA2/h1 como refe-
rência
Nesta seção apresentamos os resultados do teste de hipótese usando o ambiente SPEA2/h1
como referência. Esse ambiente refere-se à nossa reprodução do ambiente descrito em
(Bueno e Oliveira, 2010). Assim, enquanto na seção anterior, efetuamos uma análise
comparativa com os resultados publicados por Bueno e Oliveira, nessa seção a compara-
ção se dá em relação aos resultados obtidos em nossa reprodução do ambiente segundo a
descrição em (Bueno e Oliveira, 2010). As ﬁguras 5.8, 5.9 e 5.10 apresentam os resultados
das análises de signiﬁcância estatística da métrica er, gd e sp, respectivamente.
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Figura 5.8: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre as
médias do erro (er) para SPEA2/h1 como referência em relação aos ambientes SPEA2/h2,
SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2, AEMT/m3 e AEMT/m4, considerando
a signiﬁcância α = 10% bicaudal.
Na Figura 5.8, podemos veriﬁcar que ocorreu uma diferença signiﬁcativa do SPEA2/h1
para os demais ambientes, principalmente nas topologias de rede mais complexas. Na
maioria dos casos onde essa diferença foi observada, o erro retornado pelo SPEA2/h1
tende a ser maior, principalmente em relação aos ambientes baseados do AEMT.
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Figura 5.9: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias do Generational Distance (gd) para SPEA2/h1 como referência em relação
aos ambientes SPEA2/h2, SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2, AEMT/m3
e AEMT/m4, considerando a signiﬁcância α = 10% bicaudal.
Analisando-se os valores de gd na Figura 5.9, podemos observar que em poucos cená-
rios o ambiente SPEA2/h1 possui valores de gd signiﬁcativamente menores que os demais
ambientes. Assim como observado na métrica er, os valores de gd tendem a ser signiﬁca-
tivamente maiores.
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Figura 5.10: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa en-
tre as médias do Spread (sp)para SPEA2/h1 como referência em relação aos ambientes
SPEA2/h2, SPEA2/h3, SPEA2/h4, AEMT/m1, AEMT/m2, AEMT/m3 e AEMT/m4,
considerando a signiﬁcância α = 10% bicaudal.
É possível visualizar na Figura 5.10 podemos ver que nos problemas P1, P3 e P4 os
valores de sp do ambiente SPEA2/h1 tendem a serem signiﬁcativamente menores em redes
mais complexas. Porém, no problema P5, o SPEA2/h1 tende a encontrar valores de sp
signiﬁcativamente maiores (exceto na rede 4).
Considerações
Pela análise dos gráﬁcos das Figuras 5.1, 5.2, 5.3, foi possível constatar que os re-
sultados publicados em (Bueno e oliveira, 2010) apresentam convergência e diversidade
superiores em vários problemas, apesar dos novo ambientes AEMT/m3 e AEMT/m4 te-
rem se destacado nas métricas er e gd. A análise do teste de hipótese mostra que os
resultados publicados em (Bueno e oliveira, 2010) possuem de fato convergência e diver-
sidade signiﬁcativamente superiores em grande parte das instâncias, principalmente nos
problemas P2 e P5. Porém, em alguns casos, os resultados publicados apresentam pior
convergência e diversidade, principalmente comparando-os com os ambientes AEMT/m3
e AEMT/m4.
Os cruzamentos CCS e CCS/10 se mostraram superiores em todos os aspectos (con-
vergência e diversidade) que os cruzamentos CS e CC. Esse resultado nos leva a excluir
os cruzamentos CS e CC nas próximas investigações.
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analisando-se apenas os ambientes implementados nessa dissertação, pudemos observar
que o grupo dos ambientes AEMT mostrou excelente desempenho nos problemas de dois
objetivos, superando os ambientes baseados em SPEA II, tanto em convergência quanto
em diversidade.
A partir dos testes realizados em formulações de dois objetivos, concluímos que nossa
reprodução (SPEA2/h1) do algoritmo de roteamento baseado no SPEA II implementado
anteriormente por Bueno e Oliveira (2010) produziu resultados inferiores ao algoritmo
original (SPEA2/hx). Fica evidente que existe uma diferença minima entre as duas im-
plementações, embora tenhamos buscado reproduzir de acordo com as especiﬁcações em
(Bueno e Oliveira, 2010) e contatos com o autor. Por outro lado, a implementação das de-
mais abordagens seguem o mesmo padrão que da abordagem SPEA2/h1. Assim, optamos
por, a partir dos experimentos de 4 objetivos, focarmos nossa análise no ambiente baseado
no SPEA II implementado nesse trabalho, ao realizarmos a comparação com os outros
ambientes implementados baseado em outros modelos evolutivos multiobjetivos. Dessa
forma, a não ser pelas diferenças que sejam explicitadas em nossas análises, temos certeza
que os ambientes são idênticos em relação aos outros aspectos envolvidos no roteamento
evolutivo, tais como, geração da população inicial, mutação, etc.
5.2.3 Avaliação dos Ambientes de Roteamento Multiobjetivos na
Formulação com Quatro Objetivos
Os resultados obtidos nos experimentos de 2 objetivos nos ajudaram a reﬁnar diversos
parâmetros dos ambientes evolutivos. Entretanto, a partir de 4 objetivos, tínhamos uma
expectativa de superarmos mais signiﬁcativamente o ambiente baseado no SPEA II pro-
posto por (Bueno e Oliveira, 2010), ao utilizarmos a família de métodos multiobjetivos
baseado em tabelas propostos a partir do AEMT (Delbem, 2002), especialmente o many
objective AEMMT (Brasil e Delbem, 2013). Também foi a partir de 4 objetivos, que
aplicamos o novo método AEMMD.
Os parâmetros utilizados nesta investigação para o SPEA II foram: tamanho da popu-
lação igual a 30 e número de gerações igual a 50 para as redes 0 e 1; tamanho da população
igual a 90 e número de gerações igual a 100, para as demais redes. Nos algoritmos AEMT
e AEMMT foi usado um limite de 10 indivíduos em cada tabela para as redes 0 e 1, e 20
indivíduos em cada tabela nas demais redes. No caso do AEMMD as tabelas iniciam com
tamanho populacional de 10 indivíduos em cada tabela nas redes 0 e 1, e 20 indivíduos em
cada tabela nas demais redes. depois, durante a execução do algoritmo, o tamanho das
tabelas pode variar de acordo com a não dominância observada. O número de gerações
usado pelos algoritmos AEMT, AEMMT e AEMMD é o mesmo e depende da topologia
de rede utilizada: redes 0 e 1 usam 1800 gerações, rede 2 usa 9000 gerações, rede 3 usa
10000 gerações e redes 4 e 5 usam 9500 gerações. Os números de gerações escolhido para
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esses algoritmos é proporcional ao número de cruzamentos que ocorre em uma execução
do SPEA II, referente a cada rede. Ambos os AEMOs usaram taxa de mutação igual a
20%.
As métricas usadas para avaliar os resultados obtidos neste capítulo foram:
As métricas usadas para avaliar os resultados obtidos neste experimento foram: erro
(er), generational distance (gd), pareto subset (ps), máximo spread (ms) e hipervolume
(hv), sendo que er, gd e ps avaliam a convergência, ms avalia a diversidade e hv avalia
tanto a convergência quanto a diversidade.
Nove ambientes foram desenvolvidos nesta etapa e nomeados de SPEA2/h1, SPEA2/h3,
SPEA2/h4, AEMT/m3, AEMT/m4, AEMMT/mm1, AEMMT/mm2, AEMMD/md1 e
AEMMD/md2. Para cada instância de rede, executamos cada ambiente 100 vezes e ao
ﬁnal de cada execução calculamos as métricas er, gd, ps, ms e hv. Sobre as 100 execuções
de cada ambiente, calculamos a média e o desvio padrão para cada métrica e normaliza-
mos este valor no intervalo [0,1]. Para cada ambiente, obtivemos a média dos valores er,
gd, ps, ms e hv considerando-se todas as redes para a única formulação de 4 objetivos.
Estes resultados podem ser vistos nos gráﬁcos das Figuras 5.11, 5.12 e 5.13.
Os resultados não-normalizados de cada métrica er, gd, ps, ms e hv podem ser vistos
mais detalhadamente nas tabelas do Apêndice A (seção A.2.1), referente ao problema P6.
Análise das Métricas Normalizadas
Observando-se os resultados da Figura 5.11, vimos que os menores erros médios foram
obtidos baseados nos ambientes baseados no novo método: AEMMD/md1 e AEMMD/md2.
Também foi possível observar que o erro dos ambientes baseados no AEMMT foi menor do
que os obtidos por aqueles baseados no AEMT. Comparando-se os ambientes baseados no
SPEA II, aos resultados obtidos pelos ambientes baseados no AEMT, se considerarmos
a mesma estratégia de cruzamento (SPEA2/h3 versus AEMT/m3 e SPEA2/h4 versus
AEMT/m4), os primeiros levam vantagem. Nesta mesma ﬁgura, observando a métrica
gd, as conclusões são similares: (i) ambientes AEMMD/md1 e AEMMD/md2 retornaram
melhores resultados que os demais, (ii) ambientes AEMMT superam os valores dos ambi-
entes baseados no AEMT e foram mais próximos aos resultados dos ambientes no SPEA
II se considerarmos, a mesma estratégia de cruzamento (h3/m3/mm1 e h4/m4/mm2).
Por outro lado, se analisarmos os resultados do ambiente implementado de acordo com
o ambiente descrito em (Bueno e Oliveira, 2010), é possível observar que o ambiente
SPEA2/h1 retorna os piores valores de er e gd.
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Figura 5.11: Gráﬁco de er e gd referente ao problema de quatro objetivos.
Analisando-se os dados da Figura 5.12, veremos que os valores mais elevados de ps
foram obtidos pelos ambientes AEMMD/md1 e AEMMD/md2. Os ambientes baseados
no AEMMT, apesar de terem encontrado valores melhores de er e gd, mostraram que
encontram menos elementos do conjunto P∗ que as da AEMTs. Novamente os ambientes
AEMMD/md1 e AEMMD/md2 retornaram os melhores valores de ms, o que mostra
que a diversidade é superior aos outros algoritmos. Apesar dos ambientes baseados no
AEMMT encontrarem valores de ps piores que os AEMT, eles os superaram nos valores
de ms. Assim , apesar do AEMMT encontrar uma número menor de soluções do Pareto
Ótimo, elas estão mais espalhadas que as soluções encontradas pelos ambientes AEMT.
Os resultados do SPEA2/h4 superam os resultados dos ambientes AEMT.
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Figura 5.12: Gráﬁco de ps e ms referente ao problema de quatro objetivos.
Analisando-se os dados da Figura 5.13, é possível observar que os ambientes AEMMD/md1
e AEMMD/md2 retornaram os maiores valores de hipervolume (hv), conﬁrmando que es-
ses ambientes retornaram conjuntos com maior convergência e diversidade. Apesar dos
ambientes baseados no AEMMT terem apresentado menores volumes de hipercubo, con-
sequentemente menor convergência e diversidade, acreditamos que a limitação da tabela
de não-dominância, que encontra menos elementos que os demais, acabou interferindo no
desempenho do método.
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Figura 5.13: Gráﬁco de hv referente ao problema de quatro objetivos.
Teste de Hipótese utilizando o SPEA2/h1 como referência
O resultado do teste de hipótese apresentado na Figura 5.14 mostra que o ambiente
SPEA2/h1 encontrou valores signiﬁcativamente piores em quase todas as instâncias, vimos
isso também analisando-se as métricas er, gd e ps. Na métrica ms a diferença entre o
ambiente SPEA2/h1 e os demais não é signiﬁcativa, exceto comparado-se com o ambiente
AEMT/m3, onde os valores de ms do SPEA2/h1 são superiores na maioria das redes.
Figura 5.14: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre as
médias das métricas er, gd, ps, ms para SPEA2/h1 como referência em relação aos ambi-
entes SPEA2/h3, SPEA2/h4, AEMT/m3, AEMT/m4, AEMMT/mm1, AEMMT/mm2,
AEMMD/md1 e AEMMD/md2, considerando a signiﬁcância α = 10% bicaudal.
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Teste de Hipótese utilizando o algoritmo AEMMD/md1 como referência
Podemos ver na Figura 5.15, que o ambiente AEMMD/md1 supera de forma sig-
niﬁcativa a maioria dos outros ambientes em todas as métricas. Porém, o ambiente
AEMMD/md2 demonstra competitividade com o ambiente AEMMD/md1.
Figura 5.15: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa en-
tre as médias das métricas er, gd, ps, ms para AEMMD/md1 como referência em rela-
ção aos ambientes SPEA2/h1, SPEA2/h3, SPEA2/h4, AEMMT/mm1, AEMMT/mm2 e
AEMMD/md2, considerando a signiﬁcância α = 10% bicaudal.
Teste de Hipótese utilizando o algoritmo AEMMD/md2 como referência
Podemos ver na Figura 5.16, que o ambiente AEMMD/md2 também supera a maioria
dos outros ambientes em todas as métricas. Porém, o ambiente AEMMD/md1 demonstra
competitividade com o ambiente AEMMD/md2.
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Figura 5.16: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa en-
tre as médias das métricas er, gd, ps, ms para AEMMD/md2 como referência em rela-
ção aos ambientes SPEA2/h1, SPEA2/h3, SPEA2/h4, AEMMT/mm1, AEMMT/mm2 e
AEMMD/md1, considerando a signiﬁcância α = 10% bicaudal.
Considerações
Os dois ambientes baseados no AEMMD se mostraram superiores aos outros ambientes
em todas as instâncias tanto em convergência como em diversidade. A nova abordagem
adaptou muito bem nos problemas de 4 objetivos. Em contra partida, nossa reprodução do
modelo de (Bueno e Oliveira, 2010), o SPEA2/h1, não se destacou em nenhuma métrica e
os ambientes SPEA2/h3 e SPEA2/h4, que misturam os cruzamentos CC e CS, mostraram
um desempenho melhor que o SPEA2/h1.
Apesar dos ambientes baseados no AEMMT encontrarem menos elementos do Paredo
que os do AEMT, vimos em outras métricas que tanto em termos de convergência quanto
diversidade, os primeiros são superiores. Acreditamos que este fato se deve ao impacto da
característica da abordagem que limita o tamanho da tabela de não dominância. Além
disso, o próprio ambiente que reproduz o original (SPEA2/h1) superou o AEMT com
signiﬁcância estetística na métrica ms. Dessa forma, nas análises das formulações com 5
e 6 objetivos, não utilizaremos os ambientes baseados no AEMT.
De forma geral, concluímos que os resultados obtidos com as estratégias CCS e CCS/10
são similares. Assim, por simplicidade apresentamos a partir de 5 objetivos, apenas os
resultados com a estratégia CCS, embora os resultados coma estratégia CCS/10 sejam
registrados no Apêndice A. A escolha do CCS, em detrimento ao CCS/10, se deve ao fato
de ser mais simples de implementar, sem dependência de parâmetros adicionais.
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5.2.4 Avaliação dos Ambientes de Roteamento Multiobjetivos na
Formulação com Cinco Objetivos
Os parâmetros utilizados nos ambientes baseados no SPEA II foram tamanho da
população igual a 90 e número de gerações igual a 100. No algoritmo AEMMT foi usado
um limite de 20 indivíduos em cada tabela em todas as redes. No caso do AEMMD
as tabelas iniciam com tamanho populacional de 20 indivíduos em cada tabela, mas o
tamanho é variável ao longo da execução. O número de gerações usado pelos algoritmos
AEMMT e AEMMD é 9500 gerações. Esse número de gerações é proporcional ao número
de cruzamentos que ocorre em uma execução do SPEA II, referente a cada rede. Ambos
os AEMOs usaram taxa de mutação igual a 20%. Apenas a estratégia de cruzamento CCS
será analisada nessa seção para os ambientes AEMMT e AEMMD. No caso do SPEA2,
a estratégia original de cruzamento (CS) ainda será mantida para comparação com o
ambiente proposto em (Bueno e Oliveira, 2010).
As métricas usadas para avaliar os resultados obtidos neste experimento foram: erro
(er), generational distance (gd), pareto subset (ps), máximo spread (ms) e hipervolume
(hv), sendo que er, gd e ps avaliam a convergência, ms avalia a diversidade e hv avalia
tanto a convergência quanto a diversidade.
Quatro ambientes participaram da investigação nesta etapa: SPEA2/h1, SPEA2/h3,
AEMMT/mm1 e AEMMD/md1. Para cada instância de rede executamos cada ambiente
100 vezes e ao ﬁnal de cada execução calculamos as métricas er, gd, ps, ms e hv. Das 100
execuções, calculamos a média e o desvio padrão para cada métrica. Posteriormente, para
cada ambiente tiramos a média dos valores er, gd, ps, ms e hv de todas as redes, norma-
lizando estes valores no intervalo [0,1]. Esses resultados podem ser vistos nos gráﬁcos das
Figuras 5.17, 5.18 e 5.19.
Os resultados não-normalizados de cada métrica er, gd, ps, ms e hv podem ser vistos
nas tabelas da seção A.3.1 do Apêndice A referente ao problema P7.
Análise das métricas normalizadas
Analisando-se a métrica er na Figura 5.17, é possível visualizar que o ambiente ba-
seado no AEMMD retorna um erro menor, ou seja, exibe uma melhor convergência. O
ambiente AEMMT supera o SPEA II, tanto na estratégia h1 quanto na h3. Essa queda
de desempenho do SPEA II já era esperada uma vez que é sabido que o desempenho
desse modelo decai a partir de 5 objetivos e os many objective foram desenvolvidos para
se destacarem em problemas com muitos objetivos. Os ambientes em relação aos valores
de gd têm comportamento similar ao er, ressaltando melhor convergência do AEMMD,
seguido pelo AEMMT e, por último, SPEA II.
Na Figura 5.18 podemos visualizar os valores da métrica ps, onde novamente o melhor
desempenho foi do AEMMD, seguido pelo AEMMT e, por último, pelos ambientes base-
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ados no SPEA II. Assim, na formulação de 5 objetivos, mesmo limitando-se o tamanho
da tabela de não-dominância do AEMMT, ele ainda supera os ambientes SPEA II. Além
disso, o AEMMT retorna valores de ms um pouco superior oas obtidos com o AEMMD.Os
ambientes SPEA II possuem valores de ms muito inferiores aos demais algoritmos.
Finalmente na Figura 5.19, são apresentados os dados do hv onde o ambiente AEMMD
se destaca por retornar o maior volume nos hipercubos. Assim, concluímos que a nova
heurística consegue manter melhor convergência e diversidade em relação aos outros al-
goritmos na formulação de cinco objetivos.
Figura 5.17: Gráﬁco de er e gd referente ao problema de cinco objetivos.
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Figura 5.18: Gráﬁco de ps e ms referente ao problema de cinco objetivos.
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Figura 5.19: Gráﬁco de hv referente ao problema de cinco objetivos.
Teste de Hipótese utilizando o algoritmo SPEA2/h1 como referência
A Figura 5.20 nos mostra o resultados de teste de hipótese utilizando o SPEA2/h1
como referência. É importante ressaltar que duas métricas devem ser minimizadas (er e
gd) e duas maximizar (ps e ms). Comparando-se os ambientes baseados no AEMMT e
AEMMD com o ambiente SPEA2/h1, em todas as métricas, na maioria dos casos os am-
bientes baseados no AEMMT e AEMMD conseguem valores signiﬁcativamente melhores.
Já comparando com o ambiente SPEA2/h3, o SPEA2/h1 consegue valores melhores nas
métricas em alguns casos, principalmente nas redes mais simples.
Figura 5.20: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias das métricas er, gd, ps, ms para SPEA2/h1 como referência em relação aos
ambientes SPEA2/h3, AEMMT/mm1, AEMMD/md1, considerando a signiﬁcância α =
10% bicaudal.
Teste de Hipótese utilizando o algoritmo AEMMD/md1 como referência
Podemos ver na Figura 5.21, que o ambiente AEMMD supera a maioria dos outros
ambientes em todas as métricas. Apenas na métrica ms, o ambiente AEMMT encontra
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valores de ms maiores que no ambiente AEMMD em duas das 6 redes analisadas.
Figura 5.21: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias das métricas er, gd, ps, ms para AEMMD/md1 como referência em relação
aos ambientes SPEA2/h1, SPEA2/h3 e AEMMT/mm1, considerando a signiﬁcância α =
10% bicaudal.
Considerações
Na formulação de cinco objetivos, o ambiente baseado no AEMMD é signiﬁcativamente
melhores que o SPEA2/h1 em todas as instâncias. Em relação ao ambiente baseado no
AEMMT, ele também apresentou convergência e diversidade signiﬁcativamente melhores
que o SPEA2/h1, com poucas exceções. Na formulação de 5 objetivos o ambiente baseado
no AEMMD superam os demais tanto em termos de convergência quanto em diversidade,
analisando-se todas as métricas.
5.2.5 Avaliação dos Ambientes de Roteamento Multiobjetivos na
Formulação com Seis Objetivos
Os parâmetros utilizados nos ambientes baseados no SPEA II foram tamanho da
população igual a 90 e número de gerações igual a 100. No ambiente AEMMT foi usado
um limite de 20 indivíduos em cada tabela, para todas as redes. No caso do AEMMD,
as tabelas iniciam com tamanho populacional de 20 indivíduos. O número de gerações
usado pelos algoritmos AEMMT e AEMMD é 9500 gerações. Ambos os AEMOs usaram
taxa de mutação igual a 20%.
As métricas usadas para avaliar os resultados obtidos neste experimento foram: erro
(er), generational distance (gd), pareto subset (ps), máximo spread (ms) e hipervolume
(hv), sendo que er, gd e ps avaliam a convergência, ms avalia a diversidade e hv avalia
tanto a convergência quanto a diversidade.
Quatro ambientes participaram da investigação nesta etapa: SPEA2/h1, SPEA2/h3,
AEMMT/mm1 e AEMMD/md1. Para cada instância de rede executamos cada ambiente
100 vezes e ao ﬁnal de cada execução calculamos as métricas er, gd, ps, ms e hv. Das 100
execuções, calculamos a média e o desvio padrão para cada métrica. Posteriormente, para
cada ambiente, tiramos a média dos valores er, gd, ps, ms e hv de todas as redes, norma-
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lizando estes valores no intervalo [0,1]. Esses resultados podem ser vistos nos gráﬁcos das
Figuras 5.22, 5.23 e 5.24.
Os resultados não-normalizados de cada métrica er, gd, ps, ms e hv podem ser vistos
nas tabelas da seção A.4.1 do Apêndice A referente ao problema P8.
Análise das métricas
A análise das métricas er e gd na Figura 5.22, mostrara que o ambiente baseado em
AEMMD, em formulações de seis objetivos, possui melhor convergência. Em seguida, o
ambiente baseado no AEMMT e, por último os ambientes do SPEA II. Olhando apenas
a métrica er o ambiente SPEA2/h1 apresenta valores de erro menores que o ambiente do
SPEA II/h3. Em contrapartida, o ambiente SPEA2/h1 apresenta os valores de gd muito
maiores.
Nas métricas ps e ms (Figura 5.23), os ambientes many objectives resultam claramente
em melhores resultados, sendo o AEMMD o melhor ambiente, seguido do ambiente ba-
seado no AEMMT. Analisando-se separadamente os ambientes baseados no SPEA II, o
ambiente SPEA2/h1 apresentou melhor valor de ps, porém, apresentou os piores valores
de ms. Isso mostra que apesar do ambiente está encontrando muitos elementos do Ótimo
de Pareto, eles estão muito concentrados em uma região Esse fato também explica os altos
valores de gd apresentados no ambiente SPEA2/h1, apesar de possuir baixos valores de
er. Ou seja, seus pontos fora da fronteira de Pareto estão muito distantes da fronteira.
Provavelmente o ambiente SPEA2/h1 pode estar convergindo para um local especíﬁco no
espaço de busca e não espalhando seus pontos.
Na ﬁgura 5.24 analisamos a métrica hv, onde o ambiente baseado no AEMMD retornou
maiores valores de hv, seguida do ambiente baseado no AEMMT. Comparando-se os
ambientes baseados no SPEA II, o SPEA2/h1 apresentou maiores valores de hv em relação
ao SEAP2/h3, provavelmente consequência de uma forte convergência como vimos nas
métricas er e ps.
104 Capítulo 5. Experimentos
Figura 5.22: Gráﬁco de er e gd referente ao problema de seis objetivos.
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Figura 5.23: Gráﬁco de ps e ms referente ao problema de seis objetivos.
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Figura 5.24: Gráﬁco de hv referente ao problema de seis objetivos.
Teste de Hipótese utilizando o algoritmo SPEA2/h1 como referência
Observando o resultado do teste de hipótese na Figura 5.25, ele reforça as análises
na seção anterior. Os ambientes many objectives mostraram valores signiﬁcativamente
melhores em todas as métricas em relação ao ambiente SPEA2/h1. Na comparação entre
ambientes SPEA II, o SPEA2/h1 retornou valores signiﬁcativamente melhores de er e ps
na maioria das instâncias. Por outro lado, nas métricas gd e ms o SPEA2/h1 retornou
valores signiﬁcativamente piores que o ambiente SPEA2/h3.
Figura 5.25: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias das métricas er, gd, ps, ms para SPEA2/h1 como referência em relação aos
ambientes SPEA2/h3, AEMMT/mm1 e AEMMD/md1, considerando a signiﬁcância α =
10% bicaudal.
Teste de Hipótese utilizando o algoritmo AEMMD/md1 como referência
Podemos observar pelo teste de hipótese apresentado na Figura 5.26, que o ambiente
AEMMD/md1 supera signiﬁcativamente todos os outros ambientes em todas as métricas.
Em poucos, casos o ambiente AEMMT consegue valores de er e gd signiﬁcativamente
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melhores que o ambiente AEMMD.
Figura 5.26: Teste de hipótese para evidenciar a diferença estatística signiﬁcativa entre
as médias das métricas er, gd, ps, ms para AEMMD/md1 como referência em relação
aos ambientes SPEA2/h1, SPEA2/h3 e AEMMT/mm1, considerando a signiﬁcância α =
10% bicaudal.
Considerações
Na formulação de seis objetivos, o ambiente baseado no AEMMD e na estratégia de
cruzamento CCS é signiﬁcativamente melhor que o SPEA2/h1 em todas as instâncias. Em
relação ao ambiente baseado no AEMMT, ele também apresenta convergência e diversi-
dade signiﬁcativamente melhor que o SPEA2/h1. Comparando-se os dois ambientes many
objectives, o ambiente baseado no AEMMD supera o AEMMT em termos de convergência
e diversidade, analisando-se todas as métricas.
Na formulação de seis objetivos ﬁcou mais evidente a superioridade dos many objective
em relação aos ambientes baseados no SPEA II. O ambiente baseado no novo método
AEMMD superara todos os demais em todas as métricas analisadas.
5.3 Experimentos Finais
5.3.1 Análise do Tempo de Execução
Nesta seção analisaremos a média do tempo de execução dos ambientes SPEA II,
AEMMT e AEMMD. Para a analise calculamos a média do tempo em segundos de 100
execuções de cada ambiente, todos os ambientes usam o cruzamento CCS. Esta análise
visa as formulações de 4, 5 e 6 objetivos, onde podemos visualizar os resultados em gráﬁcos
de barras nas Figuras 5.27, 5.28 e 5.29.
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Figura 5.27: Tempo de execução médio dos problemas de 4 objetivos
Figura 5.28: Tempo de execução médio dos problemas de 5 objetivos
5.3. Experimentos Finais 109
Figura 5.29: Tempo de execução médio dos problemas de 6 objetivos
Na formulação de 4 objetivos o tempo de execução do ambiente SPEA II tende a se
mais rápido que os outros ambientes, porem o tempo de execução do ambiente AEMMD
chega a ser muito próximo do SPEA II. Na formulação de 5 objetivos vimos que este
quadro inverte a favor do AEMMD, onde o SPEA II encontra-se com os piores tempos de
execução. Podemos ver que o tempo de execução do ambiente AEMMD ﬁca nitidamente
melhor que os outros ambientes na formulação de 6 objetivos, nesta formulação o SPEA
II volta a mostrar tempo de execução melhores que o ambiente AEMMT.
5.3.2 Análise Variando o Tamanho das Tabelas do AEMMT
Um dos parâmetros desaﬁadores do método AEMMT é o tamanho das tabelas, todas
as tabelas do método possuem tamanho ﬁxo, assim para não estourar o tamanho das
tabelas, sempre que um indivíduo novo é inserido em uma tabela o método remove outro
indivíduo de pior ﬁtness. Como apresentado nas seções anteriores, o tamanho máximo de
todas as tabelas é 20 em todas as formulações. Por ser um parâmetro de difícil escolha
de valor, faremos uma analise variando o tamanho das tabelas do AEMMT nos tamanho
50 e 100 para vermos o impacto que o aumento deste parâmetro pode ter nas formulações
de 4, 5 e 6 objetivos.
Os testes procede com os ambientes AEMMT/20 com tabelas de tamanho 20, AEMMT/50
com tabelas de tamanho 50 e AEMMT/100 com tabelas de tamanho 100. Adicionamos
nos testes o ambiente AEMMD/md1 já que é um método onde as tabelas não possuem
tamanhos ﬁxos. Todos os ambientes usam o cruzamento CCS. As analises procederam
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do mesmo modo que nas avaliações anteriores, para cada instância de rede executamos
cada ambiente 100 vezes e ao ﬁnal de cada execução calculamos as métricas er, gd, ps,
ms e hv. Das 100 execuções, calculamos a média e o desvio padrão para cada métrica.
Posteriormente, para cada ambiente, tiramos a média dos valores er, gd, ps, ms e hv de
todas as redes, normalizando estes valores no intervalo [0,1].
Primeiro veremos estes resultados no problema de formulação de 4 objetivos, logo após
com 5 objetivos e por ﬁm 6 objetivos.
Análise Variando o Tamanho das Tabelas do AEMMT na Formulação de 4
Objetivos
As Figuras 5.30, 5.31 e 5.32 mostram os resultados os valores de er, gd, ps, ms e hv no
problema de formulação de 4 objetivos. Podemos ver por estes resultados que em todas
as métricas os ambientes AEMMT/50 e AEMMT/100 apresentaram resultados melhores
que o ambiente AEMMT/20. Porem o ambiente AEMMD/md1 ainda consegue resultados
melhores em quase todas as métricas ﬁcando no máximo em segundo lugar comparando
com os ambientes do AEMMT.
5.3. Experimentos Finais 111
Figura 5.30: Gráﬁco de er e gd referente ao problema de de 4 objetivos em ambientes
com AEMMT com tabelas grandes.
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Figura 5.31: Gráﬁco de ps e ms referente ao problema de de 4 objetivos em ambientes
com AEMMT com tabelas grandes.
5.3. Experimentos Finais 113
Figura 5.32: Gráﬁco de hv referente ao problema de de 4 objetivos em ambientes com
AEMMT com tabelas grandes.
Análise Variando o Tamanho das Tabelas do AEMMT na Formulação de 5
Objetivos
As Figuras 5.33, 5.34 e 5.35 mostram os resultados os valores de er, gd, ps, ms e hv no
problema de formulação de 5 objetivos. Novamente podemos ver por estes resultados que
em todas as métricas os ambientes AEMMT/50 e AEMMT/100 apresentaram resultados
melhores que o ambiente AEMMT/20. O ambiente AEMMD/md1 retornou resultados
melhores em quase todas as métricas comparando com os ambientes do AEMMT, ﬁcando
em segundo lugar nas métricas er e gd.
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Figura 5.33: Gráﬁco de er e gd referente ao problema de de 5 objetivos em ambientes
com AEMMT com tabelas grandes.
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Figura 5.34: Gráﬁco de ps e ms referente ao problema de de 5 objetivos em ambientes
com AEMMT com tabelas grandes.
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Figura 5.35: Gráﬁco de hv referente ao problema de de 5 objetivos em ambientes com
AEMMT com tabelas grandes.
Análise Variando o Tamanho das Tabelas do AEMMT na Formulação de 6
Objetivos
As Figuras 5.36, 5.37 e 5.38 mostram os resultados os valores de er, gd, ps, ms e hv
no problema de formulação de 6 objetivos. Mais uma vez os resultados que os valores das
métricas nos ambientes AEMMT/50 e AEMMT/100 apresentaram resultados melhores
que o ambiente AEMMT/20. O ambiente AEMMD/md1 retornou resultados melhores em
quase todas as métricas comparando com os ambientes do AEMMT, menos nas métricas
er e gd.
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Figura 5.36: Gráﬁco de er e gd referente ao problema de de 6 objetivos em ambientes
com AEMMT com tabelas grandes.
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Figura 5.37: Gráﬁco de ps e ms referente ao problema de de 6 objetivos em ambientes
com AEMMT com tabelas grandes.
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Figura 5.38: Gráﬁco de hv referente ao problema de de 6 objetivos em ambientes com
AEMMT com tabelas grandes.
Considerações
A variação dos tamanhos das tabelas do AEMMT mostrou resultados melhores, o que
nos leva a concluir que este é um parâmetro que precisa de melhor reﬁnamento, pois é
um parâmetro que impacta fortemente em termos de convergência e diversidade. Em
geral o ambiente AEMMD/md1 mostra melhores resultados que os ambientes AEMMT,
porem vimos que em problemas de 5 e 6 objetivos alguns ambientes do AEMMT superam
o AEMMD/md1, dessa forma vimos que que a convergência do AEMMT tende a ser
competitiva com a do AEMMD. Apesar que o ambiente AEMMD/md1 mostrou melhor
diversidade em todos os objetivos.

CAPÍTULO 6
Conclusão
6.1 Considerações Finais
Este trabalho aprofundou a análise do algoritmo multiobjetivo de roteamento proposto
em (Bueno e Oliveira, 2010), que é baseado no SPEA II. Um estudo inicial visou reﬁnar
algumas estratégias utilizadas por Bueno e Oliveira, tais como, a inicialização da popula-
ção inicial e o método de cruzamento. Posteriormente, como alternativa ao uso do SPEA
II, investigou-se a aplicação de algoritmos multiobjetivos mais voltados a problemas de
otimização discreta, o AEMT e o many objective AEMMT. Como desdobramentos des-
sas investigações, um novo método de cruzamento chamado de cruzamento por caminho
(CC) foi proposto, além de uma nova abordagem many objective chamada de Algoritmo
Evolutivo Multiobjetivo com Múltiplas Dominâncias (AEMMD).
Os experimentos foram realizados em diferentes formulações multiobjetivas do PRM
com dois, quatro, cinco e seis objetivos. Foram consideradas funções objetivo que podem
ser utilizadas para atender a certos requisitos de QoS e Engenharia de Tráfego ao calcular
rotas multicast, tais como redução do custo, do hopscount, do delay ﬁm-a-ﬁm, do delay
ﬁm-a-ﬁm máximo, delay total, da utilização média da largura de banda e minimização
do gargalo da rede. Para avaliação de convergência foram utilizadas as métricas erro
(er), generational distance (gd), pareto subset (sp) e hipervolume (hv). Por sua vez, a
diversidade foi avaliada através do spread (sp), máximo spread (ms) e hipervolume (hv.
Como os AEMOs investigados neste trabalho são métodos estocásticos, várias execuções
foram feitas para que médias e intervalos de conﬁança pudessem ser calculados. Para
evidenciar estatisticamente as comparações entre os AEMOs foram realizados testes de
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hipótese sobre esses resultados.
Uma das primeiras análises realizadas neste trabalho foi a comparação entre o cruza-
mento CS (Bueno e Oliveira, 2010) e o cruzamento CC, que foi proposto nessa dissertação.
Em paralelo foi feita uma análise de quatro métodos de inicializar a população, onde duas
foram citadas por Lima e Delbem (2007), uma por Bueno e Oliveira (2010) e a última
proposta do trabalho. Na análise dos cruzamentos, o método CC mostrou absorver mais
informações dos pais que o CS, impactando na convergência da busca evolutiva. Por ou-
tro lado, o aumento da convergência pode causar perda de diversidade, o que nos levou a
propor duas estratégias de cruzamento que intercalam o uso dos cruzamentos CS e CC.
Essas estratégias foram chamadas de CCS e CCS/10. Na investigação das inicializações,
apesar dos resultados não terem apresentado uma diferença signiﬁcativa de uma abor-
dagem para outra, a inicialização usada por (Bueno e Oliveira, 2010) mostrou ser mais
equilibrada que as demais. Os resultados e análises dessa etapa inicial resultaram em um
artigo publicado em conferência nacional (Lafetá et al, 2015).
Nos experimentos comparativos entre as diversas abordagens multiobjetivas, que uti-
lizaram 5 formulações diferentes de 2 objetivos, foram implementados ambientes de ro-
teamento baseados no SPEA II e no AEMT, combinados com diferentes estratégias de
cruzamento. Além disso, os resultados obtidos pelos ambientes implementados foram con-
frontados com os publicados anteriormente por Bueno e Oliveira. As principais conclusões
dos experimentos com 2 objetivos foram: (i) nossa reprodução do ambiente descrito em
(Bueno e Oliveira, 2010), baseado no SPEA II e no cruzamento CS, apresentou algumas
diferenças em relação aos resultados publicados no trabalho original; (ii) de forma geral,
os resultados obtidos com os ambientes baseados no AEMT foram melhores ou equivalen-
tes aos ambientes baseados no SPEA II; (iii) as estratégias CCS e CCS/10 que intercalam
o uso dos cruzamentos CC e CS, de forma geral, superaram os cruzamentos utilizados de
forma isolada. Essa etapa serviu também para o ajuste dos parâmetros utilizados pelos
métodos baseados em tabela.
Nos experimentos com uma formulação de quatro objetivos foram analisados os ambi-
entes implementados baseados nos algoritmos multiobjetivos SPEA II, AEMT, AEMMT
e AEMMD, combinados com as estratégias mistas de cruzamento CCS e CCS/10. Além
disso o ambiente SPEA II que utiliza a estratégia original de cruzamento (CS) também
foi executado para se ter uma base de comparação com o ambiente proposto em (Bu-
eno e Oliveira, 2010). As principais conclusões dos experimentos com 4 objetivos foram:
(i) os ambientes baseados no AEMMT conseguiram superar os baseados no AEMT e no
SPEA II na maioria das métricas e topologias de rede; (ii) apenas nas métricas ms e ps,
o AEMMT apresentou resultados inferiores, o que acreditamos ser devido ao limite do ta-
manho da tabela de soluções não dominadas; (iii) a nova abordagem, o AEMMD, obteve
melhores resultados em todas as métricas comparando-o com os demais AEMOs, sendo
superior tanto em convergência quanto em diversidade; (iv) uma vez que os resultados das
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estratégias de cruzamento CCS e CCS/10 não apresentaram diferenças signiﬁcativas ao
serem aplicadas a diversos AEMOs, selecionamos a estratégia CCS por sua simplicidade
de implementação e por não depender de parâmetro adicional.
Nos experimentos com as formulações de cinco e seis objetivos foram analisados os
ambientes implementados baseados nos algoritmos multiobjetivos SPEA II, AEMMT e
AEMMD, com a estratégia de cruzamento CCS. O ambiente baseado no AEMMD retor-
nou métricas signiﬁcativamente melhores aos demais modelos multiobjetivos na grande
maioria das instâncias. O ambiente baseado no AEMMT foi o que mais se aproximou do
AEMMD, entretanto ele também foi superado por ele.
Por ﬁm, podemos concluir que o uso dos métodosmany objectives AEMMT e AEMMD
em instâncias do PRM com quatro ou mais objetivos são mais promissoras que o SPEA
II. A nova abordagem, o AEMMD, retornou melhores métricas de convergência e diversi-
dade em praticamente todas os cenários, se adaptando melhor ao problema de roteamento.
Acreditamos que a limitação aplicada pelo algoritmo AEMMT na tabela de soluções não
dominadas foi responsável em grande parte pela diferença de desempenho em relação ao
AEMMD. Foi possível constatar que as estratégias de cruzamento mistas que intercalam
o método original CS com o novo método CC, mostraram um maior equilíbrio de con-
vergência e diversidade. Dentre as estratégias mistas avaliadas, selecionamos a CCS por
sua simplicidade de implementação e por não adicionar novos parâmetros ao cruzamento.
O ambiente implementado com o AEMMD e com a estratégia CCS se mostrou o mais
adequado para realizar o roteamento multicast em formulações mais de 3 objetivos.
6.2 Trabalhos Futuros
Investigações complementares se fazem necessárias para aprofundar as conclusões deste
trabalho:
• Realizar uma análise do tempo de processamento envolvido nos diversos ambientes
multiobjetivos implementados;
• Realizar uma análise do impacto da limitação da tabela de não-dominância no al-
goritmo AEMMT, veriﬁcando a possibilidade de se usar uma tabela com tamanho
mais ﬂexível;
• Realizar uma análise do impacto da não limitação no tamanho das tabelas do
AEMMD, em relação ao consumo de memória e à sua extensão para problemas
de otimização não discreta, onde o número de pontos da Fronteira de Pareto pode
ser inﬁnito.
Investigações adicionais com outras técnicas e ferramentas podem reﬁnar as conclusões
deste trabalho:
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• Realizar análises estatísticas adicionais nos experimentos comparativos, tais como
testes não paramétricos (p.ex., Mann-Whitney e Kruskal-Wallis) e análise de regres-
são;
• Uso de métricas adicionais na avaliação da diversidade e convergência que sejam
independentes do Pareto Ótimo, tais como as métricas de Espaçamento (SS), Escala
de Progresso (RP) e Cobertura (Cordeiro, 2008).
O ambiente de roteamento baseado no AEMMD e no cruzamento CCS pode ser reﬁ-
nado através de novas investigações:
• Utilizar a estrutura de dados Representação Nó-Profundidade (RNP) (Delbem et
al, 2004) na implementação dos indivíduos, por apresentar complexidade de tempo
e espaço melhores que a estrutura de dados Lista de Aresta (estrutura utilizada nas
implementações deste trabalho);
• Investigar variações do AEMMD reﬁnando características do algoritmo. Dentre es-
sas possíveis variações vislumbramos: adição das tabelas de 1 objetivo utilizadas nos
métodos AEMT e AEMMT, sem adoção do critério de não dominância; utilização
de limites mínimo e máximo no tamanho das tabelas de não dominância; etc.
As estratégias bio-inspiradas utilizadas nesse trabalho são de natureza evolutiva. A
investigação de outras técnicas bio-inspiradas no PRM com múltiplos objetivos QoS pode-
ria ser confrontada com o ambiente aqui investigado. Por exemplo, o algoritmo AD-ZRP
(Okazaki, 2012), é uma adaptação do algoritmo Colônia de Formigas para o problema de
roteamento multicast com múltiplos objetivos.
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APÊNDICE A
Apêndice A - Resultados
Complementares
A.1 Instâncias de Dois Objetivos
A.1.1 Problema P1
Tabela A.1: Média e desvio padrão do Erro de cada rede para o problema P1.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 24.571 +/- 12.790 1.967 +/- 5.908 0.000 +/- 0.000 3.433 +/- 7.279
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 17.857 +/- 10.177 2.100 +/- 5.994 1.600 +/- 5.869 4.467 +/- 8.475
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 16.000 +/- 11.117 2.267 +/- 6.162 0.000 +/- 0.000 4.133 +/- 8.302
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 15.143 +/- 12.908 1.167 +/- 4.628 0.000 +/- 0.000 5.233 +/- 9.022
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 19.0 +/- 3.3 1.7 +/- 1.5 5.7 +/- 2.1 7.7 +/- 3.5
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 15.714 +/- 12.372 1.200 +/- 4.385 0.000 +/- 0.000 0.929 +/- 3.687
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 18.286 +/- 9.053 0.833 +/- 3.632 1.143 +/- 3.876 12.214 +/- 13.630
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 9.143 +/- 8.926 0.500 +/- 2.843 0.429 +/- 2.437 1.119 +/- 4.089
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 10.286 +/- 9.053 0.500 +/- 2.843 0.429 +/- 2.437 2.071 +/- 5.373
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Tabela A.2: Média e desvio padrão doGenerational Distance de cada rede para o problema
P1.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 9.658 +/- 6.163 0.468 +/- 1.407 0.000 +/- 0.000 3.498 +/- 8.538
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 4.013 +/- 4.692 0.500 +/- 1.427 0.696 +/- 2.552 8.360 +/- 18.225
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 4.799 +/- 5.241 0.540 +/- 1.467 0.000 +/- 0.000 4.461 +/- 10.517
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 4.200 +/- 5.452 0.516 +/- 2.994 0.000 +/- 0.000 4.932 +/- 10.986
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 3.2 +/- 0.9 4.02 +/- 0.2 1.1 +/- 0.4 0.3 +/- 0.1
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 4.345 +/- 5.237 0.358 +/- 1.370 0.000 +/- 0.000 1.904 +/- 9.558
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 6.091 +/- 8.746 0.198 +/- 0.865 0.914 +/- 3.100 27.992 +/- 30.269
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 1.965 +/- 3.874 0.119 +/- 0.677 0.343 +/- 1.950 2.492 +/- 11.417
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 2.094 +/- 4.469 0.119 +/- 0.677 0.343 +/- 1.950 6.418 +/- 18.811
Tabela A.3: Média e desvio padrão do Spread de cada rede para o problema P1.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 2.176 +/- 0.000 0.000 +/- 0.000 1.346 +/- 0.438 4.161 +/- 0.853 4.922 +/- 0.737 5.496 +/- 0.415
SPEA2/h2 2.176 +/- 0.000 0.000 +/- 0.000 0.844 +/- 0.330 4.428 +/- 0.794 5.661 +/- 0.705 6.321 +/- 0.391
SPEA2/h3 2.176 +/- 0.000 0.000 +/- 0.000 1.013 +/- 0.364 4.348 +/- 0.817 5.185 +/- 0.848 6.017 +/- 0.503
SPEA2/h4 2.176 +/- 0.000 0.000 +/- 0.000 0.967 +/- 0.343 4.168 +/- 0.835 5.111 +/- 0.832 5.826 +/- 0.531
SPEA2/hx 1.3 +/- 0.0 0.0 +/- 0.0 0.7 +/- 0.1 2.9 +/- 0.0 2.8 +/- 0.1 7.8 +/- 0.1
AMET/m1 3.503 +/- 0.000 0.000 +/- 0.000 2.478 +/- 0.232 4.821 +/- 0.081 5.196 +/- 0.000 5.850 +/- 0.064
AMET/m2 3.503 +/- 0.000 0.000 +/- 0.000 2.482 +/- 0.409 4.820 +/- 0.058 5.246 +/- 0.452 6.019 +/- 0.432
AMET/m3 3.503 +/- 0.000 0.000 +/- 0.000 2.350 +/- 0.139 4.815 +/- 0.045 5.206 +/- 0.058 5.846 +/- 0.058
AMET/m4 3.503 +/- 0.000 0.000 +/- 0.000 2.354 +/- 0.160 4.815 +/- 0.045 5.206 +/- 0.058 5.857 +/- 0.112
Tabela A.4: Média e desvio padrão do Hiper Volume de cada rede para o problema P1.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 381.4 +/- 21.6 304.4 +/- 15.9 1489.7 +/- 95.5 492.5 +/- 60.2 776.2 +/- 64.5 586.1 +/- 54.3
SPEA2/h2 383.5 +/- 19.8 301.8 +/- 14.8 1526.4 +/- 84.0 489.8 +/- 63.3 595.5 +/- 120.8 501.7 +/- 55.3
SPEA2/h3 382.1 +/- 20.9 303.3 +/- 16.2 1494.6 +/- 74.1 486.1 +/- 61.4 745.5 +/- 80.4 531.3 +/- 58.4
SPEA2/h4 383.8 +/- 20.2 305.2 +/- 14.0 1498.7 +/- 85.6 495.0 +/- 58.1 753.3 +/- 81.7 553.7 +/- 64.3
AMET/m1 338.0 +/- 27.7 242.2 +/- 31.6 1250.1 +/- 75.9 452.6 +/- 47.8 709.6 +/- 44.1 590.7 +/- 57.5
AMET/m2 337.4 +/- 23.9 243.1 +/- 26.3 1251.3 +/- 89.0 448.7 +/- 36.4 702.8 +/- 60.1 538.0 +/- 55.3
AMET/m3 332.5 +/- 22.7 245.3 +/- 23.3 1272.1 +/- 107.9 446.4 +/- 36.7 718.4 +/- 35.1 593.2 +/- 54.3
AMET/m4 335.2 +/- 25.0 247.2 +/- 26.9 1270.1 +/- 119.9 452.4 +/- 40.4 717.4 +/- 42.0 584.0 +/- 56.1
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A.1.2 Problema P2
Tabela A.5: Média e desvio padrão do Erro de cada rede para o problema P2.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 0.348 +/- 2.442 6.151 +/- 9.347 0.125 +/- 1.244 64.754 +/- 17.468
SPEA2/h2 0.167 +/- 1.658 0.000 +/- 0.000 21.826 +/- 16.454 0.715 +/- 2.433 1.411 +/- 4.019 94.638 +/- 14.974
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 2.087 +/- 6.079 0.556 +/- 2.206 0.286 +/- 2.000 58.328 +/- 22.290
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 0.962 +/- 4.245 0.855 +/- 3.880 0.125 +/- 1.244 56.416 +/- 21.593
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 2.8 +/- 1.2
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 34.041 +/- 18.954
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 2.188 +/- 6.340 0.629 +/- 2.293 0.000 +/- 0.000 70.966 +/- 32.426
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.273 +/- 1.551 0.000 +/- 0.000 22.049 +/- 25.266
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.167 +/- 1.167 0.000 +/- 0.000 19.540 +/- 21.686
Tabela A.6: Média e desvio padrão doGenerational Distance de cada rede para o problema
P2.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 0.188 +/- 1.546 1.607 +/- 2.288 0.156 +/- 1.555 8.435 +/- 2.139
SPEA2/h2 0.123 +/- 1.221 0.000 +/- 0.000 15.196 +/- 10.258 0.360 +/- 1.385 0.782 +/- 2.496 22.893 +/- 5.982
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 1.277 +/- 3.973 0.198 +/- 0.789 0.357 +/- 2.500 8.188 +/- 3.362
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 0.564 +/- 2.656 0.256 +/- 1.115 0.156 +/- 1.555 7.716 +/- 2.801
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.1 +/- 0.1
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 4.100 +/- 1.802
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 1.972 +/- 5.494 0.687 +/- 2.505 0.000 +/- 0.000 11.647 +/- 6.355
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.295 +/- 1.677 0.000 +/- 0.000 3.126 +/- 3.422
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.185 +/- 1.293 0.000 +/- 0.000 2.552 +/- 2.574
Tabela A.7: Média e desvio padrão do Spread de cada rede para o problema P2.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 4.480 +/- 0.000 2.294 +/- 0.000 4.583 +/- 0.184 2.707 +/- 0.680 2.307 +/- 0.617 5.653 +/- 0.611
SPEA2/h2 4.477 +/- 0.037 2.294 +/- 0.000 4.687 +/- 0.955 3.196 +/- 0.708 2.626 +/- 0.771 5.224 +/- 0.626
SPEA2/h3 4.480 +/- 0.000 2.294 +/- 0.000 4.599 +/- 0.373 2.878 +/- 0.704 2.426 +/- 0.696 5.757 +/- 0.631
SPEA2/h4 4.480 +/- 0.000 2.294 +/- 0.000 4.539 +/- 0.276 2.885 +/- 0.700 2.379 +/- 0.689 5.611 +/- 0.635
SPEA2/hx 3.9 +/- 0.0 1.8 +/- 0.0 4.2 +/- 0.0 2.5 +/- 0.0 1.7 +/- 0.0 4.6 +/- 0.1
AMET/m1 4.480 +/- 0.000 2.294 +/- 0.000 4.599 +/- 0.042 2.675 +/- 0.471 1.963 +/- 0.000 5.361 +/- 0.386
AMET/m2 4.480 +/- 0.000 2.294 +/- 0.000 4.537 +/- 0.183 3.571 +/- 0.762 1.977 +/- 0.145 5.259 +/- 0.559
AMET/m3 4.480 +/- 0.000 2.294 +/- 0.000 4.596 +/- 0.038 2.890 +/- 0.504 1.963 +/- 0.000 5.511 +/- 0.439
AMET/m4 4.480 +/- 0.000 2.294 +/- 0.000 4.596 +/- 0.038 2.873 +/- 0.458 1.963 +/- 0.000 5.561 +/- 0.330
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Tabela A.8: Média e desvio padrão do Hiper Volume de cada rede para o problema P2.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 905.3 +/- 43.2 815.7 +/- 35.8 2917.8 +/- 212.4 1890.9 +/- 140.1 2160.5 +/- 127.8 3472.5 +/- 476.5
SPEA2/h2 912.5 +/- 39.2 822.9 +/- 40.8 3041.3 +/- 358.3 1987.1 +/- 156.9 2087.5 +/- 181.6 3658.0 +/- 677.8
SPEA2/h3 908.4 +/- 42.2 819.8 +/- 35.1 2979.2 +/- 228.8 1976.2 +/- 157.5 2155.1 +/- 133.8 3471.8 +/- 474.5
SPEA2/h4 902.2 +/- 37.8 822.3 +/- 44.2 2929.8 +/- 201.0 1982.5 +/- 175.5 2177.3 +/- 143.9 3518.8 +/- 522.9
AMET/m1 813.1 +/- 57.5 682.2 +/- 66.1 2656.8 +/- 193.0 1847.5 +/- 126.5 1985.0 +/- 91.8 3565.8 +/- 373.4
AMET/m2 827.9 +/- 46.2 679.1 +/- 64.1 2628.4 +/- 205.3 1667.4 +/- 185.5 1987.7 +/- 81.6 3524.1 +/- 673.0
AMET/m3 821.2 +/- 44.6 671.2 +/- 67.2 2611.9 +/- 161.6 1819.2 +/- 131.5 1992.2 +/- 80.4 3599.8 +/- 354.5
AMET/m4 827.1 +/- 43.0 671.1 +/- 68.4 2627.8 +/- 190.5 1831.7 +/- 130.7 1991.3 +/- 94.7 3718.3 +/- 381.1
A.1.3 Problema P3
Tabela A.9: Média e desvio padrão do Erro de cada rede para o problema P3.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 10.598 +/- 7.004 0.103 +/- 0.719 1.365 +/- 3.020 19.493 +/- 10.301
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 9.443 +/- 6.651 0.053 +/- 0.524 3.181 +/- 4.623 19.060 +/- 11.107
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 8.423 +/- 5.249 0.105 +/- 0.737 0.738 +/- 2.351 19.370 +/- 10.111
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 8.672 +/- 6.442 0.053 +/- 0.524 0.404 +/- 1.762 16.641 +/- 8.961
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 12.5 +/- 1.4 0.5 +/- 0.5 2.1 +/- 1.1 10.0 +/- 2.8
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 4.430 +/- 4.405 0.000 +/- 0.000 1.302 +/- 2.878 5.725 +/- 6.429
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 8.288 +/- 6.424 0.000 +/- 0.000 0.148 +/- 1.039 12.624 +/- 8.601
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 4.942 +/- 4.174 0.000 +/- 0.000 0.000 +/- 0.000 8.392 +/- 6.157
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 4.836 +/- 4.135 0.000 +/- 0.000 0.077 +/- 0.765 8.368 +/- 5.563
Tabela A.10: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P3.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 1.623 +/- 0.815 0.027 +/- 0.191 0.722 +/- 1.630 2.776 +/- 2.825
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 1.751 +/- 1.257 0.013 +/- 0.130 2.203 +/- 2.628 2.382 +/- 1.929
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 1.345 +/- 0.787 0.028 +/- 0.196 0.572 +/- 1.305 2.433 +/- 2.031
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 1.332 +/- 0.905 0.014 +/- 0.140 0.346 +/- 1.067 2.497 +/- 3.133
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 0.8 +/- 0.1 0.1 +/- 0.0 0.4 +/- 0.2 0.5 +/- 0.2
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.776 +/- 0.682 0.000 +/- 0.000 0.619 +/- 1.169 0.632 +/- 1.458
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 1.353 +/- 0.946 0.000 +/- 0.000 0.560 +/- 0.777 1.178 +/- 2.187
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.808 +/- 0.605 0.000 +/- 0.000 0.352 +/- 0.644 0.720 +/- 1.783
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.857 +/- 0.657 0.000 +/- 0.000 0.481 +/- 0.930 0.559 +/- 1.445
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Tabela A.11: Média e desvio padrão do Spread de cada rede para o problema P3.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 3.483 +/- 0.000 4.462 +/- 0.000 4.421 +/- 0.300 4.732 +/- 0.313 7.921 +/- 0.269 6.346 +/- 0.407
SPEA2/h2 3.472 +/- 0.109 4.462 +/- 0.000 4.377 +/- 0.421 4.755 +/- 0.346 8.352 +/- 0.467 6.715 +/- 0.441
SPEA2/h3 3.483 +/- 0.000 4.462 +/- 0.000 4.358 +/- 0.230 4.832 +/- 0.338 8.047 +/- 0.250 6.418 +/- 0.337
SPEA2/h4 3.483 +/- 0.000 4.462 +/- 0.000 4.368 +/- 0.234 4.778 +/- 0.326 8.010 +/- 0.253 6.437 +/- 0.311
SPEA2/hx 3.0 +/- 0.0 3.8 +/- 0.1 4.8 +/- 0.1 5.6 +/- 0.0 7.3 +/- 0.1 8.0 +/- 0.1
AMET/m1 3.483 +/- 0.000 4.462 +/- 0.000 4.581 +/- 0.199 5.141 +/- 0.091 7.813 +/- 0.119 5.835 +/- 0.230
AMET/m2 3.483 +/- 0.000 4.462 +/- 0.000 4.346 +/- 0.217 5.118 +/- 0.146 7.929 +/- 0.191 5.955 +/- 0.236
AMET/m3 3.483 +/- 0.000 4.462 +/- 0.000 4.563 +/- 0.200 5.135 +/- 0.111 7.863 +/- 0.120 5.871 +/- 0.274
AMET/m4 3.483 +/- 0.000 4.462 +/- 0.000 4.554 +/- 0.179 5.131 +/- 0.117 7.878 +/- 0.131 5.849 +/- 0.211
Tabela A.12: Média e desvio padrão do Hiper Volume de cada rede para o problema P3.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 888.5 +/- 39.6 912.2 +/- 51.0 5233.6 +/- 376.8 2583.5 +/- 166.3 2119.6 +/- 169.3 2030.8 +/- 229.0
SPEA2/h2 893.8 +/- 51.4 917.4 +/- 42.7 4819.9 +/- 479.3 2554.4 +/- 160.8 2119.9 +/- 280.6 2079.9 +/- 264.8
SPEA2/h3 887.9 +/- 44.2 910.0 +/- 50.6 5235.1 +/- 397.5 2574.9 +/- 160.8 2237.1 +/- 198.4 2159.3 +/- 219.4
SPEA2/h4 889.2 +/- 49.7 903.4 +/- 54.4 5227.1 +/- 380.7 2587.3 +/- 163.5 2234.8 +/- 180.7 2158.5 +/- 242.0
AMET/m1 796.1 +/- 59.1 745.2 +/- 82.5 4956.7 +/- 380.7 2501.6 +/- 164.7 2003.1 +/- 144.9 2147.3 +/- 199.1
AMET/m2 820.1 +/- 49.3 733.4 +/- 86.5 4548.4 +/- 445.8 2258.4 +/- 190.3 2036.6 +/- 146.5 2151.3 +/- 179.1
AMET/m3 817.4 +/- 56.0 737.8 +/- 78.7 4879.1 +/- 417.3 2455.6 +/- 178.3 2029.5 +/- 124.5 2167.7 +/- 178.4
AMET/m4 811.8 +/- 51.4 746.0 +/- 80.1 4900.1 +/- 428.0 2423.0 +/- 164.7 2026.9 +/- 130.5 2153.4 +/- 180.1
A.1.4 Problema P4
Tabela A.13: Média e desvio padrão do Erro de cada rede para o problema P4.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 4.125 +/- 5.797 0.222 +/- 1.556 2.625 +/- 6.012 6.762 +/- 12.933
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 3.367 +/- 6.486 0.722 +/- 2.863 4.069 +/- 10.824 25.433 +/- 10.112
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 1.801 +/- 3.766 0.111 +/- 1.106 0.740 +/- 2.941 11.650 +/- 15.536
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 1.837 +/- 4.056 0.125 +/- 1.244 0.458 +/- 2.743 8.821 +/- 14.559
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 5.2 +/- 1.9 2.6 +/- 2.1 5.8 +/- 2.5 10.1 +/- 2.5
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 1.801 +/- 4.290 0.111 +/- 1.106 0.000 +/- 0.000 4.200 +/- 11.505
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 2.330 +/- 5.029 0.000 +/- 0.000 0.000 +/- 0.000 19.717 +/- 15.548
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 1.263 +/- 3.311 0.000 +/- 0.000 0.000 +/- 0.000 8.550 +/- 13.215
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 1.306 +/- 3.433 0.000 +/- 0.000 0.000 +/- 0.000 8.867 +/- 13.788
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Tabela A.14: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P4.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.000 +/- 0.000 0.000 +/- 0.000 2.146 +/- 2.911 0.159 +/- 1.111 0.996 +/- 2.165 6.129 +/- 12.340
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 1.524 +/- 2.812 0.516 +/- 2.045 1.412 +/- 2.928 34.985 +/- 11.944
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 0.818 +/- 1.753 0.079 +/- 0.790 0.322 +/- 1.279 12.836 +/- 17.823
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 0.983 +/- 2.179 0.089 +/- 0.888 0.171 +/- 0.983 9.686 +/- 16.432
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 1.1 +/- 0.4 0.3 +/- 0.2 0.8 +/- 0.4 0.5 +/- 0.1
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.816 +/- 1.923 0.051 +/- 0.503 0.000 +/- 0.000 5.294 +/- 13.740
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 1.430 +/- 2.820 0.000 +/- 0.000 0.000 +/- 0.000 26.716 +/- 20.096
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.830 +/- 2.102 0.000 +/- 0.000 0.000 +/- 0.000 11.981 +/- 17.948
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.827 +/- 2.104 0.000 +/- 0.000 0.000 +/- 0.000 11.968 +/- 18.079
Tabela A.15: Média e desvio padrão do Spread de cada rede para o problema P4.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 4.205 +/- 0.000 0.000 +/- 0.000 3.913 +/- 0.451 7.620 +/- 0.097 3.473 +/- 0.353 6.893 +/- 0.433
SPEA2/h2 4.205 +/- 0.000 0.000 +/- 0.000 3.255 +/- 0.380 7.574 +/- 0.129 3.832 +/- 0.712 7.217 +/- 0.509
SPEA2/h3 4.205 +/- 0.000 0.000 +/- 0.000 3.754 +/- 0.402 7.629 +/- 0.095 3.477 +/- 0.350 6.975 +/- 0.537
SPEA2/h4 4.205 +/- 0.000 0.000 +/- 0.000 3.710 +/- 0.424 7.610 +/- 0.108 3.527 +/- 0.414 6.986 +/- 0.531
SPEA2/hx 3.2 +/- 0.0 0.0 +/- 0.0 3.3 +/- 0.2 7.0 +/- 0.0 3.2 +/- 0.1 8.7 +/- 0.1
AMET/m1 4.205 +/- 0.000 0.000 +/- 0.000 3.943 +/- 0.338 7.693 +/- 0.028 3.481 +/- 0.108 6.839 +/- 0.296
AMET/m2 4.205 +/- 0.000 0.000 +/- 0.000 3.612 +/- 0.392 7.697 +/- 0.000 3.509 +/- 0.123 6.977 +/- 0.563
AMET/m3 4.205 +/- 0.000 0.000 +/- 0.000 3.889 +/- 0.331 7.697 +/- 0.000 3.496 +/- 0.000 6.965 +/- 0.377
AMET/m4 4.205 +/- 0.000 0.000 +/- 0.000 3.817 +/- 0.325 7.693 +/- 0.028 3.496 +/- 0.000 6.911 +/- 0.428
Tabela A.16: Média e desvio padrão do Hiper Volume de cada rede para o problema P4.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 642.3 +/- 25.5 368.5 +/- 13.1 3608.2 +/- 275.6 1534.9 +/- 111.6 1964.0 +/- 146.6 1085.2 +/- 100.8
SPEA2/h2 639.0 +/- 25.1 368.6 +/- 12.6 3153.1 +/- 237.6 1474.5 +/- 123.0 1973.7 +/- 248.8 977.0 +/- 114.8
SPEA2/h3 639.3 +/- 22.5 368.3 +/- 11.7 3563.4 +/- 284.1 1537.1 +/- 106.7 2049.6 +/- 142.5 1081.2 +/- 120.3
SPEA2/h4 636.8 +/- 23.6 364.5 +/- 12.1 3586.3 +/- 295.4 1528.1 +/- 128.0 2047.6 +/- 156.8 1093.3 +/- 148.2
AMET/m1 541.6 +/- 34.8 281.8 +/- 28.0 3148.8 +/- 267.4 1385.5 +/- 80.6 1709.0 +/- 83.5 903.7 +/- 85.7
AMET/m2 542.5 +/- 25.9 282.3 +/- 26.0 2855.0 +/- 314.3 1295.4 +/- 104.9 1720.0 +/- 114.8 855.6 +/- 110.3
AMET/m3 538.2 +/- 26.1 277.9 +/- 27.4 3141.2 +/- 269.7 1366.6 +/- 89.2 1715.2 +/- 97.8 869.3 +/- 97.5
AMET/m4 546.4 +/- 34.8 281.3 +/- 26.6 3111.1 +/- 275.6 1356.1 +/- 88.0 1725.9 +/- 92.7 881.5 +/- 111.8
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A.1.5 Problema P5
Tabela A.17: Média e desvio padrão do Erro de cada rede para o problema P5.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.333 +/- 3.317 0.000 +/- 0.000 19.933 +/- 22.255 8.667 +/- 14.621 23.500 +/- 30.377 87.500 +/- 15.745
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 2.000 +/- 6.000 6.667 +/- 13.333 2.500 +/- 10.897 57.583 +/- 27.720
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 2.133 +/- 6.524 8.333 +/- 14.434 3.500 +/- 12.757 57.767 +/- 29.048
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 0.400 +/- 2.800 6.333 +/- 13.077 1.500 +/- 8.529 36.300 +/- 32.021
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 1.000 +/- 5.686 0.000 +/- 0.000 24.667 +/- 35.275
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 0.400 +/- 3.980 0.333 +/- 3.317 0.000 +/- 0.000 61.300 +/- 24.501
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 34.500 +/- 36.094
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 31.467 +/- 34.804
Tabela A.18: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P5.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.077 +/- 0.765 0.000 +/- 0.000 1.929 +/- 2.098 1.083 +/- 1.828 0.881 +/- 1.162 5.353 +/- 2.050
SPEA2/h2 0.000 +/- 0.000 0.000 +/- 0.000 0.177 +/- 0.532 0.833 +/- 1.667 0.093 +/- 0.404 2.899 +/- 1.808
SPEA2/h3 0.000 +/- 0.000 0.000 +/- 0.000 0.197 +/- 0.627 1.042 +/- 1.804 0.130 +/- 0.472 2.960 +/- 1.814
SPEA2/h4 0.000 +/- 0.000 0.000 +/- 0.000 0.036 +/- 0.255 0.792 +/- 1.635 0.056 +/- 0.316 1.815 +/- 1.643
SPEA2/hx 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0 0.0 +/- 0.0
AMET/m1 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 1.250 +/- 7.108 0.000 +/- 0.000 10.390 +/- 15.216
AMET/m2 0.000 +/- 0.000 0.000 +/- 0.000 0.471 +/- 4.690 0.417 +/- 4.146 0.000 +/- 0.000 27.043 +/- 16.496
AMET/m3 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 14.710 +/- 17.092
AMET/m4 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 0.000 +/- 0.000 12.853 +/- 14.934
Tabela A.19: Média e desvio padrão do Spread de cada rede para o problema P5.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.772 +/- 0.073 0.000 +/- 0.000 2.711 +/- 0.942 1.552 +/- 0.543 5.957 +/- 2.201 4.235 +/- 0.701
SPEA2/h2 0.765 +/- 0.000 0.000 +/- 0.000 1.208 +/- 0.271 1.478 +/- 0.495 6.727 +/- 0.324 3.437 +/- 1.139
SPEA2/h3 0.765 +/- 0.000 0.000 +/- 0.000 1.227 +/- 0.326 1.540 +/- 0.536 6.697 +/- 0.456 3.684 +/- 0.836
SPEA2/h4 0.765 +/- 0.000 0.000 +/- 0.000 1.146 +/- 0.124 1.466 +/- 0.486 6.693 +/- 0.455 3.669 +/- 0.719
SPEA2/hx 0.7 +/- 0.0 0.0 +/- 0.0 1.0 +/- 0.0 0.8 +/- 0.0 5.0 +/- 0.4 2.5 +/- 0.0
AMET/m1 0.765 +/- 0.000 0.000 +/- 0.000 1.128 +/- 0.000 1.331 +/- 0.485 6.690 +/- 0.454 3.851 +/- 0.353
AMET/m2 0.765 +/- 0.000 0.000 +/- 0.000 1.251 +/- 0.488 1.243 +/- 0.123 6.755 +/- 0.000 3.872 +/- 0.598
AMET/m3 0.765 +/- 0.000 0.000 +/- 0.000 1.128 +/- 0.000 1.230 +/- 0.000 6.755 +/- 0.000 3.863 +/- 0.130
AMET/m4 0.765 +/- 0.000 0.000 +/- 0.000 1.128 +/- 0.000 1.230 +/- 0.000 6.690 +/- 0.454 3.821 +/- 0.269
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Tabela A.20: Média e desvio padrão do Hiper Volume de cada rede para o problema P5.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 421.7 +/- 20.7 318.1 +/- 15.9 1202.7 +/- 153.8 346.1 +/- 17.0 258.2 +/- 45.0 343.8 +/- 51.8
SPEA2/h2 416.9 +/- 18.2 319.1 +/- 16.7 1291.3 +/- 55.9 340.1 +/- 16.8 275.9 +/- 13.8 386.6 +/- 72.7
SPEA2/h3 422.3 +/- 18.9 319.7 +/- 15.6 1309.3 +/- 78.1 340.3 +/- 16.5 276.0 +/- 17.6 384.9 +/- 64.8
SPEA2/h4 422.9 +/- 20.8 316.9 +/- 15.2 1299.1 +/- 63.6 337.7 +/- 16.7 272.6 +/- 15.9 400.5 +/- 63.4
AMET/m1 373.3 +/- 28.6 263.3 +/- 27.1 1123.0 +/- 63.9 285.2 +/- 27.6 244.9 +/- 17.6 370.3 +/- 50.9
AMET/m2 376.3 +/- 29.6 257.2 +/- 29.8 1098.9 +/- 84.2 281.1 +/- 21.5 243.3 +/- 11.4 318.8 +/- 60.1
AMET/m3 375.4 +/- 30.6 261.9 +/- 27.1 1123.9 +/- 69.6 286.0 +/- 22.3 243.6 +/- 13.3 355.0 +/- 64.0
AMET/m4 371.9 +/- 26.2 258.9 +/- 30.8 1119.2 +/- 65.6 283.9 +/- 24.7 244.1 +/- 19.1 355.5 +/- 61.4
A.2 Instâncias de Quatro Objetivos
A.2.1 Problema P6
Tabela A.21: Média e desvio padrão do Erro de cada rede para o problema P6.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 0.751 +/- 2.700 0.393 +/- 2.852 16.133 +/- 6.051 12.152 +/- 6.151 28.489 +/- 8.273 13.624 +/- 13.709
SPEA2/h3 0.042 +/- 0.415 0.000 +/- 0.000 13.841 +/- 6.043 13.284 +/- 6.438 33.526 +/- 9.955 14.299 +/- 15.618
SPEA2/h4 0.181 +/- 1.179 0.000 +/- 0.000 14.753 +/- 6.096 13.508 +/- 5.907 31.978 +/- 9.710 12.064 +/- 12.227
AEMT/m3 1.381 +/- 3.594 0.000 +/- 0.000 21.390 +/- 5.463 13.822 +/- 5.794 22.672 +/- 6.667 9.785 +/- 6.719
AEMT/m4 1.837 +/- 4.347 0.000 +/- 0.000 21.422 +/- 6.489 12.829 +/- 4.874 22.726 +/- 6.718 10.069 +/- 6.575
AEMMT/mm1 0.233 +/- 1.060 0.000 +/- 0.000 9.695 +/- 4.450 12.687 +/- 6.021 24.348 +/- 7.985 9.364 +/- 9.875
AEMMT/mm2 0.388 +/- 1.476 0.000 +/- 0.000 10.468 +/- 4.595 11.944 +/- 5.491 24.897 +/- 7.458 7.755 +/- 6.194
AEMMD/md1 0.000 +/- 0.000 0.000 +/- 0.000 5.349 +/- 2.605 11.264 +/- 5.597 9.937 +/- 5.648 3.530 +/- 3.203
AEMMD/md2 0.000 +/- 0.000 0.000 +/- 0.000 5.327 +/- 2.299 9.779 +/- 6.101 10.049 +/- 6.699 3.936 +/- 4.599
Tabela A.22: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P6.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 1.302 +/- 4.288 1.749 +/- 12.300 4.671 +/- 1.353 8.162 +/- 4.458 7.619 +/- 2.743 3.860 +/- 2.571
SPEA2/h3 0.050 +/- 0.493 0.000 +/- 0.000 3.997 +/- 1.460 5.987 +/- 4.594 7.957 +/- 2.355 3.608 +/- 2.591
SPEA2/h4 0.371 +/- 2.131 0.000 +/- 0.000 4.331 +/- 1.374 6.588 +/- 4.464 7.839 +/- 2.391 3.385 +/- 2.403
AEMT/m3 1.837 +/- 4.720 0.000 +/- 0.000 5.012 +/- 1.036 7.675 +/- 4.152 7.655 +/- 2.598 3.197 +/- 2.148
AEMT/m4 2.305 +/- 5.331 0.000 +/- 0.000 5.079 +/- 1.434 7.558 +/- 4.378 8.151 +/- 2.453 3.546 +/- 2.323
AEMMT/mm1 0.454 +/- 2.189 0.000 +/- 0.000 4.082 +/- 1.910 6.519 +/- 4.627 7.000 +/- 3.024 2.818 +/- 2.145
AEMMT/mm2 0.630 +/- 2.476 0.000 +/- 0.000 4.479 +/- 2.068 6.186 +/- 4.982 7.700 +/- 3.223 2.578 +/- 1.871
AEMMD/md1 0.000 +/- 0.000 0.000 +/- 0.000 1.808 +/- 1.086 4.217 +/- 4.766 2.821 +/- 1.844 1.515 +/- 1.697
AEMMD/md2 0.000 +/- 0.000 0.000 +/- 0.000 1.761 +/- 1.043 3.843 +/- 4.152 3.351 +/- 2.368 1.403 +/- 1.735
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Tabela A.23: Média e desvio padrão do Pareto Subset de cada rede para o problema P6.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 26.100 +/- 0.806 6.980 +/- 0.140 50.190 +/- 3.580 27.370 +/- 2.660 26.270 +/- 3.298 37.340 +/- 7.418
SPEA2/h3 26.300 +/- 0.877 7.000 +/- 0.000 51.590 +/- 3.606 29.750 +/- 2.090 27.550 +/- 4.959 37.550 +/- 9.124
SPEA2/h4 26.350 +/- 0.740 7.000 +/- 0.000 51.020 +/- 3.658 29.650 +/- 2.325 28.550 +/- 5.143 39.460 +/- 6.901
AEMT/m3 25.680 +/- 1.057 7.000 +/- 0.000 67.610 +/- 5.067 29.970 +/- 1.315 27.520 +/- 2.406 40.920 +/- 4.144
AEMT/m4 25.680 +/- 1.287 7.000 +/- 0.000 67.230 +/- 5.477 29.790 +/- 1.485 27.490 +/- 2.313 40.190 +/- 4.925
AEMMT/mm1 25.470 +/- 0.741 7.000 +/- 0.000 52.120 +/- 3.135 25.960 +/- 1.766 26.610 +/- 2.453 29.730 +/- 4.197
AEMMT/mm2 25.320 +/- 0.719 7.000 +/- 0.000 51.770 +/- 2.935 25.610 +/- 1.593 26.190 +/- 2.648 30.050 +/- 3.083
AEMMD/md1 26.840 +/- 0.367 7.000 +/- 0.000 94.780 +/- 4.282 32.260 +/- 2.344 46.500 +/- 7.838 49.070 +/- 4.997
AEMMD/md2 26.800 +/- 0.469 7.000 +/- 0.000 95.220 +/- 4.529 32.670 +/- 2.534 44.940 +/- 7.229 48.500 +/- 5.270
Tabela A.24: Média e desvio padrão do Máximo Spread de cada rede para o problema
P6.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 32.855 +/- 1.456 16.163 +/- 0.477 42.653 +/- 3.072 48.873 +/- 7.735 86.039 +/- 3.347 25.922 +/- 0.384
SPEA2/h3 32.496 +/- 0.628 16.095 +/- 0.000 42.863 +/- 3.445 50.467 +/- 6.555 87.410 +/- 5.031 25.889 +/- 0.369
SPEA2/h4 32.713 +/- 0.990 16.095 +/- 0.000 43.383 +/- 3.808 51.509 +/- 6.208 87.230 +/- 5.793 25.941 +/- 0.335
AEMT/m3 32.560 +/- 0.884 16.095 +/- 0.000 55.910 +/- 2.104 49.776 +/- 9.641 84.149 +/- 5.626 26.322 +/- 2.270
AEMT/m4 32.483 +/- 0.650 16.095 +/- 0.000 56.380 +/- 2.583 48.540 +/- 9.985 85.093 +/- 4.790 26.151 +/- 0.920
AEMMT/mm1 32.596 +/- 0.846 16.095 +/- 0.000 54.369 +/- 2.321 51.289 +/- 8.429 86.565 +/- 0.964 25.898 +/- 0.370
AEMMT/mm2 32.576 +/- 0.862 16.095 +/- 0.000 54.459 +/- 2.255 50.506 +/- 8.300 86.712 +/- 1.064 25.936 +/- 0.070
AEMMD/md1 32.689 +/- 0.271 16.095 +/- 0.000 55.484 +/- 1.991 52.175 +/- 5.271 88.136 +/- 2.584 25.653 +/- 1.307
AEMMD/md2 32.689 +/- 0.271 16.095 +/- 0.000 55.768 +/- 1.984 52.183 +/- 4.543 88.008 +/- 2.513 25.701 +/- 1.110
Tabela A.25: Média e desvio padrão do Hiper Volume de cada rede para o problema P6.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h1 1454.8 +/- 90.4 475.7 +/- 24.6 5843.0 +/- 272.8 3673.9 +/- 386.6 5003.5 +/- 585.3 5912.1 +/- 696.1
SPEA2/h3 1439.0 +/- 85.5 486.7 +/- 25.7 5853.0 +/- 314.8 3914.9 +/- 345.3 5749.1 +/- 1046.8 6388.0 +/- 985.7
SPEA2/h4 1440.0 +/- 89.4 481.2 +/- 24.9 5874.8 +/- 353.4 3936.2 +/- 356.7 5819.7 +/- 1131.7 6558.8 +/- 874.3
AEMT/m3 1387.4 +/- 101.5 410.7 +/- 38.4 8167.3 +/- 665.6 3836.5 +/- 339.5 4941.7 +/- 602.4 6118.4 +/- 649.0
AEMT/m4 1409.1 +/- 105.8 408.6 +/- 39.2 8143.3 +/- 642.3 3841.8 +/- 367.0 4906.0 +/- 534.5 6033.5 +/- 867.2
AEMMT/mm1 1367.0 +/- 83.4 421.3 +/- 32.9 5446.8 +/- 385.2 3327.3 +/- 303.5 4580.7 +/- 507.2 4472.4 +/- 443.6
AEMMT/mm2 1366.0 +/- 81.0 415.9 +/- 35.5 5507.5 +/- 396.1 3281.4 +/- 270.7 4592.6 +/- 553.4 4430.8 +/- 475.5
AEMMD/md1 1376.3 +/- 73.3 395.9 +/- 37.4 9264.6 +/- 637.1 4028.1 +/- 325.5 6681.5 +/- 1121.5 6724.7 +/- 832.2
AEMMD/md2 1386.0 +/- 78.3 394.2 +/- 41.1 9296.3 +/- 673.4 4026.7 +/- 338.3 6399.3 +/- 1081.7 6767.6 +/- 1058.8
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A.3 Instâncias de Cinco Objetivos
A.3.1 Problema P7
Tabela A.26: Média e desvio padrão do Erro de cada rede para o problema P7.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h1 23.956 +/- 6.231 12.144 +/- 4.188 24.933 +/- 6.706 20.244 +/- 5.269 64.156 +/- 9.585 8.067 +/- 3.415
SPEA2/h3 25.622 +/- 7.060 20.711 +/- 6.537 27.522 +/- 6.246 23.189 +/- 6.787 51.322 +/- 11.691 6.278 +/- 3.008
SPEA2/h4 22.889 +/- 6.485 20.800 +/- 6.389 27.844 +/- 6.780 20.778 +/- 6.314 54.867 +/- 13.133 6.233 +/- 2.572
AEMMT/mm1 20.164 +/- 3.721 21.438 +/- 5.277 26.480 +/- 5.431 11.576 +/- 3.395 40.262 +/- 6.682 8.168 +/- 3.094
AEMMT/mm2 19.588 +/- 3.797 21.011 +/- 6.388 25.515 +/- 5.435 11.109 +/- 2.903 43.177 +/- 7.764 8.481 +/- 3.500
AEMMD/md1 11.684 +/- 2.926 12.066 +/- 5.907 10.054 +/- 3.176 5.629 +/- 3.677 35.368 +/- 10.503 7.324 +/- 2.897
AEMMD/md2 11.919 +/- 2.727 12.921 +/- 6.028 11.003 +/- 3.096 6.109 +/- 3.497 35.899 +/- 10.682 6.849 +/- 2.756
Tabela A.27: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P7.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h1 6.500 +/- 1.400 4.000 +/- 1.100 5.400 +/- 1.200 3.300 +/- 0.800 9.100 +/- 1.600 6.700 +/- 4.700
SPEA2/h3 7.060 +/- 1.665 4.266 +/- 0.780 4.291 +/- 0.882 3.397 +/- 0.456 4.954 +/- 0.915 1.867 +/- 0.344
SPEA2/h4 6.549 +/- 1.506 4.557 +/- 1.000 4.415 +/- 0.769 3.313 +/- 0.457 5.371 +/- 1.083 2.267 +/- 0.400
AEMMT/mm1 3.558 +/- 0.488 4.154 +/- 0.795 4.696 +/- 0.882 1.991 +/- 0.529 4.079 +/- 0.698 3.029 +/- 1.591
AEMMT/mm2 3.508 +/- 0.476 3.990 +/- 0.966 4.722 +/- 1.048 2.054 +/- 0.882 4.262 +/- 0.885 3.112 +/- 1.725
AEMMD/md1 3.052 +/- 0.804 2.549 +/- 0.734 2.798 +/- 0.569 1.346 +/- 0.169 2.929 +/- 0.450 2.549 +/- 0.984
AEMMD/md2 2.911 +/- 0.694 2.668 +/- 0.668 2.847 +/- 0.513 1.341 +/- 0.235 2.943 +/- 0.402 2.390 +/- 0.816
Tabela A.28: Média e desvio padrão do Pareto Subset de cada rede para o problema P7.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h1 68.44 +/- 5.60 79.07 +/- 3.76 67.56 +/- 6.03 71.78 +/- 4.74 32.26 +/- 8.62 81.33 +/- 4.06
SPEA2/h3 66.94 +/- 6.35 71.36 +/- 5.88 65.23 +/- 5.62 69.13 +/- 6.10 43.81 +/- 10.52 84.35 +/- 2.70
SPEA2/h4 69.40 +/- 5.83 71.28 +/- 5.75 64.94 +/- 6.10 71.30 +/- 5.68 40.62 +/- 11.82 84.39 +/- 2.31
AEMMT/mm1 127.95 +/- 8.70 112.30 +/- 7.99 83.64 +/- 8.84 129.08 +/- 10.28 69.53 +/- 8.26 78.07 +/- 4.43
AEMMT/mm2 128.43 +/- 9.41 113.18 +/- 9.88 82.67 +/- 8.54 129.30 +/- 9.99 65.47 +/- 10.01 77.14 +/- 5.81
AEMMD/md1 233.79 +/- 14.51 191.23 +/- 19.25 173.06 +/- 18.44 265.41 +/- 28.78 131.95 +/- 27.06 109.66 +/- 8.70
AEMMD/md2 229.13 +/- 14.46 186.98 +/- 19.69 166.97 +/- 21.34 256.58 +/- 30.55 129.66 +/- 24.50 108.72 +/- 8.57
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Tabela A.29: Média e desvio padrão do Máximo Spread de cada rede para o problema
P7.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h1 51.40 +/- 2.61 48.63 +/- 7.55 49.99 +/- 5.66 22.73 +/- 3.98 38.84 +/- 2.18 73.49 +/- 14.27
SPEA2/h3 54.56 +/- 3.47 54.27 +/- 5.85 51.03 +/- 6.02 25.37 +/- 6.66 42.71 +/- 5.77 59.85 +/- 11.94
SPEA2/h4 54.06 +/- 3.00 52.89 +/- 5.15 50.81 +/- 7.24 24.32 +/- 5.41 42.82 +/- 5.40 59.31 +/- 11.60
AEMMT/mm1 70.13 +/- 3.27 81.48 +/- 10.89 88.10 +/- 1.77 41.59 +/- 12.43 67.23 +/- 13.09 82.55 +/- 7.96
AEMMT/mm2 70.04 +/- 2.70 83.62 +/- 9.34 88.01 +/- 1.53 38.05 +/- 10.60 67.28 +/- 12.43 81.17 +/- 8.28
AEMMD/md1 68.07 +/- 2.68 87.15 +/- 8.22 88.06 +/- 5.09 32.89 +/- 7.14 66.44 +/- 12.58 88.53 +/- 8.88
AEMMD/md2 68.48 +/- 2.73 89.40 +/- 6.25 87.84 +/- 4.98 32.72 +/- 7.56 66.39 +/- 10.81 87.13 +/- 7.68
Tabela A.30: Média e desvio padrão do Hiper Volume de cada rede para o problema P7.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h1 8787 +/- 571 10612 +/- 913.580 13130 +/- 816 12129 +/- 952 15050 +/- 1122 16076 +/- 1706
SPEA2/h3 8385 +/- 515 10773 +/- 622 13013 +/- 1006 12610 +/- 1146 14830 +/- 1070 15745 +/- 1581
SPEA2/h4 8539 +/- 551 10710 +/- 653.502 12723 +/- 793 12290 +/- 975 14594 +/- 1029 15747 +/- 1550
AEMMT/mm1 14875 +/- 1143 15045 +/- 1206 15484 +/- 1756 19800 +/- 1813 19069 +/- 1741 14322 +/- 1566
AEMMT/mm2 14781 +/- 1119 15011 +/- 1342 14916 +/- 1703 19825 +/- 2001 18749 +/- 2009 14307 +/- 1670
AEMMD/md1 23516 +/- 2047 22799 +/- 1982 25337 +/- 2982 36706 +/- 4207 31694 +/- 3943 19659 +/- 2319
AEMMD/md2 23063 +/- 1784 22667 +/- 2117 25206 +/- 3586 35961 +/- 4806 30988 +/- 3640 19426 +/- 2040
A.4 Instâncias de Seis Objetivos
A.4.1 Problema P8
Tabela A.31: Média e desvio padrão do Erro de cada rede para o problema P8.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h3 34.456 +/- 9.543 26.644 +/- 5.228 32.867 +/- 8.106 36.733 +/- 7.825 71.211 +/- 9.469 11.811 +/- 4.221
SPEA2/h4 32.211 +/- 7.556 26.322 +/- 6.014 28.511 +/- 7.879 34.200 +/- 7.818 74.544 +/- 9.562 11.556 +/- 3.791
AEMMT/mm1 6.176 +/- 2.508 6.175 +/- 3.785 13.032 +/- 3.769 6.884 +/- 2.753 26.912 +/- 6.989 4.336 +/- 2.269
AEMMT/mm2 6.943 +/- 2.314 6.159 +/- 3.259 13.481 +/- 3.574 6.725 +/- 2.485 27.420 +/- 6.875 4.319 +/- 2.129
AEMMD/md1 8.806 +/- 2.867 5.985 +/- 2.428 6.858 +/- 2.397 3.673 +/- 2.211 32.523 +/- 12.822 3.384 +/- 2.134
AEMMD/md 8.536 +/- 2.430 6.883 +/- 2.762 7.201 +/- 2.508 3.577 +/- 2.095 32.442 +/- 8.862 3.350 +/- 2.138
144
Tabela A.32: Média e desvio padrão do Generational Distance de cada rede para o pro-
blema P8.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h3 6.126 +/- 1.547 5.453 +/- 0.985 5.809 +/- 1.357 4.957 +/- 1.065 6.748 +/- 1.312 4.198 +/- 2.277
SPEA2/h4 5.751 +/- 1.229 5.649 +/- 1.152 5.174 +/- 1.239 4.838 +/- 1.145 7.150 +/- 1.253 3.735 +/- 2.062
AEMMT/mm1 2.139 +/- 0.719 1.901 +/- 0.894 3.363 +/- 1.008 1.593 +/- 0.861 3.338 +/- 0.932 1.583 +/- 1.224
AEMMT/mm2 2.191 +/- 0.693 1.895 +/- 0.791 3.422 +/- 1.010 1.534 +/- 0.787 3.288 +/- 0.779 1.807 +/- 1.222
AEMMD/md1 1.831 +/- 0.462 1.923 +/- 0.583 1.944 +/- 0.545 1.037 +/- 0.578 2.669 +/- 0.672 2.120 +/- 1.066
AEMMD/md 1.872 +/- 0.419 2.143 +/- 0.578 1.896 +/- 0.629 1.092 +/- 0.719 2.790 +/- 0.661 1.908 +/- 0.936
Tabela A.33: Média e desvio padrão do Pareto Subset de cada rede para o problema P8.
Heurísticas
Redes
REDE 2 REDE 3 REDE 4 REDE 5 REDE 6 REDE 7
SPEA2/h3 58.990 +/- 8.589 66.020 +/- 4.705 60.420 +/- 7.295 56.940 +/- 7.042 25.910 +/- 8.522 79.370 +/- 3.799
SPEA2/h4 61.010 +/- 6.801 66.310 +/- 5.412 64.340 +/- 7.091 59.220 +/- 7.036 22.910 +/- 8.606 79.600 +/- 3.412
AEMMT/mm1 116.100 +/- 6.247 138.150 +/- 9.228 101.780 +/- 6.246 125.230 +/- 8.016 98.610 +/- 10.189 115.080 +/- 5.323
AEMMT/mm2 117.560 +/- 6.202 139.060 +/- 8.320 101.000 +/- 6.645 126.700 +/- 7.754 99.170 +/- 10.610 116.180 +/- 5.901
AEMMD/md1 243.390 +/- 13.655 214.630 +/- 12.214 191.010 +/- 19.623 268.600 +/- 25.043 140.210 +/- 27.419 120.700 +/- 8.501
AEMMD/md 244.460 +/- 13.222 211.820 +/- 12.475 186.300 +/- 18.993 276.690 +/- 23.674 138.540 +/- 22.055 118.440 +/- 7.987
Tabela A.34: Média e desvio padrão do Máximo Spread de cada rede para o problema
P8.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h3 59.266 +/- 4.184 57.605 +/- 5.130 56.939 +/- 9.234 27.049 +/- 6.264 47.979 +/- 8.067 61.014 +/- 10.172
SPEA2/h4 57.582 +/- 4.144 57.082 +/- 5.292 58.393 +/- 9.813 26.079 +/- 6.527 47.703 +/- 6.355 61.140 +/- 12.072
AEMMT/mm1 67.709 +/- 3.754 78.319 +/- 10.857 86.876 +/- 3.502 33.227 +/- 6.232 65.631 +/- 10.535 80.434 +/- 8.174
AEMMT/mm2 67.913 +/- 3.697 76.403 +/- 10.673 87.662 +/- 1.207 34.624 +/- 7.868 63.550 +/- 8.790 78.479 +/- 6.930
AEMMD/md1 68.608 +/- 3.072 87.811 +/- 6.381 88.545 +/- 3.913 34.379 +/- 8.787 66.406 +/- 11.662 89.040 +/- 8.390
AEMMD/md 68.874 +/- 3.209 89.025 +/- 7.794 87.891 +/- 5.098 34.933 +/- 8.366 69.059 +/- 12.641 88.165 +/- 8.701
Tabela A.35: Média e desvio padrão do Hiper Volume de cada rede para o problema P8.
Heurísticas
Redes
REDE 0 REDE 1 REDE 2 REDE 3 REDE 4 REDE 5
SPEA2/h3 10221 +/- 612 15808 +/- 787 19060 +/- 1720 17361 +/- 1536 19663 +/- 1703 21254 +/- 1842
SPEA2/h4 10312 +/- 608 15911 +/- 781 18702 +/- 1301 17168 +/- 1411 19633 +/- 1402 21264 +/- 1804
AEMMT/mm1 13565 +/- 986 21825 +/- 1611 21803 +/- 1885 25297 +/- 2435 29919 +/- 3007 26944 +/- 2404
AEMMT/mm2 13848 +/- 1011 22152 +/- 1774 21878 +/- 2100 25346 +/- 2453 30170 +/- 3100 27629 +/- 2528
AEMMD/md1 28455 +/- 2386 35742 +/- 3026 38237 +/- 4170 49699 +/- 5969 43119 +/- 6652 28527 +/- 3466
AEMMD/md 28585 +/- 2268 35311 +/- 2616 38720 +/- 5526 51369 +/- 6923 41740 +/- 5079 28474 +/- 3106
